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. ABSTRACT -
. . < . \

This thesis studies the problem of instability if ;pitch synthesis filters found
in Adapti@é Predictive Coding of speech. The performance of such coders is
often improved by adding, in the analysis stage, a pitch predictor which removes
the redundancy due to the pitch periodicity in .the speech sigiml. The pitch
synthesis filter used to restore this periocficity is known to be quite susceptible to
instability, causing distortion in the decoded speech. The system function of the
synthesis filter has a denominator polynomial of relatively high degree, ranging
from 20 to 120 for a signal §ampled at 8 kHz. Testing the stability of the filter
by solving for the roots of the polynomial is time consuming and impractical for

real time applications.
- g 3

r~ .
This study establishes a simple criterion to check the filter stability for a given

frame of speech, it also proposes several stabilization schemes, and examines the
effects of stabilizing the filter on the decoded speech. One criterion-determines the
filter stability by checking the sum of the magnitudes of the predictor coefficients

against unity. It introduces a negligible delay and is shown to be a sufficient

condition for the stability of the pitch synthesis filter.

.
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SOMMAIRE -

Ce thémoire examine les problémes d'instabilité dans les filtres de synthése
de pél‘iod’i(;ité qui font partie des systémes de codage prédjctif adaptif pour le
traitement de la parole. Les performances de ces codeurs sont souvenﬁ\nméﬁoiéé
en incorporant un prédicteur de périodicité qui exploite la redondanée de la pé-
riodicité dans de signal de parole. Le ﬁ}tre de synthése utilisé dans la restoration
de la périodicité ;osséde de fortes tendances d’instabilité ce qui cause des dis-
torsions dans la parole décod:’ee. La fonction de transfert du filtre de synthése
est caractérisée par un polynome de degré élevé variant entre 20 et 120 pour un
signal échantillonné a 8 kHz. Vérifier Ia stabilité du filtre en essayant de trouver
les racines du polynéme est une tache qui demanderait trop de temps pour un

ordinateur fontionnant un temps réel. 7 oL

5

Ce travail établie un critére simple pour déterminer la stabilité du filtre dans
une fenétre d’analyse donnée du signal. Plusieurs méthodes de stabilisation y
sont également proposées ainsi que I’examen des effets de la stabilisation sur le

signal reconstruit. Parmi les critéres examinés; I'un de ceux-ci vérifie la stabilité

" en comparant la somme des valeurs absolues des coefficients du prédicteur par

rapport a |'unité. Cette méthode simple demande un temps de cal¢ul négligeable

et il est démontré que ceci constitue une condition suffisante pour la stabilité du

filtre de synthese de périodicité. v E
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Chapter 1 Introduction

>

"1.1 Adaptive Predictive Coding of Speech

An efficient speech toding scheme is one that maximizes the utilization ‘of 1
given channe'l capacity, or equivalently one that minimizes the bit rate require-
ment to transmit the speech signal. As far back as in' the late 1930’s, speech
signal was known to have contained some redundant components which' could
be pre}jcted from the recent history of the signal. The remaining signal after

prediction is known as the residual, and it is the difference between the input
‘ .
sighal and the predicted signal.

© o

Predictive coding [ELIA(55)] takes advantage of this predictability of a sig-

b

nal in reducing the transmission load of the channel. If the current sample can

s ° :
be predicted from the past several samples inthe transmitter, the approximate

version of the same sample can similarly be reproduced from the past several

reconstructed samples in the receiver. The residual however, which is unpre-

4

dictable, must.be transmitted to fill the missing information in the output. By

nature, the residual is relatively low in- amplitude; therefore it requires fewer
¥

bits/samble to code the residual than it does to code the original input signal

itself. The obligation to transmit only the lov(r-amplitude residual signal is one

'
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major feature that makes predictive coding an efficient coding scheme.

v

The app‘lication of the predictive coding to speech signal was pioneered by
Atal in the late 1960’s [ATAL(70)]. Two sources of redundancies in speech signal
are (i)- the lack of flatness in the short-time spectral envelope [SCHR(66)), reflect-

ing its correlative nature, and (ii)- its quasi-periodicity during voiced segments.

" These two redundancies cap be described as the near-sample-based redundancy

caused by the slowly varying vocal tract shape, and the distant-sample-based re-

dundancy as a result of the rhythmic glottal excitation or vibration [JAYA(84)].

To effectively remove these redundancies requires different predictors, each
tailored to match the characteristics of one specific form of redundancy. They
are appropriately called the formant predictor — for predicting the first type
of redundancy. and the pitch predictor — for predicting the second redundancy
described above. Since the speech signa]‘ changes its characteristics from time to
time, it is necessary to have an adaptive or time-varying predictor to keep track

of this change. In other words, each set of the predictor coefficients used by ‘a

' specific predictor must be constantly updated to match the changing speech char-

acteristics; therefore the term Adaptive Predictive Coding (APC). In the course
of t};e development of APC system, many of its algorithms have been modified

and improved, and new features are being added to better its performance.

The digital channel in APC is used to transmit two quwantities': the quan-
tized prediction residual, and the side information which includes primarily the
predictor coefficients. and the step size of the quaxﬁi'zer. The transmission of the
prediction residual normally occupies a significantly larger proportion of the total
number of bits, thus an efficient quantization of the residual is essential in obtain-
ing the lowest possible bit rate for a given speech quality. ‘Studies |[ATAL(80)]

indicate that the high-amplitude portion of the residual is more significant than
Fs Iy .

-2.




the low-amplitude counterpart, and that an accurate quantizt;.tion of the former
reduces the percep‘tual distortion in the decoded speech. The studies also dis-
cover that even when only the higher-amplitude part of the signal is retained by
center-clipping ;;rocess, very little or no distortion is observed. The above finding
provides an eﬂ’eActive alternative in reducing the number of bits required to code
the residual in APC, as we then need to transmit‘ only the high amplitude part

instead of the complete residual signal.

’

\
hY

" Another new feature later introduced to the original system, and which sig-
nificantly improves the perceptual quality of the output speech, is the noise
spectral shaping filter N(2). Quantization noise — the coding error of APCt,
can be treated as a white noise with a flat spectrum [ATAL(79)]. When the
noise spectrum is compared to a typical short-time voiced speech spectrum, we
see that the SNRY is high in the formant regions where the noise is effectively
masked by the speech signal, but rather low and even negative (in dB) in be-
tween the formants (or in the valleys) due to the relatively low signal energy in
these regions. Hence, the large part of the perceived noise originates from these
‘valley’ regions. The noise spectral shaping filter is designed to distribute the
noise power from one frequency t(; another, so that a more uniform SNR across

N A

the spectrum is achieved.

In the earlier version of APC system described above, a relatively high bit
rate 2> 9.6 kbps is usually required. With this capacity of bit rate, instantaneous
quantization and sample by sample coding of the quantized residual is effective,

and it is possible to generate quantization noise with an approximately flat spec-

t

3

To be verified in Chapter 2.

Signal to quantisation noise ratio.

AL, 4N
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trum. Recently, there is & quest for reducing the bit rate to below 5 kbps, in

5

hope of transmitting speech through the existing analog voice channel.

»

»

In response to the need for low bit ra£e APC, a new coding sc};ég;xe based on
the p“rinciple of APC has been investigated since 1982 [ATAL(82.B),(82.C),(85)].
It is called the Code-Excited Linear Prediction(CELP) coder [ATAL(85)]. This
new coder is a derivative of APC; it modifies certain aspects of the original APC
system. For instance, the pyediction in CELP is based on the past input of the
predictor instead of on the past reconstructed output, and a vector qualntiza.t.ion
strategy is used to code the \residual, which consequently requires only 2 kbps

to code the residual as compared to the 8 kbps requirement in APC system for

1-bit/sample accuracy.

®

Presently, CELP still demands a hea;;r computatioﬂ due to the need for an
exhaustive search during the residual mode! selection process. But preliminary
results have shown promises that with further sim;;liﬁcation of the algo;'ithm
alnd a more appropriate design of the dictionary,'this new derjvative of APC
should be able to produce high quality speech at the targeted bit rate of under 5
kbps. More detail of this new coder along with that of the APC system will be
described in Chapter 2.

1.2 Problem in Pitch Synthesis

In the analysis phase of either APC or CELP system, the stability of the
two FIR filters involved is generally guaran?é?lnstability occurs usually in the
synthesis stage, in particular — the pitch synthesis, where the filters are autore-
gressive (IIR). In formant synthesis, if the predictor coefficients (which are iden-

tical to the ordinary LPC coefficients) are computed by using auto-correlation

method [OPPE(75)] or modified covariance method [ATAL(79)], the stability ?

-4 -
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the synthesis filter can be guaranteed. Section 3.2 provides a simple proof of
+the general stability condition of the formant synthesis filter. In pitch synthesis
howeves, for reasons to be studied and justified later, the synthesis filter is quite

v, -
. e . < ‘ _ae
vulnerable to instability. it TN Nge Nd e g

i e

“.:

The pitch predictor in the early APC system contains only a single tap;
subsequent researcﬁ indicates that to l;etter ensure hig'her synchronism between
the sampling rate and the actual speaker pitch (peak), a multiple tap (m > l)Jr
pitch predictor is recommended. More recent APC analyzer using 3-tap pitch

predictor confirms that the 3-tap (or in general the multi-tap) predictor does

¢

indeed in;prove the prediction gain substantially. But at the same time, it also .

increases the number of unstable frames for a given speech file

The effect of unstable synthesis filter, particularly the unstable pitch synthesis
filter, has been found to cause an annoying effect in the perception of-the output
speech. The degradation due to pitch synthesis filter is characterized by the
presence of ‘beeps’ or click sounds in the output speech. Theoretically, a slystem

. is unstable because some of its poles lie outside the unit circle. To solve the
stability problem requires (i)-testing the system stability, to see if all the roots of
the system polynomial are inside the unit circle, and (ii)-stabilizing the system,
which involves modifying th-e coefficient values of the characteristic polynomial to
make all the roots to be inside the unit circle. In the pitcix synt‘hesis, the problem
is further compounded by the difficulty in determining the stability status of the
pitch synthesis ‘f"iltet,aa.s its characteristic equation is in the form of high degree~
(20 to 120) polynomial. Using conventional methods to.test the stability status

demands a heavy computation. It is this instability and the associated problems

in the pitch synthesis filter that initiate and shape the development of this thesis.

- 4

! Where m is the order, or the number of taps, of the pitch predictor. .
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1.3 Organization of the Report

In'Chapter 2 which follows, we describe the principles of APC system and its
new derivative CELP. The two categories of coders share many common features
as well as a common problem, i.e.] the instability during t}}e pitch synthesis
process. This chapter compares different ways of operations and the individual

?

characteristics of the two coders.

Chapters 3, 4 and 5 contain the findings and results based on both theoreti-
cal and experimental observations on the problem of’instability in pitch synthesis
filter; they form the main trunk of this thesis. Chapter 3 analyzes the instability
problem in detail, establishes the true stability reéion of the pitch synthesis fil-
ter, derives as we]i as verifies the su%ﬁcient condition for stability. The reliability
of using the sufficient condition as opposed to the necessary condition which is
difﬁa{lt to generalize is also estimated in this chapter. In Chapter 4, we propose
two basic methods to stabilize a single-tap filter, and two different approaches to
stabilize multi-tap filters when using unity-replacement method; these methods

are tested separately to show their relative efficiencies in terms of the consequent

loss in prediction gain. Chapter 5 examines the effect of the stabilization pro-

A
I 3 .

cess on the output speech, both objectively and subjectively. In particular, the
effect on CELP is examined where the results and observations are shown to be

applicable as well to APC system under certain valid assumption.

Chapter 6 summarizes some of the important observations and findings of
the experimental tests and simulation work carried out during the course of this
research pl"oject, from which a conclusion is drawn about the instability of the
pitch synthesis filter, its I;egative effect, as well as the effect of its stabilization

E

on the the output speech.
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This chapter describes the basic principles of APC and its derivative CELP,
W B

which have been touched upon briefly in the ‘Introduction’. Both of these speech

coders use pitch prediction as part of their algorithm in the encoding process.

APC removes the speech redundancies, transmits the residual, and attempts to

reconstruct the original speech by combining the transmitted residual with the
predicted signal at the receiver. CELP operates basically on the same principle
of APC, only it does not transmit the résidual.,lnstead, a model of the residual

is created and used at the receiver to drive the synthesis system.

-

2.1 Adaptive Predictive Coding (APC)

Although the principle of APC is rather simple, its operation — especially
when two predictors are used — is quite involved. The analysis stage in# APC

is the more complicated part of the system. But once it is understood, the

, cgrresppndiﬁi; syntixesis is simply the inverse operation. A good approach” to

make the <;peration of APC analysis more comprehensible is to assume the use

of a single predictor, and with the aid of block diagram shown in Fig. 2.1.

The ba{sic APC system in Fig. 2.1 only has a formant predictor. The function

of the predictor is to predict the input signal s(n) by making its estimate 3(n) l

Principles of APC and CELP -

L
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Fig. 2.1 Basic APC system without pitch predictor.

based on the previously reconstructed sa}nples 3n— k), k = 1,2,...,p. The
currently reconstructed samplé 3(n) is made up of two components, namely the
quantized residual ¢(n) and the current estimate or the predicted sample 3(n).
The unquantized residual e(n) is formed by taking the difference between the
input signal and the predicted signal, i.e., e(n) = s8(n) — 3(n). This intricate

relationship between the various quantities above becomes obvious when the

following relations are clear, i.e.,

3(n) = 3(n) + &(n) X (2.1)
where: .
P
3(n) = ?_: apd(n — k) o (2.2)
=]

The key is to recognize that the predicted sample 3(n) is formed from the
previously constructed samples 3(n — k) as defined in Eq. (2.1). Having under-
stood the bizsilc APC system involving only the formant predictor, let us examine

the typigal APC which includes a pitch predictor.

N
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2.1.1 APC Analysis B

In APC system, the two predictions denoted as F (formant prediction) and
P (pitch prediction) can be implemented in either sequence. This sequence issue
still remains controx;ersial at the present time. Maily maintain that so long the
reverse sequence is used in the synthesis, the sequence of predictions is irrelevant
to the performance of the system. The earlier APC adopt; the formant prediction
followed by the pitch prediction (F-P) sequence; nevertheless, a few prefer to use
the (P-F) prediction sequence. If a predictor is first used in the prediction process
so that the input to the predictor is the o'rigian speech signal, the resulting
prediction gain is usually higher than if {t were used'as a second predictor. But
regardless of the sequence used. there’is always a ceiling to which the total

prediction gain can reach.
. '\

From our point of view and experience, (F-P)Qis more desirable to use for
two reasons; (1)-it gives a slightly higher total prediction gain. and (2)-as the
input to the pitch prediction is the first residual with small amplitude instead of
the original speech, the generated pitch ;redicwr coefﬁcients‘:?ds to produce a

more stable pitch synthesis filter at the receiver. .

Assuming (F-P) prediction sequence, Fig. 2.2 is the block diagram of the
complete APC system. The basic operation in the analysis is similar to that
described previously, except now the prediction is carried out in two stages —

the formant prediction followed by the pitch prediction.

-

[

Similar to'the operation of the basic APC system, the formant predictor
F(z) in Fig. 2.2 attempts to predict the current sample of the input speech

s(n) by making an estimate 3(n), and their difference called the first residual




s(n) elm . efn) Efn) é;tn) é:(n) = §(n)
R R
é}n) + L .J J
‘ &ins Pz gin) Fiz) ‘
Pz
S(n)
Fiz)| S(n) ’
analysis . synthesis

-

Fig. 2.2 APC system including pitch predictor.

e1(n) is formed. Based on the previously reconstructed residual é;(n — M )f, the
pitch predictor P(z) predicts its current value &;(n), and forms another difference
called the second residual e5(n) by subtracting the currently predicted ¢;(n) from
e1(n). The second residual is then quantized, and transmitted to the receiver.

The same cy'cle repeats for the next sample.

The above analysis assumes the prediction sequence (F-P), which is thHe
scheme we Will use in our study. The other sequence (P-F) is formed whe;l
the two predictors P(z) and F(z), as well as the two residuals ej(n) and ey(n)
in Fig. 2.2 are interchanged. In general, the inclusion of the pitch predictor gen-
erates extra prediction gain, buj the formant prediction contributes the larger

3

proportion of the total prediction gain.

t Assuming 1-tap pitch predictor.
/ ’ ) - )
l © - 10 -
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In APC system with noise shaping (APC-NS) [MAKH(79.B)][ATAL(79)], the .
‘ quantization noise is ‘fed‘ into a filter N(z). whose output is then subtracted from . .
the residual. It can be shown that the difference between the o{;tput and the input

of APC-NS (in frequency domain notation) is equivalent to the quantization noise \

.
itself filtered by ( l—jﬂﬂ ) The noise spectral shaping filter N(z) is designed such

w

that N(z) = P(pz ) where p is the parameter which controls the bandwidth of’
the zeros of (1~ N(z)). As p ranges from 1 to 0, N(z) varies from P(z) to 0, thus
causing the noise spectrum to be shaped by a factor varying from 1(no effect)

]

to The idea behind the noise spectral shaping can be rationalized

‘.
P
from the following point of view: the filter (1 — P(z)) tends to flatten a typical

voiced speech spectrum which has strong formant resonances, thus its inv

ﬁlter ( ‘l‘-j‘lp—(‘z-) )

. noise, i.e., it tends to mold the noise spectrum to follow the shape of the speech -

must have an inverse effect on the presumably white quantization

spectrum. When 0 < p < 1, the factor (1 — P(pz !)) controls the weights to be

used for redistributing the energy across the spectrum. Note however that wit“h - .
- noise spectral shaping, the absolute SNR is increased as a result of the net shift

of noise energy from the high-frequency region to the low-frequeqcy region, or

’ " more accurately from the corresponding ‘valley’ regions to the formant regions.

Nevertheless, the more evenly distributed SNR across the spectrum produces a

better perceptual quality speech [ATAL(79)].

: , 3.1.2 APC Synthesis

The synthesis part of APC is simply the inverse operation of the unalysis.
In Fig.2.2, &2(n) denotes the transmitted second residual (quantized) where the

prime (') indicates that it is corrupted by channel noise. When it is combined with _

N -
v’

{ . ! Where P(z) may represent the combined predictor of formant/pitch predictors

~ -1
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the predicted sample of the first residual ¢}(n), the first residual is reconstructed
N .

(¢}(n))- Finally, it is added to the predicted sample of the input 3(n) $o form

the output speech §'(n).

"o

Observe that the syffthesis structure of the APC is actually i;lcluded in the -

analysis structure. Naturally, the input to this synthesis structure in the analysig

is the quantized second residual, whereas the input to the synthesis system in

the receiver is the quantized residual which has been corrupted by-channel noise. N
P

In the absence of channel error, the decoded dutput can be expressed (withoﬂt

“the prime) as: - - .,
3(n)'=3(n) + &y(n). ﬁ ’ ' (2.3)
From the analysis strugure in Fig. 2.2, we have . ' e ] i |
‘s - 3(n) = 8(n) —e;(n) - | | L ‘F(ZA) \ |
and : o )

@

£4(n) = é4(n) + &1 ()

C L =)+ le(n) — en) - (29),

*

Substituting Eq. (2.4) and Eq. (2.5) into Eq. (2.3), wé have

-

3(n) = [a(n) — e1(n)] + [egq(n) + e1(n) — €3(n)]
= a(n) + |ezq(n) ~ ez(r)]

" = s(n) + qtn) . , VR 2.6)

Eq. (2.6) shows that the coding noise in APC is simply equal to the quanti- T
Zation noise. - ’ ‘

-12-

IR




N

A g

i creE”

. N - 1 ¢ ¥

2.2’ -Code-Excited Lineai. Prediction (CELP)
-

* In an’ attempt to reduce the bit rate of the existinig APC system, a new

<

h ,coder CELP has been Buggested recently [ATAL 85)] Just as in APC, CELP

- . uses two’edlctors (formant, and pltch) to generate a resndual sxgnal However,

the predlctmn processes in CELP’ are ore straightforward than that in APC,

L where th_e two re51duals are respec‘twely ey(n) — the difference between the input
. ) signal‘ and the'forn,lent predic}ted output,‘ and e3(n) — the difference between the
input to the pitth predictor and “ftes’ ;rr:edicted eutput. In other words, all the
predictions are ‘based on the'pgst inputs to 'the predietora;. Furthermore, the,

. . . .

. second residual #£9(n) is not transmitted, but is used only as a reference in the
. w ot .y Yo . ) ®, ' ’

o B residual model selection process. *

s

-
-

- . A code—book or dxctxonar) contammg 1024 (= 210) waveforms provides the . (

: - data base,.for modelmg the resldual mgrla] These waveforms, each 40-sample
3 3 P

G long, are generated by a Gausslan .noise generator Each ‘entr’y in the dictio—

- na.ry is tested for its resemblnnce to the actual resndual segrrlent by pass'ing it
‘through the synthesﬂs syﬁtemT apd the output is subtracted from the .corre- ~ ’
. spondxng orxgxnal input segmem (40 sa.mples) The rosultmg d:ﬁ'erence-.xg,\ then
. vspectraily wexghted as in noise spectral shapmg, tb erhphasi'ze/ d&emphasire the
xmportance of the error accordmg to the humait auditory perceptxon and the
. entry with the minimum Wenghted mean—sq:are errqr is selected to represent the
RO residijal. “The number of bits required to ucode 40 samples of residual"using the

0

_ dbove vector quantization scheme reqmres only 10 bits/40, samples In other

words 2 kbps bit rate is reqmred to code the resjdual srgnal

' ! . . -~

-

N . .
¢ . y H ] ‘ . i

T’be‘amalysis part of CELP is much less involved than the one in APC. Math-

3
- s <
v . . / » ~a .
'

1'Thesprocess is identical to'the onec-rri‘ed; out in the APC system. ’ ’

4 ° IS

14 i
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ematically', the system functions of the two inverse filters and the corresponding
synthesis filters are: ) ‘ )
h o A ’ ) ’ | '
Formant : fp'* — order) ' ) <
® Predictor : ' . : S -
a p % - L
F(z) = Z az ! . (2.7)
v J 1=1 °
Inverse Filter: R = . ) .
. A;(z) =1- F(z) - (2.8)
Synthesis Filter :
. i . . ) ]
Hi(2) = ——
f( ) Af_(z)
. 1. -
- \/ 1- Zf-’ ozt .
‘ zp n .

9 ) .
N - . . d $ ‘t ? o -~
Pitch : (3" — order)( . . e . i
_ Predictor : Lo - ] ' i
s . .
! P(Z) = ﬁlé—(M—l) + ,322~M + 'ﬂgzn(M+l) . (2.10) '
1 o <
¥ ! . . ]
Inverse Filter : . . - T
v i oL
Ap(2) =1~ P(2) ’ ) L fn)
N ‘ “ . v g i S Tl -
Synthesis Filter : ) R 1
1 | ' 1,
Hy¥) = —— ;o . ]
. 4 ‘AP(Z) PPV ?
—_— 1 ) f‘ 1
1= By M—1) _ g, M _ g~ (M+1) -
. M+ 7 ) (112) |
. == J ¥
M1 — §12% — Byz — By oo ;
T i
- 14 - . S
. . ” . o~
o e e . ey ey e - ' e, MT . . . Y ) 3'7
’ et ' A R A
. ~ o




- AT

~

+

N N
& :;'-_'E} L T -z};ii
FHJ P1=)] :

sin) E(nz ein

)

-4

1 vector guantization

' — B(n?) &(n)
Binj *—%E_} ! éE\r +
o b ’ Plzip L ¢
i Ll m-rera LiE
analysis synthesis

* Fig. 2.3 Analysis/Synthesis processes in CELP.

In short, the analysis/synthesis processes of CELP are simply speech redun-
dancy removal and restoring operations The simple block diagram in Fig, 2.3

illustrates this clear-cut relationship

2.3 Comparison between APC and CELP

” - . .
It is evident from the above description that the esgential difference between

APC and CELP is the way in which the residual is generated, quantized and

) transmitted. In both systems, the residual is defined as the differeﬁge between -

' .
the -input signal and its predicted signal. But in APC system, the prediction

is based on the past reconstructed signal; whereas in CELP, it is based directly
on the past inpyt \'srignal’. In APC, the residual is quantized sample by sample.
‘4 ! Y N )
and is transmitted to drive the synthesizer; while in CELP, a residual model

. ilygad'is generated and used as excitation to the synthesizer. Effectively, vector

\'_/duantization is used in CELP to code the residual. As a result, CELP needs a

- 15 -
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mugh lower* bit rate to code thQ speech- than the APC, which spends most of its

bits on directly transmitting the residual.

.

In Section 2.1, we shov:ved that the noise in APC system is equivalent to the

LY B

. M 4
.quantization noise. In CELP, the residual model is equivalent, to the clean (un-

’

quantized) residual plus‘q the noise introduced by the model. Assuming linearity

in the synthesis system, it can be shown that the output of the CELP system
v H »

3 0

consists of two independent components, one due to the unquaﬁtized Tesidual

(which accordiné to Fig. 2.3 gives rise to'the original signal), and the other due

i

"to the vector quantization noise. In other, words, the noise of the CELP is the

¥

vector quantization noise filtered by the synthesis system.
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Chapter 3 . Pitch Synthesis Filter

This chapter concerns with the stability or the problem of instability of the

pitch synthesi‘s filter Hy(z). Because of the difficulty in checking the stability of

" Hp(z) by conventional methods, we investigate the possibilit‘y of finding a simple

yet reliable algorithm which can determine the stability status of Hy(z) for a

‘given frame of input. The cause of instability is discussed in terms of the filter

.cocefﬁcients, and in terms of the characteristic of the input data upon which the
generation of the coefficients are based. Our approach to arriving at the optimal

stability criterion is presented, and two criteria are compared in terms of their

reliability in predictix{g the stable status of a speech file. Based on the acqtualn

stability regibn derived numerically and later verified by Jury’s constraints, we
establish tHe necessary and %he suflicient conditions.for-the stability of the pitch
synthesis filter. At the end, two approximate models of the true stability regions

for the 2-tap and the 3-tap filters are constructed, and are used to determine the

reliability of using the simple algorithm in testing the stable status of the pitch

synthesis filter. -8

3.1 Definition of Stability

By definition, a stable system is one for which a bounded input produces

Ut L SR ST
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a bounded output. A linear shift invariant system is stable if and only if the

impulse response of the systgm is such that

0

S (k) < co. (3.1)
k=-o00
It can be shown that if Eq. (3.1) is true, then any bounded input, say, |z(n)| <

M for all n produces a bounded output ,
[

ly(n)| = Z h(k)zx(n — k)| < M Z k)l < oo. (3.2)
k=—o00

The APC system is not shift invariant. However, if we consider only one
frame of speech input at a time, and ensure that the impulse response for each
frame is stable, the stability of the system can be guaranteed. But because of
the adaptive nature of the system, an wnstability in one frame may or may not
lead to a distortion. The issue of distortion due to thstability is to be dealt wit.h
in a later chapter. At the present time, we are concerned only with the general

criterion for the stability of the pitch synthesis filter.

The z—transform of h(n), or the system function of the pitch synthesis filter

in general can be expressed as

Hp(z) = % . (3.3)

where N (z) has multlple roots at the ongm and D(z) is a special polynomml of

very high degree There are only (m +1) non-zero coefficients, where m is the

_number of traps used by the filter. In Eq. (2.12), we have the system function

" Hy(2) for m= 3, where the lag M is aligned with the middle tap.

The basic rule to determine the stability of pr(z) is to check if the poles
sof theé filter or equivalently the roots of D(z) are 511 inside the unit circle on

b

the z-plane. However, this method of directly solving for the roots is efficient

- 18 -

P L



2

only if D(z) is'a low degree polynomial such as in the formant synthesis filter
Hy(z) in Eq. (2.9), where the dégree of polynomial normally does not exceed
12. In Hy(z), the degree of the polynomial equals to (M + m =~ 1)!. Thus when
the sampling rate is 8 kHz, M in general represents the average pitch of the
speech in an analysis frame, which may range from about 60 to 100 samples in
male voices and usually higher-in female voices It is obvious that the amount
of computations required to solve for the M roots of the characteristic equation
is tremendous. and a long delay 1s always accompanied by this process. This
presents a problem particularly when the processing is intended for real time
applications. In order to minimize the delay, or the time required to check the
stability? for each frame of data, we must have a simple algorithm by which the

stability condition of the pitch synthesis filter can be conveniently detected.

3.2 Instability in Pitch Synthesis Filter

]

-

Theoretically, when the auto-correlation method is used for the formant pre-
- (9

diction, the stability of the corresponding synthesis filter is guaranteed. The
general stability condition in the formant synthesis filter can be verified theoret-

ically by a simple counter proof [LANG(79)].
* \
Assuming the formant inverse filter A f(2) in Eq. (2.8) has only a single root

autside the unit circle, 4;(z) can be written as

, Ag(2) = B(2)(1 - v27") (3.4)
T

. .
where v, = roeJo, and |y,| = r, > 1. The output of the inverse filter is then

equivalent to the input signal filtered by a cascade of the minimum phase filter

.

' When the lag M 15 positioned with the first tap

! By conventional method, this 1s equivalent to solving for the (M + m — 1) roots of the system
and then examine their distribution with respect to the umt circle

- 19 -
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By(z) (i-e., all the roots are inside the unit circle) producing, an intermediate

I

output ¢y, and then by the unstable first order filter (1 —~,271). Expressing the

residual in terms of this intermediate output ¢,

€n =Cn — Yoln_1" (3.5)

-

Lang and McClellan showed that if the residual energy is minimized using auto-

correlation method, r, (the magnitude of the largest root&) has to be less than or '

equal to unity, which shows that Hy(z) = Z,l(E) is stable. The above proof of the
general stability condition in the formant synthesis filter is detailed in Appendix
A )

Unlike the formant synthesis filter, the pitch synchtsis filter is rather fragile in
that its stability can not always be guaranteed. The system function of the pitch
predictor in Eq. (2.10) suggests the mechanisms whereby the pitch component of
the speech is extracted or predicted from the input signals. (;‘.iven a set of optimal

h _order pitch synthesizer

pitch predictor coefficients §,, ¢ = 1,2, ...,m, the m!
generates the current sample from a linear sum of the previously constructed m
samples, each scaled by the pitch predictor coefficients 3,, 1 = 1, ?,3, ...,m, and
all delayed roughly by M samples. As to be explained shortly, this big separation
between the two quantities — the predicted sample and the series of samples upon

which the prediction is based — constitutes a major cause, although indirect, of

the frequent instability encountered in the pitch synthesis filter.

5

Using a one-tap pitch filter for analysis, the current sample s,,t in térms of
the past sample can be related by
8y =(8,_M (3.6.a)

’ or B=38n]80_M L3.6.b)

POV
.

t Of necessity 1n later discussion, subscripted notation of this type is used

— -20-
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Thu's, the coefficient. 3 can be treated as & ratio between the current sample
and the M th_delayed sample. If a situation arises where the input (first residual
or speech sig;xal depending on the sequencﬂe used) to the pitch analysis filter
is perfectly periodic, the current sample s, can be treated as a replica of the
previous sample s, . ps. This situation implies th/at the coefficient § in Eq. (3.6.b)
equalstone. In reality however, this situation rarely exists; thus 3 can assume
almost any value depending on the characteristic of the current segment being

analyzed.

Consider the following illustration where we have one frame of speech signal
to be processed using a one-tap pitch predfctor. Assuming P-F! sequence so that

the input to thepitch predictor is the speech signal itself, the optimal coefficient

(to be derived in detail later) 1s defined as: N
T ZESeM | (3.7)
=5 )
kSk-M

The value of the coefficient 3, ;ccording to Eq. (3.7), dépends on the relative
magnitudes of the different correlatipn‘ terms with laﬁ M1, Imagine, for argu-
ment, that there is only one sample per frame so that § can simply be treated as
a ratio of the current sample to the M”‘-delayedvsamp[le as in Eq. (3.6.b). In this
situation, if these two samples are at the opposite sides of the junction between
low- and high-energy as in the data ;egment' sketched in Fig. 3.1, this ratio or
the coefficient 3 would exceed unity, causing the recursive pitch synthesizer to be
unstable. For higher order filters, the optimal coefficients can not be analyzed in

the same manner, but the basic principle still remains the same.’ Experimental

! Pitch analyss followed by spectral (formant) analysis
¥ Where M is assumed optimal.

.91 -
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Fig. 3.1 Speech segment prone to instability.

results in later sections serve as verification of this statement.

1

The key point suggested here is that the cause of the frequent unstable frames
in the pitch synthesis filter can be attributed partly to the inherent long lag (M)
in the filter structure. When the prediction of a sample is based on past samples
with such a long delay, the correlation between the current sample and those
samples lipon which the prediction is based is usually low. The data segment
in Fig. 3.1 is a typical example in which there is a big energy differential within

a frame. Statistics shows that instability tends to occur in segments of speech

where there is a sudden increase of energy level, e.g., at the onset of voicing.

3.3 .Single Tap System

Equivalent characteristic polynomial: D(2)=2M_g=0

- 99.
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The single t'ap filter is an exceptional case since the poles of the systemJr can be
ea.sily determined from the predictor coefficients §. The equivalent characteristic
polynomial reveals a simple direct relationship between the only coeflicient g and
the common magnitude shared by the poles. To evaluate the'roots of the system,

we solve the characteristic equation for 2 and obtain

/

2= |B|% exp(i27k/M),  k=12,3,..M. _  (3.8)

Eq. (3.8) show\s thiat the system consists of M poles.distg'ibuted symmetrically
about the origin with common magnitude | ﬂ|Aid, and separated evenly from one
another in angular frequency by %} radians. The system stability is absclutely
guaranteed if all the poles are inside the unit circle. This requires lﬁlbld (or
simply |f]) to be less tha‘n unity. Taking the poles that lie on the unit circle as
the marginal stability condition, the criterion for absolute stability in one-tap

filter is simply

. 18] < 1. o (3.9)

Therefore, to detect the stability of 1-tap pitch synthesis filter, we just have

to check whether or not the magnitude of the coefficient 3 is less than unity.

3.4 Multiple Tap System

In a multiple tap filter, i.e., filler with more than one tap, the poles no longer
. ~
have a common magnitude. This leads to a lack of direct relationship between

the predictor coefficients 5, and the pole magnitudes. Hence the pole locations,
and consequently the stability status, can not simply be determined from the

given set of optimal coefficients 3,.

t Pitch synthesis filter.
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3.4.1 Stability Criteria . ‘

4

In the following, we attempt 'to find a possible relation between 3, and the
magnitudes of the poles. The procedure is equivalent to finding the best combi-

nation of the it" —dimensional vector E,, (81,82,.., 3,), where B, represents the

th

set of predictor coefficients for an ‘" —order filter, that corresponds to marginal

stability; or equivalently that would yield poles with maximum magnitude equal

to unity. In the discussion, we use the 2-tap and the 3-tap filters to represent

= b, .. .
. the multiple-tap system. A graphical representation of j3, for 1 > 3 is impossible

and the analysis becomes too complicated. But if the testing algorithm can be
generalized mathernatically in terms of f,, the results of the analysis should also

be applicable to filter with any number of taps.

Consider a 3-tap filter with
>
Characteristic polynomial: D(z) = 2M*1 - 8,22 _ 8,2 — gy = 0. ’

. Unlike in the previous case of single ta;; filter, the roots of this polynomial can
not in general be determined directly from the coefficients. As M is a relatively
-large number, using the direct method to solve for the roots requires a large
amount of computations. Our initial approach to searching for the sought after

relationship proceeds by using the inverse z-transform method to convert the

system function Hy(2) = 1/Ap(2) to its corresponding impulse response function

hnt

By long division, and where a,, represent the coefficients, the impulse re-

"sponse of this filter can be shown to be in the form: =

&

-84 -
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+a11(6n- M+1) + @12(6n— M) + 813(6n- M-1)
“+an(bn-2m+2) ¥ a22(bn-2m+1) + 023(8n-2m)+
a24(bn-2M.-1) + 025(6n-2M-2)
4 ag(basmss) + “32(6""3"_‘”) + o33 (bn-sm+1) + o34(n-3m)+ ,

a35(6n-sm—1) +036(6n—3p-2) +057(bn-spr-3) + e - (310

According to Eq. (3.10), the impulse response consists of a series of clusters

in which the envelope of the response depends on the values of the coefficients '

B,. In Fig. 3.2, we show the typical characteristics of the impulse response hy.in

reaction to (a)-high and {b)-low coefficient values using M=20. In Figs. 3.2(a)

where 3; = B3 = s = 0.5, the impulse response tends to grow rapidly, leading
* to unstable filter; but in Fig. 3.2(b) where ) = B2 = 83 =( 0.3, h,, stays bounded

!

' even as n — OC.

We note that each coefficient q;, in Eq. (3.8) can be expressed in terms of

the predictor coefficients j; as:

9 #

y
ay =B ag = B} ) asy = f7  ete.
ay2 = fy az2 = 2P15; asz =366,
a1s = By ags = 28185 + B} ass =3(B36s + B183)

| az4 = 26285 azy =681 2Ps + B3 S

ags = B3 ass = 3(815% + p3Bs)
' asp =3076% |
as7 =f3

-9 - ,
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From the illusm'ation in Figs. 3.2, the aggregate Erum of each cluster X, a,

can be expressed in terms of the prednctor coeﬁic:ents B; so that

¢ ¥ o . v _—
’ ) 4 ’ x ! < \ .21 " : ’ )
= L . ..'5 “» e . !
- "‘G] _-i' ZGIJ :@J+ﬂ2+0$ - ) ’
9 N J:l " - ‘ .
) .
. . -5 ' 9
A Gy = Z ag; = (b1 + B2 + Bs)
) ' (AN i. ;" j=l ‘ 7
O S P ‘
Gy = X ag; = ﬂl + ﬂz + 63) ' {3.11)
. C ¢ O
od® N .
2t+1

o G = Z a:, (81 + By + Bs)*

< . 2
r . . { . '

- . o

Eq. (8.11) suggests & corrélatior_t between thgochara‘cter;stic of the.impulse
response and a quantity involving the sum of the coefficients.. = .
. ¢ . . b .

The. the arithmetic sum of the coefficients’

S Zﬂ.<1 o (3.12)

- L
.1
N ¥ o *

have beet suggested in fthe past as a convenient oheck on the stablhty of the

‘. \

filter. But our study ShOWs that this is much too lement criterion for testing the

st.ablhty, a.nd is not a suﬂicxent condmon for stabghty C .

¢
.,,

Based on the following’ analys;,s a.nd empu;xcal observatxons we establish a

somewhat similar but fundament&lly dxﬁ'erent cntenon to determine the stabll-

4

ity. Fq slgnplicity, a 2-tap filter*is sel.ected fOr_illqstration. The characteristic

' equation for the 2-tap system is» - H - w
z Ap(z) =1- Bz~ M - gy (M+1) =0, (3.13)
WY " - 27- N w 4 ’ .
e ,", B 1S LY ’ . N N
v N ' ’ M ¢ : !
‘ " MY ) . . . ) ‘
Fl . N . B . 4 a4 1 i \

>
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’ which implies  © o ,

] v ’
P ‘ ., M+1 A —q v e
i . e =Pz =B =0 ., - (3.14)
: or ) ’ A . L,
f . . : M= g1z 4 By, = . -(3a%),
é i ’- T
. . __1 : i ;
% Forghe system function Hy(z) = e to be stablej Phe roats of A,,(z) mu—st
§ : be inside a unit circle; ie., 2 < e? y i , ( ‘
: :

PUSe——— (.\.}m% AT B BT B g, s

According to the maximum modulus theorem, we can replace the _vax;iablé z
in Eq. (3.15) by ¢’ ? so that the quantities on both sides of the equation (now

-functions of '0) become

L . R@O=RE) [ (3.16.0)
JUMY) — g o0 4 By {316.5)

Fy (0) traces a unit circle, while Fy(0) consists df a vector of maénifude'ﬂl

" rota.tx g about a scalar 85. If we assume that lﬂzl > [ﬂllT and- tha.t By By are of

- »
’ the ‘}ame signs, Fg(ﬂ) By e?? + B3 can be represented gtaphlcally as in Fxg A.
) B, ]
’ Fig. A Graphical representation of Fy(6) .

’
o) .
. .




At any z.mgle 9, the magnitu(ie of F\(0) is equal to unity and it represents a

unit circle. It can I;e shown that %‘1 this case were 0 andlﬂg,ha've the same signs,
Fy(6) ‘traces an ellipse shown in Big. 3.3(a), where |3y + B2] > |82 — By]. On the
other hand, when 3; and B9 hage opposite signs, f; and 3y are facing each other
at @ =0, whigh thakes Fy(6) mpinimumn at that angle. The resulting ellipse in this

.

case with respect to F(f) is shown in Fig. 3.3(b), where |8y — £1]| > |51 + f2].
?

o
»

Fie)= umt aircle

f T ! el ~ \,
[ N / E

\*——___4—" [ ;\‘—-—______._p—""’ . ' /’ <
\ 18- 82 FARAN LA
) N, ’ ‘ FE(GJ N s
. e N -
.\_____..—/ \J -
- (8} 17 By B2 have the (b) 1f By, B2 have
same signs opposite signs

7

Fig. 8.3 graphiéal representation of Egs. (3.16) when §;,89
are of (a) the same signs; (b) opposite signs.

Thus, Fig. 3.3 suggests that the following two conditions must be satisfied

- ' B+ Bl <1 | (3.17.0)

) 181 — B2] < 1, (3.17.0)

N

-

which can be shown to be equivalent to

181 ¥ 18s) < L N (3.18)

-

Py

ion of Eq. (3.18).

n

Appendix B provides a slightly different approach to the deri\;at

When similar approaches are applied to the 3-tap filter, the constraint to be sat-

»

< - 29.
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isfied for stability is
. 1Bl + |82 +183) < 1 . ‘ (3.19)
“*  orin general; .
’ .. , .
e Ykl <t - \ (3.20)
1 Iy

[

o

We have thus come*to the conélusio? that it is the sum of the maghitude,

rather than the arithmetic:sum of the coefficients as in Eq. (3.12) that forms the

critical quantity which should be confined to unity value for filter stability.

-3

3.4.2 ’Stability Regions
+ ‘

] R '
In this se'cpio)n. we derive numerically the actual stability regions of H{(z) for

" m = 2,3 with M as a parameter. The purpose is to .use this derived stablllty

region to establish the necessary condmon for the qtabxllty of the pxtch synthesns
filter, and also to compare the tlghtness of the regions defined by the two cntena

[Eq. (3.12) and Eq. (3.20)] against the actual stability region.

Consider a second order pitch s}.'nthesis filter with system function . )

[ 10
1~ Bz Mgz~ M1
. 1]

Hy(2] = (3.21)

Al -
-

For a given lag M and (ﬂl,ﬂz) the system has (M + 1), x'nu]tiple zeros at

-the origin and (M +.1) poles dlstnbuted around the origin, some of which may

be outside the'unit circle: To locate the boundary of the stablhty regxon, the '

-
. characteristic equation is expressed as a function of 8; and 3,

F(B1,8;) = 2M*1 - Bz — py = 0. . (3.22)
" F(B1,82) has (M + 1),‘robts whose distribhution depends on the values of
both #; and rﬂz. _Wé are‘interested in IOCati;lg- alt {8,062} which give-rise to

N
r

) 30
- -
N L)
.
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L}
(M + 1) poles and whose maximum magnitudes are equal to unity. In other
words, for a given ), we search for a value 83 which will give poles with maximum

magnitudes of unit length. Confining the coefficient values to the square region

|8,} £ 1, i = 1,2, we search for all {B1,B2} which satisfy the above stated*

t
¢ -

condition. N

An interesting phenomenon is observed on the true stability region of a 2-tap
pitch synthesis filter. We noticed that for 'small M values, the upper bound of
{ﬂ';, B2} correspond.ing to a marginal stability for 2-tap filter are as shown in
Fig. 3.4: As tke lag M is incremented gradually from a small value of 2, the axis
of symmetry of the stability region altérnates between (1)-the 3;-axis when M

.is even, and (2)-th‘e Pg-axis when M is odd. As M increases, the curvature part
of the region quickly fades away, and seems to have disappeared as soon as M

}'eﬁhes 10.

The range of M considered -in our present analysis is between 20 and 120.
With such large M values and from the converging tendency illustrated in Fig. 3.4
as M increases, it is save to assume that the {8;, 39} combinations which corre-

a

Spoi‘l.d to stability are bounded by a diamond, mathematically described by

181] + 182] < 1. (3

‘ For purpose of convenience in the later analysis, let us name the criterion
' dei'ined in Eq. (3.1°2) as crit(SUM) and the criterion in Eq. (3.20) as crit(SOM).
Crit(SUM) checks the arithmetic gUM of the coefficients, whereas crit(SOM)
checks the Sum Of the Magnitude of the coefficients against unity. Ina 2-t;p
filter, the boundary, of érit(SUM) is simply a straight line passing t:.hrough points
(By,82)=(0,1) and (ﬁl,ﬂg)z(l,d) but crit(SOM) defines a diamond with vertices
at (Hl,ﬁz)zf?,il), (81,02)=(£1,0). It is obvious&that the constraint imposed

1

.81 -

.

.
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by crit{SUM) is much more lenient than the one defined by crit(SOM). The latter

requires the fitting of the sum of magnitude (SOM) of all coefficients into a unit

length which 1mp11es that as the order increases, a larger number of coefficients

must be jammed into a unit length, thus putting a tighter upper limit on each’

N

coefficient value. On the other hand, crit(SUM) literally doe not have any limit

on the coefficient values when cancellation between coefficients with opposite

' signs occurs.

In determining the stability region for the 3-tap pitch synthesis filter, a similar

procedure as described above is used. In the present case, the characteristic °

equaition is a function of {5y, 2,03}

F(B1,B2,8s) = zM*! — 8122 — Bz — B3 = 0 (3.24)

Again, restricting the coefficients to values within the, cube 1Bl €1, 1 =

1,2,3, we locate all {8;,8,8s} which satisfy Eq. (3.24) and which also give‘

maximum poles on the unit circle. d

The pictorial stability region for 2-tip filter in Fig. 3.4 suggests thag the
?frn@ponding 3-tap version for large M value is likely to take the general shape
f the figure indicated in Fig. 3.5, which incidently is the crit(SOM)-&eﬁned

region, made up of an upper pyramid (B3 > 0) and a lower inverted pyramid

(Bs < 0). The common base (3 = 0) of the two pyramids is essentially the 2-tap

stability (diamond) region at high M, when the region has achieved a steady \

status. For low M values however, there is a one-order mismatch between the

2-tap region and the 3-tap region on the 3; — 9 plane where Sy = 0. To see this,

compare Eq. (3.22) with Eq. (3.24) setting 83 = 0. .

When numerically loc\ating the actual stability region (upper), and as the

parameter M is gradually incremented, we observe a dramatic transformation

-

- 89

%




g S Ry w7 e

A R A i s

B N , - SO

T

Fig. 3.5 Stability region for 3-tap pitch synthesis filter
according to crit(SOM).

of the boundary of the stability region. At the Jowest possible lag M=3, one
half of the réglan where ;1 > 0! is very close to the speculated region shov\:n in
i"ig. 3.5, but the other half of the region where #; < 0 has a bulging shape as
shown in Fig. 3.6. As M is slowly incremented, the section which resembles the
perfect pyramid remains more or less unchanged while the bulging part of the
region undergoes an erratic transformation. Appendix C contains several plots
of the stability regions for M=4,5,6,7. Just as in the 2-tap case, in the process

of transformation as M increases, the stability region displays a symmetrical

-property when M is odd, but lacks a symmetry when M is even. But as soon as

M exceeds 7, the shape transformation process decelerates quickly and suddenly
freezes. Further analysis using increasing values of M indicates that the total
change in the shape of the stability region accumulated from M=7 to M=23

is insignificant. In Fig. 3.7, we compare the stability regions for M =7, 23‘ As

! Note that the positive axis of f; in Fig 3.6 pomts to the west

;e

- 3"-

—



an

.

St e

L -

P

°

I3
] JI
8
A
8
By
Fig. 3.6

Lipper Region

YO AVOA T 1S
i
Wit ‘ ‘
sty
ity
A ‘\‘.‘.ll‘ |\:‘|“\‘
f“t":‘:“\“:“|‘:

30
w1
Wl

Lower Region

0y

Numerically derived stability region at M =3, upper -

and lower region

-85 -




N moe s v

ST AR, 5 S (R

L NS

k

N

illustrated in Appendix C, the upper region where §; > 0 even when M=7 is

already very close to a perfect pyramid, or to those depicted i Fig.3.5.

'Owing to the limitation of the subroutines we used in solving for the roots,
we experienced some difficulties when attempting to use values of M over 23.
. . . \

Only when using smaller selective range of (5;. 52)1, which reduced the load of

computation that we managed to continue the test up to M=40. But even at

"this magnitude of M. we hardly detected any localized change from the increased

M values. These test results (on the localized stability regions) for M=23 up to
M =40 further confirm that the stability region has indeed frozen at a value of M
as low as 23. From the observation that there is no further change in the shape
of thg stability region for higher value of M. we assume that the stability ‘region
has reached a steady state at M =23. Hence for M within the range of interest
(20 120), the stability region in Fig. 3.7'can be assumed to be the upper bound

for 3, in a 3-tap filter (upper region)

When the same procedure is applied to the lower stability region (Bs < 0), the
results show an interesting symmetry between the upper and the lower stability
regions: the lower stability region is observed to be the inverted im:ge of the
upper region followed by a 180°— rotation. The upper and lower regions are
dep?cted in parallel in Fig. 3.8 to show their symmetry. Note that this symmetry
is strictly true only for high values of M. At low M, there is no clear symmetry

between the.upper and the lower regions, as illustrated for example in Fig. 3.6

for M =3.

t restricting f; to region near —1 where the bulging occurs in region £ > 0.

- ’
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3.4.3 Space Division

From the above analysis, we note that the 3;tap filter stability region for lu;é
M is made up partly of ‘perfect’ pyramids where 3;83 > 0, and partly of distorted
region where ;33 < 0. In many of the later discussions concerning the 3-tap
stability region, we expect to encounter many occasions in which the 8 divisions
in space need to ‘be referenced. To facilitate the discussion, the 3-dimensional
space is divided into 8 different regions as shown in Fig. 8.9, with 51,02, Fs
forming the 3-axes. In anti-clockwise direction, the upper four compartments
starting from regions where all §; > 0 are named regions I, II, III, IV, while the

corresponding lower four compartments form regions V, VI, VII, VIIIL.

s -
\33
(i 1 -
\ VI VI,
S = N Bl.
\ ©O)
& Y

.Fig. 3.9 Division of 3-dimensiona) (3-tap) stability region.

Matching Fig. 3.8 to the convention in Fig. 3.9, the stability regions that
resemble the perfect pyramids now correspond to divisions I, IV, VI, and VII,
' .

while divisions II, III, V, VIII correspond to the regions with the bulging shapes.

.89 -
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3.5 Necessary and Sufficient Conditions

The established crit(SOM) in Eq. (3.20) states that a stability exists if the

Y
QOM of all coeflicients is less than unity. We know from previous discussion

that for multl-tap filters, some of the true stabil.ity regions lie outs'ide the regioos '
"defined by crit{SOM). Accordingly, those staﬂ?oeﬂicientshthat lie between the‘
c;it(SOM)-def\ined region and the true etability region are Yonsidered unstable.

As shov;'n earlier and will be fux"ther verified later, the 2-tap filter has an a,ciual .

stabili‘ty region very close to a diamond for M >7. In this case, crit(SOM)

accuracy. For the 3-tap filter however. the actual stability region is not well

.

represented by crit(SOM}, particularly in r%;gions 11, ITI. V and VIII, where there

'is a mismatch between the crit(SOM)-defined région and the true stability region.

[

The degree of mismatch between the two regions seems to be increasingly larger
as the order increases, implying that the representation-of the true stability region

by crit(SOM) becomes less accurate as thre order of the filter increades.

Due to the irregularity of the shape of the actual stablllty region, it is dxﬂicult
tQ express it thh ,a generalized mathematlcal function. We’ therefore c6nsxder
using cnt(SOM) as a convenient model for the sufficient condition of stability,

as it can be easily genera]iz’ed tb any order The minimum requirement for

using cnt(SOM) as suﬂicxent condition is to ensure that the cnt(SOM) deﬁned

3

regions be enclosed by the .actual stability regions. In the smgle—tap ﬁlter, the

' direct relatnonshxp between § and the pole magnitudes of the system xmphes that

cnt‘SOM )-defined region .exactly overlaps the actual stablllty reglon I.n 2-tap
ﬁlter, it is also obvious, at least visually from Fig. 3, 4, that the square stablhty
region deﬁned by crit(SOM) is &lways equa] to or smaller than the ttue stability

regxon In order to determine the vaﬁdxty in the case of 3—tap ﬁlter, we create a

y

"y

“feprésents the necessary condition for stability in 2-tap filter without losing much- )

[N

=3

2
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dlﬁ'eren;:e functlon Qﬂs by taking the dlﬂ'erence between the true stablllty region

and the regmn deﬁned by crit( SOM) R

.
1

ot N 3
' . By = laciual region] ~|(1 - |8i]  [Bal~ 185l - (3.25).

i
’ . '

* ’
- « , 4 , O

R According to Eq. (3 25), cr:t(SOM is guaranteed to be inside the actual

region jf" only if Aﬂ3u> O . Again by the ' symmétry ‘exhlblted in the stability .
region at hxgh M, it is.sufficient to study Apfs for the upper regxon alone, and-

“the the msu[t is assumed to be apphcab{e to the lower region. .
. S o, .. . '
Using the data generated by the two quantities on the fight side of Eq. (3.25),

'

the diﬁ'erence function A%y is generited and plotted in Fig. 3.10 The figure

cléarly 1nd1cates that ApPs 15 positive 1n divisions I IV and zero elsewhere.

.

The positive AfBs marks’ the extent to which , crlt(SOM) reglOn lies beiow the

»*
actual region, while the zero difference indicates a perfect match b‘etween the

" . . 7
twd regions. S . . .
o+ . ‘ N 2 ’
- oA . " M B .

o

The above obscrvatibn of ‘the relationship between the true stability regions
“and those defined by crit(SOM) for 1-. 2 and 3-.te.p filters'establishes the stabiiity
conditions: while the actual stablhty regions (Fig. 3 4 for 2-tap and Fig. 3 8 for
3-tap) deﬁnq the necessary condmom for stability, crlt(SOM) stated in Eq. (3 18)
— which have been shown to be subreglons of the true reg:ons — ‘can serve as

7

thexsufﬁcxent ;:ondmons for ﬁtabnhty The deviation of the sufficient condxtxon

f ) LI

from.the necessary c‘ondmon 'which leads to an over-estlmatxon of the instability

v

of the pitch synthesxs filter, is to be determmed in the following sections.

x
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3.6 Application of Jury’s"'Cri.ti‘cal Stability ‘Criterion ‘
4 B -

_Several algorithms exist for testing the stability of linear discrete-éir‘ne;sys-

tem. One of them, which we apply in this section, originates from Schur-Cohn

£ '

criterion. Its original form is applicable to a %ystem with the following, charac-

=y
teristic function polynomial ' : .
F(z) =ag+a1z+ 0222 +.0+ an_I;"_l + ap2®, o :(3,.26)
’

v

where the coefficients a; can be gomplex.

X -

The test for stability by the original criterion is quite laborious. Fé\an nth

order-system, the criterion requires n evaluations of 2k-order determinant for

o -42- '

TX'

LY g o - = e o

‘
' igranrane
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t

k=1,2,..,n [JURY(64)], where the determinant 1s shown in Appéndix D

Based on the Schur-Cohn criterion, Jury develops a new criﬁca] stability
constraints which is somewhat similar to the Hurwitz-Routh or Liénard-Chipart
method for the continuous case. The simplified form, however, is‘applicable
only whe}l the coefficients a, in Eq. (3.26) are real, and it 1s summarized’in the

following.

For a system with characteristic function in Eq. (3.26) to be stable, the

o

following three constraints must be satisfied.

(1) F(1) > 0
(2) (~1)"F(~1) < 0
(3) (-1) 7 (45 — By) > 0, where 4 — By ‘= | X - ¥y.

[3

The matrices X; and Y; are in Abpendix E. For n-odd, k =1,3,5....,n-1;
for n-even, & = 2,4.6...,n — 1 The system must be tested successfully in

sequence for all values of k for the n*® —order system to be stable.

In this section, we shall make use of the above three constraint’s to achieve
two goals. One is to verify the validity of the true stability region, which was
humerically derived in Section 3.4.2 for the2-tap and 3-tap filters: another 115 to
build a mathematical model which will approximate the actual stability region.

These models will then be used to judge the effectiveness'and the reliability of

using the SOM-criterion as stability testing criterion.

3.6.1 Two Tap Filter , ' .

o

The 2-tap pitch synthesis filter in terms of lag M has the following charac-

! Refer to [JURY(64)] pp 89-90 for detail.
0 /
. Ty ]

‘e




teristic equation
i

F(Z) = ZM*‘I — Byz - (9 < ' (3.27)

Comparing Eq, (3.27) with I“L‘q. (3.26), we obtain

) n=M+1

. ag = —f
“ . al _ _ﬁl' . . ) (3.28)
ap =1 . .

;=0 for 1#0,1.97.

Substituting the above values and absorbing the minus signs of the entries
in the determinants in conStraint (3). the three constraints to be satisfied by the

" "2-tap filter for stability are:

“ ”
(for : M— odd,n — cvgn) »
* (1) 1 —=F—B2>0 i ) o
(2) 1+p;— B2 >0 and /
(3) (M x M) determinant = .
] ’ Bz fy O O L. 0 0 1 :
: u 0 B B 0 .. .. 0 1 0]
o 0 182 ﬂl . " 1 0 0
. « . . .
N (vl‘)uggz-rll.,,] ' L By By, 1 < s
0 0.0 0 B2+1 B/ 0 0 O
| 0 0 0 1 0 ' B By 0 O
0 0 1 0 0 0 8 B O
|0 100 o 0 0 By B
1 0 0 0 0 0 B
‘ - ; Or
{ (for : M — even,n — odd)
-4 -




(1) 1= 8, - B2 >0
(2)1-8+B2>0 and
(3) (M x M) determinant = i

18, By 0 0 0 o 1
(0 By B O 0 0 1 O
S o | |
A . By By : .
™51 0 0 0'0 B B+l 0 0 0 0(<0
0 0o 0 0 1 By g 0- 0 O
o 0o, 0 1 O 0 By By 0 O
‘o 0 1 0 O 0 0 By B O
‘0 1 0 0 O 0 0 0 By B,
‘1.0 ,0 O 0.0 0 B

_Constraints (1) and (2) define the two straight boundaries of the stability
region shown in Fig. 3.4,: where tl‘ley intersect at the point (3),33) = (0.1) for
M-0dd, and at the point (3j, 3q) »: (1,0) for M-even. The third constrl;int, when
evaluated for a given M and expressed as a function of 32 defines M different
curves. One of the clrrve; with the smallest magnitude completes the boundary,
of {he stability region However, even with Jury's simplified criterio;;, a direct
evaluation of the determinants for high‘M values can be quite involved. In the
following. we ‘expand the third constraint only for M =1 to 7. Using constraint

(3), the expanded matrices are:

(M=1):8+1>0

1M‘=2);ﬂ%'—ﬁn—1‘<0 \
(M=3):-[83+82+B,+(/r-1)]>0
(M=4):-83+82B1+2)+ 8} +8% -6 -1 <0
(M=5):ﬂ§+ﬂ£f2ﬂ§+3%(ﬂfi2)+Bz(1—ﬂl’)+(1 ~ 26} + Af) > 0

\ (;W = 6) : 63 — B3(81 — 3) - B3(8} - 233 +3)- B ~ B+ 28} + 83 - 8, -1 < ¢
(M =7): -|83 + 8% — 365 + (83 - $)83 + (3 —261)83 + (3 - 45} + 6}) 63
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Fig. 8.11 Converging tendency in the curvature of 2-tap
stability region as M steps through 3,5 and 7.

~(1—282+84)8,+ 3% - 38 +382 — 1) >0

The plots correspondigg to the above relations! between p and B9 along with
the first two constraints are provided in Appendix F. They show, as observed
earlier when numerically locating the boundary, that the points of intersection
alternate from the 3;-axis (at even M ) to B,-axis (at odd M ) More importantly,
they reveal that the degree of curvature on the boundary diminishes as the order
of the polynomial or M increases. The hhr{niing tendency of the cur\‘rature as M

, steps through 3, 5 and :Iiis depicted in Fig. 3.11. At M=7, the stability region
boundary is approaching a straight line. Hence we conclude that as M — oo,

the sufficient condition approaches the necessary conditionﬂfor stability in 2-tap

filter. A

! Except for M=6.
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3.6.2 Three Tap Filter

o

In asimilar fashion, the Jury’s critical constraints are applied to a 3-tap filter

. with characteristic equation: . . - |

coefficients in terms of the predictor coefficients are:

F(z)=2M*1 — 8122 — Byz— B3, (3.29)
{

In this case, when Eq. (3.29) is compared to Eq. (3.26), the polynomial

~

n=M4%+1

ag = —fs . B
a; = —f

a = -/

o1 v

;=0 for 1#0,1,2,n"

4

Using the above values, the three critical constraints to test the stability of

the 3-tap ﬁltgr now become:

(-1)

(for : M — odd,n —even)

(1)1-81—B,-PBs >0 .
(2)1-61+P-Bs>0 and
(3) (M x M) determinant =

Bs - B
0
0
M‘ A:+l +1 .
0
0
0
0
1

By B 0 0O O 6 o o 1
Bs B2 B O 0 0 0 1 o
0 Bs B2 By 0 0O 1 0 O
Bs B2 B - . . .
. . . .. Bs+1 B2 By . . .1>0
0O 0 0 1 0 Bs B2 B/ O O
0 0 1 :0 0 0 fs B2 B O
0O 1 0 O 0 0 0 Bs B2 B
1 0 0 O 0 0 Bs B
O 0 0 0 O 0 0 Py
- 47-
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(for : M — even,n — odd)
(1) 1-8) —By—-Bs >0
(2) 148y — B2+ P <0 and
(3) (M x M) determinant =

“Bs-P B2 B O 0 0 0 o 0 1
. 0 Bs B2 B 0 O 0 O 0 1 0
) Q B B B O . 0 0 1 0
Bs B2 B
MiMAY) L . Bs B2+l B .
-y 0 0 0 0 0 1 f B A/ O 0 O <0

0 0o 0 0 1t 0 0 Bs A A 0O 0 i
} 0 0 0 1 0 0 0 0 B B2 B O i
. 0 0 1 0 0 O 0 Bs B B |
0 1 0 0 0 O 0O 0 0 Bs B
P 0 0 0 o 0 0 0 0 -0 Bl

A

In the case of 3-tap filter, constrainlts (1) and (2) define two planes in space.
The first constraint. which is independent of M . always define a plare in region
I crossing the points (4 = O3 = J3 = 1}. The second constraint also'defines a
plane but it depends on the M value. If M is odd‘, the plane lies in region IV
and crosses the points (J) = —3 = J3 = 1): if M is even, it lies in region VI

).

and crosses the points (—8; = 39 = — 3

From Fig.3.8, we know that the true stability region has four flat surface
boundaries in regions I, IV, VI and VIIL Yet’ according to Jury's criterion, only
two flat surfaces are defined by Jury’s first two constraints. Therefore, we theorize
that the two other i)lanes which constitute the true stability region must have
evolved from that part of the surface defined by the third constraint when M —

0o, which also models the irregular bulging boundaries of the true stability region.

<

To overcome the complexity in evaluating the matrix in Jury’s third con-
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straint for 3-tap filter, we use only M=5. The (5x5) matrix

Bs—B1 B2 By -0 1
0 Bs B2 Bi+1 0
0 0 Bs+1 B2 B
0 1 0 B3 B

| a 0 0 0 ﬁa'

gives the following inequality

s

B3+63(1-8)) -203 (1+B1) + B3 (65 + 28} — 2) + s (B} + 241 - B3 — 48183 +1)

+(83 - 208 - 8,83 -8} - B2+ 81 +1) >0 (3.30)

Taking the equality sign and treating 3,39 as independent variables, ie.,
Bs(B1,B2) = O for all values of 3y, 55 in a region defined by

1B1] + 182} < 1!

we obtain 5 sets: of reall roots, each forming a surface in space. It can be shown
that the 5 sets of roots correspond to five surfaces. The part of the surface that
is closest to the origin defines the 3-tap filter stability region boundary in regions
I0, I11. V. VI, VII anfl VIII. We have shown earlier that the true stability region
for M=7 1s very close to the steady state (Fig. 3.7). Even when using M=5,
Appendix C shows that the resulting stability region is still reasonably close to
the steady state. Thus, along with constraints(1) and (2) which model the flat
portion of the boundary in regions I and IV, Ju}y’s simplified criterion at M=5

should serve as a fair model for the 3-tap stability region (necessary condition).

3.7 Reliability of Criteria

[y

The two variations of criteria established in Section 3.4.1 can be used to

! solving F(8s) = O outsde this region will yield complex roots. -
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determine the stability of the pitch synthesis ﬁlt..er. However, neither of them
is necessarily reliable. Even crit(SOM), which is more accurate than crit(SUM)
in judging the s\tabllity status, is not a perfect model for the actual stability
regions. As shown earlier in Fig. 3.4 and Fig. 3.8, instead of the straight and flat
boundaries defined by crit(SOM), part of the true stability region boundaries are.
made up of curves (in 2-tap filter) and bulging surface (in 3-tap ﬁltgr)mappears
that the discrepancy between the actual and the crit(SOM) defined stability

regions increases with the number of taps used by the filter.

In this section, we are to determine the rehability of using these criteria, par-
ticularly crit(SOM), in testing the actual stability condition of the pitch synthesis
filter. The term reliability indicates the closeness between the stability r¢gion
defined by a criterion and the actual stability region, or the tightness betwgll the
sufficient and the necessary conditions. Using the pitch analysis filter of different.
orders, the eight speech files in Appendix G are processed, Basec% on the optimal
coeflicients {f,} for each frame generated in the analysis, the stability status of

the corresponding pitch synthesis filter is judged according to each of the two

criteria. If {8,} fall within the boundary set by the specific criterion, the filter

" is considered stable. Subsequently, Jury’'s models developed in Section 3.6 are

useq to predict the curves which approximate the actual instability for m =2, 3.

The average percentage of unstable frames in the speech files, defined as the
ratio of unstable frames over the total number of frames in each file in percentage,
is used to indicate the level of instability by the criteria. The unstable frame
levels as reflected by crit(SUM) and crit(SOM) are shown in Figs. 3.12. The
curves of instability indicated in the figure by no means represents the true
level of instability. In Fig. 3.12(a). we indicate the average of eight speech files

according to the two criteria; the upper curve is produced by using crit(SOM).
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Fig. 3.12 (a) Level of instability reflected by crit(SOM) and
crit(SUM) (lower curve).

The instability estimmated by crit(SUM) (except for order one) stays more or less
on the same level, while the instability level according to crit(SOM) is observed
to be directly proportional to the number of taps the filter uses. Figs. 3.12(b)
and (c) respectively represent the level of instability according to (b)-male and
female speech files and (c)-the French and English files. These curves sho“; that
the female files tend to be more susceptible to instability than the male files: ar:d

that the English files are also slightly more liable to instability than the French

files. Based on long term experimental observation, the statement concerning the

different levels of sensitivity of male/female files to instability is well justifiable.

But the one which suggests that a higher sensitivity to instability in the English

files than in the French files should only be taken as an empirical ob;émtipn

rather than a conclusion; inaccuracy may arise in this case due to the éiﬂ'erent

contents of the files used in each citegory, and the insufficient tests done in this,
manner.
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Fig. 3.13 Levels of instability reflected by crit(SUM) and
crit(SOM) separated into (b) female (upper pair)
and male file categories; (¢) English (upper pair)

"and French file categories.
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The inaccuracy of the two criteria is due to the following reasons. Crit(SUM)
¢
tolerates a much wider range of J, than necessary, thus unduly allowing some £,

which contribute poles outside the unit circle to be considered stable; as a result,

it tends to indicate a lower level of instability than the actual level, especially
for higher-order filter.” In contrast, crit(SOM) restricts the range of 3, more than

necessary, excluding the g, which lie between (1)-%,15:1 = 1 and (2)-the actual
y “Z

1

stability boundaries; this results in the tendency of over estimating thé true level

of instability.

In view of these, the true curve of instability should lie somewhere between
the two curves depicted in Fig. 3.i2( a). Based on the fact that the physical region
defined by crit(SOM) deviates-only slightly from the true region, we expect the

true unstable curve to lie closer to the up‘per curve as determined by crit(SOM).

3.7.1 Jury’s Models for the Necessary Condition

The models developed in the Section 3.6 help in detel"mining the true level of
instability. Based on the earlier observation that the shape of the actual stability
region become stabilized even at low values of M. We use M=6,7 and M=5 to
model the actual stability regions for 2-tap and 3-tap systems respectively. These
two models may not be sufficient to accurately determine the actual instability
cnrve; but will help in narrowing the range within which the true curve lies, or

in other words in dete;mining the reliability of using either of the criteria for the

stability test.

For 2-tap filter, the stability region alternates its #xis of symmetry as M

steps up: in which the bulging boun—dary is located at one region when M is odd,

and at another region when M is even (see Fig. 3.4). Thus it is necessary to have

two sets of constraints to model the necessary condition. They are:
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(Jor : M — even) _ -
(1)1*51—52?0 ‘ “
(2)14+31-82>0 - L ‘ ¥

(3) 85 ~ 53(8; —3) = B3(8} — 28} +3) ~ B} - B} +28} + B} - B, -1 <0

. - . and,
(for : M — odd) a
(1=~ -B2>0 | o

(2) 1+ 8y =P >0
(3) -[8] + 85 — 305 + (8] - 3)8% + (3 28])83 + (3 — 487 + qf)ﬂ%
L —(1-28F + 818y + 8% - 388 4332 —1]> 0 ./

» - * ,
Because of the rapid convergence of the 2-tap stability region,.(he perfect
square region defined by v2 18, = 1 or crit(SOM) is a good model. Conse-

ey

quently. the above model for the necessary condition is expected to give a_very

accurate level of stability /instability. ,

~

For 3-tap filter. the modeling of the stability region is far more complex than
in the 2-tap case, Strictly speaking, th’er;a are 8 boundaries which make up the
3-tap fiiter stability region. 'Two of the boundaries are defined by Jury's first
two constraints, while the remaining ones are theoretically furnished by Jury‘s
-third constraint. Using the knowledge ffom the last section, we know that this
constraint models the l;ulging part of the region as well as thie two of the four
flat surfaces at high M values. But our model uses only M = 5; the constraint
may modei tixe bulging su{fnce of the region properly, yet the convergence of t.he
twé flat surfaces may not ‘have taken place at this value of M. Tg simulate the
performance of the model at high M. we generate two extra constraints [(3) and
{(4) in the following] to artificially mode] the two flat surfaces. In other words, the

third constraint of Jury's criterion is used here solely for modeling the bulging
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part of the stability regioh.,an&' the following equations (inequalities) form the

2

) \Qét of constraints which model the actual stability région Tn.-3-tap filter.

S (1)1 =By - By —f3 >0 = .

/ y

()1 =08y +32~03>0

/
o (31 +‘31+32+@3>0 '
- (4)1+ 8y — B2 + 85 > 0 : .

(§)Jﬂ= B3 +B4(1 - By) — 2831 + By) + B3(8F + 28,63 — 48,82 + 1)

(04— 26 - i@l B} - B+ By +1) <0

L) 13
' L] v -r - v - - .
) ] ®
‘ ) »l
‘.[n.'. -\’:‘ Y
~
o
E
R o
& <
k ¥
L ' 0 T} 3 9
Loed »
K+ .
N ] )
Fe J
W p
< . -
. = e . ' .
o : No.of .tap

-Fig. 3.13 True level ofﬂnstabnllty reﬁected by Jury s models
for 1,2,3-tap filtets.

P

T

Using the ;nodeh described above for the neceséa;ry conditions in 2- and 3-tap

filters, we repeat the cét‘nput‘tion of the percentige of the unstable frame. The
1 “ ’ A ) *
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results, along with the previous results using the two criteria, are tabulated in

® [

Table.3.2. The middle curve in Fig. 3.13 represents the true’ level of instability.
Although the models for the necessary conditions for 4-tap and 5-tap filters are
not available as th\gy are too complicated to constriict, we expect that the middle
curve in Fig 3.13 should follow the same trend as the curve for m = 1,2,3. The
curves corresponding to those determined by the two criteria arg also included
for comparison. The figure shows that the reliability in using either ctiterion to
determine the stability status is quite;. accurate for 1- and 2-tap filters; but it

over-estimates the number of uhstable frames by about 3 6% for m = 3, and we ‘

expect increasing deviations for m = 4, 5.

Table 3.2 compares the average number of unstable frames per speech file
in Appendix H as determined by the two criteria ‘with those determined from
Jury’s models. Since crit(SOM) has been shown to be the sufficient condition for
stability and that it deviates <;nly slightly from the necessary condition, it can -

serve as a fairly reliable criterion to test the stability of the pitch synthesis filter.

K3

v

&

4

t According to Jury’s models for the necessary condition

-
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Unstable Frames (%) Predicted By Different Criteria

7

1-TAP
Speech File | crit(SUM) Tcrit(SOM) Model(necessary condition)
Male 1.691 1691 1.691
Fernale 2 622 2.622 2 622
Average 2 15’}5? 2.157 e 2.157
5 ' 2-TAP ‘
Speech File l crit(SUM) cent(SOM) Model(necessary condition)
Male | 6.711 7.275 6 966
Female J 13.475 13.770 13 770
Average 10.093 10.523 10.368
3-TAP v
Speech File Y crit(SUM)  crit(SOM) Model(necessary condition)
Male 6.133 12.331 9.136
Female 13 380 21.642 17.677
Average 9 857 16.989 13 407
L 4-TAP
Speec}l File crit(SUM)  ent(SOM). Model(necessary condition)
Male 5320 16.554 not available
Female 11.385 "28.327 not available
.Average. 8.353 22.441 not available
" 5-TAP )
Speech File crit{SUM) crit(SOM) Model(necessary condition)
Male " 7.204 19.707 ~ ‘not available
Female ~ 15.013" 19¢707 not available
Average: | 11109 | 27.642 | not available

Table .';.2 Comparison of the level of instability predicted by
- crit{SUM) and crit(SOM) against the expected

true Jevel.

\

"

o
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Chapter 4 * Stabilization Process -

-
¢

Being able to detect the instability "in Hy,(z) is only part of the battle: the
more essential task is the correction of this undesirable unstable status. This
chapter presents several alternative wq;r§ to correct the instability probléms. and
compares the efficiency in using them to stabilize the pitch synthesis filter. At this
pomt: the criterion used to gauge the efficiency of each method is by measuring
the consequent loss in prediction gain accompani(;d by the stabilization process.

In Chapta 6, we evaluate the efficiency from a perceptual point of view.
P

° 'n

4.1 Methods of Stabiization

We propose two basic methods to stabilize the pitch synthesis filter; they are

described separately in this section. The fundamental requirement is to satisfy

A .
the sufficient condition dictated by the crit(SOM)

!

YiBil<1 i=12,...m (4.1)

% - N
Hence, the objective of stabilization process is to modify the predictor coeffi-
cients, in the most efficient manner, to values so that their new SOM is less than
unity. The term ‘the most efficient’ implies a way of stabilization process that

incurs the least expense in terms of losing the prediction gain. During unstable




- .

w

frames, some (or all in case of single-tap filter) of the poles of the pitch synthesis
v

filter lie outside the unit circle. Thus from the point of view of the system func-

tion. the stabilization process implies a relocation of the pole positions 1n such a

.

way that all of them are repositioned to inside the unit circle. .

¢

4.1.1 Method()): Unity Replacement

L]

The first me:thod of stabilization 1s a direct implementation of.the marginal
constraint in crit(SOM). In other words. it is to modify the predictor coefficient
values So that 3, |3,| = 1. In one-tap filter. the implementation of this algorithm
is simply replacing any .J > 1 by ulmty In a multi-tap filter. the implementation
can be done in two different manners. one 15 to scale each of the coefficients 3, by

a certain common factor. the other 1s to scale them with different factors. The

details of these two approaches are described in Section 4.4.

4.1.2 Method(2): Reciprocal Replacement

Another method of stabilization proposed in this study is called the reciprocal

replacement method It is equivalent to moving every pole of the system with

magnitude |p,| > 1 radially inward to a new location ]—;— away from the origin.

When applied to I-tap filter, this method requires the substitution of the single
predictor coefficient |3] > 1 by —% Since the poles in 1-tap filter share a common
magnitude, the effect of this substitution results in shrinking the poles radially
from outside to inside the unit circle by an equal amount. Because there is no
direct relation between the pole magnitudes and the predictor coefficients in a
multi-tnp)system, this method is not effective when .applied to the multi-tap

n

system.

.
&
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4.2 The Rationale of the Proposed Methods

In this section, we make use of the single-tap filter to provide an insight into
the rationale of using the two methods of stabilization proposed in the previous
section. These analytical studies servé to justify the potential effectiveness of

using the two methods as stabilization tools

The one-tap pitch synthesis filter has characteristic system function

Ap(z) =1-082"M (4.2)

The two parameters associated with it are: M (the lag) and 3(the only coef-
ficient). Note that unless otherwise specified and for notational simplicity, when
these parameters refer to the pitch’ synthesis filter. M and J should always be
taken to represent the eptimal parameters before any stabilization. In the dis-
cussion of the analysis where confusion may arise and emphasis 1= required. the

optimized parameters will be specifically denoted as M,,, and 3,5 respe'étively.
7
In the analysis. a normalizeéd correlation coefficient a(r) of the input signal

e

is defined as:

a(r)=y" - k% (4.3)

k-’k uksk ,}

o

where the‘clin;it of the summation ¥; runs from k=(1 : N (frame size')) .
is computed over a certain range to search for the local optimal values for 4
and M in that range. The optunahty of these two parameters are based on the

minimizing the prediction error, whnch is the output of the inverse filter A,(z).

The basic procedure for se;'rching for these optimal parameters M, and fop

is to evaluate a(r) over the range (r=minlag : maxlag) of the past input, where

' Typically 200 samples




"the minimmil and maximum lags are set at 20 and 120 respectively. This range is
so chosen to cover the complete range of human pitch periods (in samples). The
minimum lag also serves to prevent the pitch prediction process from interfering
with t!’le formant prediction, which removes the near-sample-based.redundancy
of the speech. Once a(7) is evaluated, the optimal lag M,y is set to assume the

o value of 7 that corresponds to the first maximum of the correlation function.

»

'The segmental (on a per frame basis) mean square error is defined as:
~CE = Z Ci
k
=Y (k- Bsp_pm)? (4.4) .
k

=Y s -28Y ma m+82Y s} u
k k X

‘

Taking the derivative of the error energy function e? with respect to § and

setting the result to zero yields the single optimal coefficient

Xk tk-M,,

Bopt = (4.5)

2
Lksk_M,,

The residual energy in Eq.(4.4) is minimized when the coefficient 3 is replaced

with 3,5, giving a minimum residual energy below

. —_ P IV I 2
Hmin) =Y o} - (___'_‘.l‘_;_ilzz'.)_ (4.6)
s k 2k ’k~M,,. :

4.2.1 Unity Replacement Method

[ S

If one rewrites the minimum residual energy function in Eq.(4.6) in the fol-

lowing manner:

S ar (Skotepe)? |
L e B w
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the second term in the bracket is easily recognized to be the square of the not-
malized correlation coefficient a(r = M) as defined in Eq. (4.3). ‘a(M) can be
a potential candidate as a substitute fox: the unstable 8 as its value is always
less than unity. In terms of formulation. there is also a high degree of similarity

between § in Eq.(4.5) and the correlation coefficient at 1 = M below

a(M)= —=nok%k-M : | (4.8)
[Cn 8} Sn iy |

In an ideal voiced speech segment where the current sample is the copy of
the previous sample delayed by one period such that s = s;_ s the expressions
in these two equations are essentially the same. This suggests the possibility
of instantaneously replacing the unstable coeflicient 4 by a(M ) to generate a
stable system. For comparison, Fig.4.1 shows the contours of the segmental
B and a(M). Judging from the close values of the two quantities across the
utterance', i.t 1s quite feasible to replace 8 by a(M) uncoﬁditionally at a certain
loss in predicron gain. The advantage of using this proposed scheme is that
the quantity a(M) is readily available for use, and there is no need to test for
stability. But to minimize the loss. the coefficient 3 should be replaced selectively.
i.e., only when it exceeds minity. In this manner, 3 always stays optimal except
when it is substituted with a(M) occasionally during the unstable frames. The
less disturbance to the optimal coefficient values in this selective replacement
scheme leads to a higher value of prediction gain than that obtained from the
unconditional replacement scheme. Experimental results in Section (4.3.2) later

\ .
compare these two schemes and their consequences.

Theoretically, one must strive to minimize the deviation of the new, modified

-

t Except during unstable frames
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Fig. 4.1 Contours of 4 (solid line) and a(r = M). \

stable coefficient denoted as, say. 4, from the unstable @ The further 3, deviates
from [, the larger the residual becomes and the lower is the prediction gain.
According to the stability criterion. the maximum value that can be assumed by
the coefficient for stability is limited by unity. Therefore. f(_)r 'stabi]ity and for
minimum distortion, the unstable coefficients should be suppressed only to unity.

Indeed, if the correlation coefficient were defined in the following manner

. D
! Dk 8k8k—r
a(r) =08 = & ————, 4.9
( ) ! Lk Sk3k-M ( )

it remains a normalized function and its value at M is unity. This, in a way,
demonstrates the validity of the unity replacement for stabilizing the pitch syn-
thesis filter. A more elaborate justification of the unity replacement propos#l is

provided at a later section.

4.2.32 Reciprocal Replacement Method

This algorithm is inspired by an all-pass system in which the poles and the
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. zeros are Jocated on opposite sides of the unit circle. The constant magnitude

response of the all-pass system is the result of the reciprocal relation of their
pole/zero pairs, which allows the magnitudes of the zeros to vary in direct pro-
portion to those of the poles, giving a constant magnitude response at all fre-
quencies! It 1 easier to see the cause of this constant magnitude response in its
analog counterpart. where the pole/zero of the system are located side by side at
equal length along the imaginary axis Under analog-digital (bilinear) transfor-
mation, the left half plane of the s-plane maps to a region on the z-plane confined
by a unit circle, the right half plane to the outside region, and the imaginary axis
onto the unit circle As a result, the pole/zero pair at 3,,7 and —s, map;to a

1

2y

pair at z, and its reciprocal

When the filter for a frame is unstable. the magnitudes of all the poles |r| =
|3| M are greater than one. Assuming that all the poles outside the unit circle are
moved to new locations, say at g = : = ﬁ inside the unit circle, then not
only the stability condition 1s satisfied, also because of the reciprocal relation
between the original and new locations of the poles, the resuiting magnitude

response function in dB also remains unaltered. In other words, the relocation

of the poles from |r| to ‘% preserves the shape of the original spectrum.

The above two methods may have been derived with different immediate
objectives in mind; where the first method strives to minimize the distortion done
to the coeflicient value, and the second method attempts to preserve the spectral
property of the filter, both algorithms achieve the essential goal in fulfilling the
basic stability requirement, i.e., to reduce the unstable coefficient to either less

than or equal to unity.

t peal
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The two proposed methods in Sections 4.2 2 and 4 2.3 are both applicable to a
single-tap filter As mentioned earlier, the lack of any direct relationshii) between
the predictor coefficients and the polg distribution makes the reciprocal replace-
ment method ineffective when appl;ed to the multi-tap system. Considering the

different approaches required to stabilize the single-tap and the multi-tap system,

we separate the discussion of the experimental results of these two systems.

4.3 Single-Tap* Filter

In this section. we like to estimate the price tags of the two methods of
stabilization when applied to a single-tap system in terms of prediction gain.
The segmental prediction gain. which is defined as the ratio in dB between the
average energy of the input signal and that of the residual signal, is computed for
each frame: from which the average of a complete speech file can be evaluated.
The same procedure is then r'epeated after the stabilization using each method.
and the loss in prediction gamn is taken to indicate the cost of the stabilization
process associated with that particular method.

A

4.3.1 Testing Method(i)

-

At this stage. we are interested mainly in the sid€ effect of modifying the
pitch predictor coeflicients on the residual signal. Thus in order to see more
clearly the effect on the residual from the stabilization process, we use only the

pitch analysis filter in the analyzer so that a larger amplitude residual signal is

produced at the analyzer output.

The bottom line proposed in method(1) is to replace the unstable coefficient
(8 > 1) by unity. In the development of this method, we suggested the direct

use of the correlation function a(M) as a convenient substitute regardless of the
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stability of the system. The two segmental quantities (3 and @(M)) generated -

.i'rom processing an audio files have been shown in Fig. 4.1 to follow a very similar
contour except at segments where 3 > 1; they show high degree of resemblance
" during the voiced segments In 1-tap filter, we see a clear tendency for the
unstable frames to occur at the junction between silence and voice. Using the
ten speech files listed in Appendix H as data base, and neglecting the formant
prediction in the analysis ﬁltex:. we noted a slight drop in the average prediction
gain per file ®f about 0.4dB as a result of replacing 3 by a( M) unconditionally;
and only 0.06 dB when the replacement takes place selectively (i.e., only at
B > 1). It is clear that’the loss in prediction gain even by using the correlation

coefficient to replace the unstable coefficient is quite reasonable. This, at least,

* provides an attractive alternative to the other algorithms explicitly proposed in

this chapter.

Some other characteristics of the unstable coefficients observed during the ex-
periments include the following: For the same utterance. the female file tends to
have a higher rate of instability and higher coefficient values than the correspond-

ing male counterpart. We also observe that the average value of the optimal lag

for the unstable frames is comparable to the average pitch in samples. For the

ten spee-ch files, the average lag M* for the five female files 1s 38.3 samples and
that for the five male files is 70.1 samples; at a sampling rate of 8 kHz., these two
figures are good representatives of the pitch periods of female and male speakers

respectively.

~
[l

When the unstable coefficient (8 > 1) is replaced by unity instead, the pre-
diction gain loses only 0.03 dB when compared to the original prediction gain.

Table 4.1 lists the original prediction gain of the ten speech files used for this

t Exclusively for unstable frames
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test, along with the prediction gains obtained from stabihzation processes using
different methods. In the table. SNR is the prediction gain when no stabilization
is involved; SNR(1a), SNR(1b) and SNR(lc) respectively represent the predic-
tion gains after stabilization using a(M) unconditionally, using a(M) selectively
and using the unity replacement method; whereas :SNR(Z) indicates the resulting

|

prediction gain using thk: recip"ocal replacement, which is discussed next. “‘

3

Prediieion Gains (1-Tap)

Speech File  SNR | SNR(1a) . SNR(1b) SNR(lc) SNR(2)
CATMS 3.01 | 2.68 2.95 299 2.97
PBIM1 387  3.20 3.80 . 3 83 3.78
DOUGS5 4.75 . 4.41 4.68 172 4.68
PIPMS 3.58 ©  3.33 352 - 3.56 3.52
PBIM5 . 4.11 | 3.46 403 407 | 4.01

' Male Average: ' 3.86 | 3.42 | 3.80 383 | 3.79
CATF8 614 581 | 608 611 606
- PBIF1 814 | 773 ' 811 ° 813 811
VOICF5  :830; 814 | 824 827 | 821
PIPF8 855 . 8.18 | 849 853 - B.49
PBIF5 773 ' 723 | 765 ‘770 | 1763
Female Average: 7.97  7:42 ‘ 771 ' 175 © 770
Total Average: , 5.82 L 5.42 l 576 5.79 9.75

¥

¢
Table 4.1 Prediction gain in one-tap filter

'4.3.2 Testing Method(3)

In testing the efficiency of the second method, we examined the effect on the
prediction gain as a result of modifying the unstubk coeflicient to its reciprocal

position 5 To verify that this is indeed the critical point, some other points near
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219 were also tested to see the various effects of using these point¥ as replacements
for 3 > 1. In this test, a special matching criterion 1s used to judge the result: a
closer spectral match between the original and the modified system functions is

construed to indicate less distortion in the resulting residual.

Replacing the unstable coefficient J > 1 by various points above and below
the critical point 39 = é the resulting spectral peaks from the corresponding
pitch synthesis filter were seen to be diminishing while the valleys remained
intact on the same level Fig.4.2.(a) shows the resulting spectra when 3 = 1.05
is replaced with points above. below and equal to 39 = }7 ~ 0.95. Comparing
these spectra with the original spectrum of 4 = 1.05 shown in Fig 4.2.(b), we
observe that only the spectrum correslpondmg to Jg = % retains a similar shapel
to that of the original spectrum. Fig.4.3 shows the spectra of Fig 4.2 displayed
in dB: it cleariy indicates that the only the spectrum in Fig.4.2.(a) that overlaps
the original spectrum in Fig.4.2.(b) is the one which has a replacement value of
0.95" (the middle spectrum). This evidence suggests that the original spectrum

can be retained only when 3 is replaced by its reciprocal, and that any other

replacements will only result in a spectral distortion in one way or another.

To implement the reciprocal replacement method. we can cascade the un-
stable Hy(z) with an all-pass filter. say. H,(z) that has all its poles located at

Iﬁlf\‘? > 1. The equivalent of this cascade system is

N ’

M M
2z FAE 1
Byo\Ha(e) = [ —— ][ - ] =m0
)
! Note that % where £ =1.05 15 actually close to 0.9524 ‘ -
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Fig. 4.2 . (a) Linear spectra due to 3 = 0. 97>0 96,
0.95 ~ 3,0 .94,0.93 (upper figure); (b) Linear
spectra due to ﬂg = 8 = 1.05.
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Fig. 4.3 Logarithmic spectra of Fig.4.2 where the almost °
overlapping spectra are due to 4 = 1.05 and
ﬁ2 = 1409 ~ %.

The M poles from the unstable filter will cancel with the M zeros from
the all-pass system, leaving behind M poles inside the unit circle with common
magnitude -B‘}—/ﬁ In terms of prediction gain, tests show that using tl;e recip-
rocal replacement method for stabilization incurs a loss of 0.07 dB as skown in

Table 4.1.

4.3.3 Sub-optimal parameters after stabilization

The previous two sectx?:ﬁs demonstrate thatothe stabilization of the one-tap

filter is a simple process to reduce the unstable coefficient value 3 to-a certain

Kﬁ value B less than unily. The assumption of this stabilization process is that
regardless of the new modified coefficient 3, v:e still retain the original lag as the

£Y °
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optimal parameter. The following provides some theoretical arguement to verify

RN
@

the above statement.

The expression for the residual function with optimal parameters 3 and M

has been derived in Section 4.2 t‘ofhe_\

v

. .
o . 8222:3%—232:8;(\9,( M+/3228i_M . (4.11)
k' k k

This residual function will no longer be minimum if the optimal coefficient 3
1s modified. Let 3 < 1 denotes the new value! that replaces § > t It was argued
earlier that when the speech segment is voiced. the two quantities 3y Sx8;_ ps
and Y, SE-M (optimal M) in Eq (4.11) were approximately equal as a result of

-

the quasi-periodicity. Under this assumption, it can be shown that the residual
=y

function in Eq.(4 11) can be expressed (as a function of the suboptimal coefficient

3) as:

(@ == EE Mg )
k ~ .

where

Y F(B) = 25 - 2. (4.13)

Minim;zing the residual ‘é(B)2 with 3 as parameter is équivalent to maximiz-
ing the fanction F(B3). By taking the derivative %ﬂ and setting it to zero, it is-
clear that # = 1 is the value that minimizes the residual in Eq. (4.12). Fig. 4.4

‘ plots the function F(3). According to the relationship’ between 2(5)2 and F(3)
in Efq. {4.12), the figure indicates that as the coefficient is slowly reduced from
‘A >~1 to unity, the energy of the residual diminishes and becomes optimal at

B = 1. But further drop of 3 below unity level corresponds tg a decrease in F(ﬁ),

and leads to an increase in,the residual energy again.

! Assumed to be vanable here.

. . -1 -
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Fig. 4.4 Function F(3).

¢

To support the arguement that the original optimal lag M,pe remains optimal
after stabilization process. let us express the residual energy in Eq.(4.11) as a

function of general lag M

e2(M)=Y st-2) s e MEY Sty
k k k

25 skSk M — Tk ar)
2 (2XkSkSk-M — 1kSk-M
\ =Y )1~ s ] (4.14)
k ek C k

T~ As M deviates slightly from Mo,,(t, the term Y si_ ) does not vary much,
and therefore can be regarded as constant. The term 3 j 833 M on the other
hand peaks at Moy, and gradually diminishes as M deviates from M. As a
result, the second term in the bracket of Eq. (4.14),peaks at M = Moy, whi‘ch

means Ei(Mopt) < e}M) for M # M, . Hence M = Myp is the optimal value.

Therefore, we conclude that if minimizing the residual energy is the main

1 Also assumed to be variable 1n this discussion

‘ 7
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objective. we must suppress the predictor coefficient to unity and retain the

1

originally derived optimal lag value M as defined in Eq (4.5).

4.4 Multiple-Tap Filter

For a pitch predictor using more than one tap. say m taps. the inverse filter

in general can he expressed as

Ap(z) = 1- P(2)

=1-Y Bz M, (4.15).

i

wherei = 1.2...,m and §,, M, are the 1'"-coefficient value and 1its associated lag.
The computation of the+y optimal coeflicients J, are similar to the one described

previously for a single-tap filter in Section 4.2 and is described in the following.

The normalized correlation coefficient a(7) as defined in Eqﬁ (4.3) 15 compixted
for lags running from a minimum value of 20 to a maximum value of 120, and
the lag M corresponding to the maximum value of o(r) is deemed to be the
pitch value for the frame of speech beinug processed. We can position the first
coefficient 3; to havp this lag value, in which case M; = M but the following
scheme which positions the taps depending on the number of coefficients provides
a better alignment between the pitch and the location of the taps, and results in

a better prediction.

m M| My | My | Ms | M, | M

MyIM-—1 M M +1
My|M-—1 M M+1 M +2
Mg\ M~-2\M-1 M M+1|M+2, .
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Using the above scheme, the segmental mean square prediction error is ex-

pressed as

e2=YYe
k

= [ij 8k - i Bisk- ] (4.16)

1= |

»re

To minimize the residual energy. the derivatives of Eq. (4.16) with respect
to §,.i = 1,2...,m are evaluated and set to zero. These result in m equations
relating the m coefficients 3, to various correlation terms. For instance, for a

3-tap filter (m = 3). the following three equations are generated.
}

be2
6_;: = [ﬂl S st ou, B2 k- M, Sk-M, + B3 Zsk-lsk-M,]
k k k
=/Z S8k M, - (4.17.(1)
k
Se?
& = [ﬂl S sk M8k M, + P2 Z 8£-M2 + B3 ZSk-Mzﬂk—M,]
k k k
- Zk: K3k M, (4.17.b)
be
'Si = (813 e-Myok-M, + B2 2 Sk My0k- M, + B3 D 8]
ﬂs k k k .
v — zk:sksk_Ms (4176)

Q -~

The three optimal coefficients are evaluated by simultaneously solving Egs. (4.17).

In general, the optimal coefficients for an m**-order pitch synthesis filter can be

a

computed from the following matrix equation

#

.4

i
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[- (M. M)
(M. M)
o(Ms. M)

Q(Mm,Ml)

where (M, M;) = Yk Sk M, %M,

o(M;, My}  o(M;. Ms)
®(Mz, M3)  &(My. Ms)
#(Ms, M3)  6(Ms. Ms)

(M, M2) oMy, Ms)

?(0.M;) ]
¢(0.M3)
¢(0.Ms)

| $(0, M) |

equation can be written as:

M,,M ¢(0vMs)v

o(My.Mp) ] [ 8]
¢(M2va) ﬂ?
¢(M3st) 53

(M, Mym) | L B

(4.18)

In compact form, the above matrix

K

i=1,2,3,..,m. (4.19)

The lack of direct relation between the predictor eoeflicients and the distri-

bution of the poles makes the stabilization in multi-tap system more difficult to

analyze than in the single-tap case, and it also makes method(2) — the recip-

rocal replacement scheme ineffective. With method(1) — the unity replacement

scheme, we examine two different approaches of implementation. Basically, we

need to scale each of (31,82, 0s) so that E?:l |6, = 1. One way to achieve this

is to scale each of the coefficients by a common factor F,, but one can also scale

the coefficients by different factors F,, 1 = 1,2,3. In the following, we describe

these two different approaches separately, and study the implications of using F,

as opposed to F,.
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4.4.1 Common Scaling Factor

To multiply each of the unstable soeflicients by a common factor F, when

normalizing the SOM. let the new set of coefficient be

3 = F.8, - (4.20)
where F, 1s restricted to
F. < i‘—.lllf_.l (4.21)
The new SOM thus becomes
Y B,=FY8<1 (4.22)
' :

Using the common scaling factor F,, each of the optimal coefficients during
an unstable frame is reduced by the same proportion to unity. Theoretically, this
process shrinks the magnitudes of the original poles to different extents, but it

distorts the shape of the spectfum.

4.4.2 Differential Scaling Factor :

In order to preserve the spectral shape of the system, it is the pole magnitudes‘

A

of the system that must be radially down-scaled with the same proportion. This
cah be accomplished by multiplying the coefficients by differential factors. The
process is equivalent to transforming the original inverse system function from

Ap(2) to Ap(2'), such that

|| = alz|, O<ac<l. : (4.23)

Suppose that the new system function of 3-tap filter ha.s:characte'ristic/ equa-
[ }iA . {/
tion A

1-Ay() MY —py() M — gy(2)" M) =0, T (424)
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9 Substitution of Eq. (4.23) into Eq. (4.24) gives -

L= (Bya= M0 (0) (50 My, M gy(q(M+1)) ~(M+1) 2

e
or: I—B,z_(M"”—Bzz"M —B;z"M+l) =0. (4.25)
e
For stability, we require .- (
\\

\ |B1] + [B2] + |Bs]| < 1 (4.26.0)
= 1Bra” M1 4 |ga M|+ |81a" M+ <1 (4.26.5)
= |81 K1] + [Be Fo| + |81 F3| < 1. (4.26.c)

cients are identified as
!

B =q (M1
F2 :a_M .
Fy = o (M+1)

Setting b = a~! for notational convenience, we have from Eq. (4.26.c)
(1811 + 8215 + 83|62 ~1) < 1 (427). .
To evaluate F; from the above equation, the method of linear interpolation
is applied to the limiting case of Eq. (4.27), which is
1(8) = (181 + B2 b + |Bs6")pM 1) —1 = 0 (4.28)

F; are solved by an iterative process until Eq. (4.28) is satisfied within a given

error constraint. The number of iterations is found to be directly proportional

b ' <77 -
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to both the accuracy required and the origfnal value of the SOM of the coefli-
cients. Although some relatively high SOM’s do occur occasionally, the SOM in
a 3-tap filter during unstable frames he mostly between’l and 2 Taking into
account only those coefficients with an amphtude range up to 3, the number of
iterations required to achieve certain levels of accuracy are recorded in Table 4 2.
where the number 1n bracket indicates the average of the number of iterations in
.that part.i'cular category On the average, only 5 to 7 iterations are required to
cOmpute the differential factors F, for 1 = 2,3 respectively to achieve a relatively

high leve] of accuracy.

2-TAP
Error Constraint 103 1074 i 1075
Range of Iterations (Ave.) | 1 —6 (3) | 2 — 10 (4) i 3 - 12 (5)
3-TAP
Error Constraint . 1073 104 1075
Range of Iterations (Ave) | 2 -8 (5) |3 — 11 (6) | 3 — 13 (7)

Table 4.2 Number of iterations required to compute
F,,i=23.

In comparison, F, are found to be very close to each other as well as to the
constant F,.. Their close proximity to one another makes it impossible to compare
them in actual values. But taking F, as a reference point and expressing F; as
F,/F, in percentage, it is possible and interesting to see how their magnitudes
are related to one another. For 2-tap filter, Fj and Fy lie respectively above and
below F,; whereas in the 3-tap case, F| and F3 lie above and below F, and Fy
lies more or less on the same level as F,. Figs. 4.5.(a),(b) show respectxvely the

traces of the ratios F,/F, in percentage for speech file ‘VOICF5'! using 2- andr

!

t Up to frame #100
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3.~tap filters. In actual values, F, and F, are very close to one another. Appendix

J provides a listing of the actual values of F. and F, corresponding to Fig.4.5.

4.4.3 Experimental Results

The stability criterion (crit(SOM)) requires that any ¥, |3| > 1 be suppressed
to unity. We have introduced two schemes for the stabilization process; namely
by multiplying each of the coefficients 3 by either (1)-a common factor F,, or
(2)-differential factors F,. From the point of view of the spectral shape, the latter
approach preserves the characteristic of the system impulse response. and should

prove to be perceptually better than the former.

L4
Using the common factor F¢ to rescale each of the coefficients 4, until their
SOM equals umty. the resulting prediction gain, when compared to the gain
obtained by using the original unstable coefficients; drops by about 0.18 dB for

2-tap, and by about 0.87 dB for 3-tap

-

)

Switching to the use of the differéntial factors F,, we noticed a slight improve-
ment in the resulting prediction gains: but the improvement for both cases (2-
and 3-tap) averages only 0.03 dB. Thus. despite of the ease in the computation
of F;, this marginal improvement on the prediction gain is not a suflicient entice-
ment to make the use of F, a definite preference over F,. Nevertheless, we have
shown that F, gives a slightly better improve;nent than F, at least in terms of
the prediction gain. Further tests on the output in the next chapter may present
a.more complete picture concerning the actual effect of F, on the quality of the

/

coded output.

In Table 4.3, we indicate the cost of the stabilization in multi-tap system,

where SNR is the optimal prediction gain before stabilization. SNR(1a) and
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Prediction Gains (2-Tap)

Speech File SNR  SNR(1la) SNR(1b)

——

CATMS 322 3.18 18
PBIMI - 414 4.02 4.01
DOUG5s - 514 483 _ 4.87
PIPMs 3 81 3.73 3.74
PBIMS 444 4.06 4.22
Male Average 415 397 4.01
CATFS 6.68 6.60 6.60
PBIF1 902 8.82 8.88
VOICF5 8.98 8.57 8.60
PIPF8 9.52 945 | 9.45
PBI1F5 8.55 8.44 8.45

Female Average:

855 838 | B8.40
i

- Total Average: | 635 6.18 6.21

- _

Prediction Gains (3-Tap)

|
T

Speech File ~ SNR SNR(la) SNR(Lb)

CATMS 334 269 2.69
PBIMI 427 381  3.82
DOUGS 525 435 | 4.38
PIPMS | 395 305 | 3.6
PB1M5 450 . 378 | 3.89
Male Average: | 4.08 ,I 3.54 3.57
CATFS 682 | 6.06 6.60
PBIF1 9.22 | 1.94 8.00
VOICF5 0.08 | 7.76 7.79
PIPFSB 964 | 814 8.14
PBIF5 8.60 | - 7.52 7.53
Female Average: | 8.69 7.48 7.50
Total Average: | 6.39 5.51 5.53

Table 4.3 Prediction gains for 2- and 3-tap filters
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SNR(1b) indicate the prediction gains after stabilization by umty replacement

using constant and differential factors. The slight advantage in using F, is shown

in terms of the slightly higher prediction gain in column SNR(1b).
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Chapter 5 . Effects of Stabilization

3

I

-

The purpose of this chapter is to examine the effect of the instability of the
pitch synthesis filter and the consequent improvement of the output speech as
a result of the stabilization process. The CELP system described in Chapter
2 1s used for the experimental tests carried 1n this chapter. In this study, the
stabilization means a modification of the unstable coeflicient(s) of the predictors

in the analysis and the synthesis
»

The computation required to select the optimal re¢sidual model in CELP is
rather time consumming; it is unnecessari]);\wasteful to use 1t in the in1tial stage
of the investigation. Therefore, a rogygh model is used for experimental purpose.
The residual signal generated by the CELP analyzer has been shown to have
a Gaussian density distribution [ATAL(85)]. Using the central limit theorem,
a noise generator is used to produce a randomm signal r, with Gaussian density
distribution. Hence, the experimental residual model is simply a Gaussian noise
with a segmental energy equal to that of the true residual. The coarse residual
model used in the present study differs from the actual model in that, instead
of Being the optimal random signal which has the closest match in energy level
to the residual, 1t is a random sigh#&l” completely uncorrelated to the residual,
Nevertheless, we will see that even with this rough model, the resemblance of the

o

o



A

“r

resulting synthesized output to the original signal 15 amazingly high

5.1 Preliminary Test

'Using the above described crude residual model, the decoded output reflects
only the general envelope (quality) of the input speech. The changes which -
result from the stabilization of the pitch synthesis filter should also be taken as
indicative, rather than the actual responses Nevertheless, these changes would
give a global perspective of what 1s to be expected when the actual optimal model
1s used. In Section 5.2. we will use the true model as used in the actual coder to

verify the regults obtained 1n this section.

From the simulation tests, we observe that the envelope of the output gen-
erated by the synthesis filter 'appx;oaches the envelope of the input speech. But
careful examinaon shows that the output 1s quite random and it lacks the pitch
characteristics. The corresponding spectrogram also reveals that despite of the
proper distribution of the e.ne,rgy, the output in response to the cride model lacks
the well-defined formant bands and the pitch striations which are present in the

mput speech. .

In the following, we will first study the distortion due to the instability using
1-tap pitch synthesis filter, and then extend the study to using 3-tap filter.
1

5.1.1 Type(I) Degradation

Leaving the pitch synthesis filter unstabilized, one symptom of degrada-
tion in the output speech is a sharp burst of energy as shown in frame #7 in
Figs. 5.1.(b),(c). The magnitude of the burst, or the seriousness of the degrada-

tion' depends essentially on: (1)-the magnitude of the coefficient 8, and (2)-the

£
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level of input speech energy in the corresponding frame. We note that the distor-
tion is always proportional to the magnitude of 3, and is significant only when
the coefficient magnitude exceeds 1.25. Experimental evidence indicates that
the energy‘ burst caused by the instability also depends on the positior-l of the
unstable frame in the speech file, i.e., if it occurs at a segment where the energy
level is low, the effect is not as severe as if the frame energy level is high, such
as in a voiced segment. The reason for this is that in an adaptive filter where

the instability lasts only momentarily, it requires a substantial initial energy to

prompt a large response during the moment the filter is upstable.

) :
1¢
20
-10¢
10
E
10
20 [ ]
10
"o "] (c)
-10 S
L} : — 12 FRAES 1] 20
Fig. 5.1  (a) Original input speech,(b) Unstable output
speech, (¢) Close-up view of the instability at
5 frame# 7.

- 85 -

TR e - &



R

=

e % o

[t N
~

o e oA e WS

Jren
.

A\

Qur studies also show that reducing the unstable coefficient value of an un-
stable frame has a large effect in removing the above described distortion on the
speech output. Fig.5.1 shows an original speech ‘CATF8’ in (a) along wit}} the
unstabilized output in (b). The three unstable frames’in the output speech ;>ccur
at frames #7, #41 and #68, with réspective coefficient values of 3.518, 1.304 and
1.048. The high coefficient at frame #7 results in an impulse-type distortion as

+

depicted in (c). To study the relationship between the magnitude of the coeffi-

-

~ cient and the degree of the degradation, we reduced the coefficient value of frame

°

#7 in steps of 0.5. As the magnitude of the coefficient was gradually suppressed
through 3.5,' 3.0, 2.5, 2.0, 1.5 and 1.0, we observed the distortion diminishing
accordingly. Fig. 5.2 records the snapshots of the respoxllses at various values
of #. The distortion seems to have been eliminated af #=1.0, \\then the pitch

synthesis is marginally stabilized.

We proceeded to examine the distortion due to unstable synthesis filter and

the effect of its stabilization from the view point of the segmental energy level.

" Comparing against the energy level of the-input signal, we find in most cases

8.1.2 Type(ll) Degradation

that when a frame is unstable in isolation (i.e., when it is imbedded by stable
frames), not only the energy level of that unstable fram; rises, but those of the
subsequent frames are al;;o affected as a result of the past memory. The number
of subsequent frames affected generally aepends on the magﬁitﬁde of the unstable
coefficient, the property of the speech segment during the unstable frame as well
as the frame size. But regardless of these factors, the frame immediately following

the unstable frame is almost always influenced.

-

[y

3

Another type of degradation observed in the study is characterized by a grad-

L]
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Fig. 5.2 Diminishing distortion in response to decreasing

unstable toefficient

/

ually gr‘owing,energy, and is caused by several consecutive unstable frames. We
used the speéch file ‘TOMFS’ for experirpen;al observ&(lgn. Our approach is to
intentionally destabilize the \frgmes which follow an isolated unstable frame, and
then examine the effect after each destabilization. With 1-tap ﬁlfer,.‘TOMFS’
has. only three unstable f:rames as shown in Table. §.1. The portion of th;e speech
file which contains the unstable f'rame #47 is shown in Fig. 5.3, v:rhere (a) is the
original input segment,-and (b) 'is the unstable output .due to & sﬁglgﬁunstablé
frame #47 with coefficient 1.575. The coefficient magnitude is relatively high
during this frame; but the smz‘:ll energy of the input signal in that segment does

not cause a large degradation. When we destabilized the next frame (#48) by

raising its coefficient to 1.0, although being only marginally unstable, the dis-

-
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_ tortion contributed by this second consecutive unstable frame is quite significant

4 ’ . . .
as shown in (c). The introduction of a third consecutive (marginally) unstable

frame (#49) generated even larger distortion as shown ifi (d), §hould the un-

stable frame have occurred at a higher energy segment, the distortion from the
above experiment would have been more severe than the one in the current ex-
ample. In reality however, consecutive unstable frames are not prevalent in 1-tap

v

system; it is a more common sign in a higher-order (e.g., 3-tap) filter, which we

will investigate next. . . . .

(b)

()

/

Fig. 5.8 Illustration of distortion caused by three
4 consecutive unstable frames /

\ .
/ Z
Sinceé more unstable frames occur in a system using multi-tap filter than in
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ﬁlj;ér than it is in the single-tap case. In the study, we observed that the type(II)

b e e e —

A} n

To summarize the findings of this preliminary\study, we-showed in 1-tap fil-

" ter that type(ly-distggtion could be suppressed to\a large extent by the unity

2,
o,
y

AP TR oy B n s e

9“

less distortion when compared to that generated by the first method. This ob-

servation may appear to be in contradiction with the one made earlier in Section

/ \ 4.3, where it was shown that the unity replacement (Table 4.1, SNR(1c)) is more

'\ optimal than the reciprocal replacement (Table 4.1, SNR(2)). But we should

note that the criterion used in Section 4.3 was to minimize the residual, while

)

_ " | the criterion used in the present study is.to minimize the actual distortion to

"

; " | the ¢oder output. which 1% perceptually more significant.| For better percef)tion,

]

‘method(2) which replaces 8 > 1 with its reciprocal is, the better stablization

. scheme.

L In the 3-tap case, we found that type(ll) degradation was more common,

and that this type of degra\da,tion had more resistance to suppression. Our ex-

{ ~ -

( : ' ! The reciprocal of the unstable c\\oefﬁ\c\ient.
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: perimental studies also indicate that using differential factors F, as opposed to
. 4 ’ ) R ’
? constant factor F. in reducing SOM to unity generates a better quality in the
> decodéd speech. , 7 :
‘ a :;
) :
;

5.2 Test Using Optimal Residual Model

The observations in this section are based on tests using the optimal residual
' modelas used in the QELP coder. This model. compared to the rough modil
»  used in fhe previous section, 1s much\\\c]eancr"a“rid therefore is a much better
representat‘i‘on of)‘;ho actual residual sighal. Consequently, the resulting coded
\ v
speech is closer to the input than the one' constfucted from the crude residual

~ .
model. )
%

But generally speaking, most of what we obs\ir\{‘ed'in the previous section — in

terms of distortions, responses to stabilization processes with various algorithms

* in the last section arc still true in the current test. One noted diﬁ”erenc;
ma;’ be the general quality of the coded signal.-in that the output using the

¢

‘ optimal residual model is more refined, less random. 4nd has a stronger pitch

’

‘ characteristics than the one generated from the random noise. In this section, we
provide some concrete examples of the degradations caused by the ins’t.,ability of »
J!

the pitch synthesis filter, as well as some evidence of the possible impréyements

om the stabilization process. . ‘ L

A negative aspect brought by the incorporation of the pitch filter isd‘{the

speech degradation during frames where the pitch synthesis filter is unstable.

.As observed in the, previous section. the distortion can be separated into two

-
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For the 3-tap synthesis filter. the stabilization requires the reduction of the ~

.SOM of the three coeflicients to unity, either with a common factor or, with

three differential factors -

differential factors F, differ only marginally from the tonstant factor F., our tests
indicate that using the differential factors to reduce the coefficients produces a

slightly better improvement in the coded speech signal.

signals, or the higher degree of resemblance between the two time waveforms.

¥

e — v

/

! Frame No. dl(l tap) SOM (3-tap)
, L9 ' (stable) 1082
e 10 - 1031 | 1160 |
" 11 (stable) | 1000
12 | (stable) 1.222
. 13 : (stable) 1.229
~ S (stable) | 1786
S 25 . (stable) | L5311
; « - | 2" 1010 | 1420
N 21 L stable | 1137 .|
’ |28 | (stable) 1375
40 | (stable) 1.047
. 41 (stable) L227
42 (stable) | 1079 |
43 (stable) '’ 1.012
- Y 3.500 | 7078 |
' 55 (stable) 1.079
62 (stable) 3.734
| 6% ~ (stable) 1.252
71 (stable) 1.250

Table 5.1 Unstable frames in speech file ‘TOMF8’ using

1-tap and 3-tap filters.

3
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one for cach cocfficient. Despite of the fact that the

The improvement can

be seen from the less deviation in the energy levels between the input and output
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Figs.(5. 4) to Figs.(5.7) 1llustrat(‘ what we have discussed thus far. The speech

I
oty

file ‘TOMFS s agam used to test cases in Wthh 1-tap or 3-tap filters are em-

ployed. and Table 5.1 contains the frame locatxonq and the corresponding coef-

ficients where the filters are unstable. The two types of distortions previously

discussed are present in the speech file “TONMFR Uaing I-tap filter, and re-

¢
'

ferring to Fig 54, (a) displays the original input wavoform)th"oas {b) is the
: ,
unstable output with distortion. Note agamn that although the unstable coef-

ficient at frame #47 15 extremely large (3 = 3 390). the resulting distortion is
b

bt very serious because the unstable frame occurs at the speech segment where

'

the signal energy is low. The coded outputs with stabihized synthesis filters are

shown in (c) and (d). where they correspond to stabilization processes using
t
\

unity- and reciprocal-replacement methods respectively. We see 1n this case a

better improvement in the output waveform on (d) due to the second method,

)
o

which replaces the unstable cocfficient with its reciprocal value.
§

. ot . -
The segmental energy levels corresponding” to the waveforms in Fig.5.4 are
» ° .

T

. . - t .
shown 1n Fig.5 5. It shows the segmental energy difference between the input

and the output waveformns before [in (b)] and after [in (c).(d)] the stabilization of

the pitch synthesis filter. Note that some of the observed energy level distortions

.in the figure are actually due to the courseness of the residual model. Only at

frame #47 and the subsequent frames (see Table 5.1) that the energy difference

is the result of ms&abxhty before and after stabilization.

. {‘
.

%
In a similar fashio'it\Fif.S.G illustrates and compares the output waveforms

before and after stabilization process in the 3-tap case. When compared to the

" original sxgr],al in (a). the un Kble output in (b) is greatly distorted, especxally

around frame #26 where there \§ a series of_unstable frames (see Table 5.1),

and on frame #62 in which the S>DM of the coefficients is large (SOM=3.734).
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Fig. 5.4 Speech waveforms ‘TOMF8’: (a)original input,
(b)unstable output with distortions (using I-tap
. pitch predictor), (c)stabilized output using . :
unity-replacement method, (d)stabilized output
using reciprocal replacement method. -
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(b)unstable output with distortions (using 3-tap ‘. g
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Again, just as in the previpus 1-tap case.the Very large SOM' at frame #47
k; i . M .

(SbM:7 .078) hardliy disturbs the output since the signal euergy (consequently

the residual energy) in this frame is quite low.- - - .,

»

Two types of distortions exxst in thls case. The ﬁfst type, whlch is in the form

of a sudden outburst of energy, occurs in frame #62; whlle the other type —a
s

gradual noise bul,ld-u.p, is seen between frames #24 and #28 Upon stab:hzatxon

.

using common factor [in (c)] and utilizing the differential factors {in (d}], we

notice the dlsappearance of the’ energy splke at frame #62, but- only a sllgh:t

attenuation of the dlstortlon between (frames #24 to #\KS) In this partlcular .

speeeh file, the stabilized outputs ysing the_first two SChémes do ‘not seem to

show, noticeable d:ﬁ'erence But durmg the course of the expenmental test, the

second scheme which uses differéntial factors generally gives a better result than < . }

s

using a constant factor. °F ig.5.7 displays the energy leve}s (with respect ta the :

original eneréy level) which correspond to the files in Fig.5.6. . \/ =3
' a - R - s L
. 5.3 Perceptual Test - T
. ' . . -, ° i :L' ,
> . . . ‘A' ay

Other than examining the effects of stabilizing the pitéh syn hesis ﬁlt'er- uﬁon
" the output speech by observmg the time waveforms, we also tested the the effect

perteptually by hstemng to. the output waveforms before gnd after the stabi--

-

S

hzatxon. We paid a special attention to dxiferent:ate the perceptual distortions \/

correspondmg to the two types of degradations described earller,;and examined

- the effect of the stabilizationoff the distortion. * .

¢ ) \
’ o, \

N . v,
. N » \

" Generally speaking, the more abrupt the distortion in terms of increase in the '

N

nergy level, the more easily perceptible is the degredation in'the output speech.

us the type(I) distortion, which {akes’the form of a sharp burst of energy level
L) ) ) »
(as in"Fig. 5.6, frame #62), is more easily heard than the type(Il) distortion as
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shown around frame #£26.on the same figure. Listening’ to the waveforms in
Fig.5.4 and Fig.5.6 in sequence, and comparing the unsg‘abfe waveforms with-the
original and with'the stabilized outputs, the type(I) distortion was perceived as a
distinct ‘click” sound in the output speech. This has a.similar effe‘ck to the sound
produced'by a gramophone as the stylus traces a damaged groove on che disc.
The perceptual degradation due to type(I) distortiog ‘was not easily noticed,
})artly because of the gradualness of the energy growth, 'and partly because of
the relatively large céiding noise which tends to m‘ask the distortion.

Examining the stabilized output waveforms, it shows that the type(I) distor-

o

tion is always cleanly removed; whereas the ‘E'ype(II) distortion, which affects its

[

subsequent neighbouring frames, is more persistent and harder to eliminate. |

0

In: both '1-tap and 3-tap cases, the major imprevement upon stabilization
soccurs at the scattered segments where the distortion is cause@hy an isolated
instability (type(1)); as for the degra(iation due to the second type of instability
- a gradual increase in energy level, thg stabilization does alleviate it but does
r“xot, subpress it to a sukstantial degree. But on the whole, the evidence shows

that étabilizing the pitch synthesis filter indeed improves the overall quality of

thecoded output by eliminating the annoying ‘clicks’ in the output speech.

?

»

5.4 Applicability of Test Results to APC System

)
-

The tests we have just carried out should be equally applicable to the APC
system under certain valid assumptions. In APC system, if we place the quantizer
outside the analyzer, it can be shown that the output of the quantizer is the sum

of (1)-the unquantized residual and (2)-the quantization error (see Fig. 5.8). The
v . P

i N !

» ’ . ‘ >

t All listening tests were done in a sound-proof enviropment. ‘
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-
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h linear synthesis system driven by the quantizer output consequently generates an
i\ N output which consists of (1)-the input itself due to the'unquantized residual, and
(2)-the filtered quantization noise. The following analysis verifies the separability
of the above APC output.
. Referring to Fig. 5.8 and assuming, for simplicity, that only one-tap. pitch
synthesis filter is involved, the input s,, and output y,, of the system can be
. ¢
\;Lvritten as':
8p = 5," + €n . (5.1)
Un = 8no+ €n
3 ksl . v
=8pot+ €ntdn (5'2)
\
n [\/ ’ L}
where: ‘
. 9
$,; = predicted signal in the analysis
1 T 8,0 = predicted signal in the synthesis
. ' .
. en, = residual signal /f'
— ™ : gn = quanttzation noise . //
: " ' Denoting f[-] as the filtering operation of the pitch synthesis filter and as-
) suming linear operatior;, the output of the éystém is
- yn =1/ {éﬁ]
= f[en + Qn]/
» . = fled 4 (53)
-2 . ' ' ‘ . y . .
- \ ’ ‘ . ' 0
(;"' ) , * Neglecting channel error. ) .
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Fig. 5.8 Modified APC Coder.

From the analysis stage in Fig. 5.8, f|ey] is simply the input signal s,. There-,

. * . /

. fore,

or

|
n = f[Qn] E B (5‘4)

In the ‘absence of channél error, the output due to the unquantized residual

. ey, gives rise to the input signal s,,, leaving the quantization noise g, the only

source of distortion. Hence, the effect of stabilizing the synthesis filter on the

APC system output is essentially the same as the effect on the quantization noise
‘ J

‘alone. J
-In the preliminary test described in Section 5.1, we used a Gaussian dis-
tributed random noise to model the residual signal. Theoretically (and it has
Been shown experimentally), the quantization noise in APC can equally well be
simulated by the same model used in the previous tests for CELP. The only re-

e

quired modification is to reduce the noise energy to such a level that it properly
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models the quantization noise. This &al;-be accomplished by either (1)-using tile
properly scaled original crude model. as used:in ?mﬁon 5.1, in whic‘h case the
qu:mtizatiop noise is assux?ed to be G;ussign distributeﬂJ or. (Z)ix}si;ng properly
scaled random number generator output which will yield a desired, S,.NqR?: In
either case, the outcome has been observed to b¢ quite similar to what we had

observed previously when testing the stabilization effect op CELP, except that

" the output now represengs the filtered noise f gn), instead the decoded speech

output as in the case of CELP.

-

In general, the effect of the stabilization of the pitch synthesis filter on the
quantization noise in the above described APC is: essentially t}}e same as that
observed on the residual in CELP, hencg all the observations made in the earlier
§sections when testing the CELP are, a;‘;f)l;cable to the APC system as well. Since
Eq. (5.4) indicates that the filtered quantization noise f [gn] is the difference

between the input and the distorted output signal, the removal of the distortion

[

¢

—;z—”—w#[v,j’méiﬁ'&ﬁﬁlﬁﬁfémﬁ?ﬁgaﬁgﬁgﬁﬁ;;ﬁt signal.
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Chapter 6 : Conclusions
1 | . | \ A
SR ' . - \ ’
' : | ; '
\. - | L
‘ .
\ R ,
\ We have established, in ithis study, the sufficient condition for the stability . /

of the pitch synthesis filter H ;,(z); it states that for a set of the pitch predictor ',

coefficients {3;, 1 = 1,2,...m}, the stability, of the pitch nsynthesis filter is guar-

anteed if the swm of the magnitude:)of all the coefficients is less than unity, i.e.,

-

¥i |8:/'< 1. The boundaries of the sufficient condition\s for one, two and three tap >
filters are respectively a straight line, a diamond and the 8-faced figure shown in .T.
Fig. 3.5, while those of the necessary conditions have bee;l nuinerically déi'\"ed, i
'and verified by Jury's criterion to converge rather quickly with increasing pitch i
lag. | - ° ;

Comi)arihg the necessary\ctgndition and the sufficient condition boundar{ f
the two conditions for the single-tap filter are the same. But for multi-tap filters |
and at large\ lag\and for M > 10, only approximately half of the regions defined ,
by the two condmons match each other. For t{xe remaining re@ons the region
defined byathe necessary condition always exceeds that deﬁned y the sufﬁcxent j
condition. As M™ oo, the stability region as deﬁ\qed by the SOM-criterion (suf- ‘I

!

ficient c0ndition) for 2-tap filter approaches a ;\)erfe t d\iamond (Fig. 3.4), and the
\

3-tap stablhty reg\on has the shape deplcted in Fig. 3.8 vhere an antx—symmetry

v e T eI o Gl e

exists between 7he upper and the lower regions. Because of the irregular shapes !
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_-the necessary conditions are difficult to describe and to generalize mathe,m(ati- -

] < . s
cally. We use Jury’s stability criterion to generate the approximate models for /
the necessary conditions for 2-tap and 3-tap pitch synthesis filters, with which . :
'the deviation between the sufficient condition and the\{xec?ssary condition with

3

the number of taps as a parameter is computed. The dviation is expressed in .- v

terms of the number of unstable frames over-estimafted by the crit(SOM) over the
total n;xmber of frames in a speecl file in percentage. But based on the statistics
_ for one, two and three-tap filters. the Sum-of-Mangnitu;(ie criterion in Eq. (3.20) is \ K
justified to be a reliable algorith:; for testing the stakl&ility of the pitch synthesis

filter. N . / ’

o

As measures to co}rect the instability, we proposed several methods of stabi- | -
lization. The algorithms available to the l—tép system include: the replacement of’ /

the unstable coefficient by (1) a(r = M), the normalized correlation sum evalu- i

: ted at lag M, (2) unity and (3) /lj Using a(r = M) to replace § unconditionally i

is feasible because these two quantities approachyeach other closely except when

g>1, al{d a(r = M) is always less than unity. This scheme is the simplest si
there is no need to check for the system stability;lhowever, the price in terms of
loss in prediction gain is relatively significant as ghown in Table 4.1 [SNR(1a)].

To minimize the loss in prediction gain, a selectiye scheme which replaces the

coefficient only when it exceeds unity ;is to be use Pi The other two methods of

/\,
stabilization substitute.the unstable § with 1 and /] respectively. Purely judging

“these vaii’ous schemes in terms of the accompanied loss in prediction gain, our -
tests showed that using the unity replacement scheme involved the minimum loss
in predictipn gain, followed by the reciprocal replacement scheme, and then the

!
!
, ) ) ~ :
. 1
4 -
i
3

correlation goeflicient replacement scheme (select’ﬁv/e and unconditional) in that

-~

-
e
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In stabilizing a multi-tap system (m = 2,3) using the unity replacement, we

investigated the benefit of using differential factors F, to scale the predictor coef-
% ‘ .
ficients. Theoretically, down scaling the coefficients by a common factor distorts
A
the system function. In order to preserve the spectral property of the system, we
a ¢

must replace z by az where 0 < a < 1. According to the analysis in Section 4.4.2,

this is equivalent to down scaling each coeflicient by a different factor F,, which

can be; easily’ computed by linear interpolation method. Tests show that using

F, results in a slig'htly better predicfion gain and a better perception compared

" to when the constant factor F, is employed

\

It was found that the instabiiﬁy\of the pitch synthesis filter led to two types
of distortions. The type(I)mtion (due to a single'isolgted unstable frame)
occurs in the form of an iﬁlpulse, and the type(rli)//{i/istortion (caused by a series
of unstable frames) results in a gradual growth of noise in the output signal. The
impylse-like distortion occurs in both the singl.e—tap and tile multi-tap systems,
but t‘!ﬁe second type of distortion is more common in a multi-tap system. Percep-
tually, the impulse-like distortion is'easily percgivcd as an annoying ‘click’ sound,
whereas the noise build-up type of distortion is harder to distinguish from the
background noise. Upon stabilization process, the type(I} distortion can be eas-
ily suppressed and eliminated almost completely; whereas the type(II) distortion
is stﬁbbox:n, and the stabilizati‘on process does not suppress it to a substantial
degr‘ee.u I\Igvértheless2 the perceptual test indicates that the stabilizationof the
pitch synthesis filter improves &the overall quality of the decoded speech, theye-

fore ity should be an essential part of the coding algorithm/in Adaptive Predictive

Coding of speech.
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Appendix A. The Stability of Fsgrmant Synthesis Filter

For a p'h—order formant predictor, the corresponding inverse filter can be ex-

pressed as
¢ 1
Ag(2) = IXE a;2 7Y , (A1)
1=1
\ I - R ™~ .‘ \
or . ’ .
P B
=k [J1—-mz"") (A2)
=1

where k in Eq. (A.2) is a combined gain factor.
E i

i‘\ssuming that the instaBi]ity of H f(z) = 3;1(7)» is« caused onlyﬂ by a single root

z= '706-70" outside the unit circle, the inverse filter can be expressed as

1

Ag(z) = B - 70z ). | (4.3)

‘which is a cascade of the stable (minimum phase) filter B(z) and the unstable first

order filter (1 — '70;:"17). \ )
AN
The output of the inverse filter A f(z) is the residual signal e,, with the following

‘ ~ !

2-transform ‘ %z
\ E(z) = S(z)A;(z)
N S(2)B)(1 - 7))
= P 2 - o
a \\ . z\\\
/ =C(2)(1 - 52" ). (A.4)

a

S{z) is the z-transform of the input signal s,, and B(z) generates an interme-
. N h “
diate output c,, which when subsequently filtered by (1 — 4,2~1) gives the residual
. .

€n- .

¥

In terms of ¢, the residual can be expressed according to Eq. (A.4) as
i
¢ \ €n = Cn — YoCn—1» ~ .. (A.5)
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from which the residual energy-becomes

, E = Zjenl2 )
’ n
= Z |cn - ’YOCn—l|2
= Z

"'Jo"n 1)(cn‘"70cn 1)

Substituting v; = r.e’% into Eq. (A.6),

cn-- l“c:‘

E= Z[cn (roe?% (roe™7%)en_y]
_chcn—ro(630°cncn 1+e J(""c,, Cn_1) +rgc,, 16n—1

"Zlcn! — 21, Re{e?"*(cnen-1)} + rolen—1/?

)
-

The derivative of E with respect to r, is

- é6E -
2 21, 3 encal? — 2R {chcn )}

n

According to Cauchy-Schwartz inequality, we have

Re{e(ehen_)) < [Dcnﬁ]%[znc,. R
Let | \ ‘ —
% . U 1
F = [E:Llcn—-lp]z .

U

Z lzn-—1|2 o

n=L
lep 12 + Jepf? + lepipf? + -+ |ep_al?

U
er—1l2+ Y Jenl® — el
n=L b

(A7)

(A8).

(A.9)

(A.10)

where L and U now represent the limits of summation. Eq. (A.10) implies that

(A.11)

R e e el
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' Using the relation in Eq. (A.9), together with Eq. (A.10) and Eq. (A.11), the

(. ’ "
( ix residual energy differential in Eq. (A.8) can be written as '

6E U . A A
220 Y Jen 1P = 2[ Y leal?)? [ X 1l L
y" n=L vi=L n=L

E e 1 .

’i i J. . . S = 2T0F2 - 2[F2 - ichllz + IcUlz} 2F » (A']‘z) ‘

[

Wi
-

T

]

é SN ) - By autocorrelation method, the energy is minimized over the entire range from

L =0to U = co. The causality and the finite energy respectively require that

- el = c(-1)=0 ) (A-13)

ey = ¢(00) =0 (A.14)

_ In conforming to the above constraints, Eq. (A.12) is finally reduced to:

\
-

ﬁ—rEo > 2r,F% — 2[F2 ~0+ o]

[

F

= 2F2(ry ~ 1) : T (Aa8)

The above relation clearly states that if the residual energy is minimized such

—— that

then r, must not exceed unity. This implies that A !‘(fz) is minimum phase and

co therefore H;(z) must be stable. ‘
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’Appendi)ﬁ B. - Derivation of the Suﬂicjént Condition -

. oy . )
The characteristic equation for 2-tap filter is ’

o F(Z)_—:ZM"'I__ﬂlz—ﬂz:O ’ (B.l)‘,

Or equivaient]y, it can be expressed as g ,

by . i . ) - A ‘ E
. 2M+l- ‘:': "ﬂl? 4 ﬂz . \ l . (B.z)
z [] ) l l _ l . " 2
~ . = z3(f122 + 2" 2) (B.3)

- 1

On the unit cxrcle where z = ¢/9, Eq. (B.3) can be written as

M) - H(p; + y)eon( ] )H(ﬂx—ﬂz)sin(g)] . (BY)

[
'S ,

Using the result derived in Sectxdn 3.4.1, for, stabxlxty, the roots of the right

hand side of Eq. (B.2) must be conﬁned msxde’athe unit cnrcle Therefore ta.hng
; 1
the magnitudes of Eq.(B.2), and using the followmg substxtutmm’ R g

d

” : a=6 + Bel ‘ E o

v . : ‘b=lﬂl—52l’

- ’ ' r
o @ -
.

The right hand side of Eq. (B.;i) is equivalent to, and must sa_tisfy

+
B

& ’ 0 T ‘ ‘- :
F(8) = a?cos?(3) + bPsin?(3) < 1 (B:5)

v

-

Eq. (B.5) describes an ellipse which is enclosed by a unit circle, where the niajor. :

axis of the ellipse lies in the direction/() :0 < 7. When @ > b; which implies that

. B and B3 both have the same signs, F(()) reaches a maxlmum at'd = 0." But

when b > a, i.e, when §; and 3, have opposite signs. the maxxmum va]ue of F(ﬂ)‘
‘occurs at 6 = 7. These correspond to the two ellipses shown in Figs.3.3(a) and (b)
respectively. '
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Appendix C Nilmen ally derxved 3-tap pxtch synthesns
ﬁlter sta ghty reglons for M=4,5,6 and 7
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" Appendix D’ 'Sc}}u;-dohn criterion for s;tabiiity o
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Appendix G Speéch Files (I)

, FILE NAME SPEAKER DURATION Ysecond)
H - . T ‘ B / > '
4 : . ' \ / .
© ' CATMs Male Eiglis 2464
i CANMS N Male,English 2.002
2 -PB)IMZ . “/ k Male,French " 2.240
PB1M3 -, _MaleFrench 2.080 '
h . .
:
i CATF8 \ Female,English ' 2.208
; TOMFS Female,English - 2.002
é\ —_ . PBiF2 Female French ‘ 2.432
' ’ ° ) .
{ ] PBIF3 ' Female,French 2.112
b L /
3 ¢ !
| . . |
] FILE CONTENTS:
{ s
/ N CAT*8! — Cats and dogs hate the other. a
E - ‘ )
| CANMS — The\red canoe is gone. - :
. ) N y v
. TOMF8 — Tomls birthday is in June.
PB1*2 _ C’est tpujours comme ga depuis huit. ans, tu sais.
PB1#3 — Ce cheval ne peut pas marcher au pas. .
A 1 ///
/
‘\ ' | .
X .
. * : ) N o - M l &
(“ 3 . t (*) indicates botj M/F have the same utterances \
o | '-114.-\ o
’ s ' ) ~ - . M ’ . \\
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Appendixﬂ H  Speech Files (II)

. FILE NAME SPEAKER |
N . 8 r

| R
| CATMS Male : 2.464
PBIM1 ) Male ‘ 2.112
DOUGS5 . Mal ' 3.232

/ ale “

_ PIPMS . Male 2.304
PBIMS5 Male /2.432
CATFS ’ Female ) . 2.208
PBlFlﬂ - Female . 2.272
VOICF5 Female . 4.512
7 pIpFs - Female ' 2.464
PBIF5 Female 2.592

AN

"FILE CONTENTS:

CAT"‘S5r — Cats and dogs hate the other.

'Lao o

PB1*1 — Est-ce que le conducteur arréte ’auto? *
DOUG(VOICF)5 — Rice is often served in<round bowls.
PIP*8 — The pipe began to rust while.new.

PB1*5 —_}’—\ Ici il fait toujours trés froid em hiver.

-

DURATION (second)

St S Ehs S Pk by s %




\\ For 2-tap filter . ;

(Fc = %9) F o "By
0.998 100.001 ~ 99.999
0.772 100.300 99.661
0.890 100.145 99.870
0.977 . 100.010 99.928
v 0.920 100.089 99.877
'0.640 100.778 99.210
0.933 100.030 99.833
' 0.966 100.067 99.973
0.975\ 100.033 99.989
0.994 100.011 99.997
0.957 100.094 99.981
0.995 100.013 99.999
) For 3-tap filter
Frame g . (F. = }9) Fy Fy <F3‘
3 1.001 0:999 0.999 ., 0.999 0.999
11 1.005 0.995 0.995 0.995 0.995
17 1.924 0.520" 0.528 0.520 0.512
21 1.766 0.566 0.574 0.567 0.559
37’ 1.126 0.888 0.892 0.889 0.886
45 1.110 0.901 0.904 0.901 0.899
46 1.311 0.763 0.768 0.763 0.758
47 1.288 0.777 0.782 0.777 0.772
55 1.625 0.615 0.628 0.617 0.606
56 1.122 0.891 0.896 0.892 0.888
65 1.002 0.916 0.918> 0.016 0.913.
66 1.166, 0.857 - 0.862 0.858 0.854
67 1.272 0.786 0.792 0.786 0.781
68 1.152 0.868 0.871 0.868 0.865
69 1.220 0.820 0.824 0.819 0.815
79 1.168 0.856 0.858 0.856 0.854
83 1.011 0.989 0.989 0.989 0.989
85 1.221 0.819 0.825 0.821 0.816
87 1.017 0.983 0.984 0.983 0983
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