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ABSTRACT 
. . ~ . \ 

This thesis studies the problem of instability il pitch synthesis filters found 

in Adaptiv~ Predictiv~ Coding of Spee<' h. The performance of such coders is . ., 

often improved by adding, m the analysis stage, a pitch predictor which removes 

the redundanc-y due to the pitch periodirity in th~ speech signal. The pitcl! 

synthesis filter used to restore this period'icity is known to be quite susceptible to 

instability, causing distortion in the df"('oded speech. The system function of the 

sYJ)thesis fi1ter hM a denominafor polynomial of relatively high degree, ranging - . 
from 20 to 120 for a 8igna~ ~ampled at 8 kHz. Testing the stability of the filter 

by solving for the roots of the polynomial is time ronsuming and impr8.<'ti("al for 

, real time applications. 

f" 

This study establishes a simple criterion t!> check the filter stability for a given ) 

frame of speech, it al80 proposes several stabilization sch~mes, and examines the 

effects of stabilizing the filter on the decoded speech. 01'1e criterion' dE'tf'rmines the . 
filter stàbility by checking the sum of the magnitudes of the predictor coefficients .", 

., 
against unity. It introduces a negligible delay alui is shawn to be a sufficient . , 

condition for the st.ability of the pitch synthf;$is filter. 
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SOMMAIRE 

Ce-inémoj're examine les problèmes d'instabilité dans les filtres de synthèse 

de périodicité qui font partie des systèmes de codage prédictif adaptif pour le 
, - ,t - -- ---~---"- -~-

traitement de la parole. Les performances de ces codeurs sont souven,·améliorés 
\ 

en incorporant un prt>dkteur de périodidté qui exploite la redondancE' de la pt'-

riodicité dans ~e signal de parole. Le ~tre de synthèse utilis~ dans )a restoration 
., 

de la périodicit~ possède de fortes tendances d'instabilit~ ct' qui cause des dis-

torsions dans la parole décodée. La fonction dE' transfert du filtre de synthèse 
l-

est caractérisée par un polynôme de degré élevé vanant entrf' 20 et 120 pour un 

signal échantiHonné à 8 kHz. Vérifier la stabilité du filtre en essayant de trouver 

les racines du polynôme est une tâche qui demanderait trop de temps pour un 

ordinateur fontionnant un t~mps réel. 

Ce tr".vail établie un critère simpl~ pour déte;miner la' stabilité du filtre dans 

une fenêtre d'analyse dbnnée du sign'a!. Plusieurs méthodes de stabilisation y 

sont également proposées ainsi que l'examen des effets de la stabilisation sur le 

signal reèonstruit. Parmi les critères e)ÇaminéSl) l'un de ceux-ci vérifie la stabilité 

. en comparant la somme des valeurs absolues dE's coefficients du prédicteur par 

rapP?rt il l'unité. Cette méthode simple demande un temps de caitui négligeable 

et il est démontré que ceci constitue une condition suffisante pour la stabi1i~é du 

filtre de synthèse de périodicité. 
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Chapter 1 Introduction' 

, 1. \ Adaptive Pre~ictive Coding of Speech 

AI\. effici~nt speech toding scheme is one that maximizes the u tilizatlon ,of a 
, 

give.n channel capacity, or equivalently onf' that min'imizes the bit l'ate require-

ment to transmit the speech signal. As far back as in' thf' late 1930's, speech 
, , 

signal was known ta have contained sorne redundant. romponents which' could 

be pre~cted from the recent history of the signal. The rernaining signal alter 
; . 

pred!ction is known as the residual, and it is the difference hetween the input 

• 
signal and the predicted s'igttal. 

Predictive coding IELIA(55)] takes advantage of this predictability of a 8ig-
~ . 

nal in reduci7;lg the transmission load of the channel. If the current sample can 
> • 

be predicted from the past several sarnples in "'the transmitter, the approximate 
, 

version of the same sample can similarly be reproduced from the past several 
, -

reconstructed samples in the receiver. The residual however, which is unpre-

dictable" must. he transmitted to fill the missin~ information in the output. By 

nature, the, residual is relatively low in' amplitude; therefore it requîres fewer , 
bits/sample to code the residual than it does to code the original inpu,t signal 

• , 
it8elf. The obligation to transmit only the low-amplitude residual sigJ}ll.I i8 one 

, . . 
." ;';' .-- ~.;"". ----, ,~'.",.,,-: •• I'":, .. :-::",,~ ____ i 

,'t :P_t T

.-"..... J 

. , 
, \, -, 
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major feature that makes p~edictive ~oding an efficient coding scheme. 

The application of the predi,ctive coding to speech signal was pioneered by 

Atal in the late 1960's [ATAL(70)]. Two sources of redundancies in speech signal . 
are (i)- the lad of fiatness in the short-time spectral envelope [SCHR(66)], refiect-

ing its 'correlative nature, and (ii)- its quasi-penodicity durmg voiced segments. 

, Th~se two redundancies cap he described as thE' near-sample-based redundancy 

caused by tlw slowly varying vocal tract shape, and the distant-sample-based re-

dundancyas a result of the rhythmic glottal excitation or vibration [JAYA(84)]. 

To effectively remove these redundanciès requires different predictors, each 

tailored to match the chara~teristics of one specifie form of redundancy. They 

are appropriately called the formant predictor - for predicting the fir~t type 

of redundancy. and the pitch predictor - for predicting the second redundancy 

described above. Since the speech signal changes its characteristics from time to 

time, it is necessary to have an adaptive or time-varying predictor to keep track 

of this change. In other words, eaeh set of the predictor coefficients used b.y' a 

specifie predictor must be constantly updated to match the changing speech char-.. ' 

acteristics; therefore the term Adaptive Predictive Coding (APC). In the course 
1 

of the development of APC system, many of its algorithms have been modified 

and improved, and new features are being added to better its performance. 

The digital channel in APC is used to traIismit two quantities: the quan-

tized prfdiction residual, and the side information which includes ,primarily the 

predictor coefficients. and the step size of the quarilizer, The transmission of the 

prediction residual normally occupies a significantly larger proportion of the total 

number of bits, thus an efficient quantization of the residual is essential in obtain-

ing th~ lowest possible bit rate for a given speech quality. 'Studies IATAL(80)] 

indièate that the high-amplitude portion of the residual is more significant than 
J' • ' 

- e -

\ . 
'fi 
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the low-amplitu'de counte!part, and tBat 8..!l accurate quantization of the former 

reduces the perceptual distortion in the decoded speech. The studies also dis-

cover that even when only the higher-amplitude part of the signal is retained by 

center-clipping process, very little or no distortion is observed. The ab ove finding 

provides an effective alternative in reducing the number of bits required to code 

the residual in APC, as we th en need to transmit only the high amplitude part 

instead of the complete residual signal. 

\ 

Another new feature later introduced to the original system, and which sig-

nificantly improves the perceptual quality of the output speech, is the noise 

spectral shaping filter N(z). Quantization noise, - the coding error of APe t , 

can be treated as a white noise with a fiat spE'ctrum [ATAL(79)]. When the 

noise spectrum is compared to a typical short-time voiced speech spectrum, we 

see that the SNRt is high in the formant regions where the noise is effectively 

masked by the speech signal, but rather low and even negative (in dB) in be

tween the formants (or in the valleys) due to the relatively low signal energy in 
r 

these regions. Hence, the large part of the perceived noise originates from these 

'valley' regions. The noise spectral 5haping filter is designed to distribute the 

noise power from one frequency to another,50 that a more uniform SNR across 

the spectrum is achieved. 

In the earlier version of APC system described above, a relatively high bit 

rate ~ 9.6 kbps is usually required. With this capacity of bit rate, instantaneous 

quantization and sample by sample coding of the quantized residual is effective, 

and it is possible to generate quantization noise with an approximately fiat spec-

t To be veri6ed in Chapter 2. 

S Signal to quanti •• tion noÜle mio. 
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trum. Recently, there is a quest for reducing the bit ratE' to below 5 kbps, in 

hope of transmitting speech through the existing analog voiee channel. 

~ '. . ) ~ 

In response to the need f?r low bit rate APC, a new coding se·h~E' based on 

the prineiple of APC has been investigated sinee 1982 [ATAL(82.B),(S2.C),(85)j. 

It i8 called the Code-Exciteà Linear Prediction(CELP) coder [ATAL(85)]. This 
\ 

new coder is a derivativE' of APC; it modifies certain aspects of the original APC 

system. For instance, the Nediction in CELP is based on the past input of the 

predictor instead of on the past reconstructed output, and a vector qua:ntization 

strategy is used to code the Iresidual, which eonsequently requires only 2 kbps 

to code the residual as compared to the 8 kbps requirement in APC system for 

J.-bitjsample accuracy. 

'" ..... . 
Presently, CELP still demands a heavy computation due to the need for an 

exhaustive seareh during the residual model sel~tion process. But preliminary 

results have shown promises that with further simplification of the algorithm 

and a more appropriate design of the dictionary,' this new derivative of APC , 

should be able to produce high quality speeeh at the targeted bit rate of under 5 

kbps. More detail of this new coder along with that of the APC syste~ will be 

descrihed in Chapter 2. 

1.2 Problem in Pitch Synthesis c' 

In the analysis phase of either APC or CELP system, the stability of the 

two FIR filters involved is generally guaranteed. Instability occurs usually in the 

synthesis stage, in particular - the pitch synthesis, where the filters are autore-

gressive (IIR). In formant synthesis, if the predictor coefficients (which are iden

tic:al to the ordinary LPC coefficients) are computed by using auto-correlation 

m.ethod (OPP~(75)1 or modified covariance method (ATAL(79)], the stability 1 
- ~ -
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the synt:hesis. fil ter can be guaranteed. Sf'<"tion 3.2 provides a simple pr~f of 

ItJU~ genera} stability condition of the formant synthesis filter. In pitch synthesis 
. .... .. " , 

howév8J!. for reasons to he studied and justified later, the synthesis filter is quite 

vulnerablt' to instability. t 
',. ,. ~ ....... ~ J ... 

The pitch predictor in the early APC system contains only a single tap; 

subsequent research indicates that to better ensure higher synchronism between 
-il 

the sampling rate and the actual speaker pitch (peak), a multiple tap (m > l)t 
< 

pitch predictor is recommended. More recent APC analyzer using 3-tap pitch 

predictor confirms that the 3-tap (or in general the multi-tap) predictor does 

indeed improve the prediction gain substantially. But at the same time, it also 

increases the number of unstable frames for a given speech flle 

The effect of unstable synthesis filter, particularly the uns table pitch synthesis 

filter, lias been found to cause an annoying effect in the perception of-the output 

speech. The degradation due to pitch synthesis filter is chl!-racterized by the 

presence of 'beeps' or click sounds in the output speech. Theoretically, a system 

is unstable because sorne of its poles lie outside the unit cirde. To solve the 

stability problem requires (i)-testing the system stability, to see if ail the roots of 

the system polynomial are inside the unit circle, and (ii)-stabilizing the system, 

which involves rnodifying the coefficient values of the characteristic polynomial to 

make aH the roots to be inside the unit circle. In the pitch synthesis, the problem 

is further compounped by the difficulty in determining the stability status of the 

pitch synthesis !).ltei, as its characteristic equation is in the form of high degree'--. 
(20 to 120) polynomial. Dsing convention al methods to test the stabmty status 

demands a heavy computation. It is this instability and the associated problems 

in the pitch synthesis filter that initiate and shape the development of this thesis. 

t Where m iB the order, or th~ number of taps, of the pitch predictor. 
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,. 1.3 Organisation of the Report 

'n 'Chapter 2 which follows, we describe the princip les of APC system and its 

new derivative CELP. The two categories of coders share many common féatures 

as weil as a common problem, i.e.: the instability during the pitch synthesis , . 
process. This rhapter compares different ways of operations and the individual 

characteristics of the two coders. 

Chapters 3, 4 and 5 contain the findings and results based on both theoreti

cal and experimental observations on the problem ofl'instability ln pitch synthesis 

lUter; they form the main trunk of this thesis. Chapter 3 analyzes the instability 

problem in detail, establishes the true stability region of the pitch synthesis fil-

ter, der ives as weIl as verifies the sufficient condition for stability. The reliability 

of using the sufficient condition as opposed to the necessary condition which is 

difficult to generalize is also estimated in this chapter. In Chapter 4, we propose 

two basic methods to stabilize a single-tap filt~r, and two àifferent approaches to 

stabilize multi-tap filters when using unit y-replacement method; these methods 

are tested separately to show their rehitive efficiencies in terms of the consequent 

loss in prediction gain. Chapter 5 examines the effect of the stabilization pro-
\ . , 

cess on the output speech, both objectively and subjectively. In particular, the 

effect on CELP is examined where the results and observations are shown to be 

applicable as weIl to APC system under certain valid assumption. 

Chapter 6 summarizes sorne of the important observations and findings of 

the experimental tests and simulation work carried out during the course of this 

research project, from which a conclusioJl is drawn about the instability of the 

pitch synthesis filter, its negative effect, as weil as the effect of its stabilization " 

on the the output speech. 
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• Chapter 2 Principles of APC and CELP \ 

~ 

' ., 

\ 

This chapter describes the basic princip les of APC ànd its derivative CELP, 
~ 

which have been touched upon briefly in the 'Introduction'. Both of these speech '-

coders use pitch prediction as part of their algorithm in the encoding process. 

APC removes the speech redundancies, transmits the residual, and attempts to 

reconstruct the original speech by combining the transmitted residual with the 

predicted' signal at the receiver. CELP operates basically on the same princip le 
, 

of APC, only it does not transmit the residual.. Instead, a model of the residual 

is created and used at the receiver to drive the synthesis system. 

2.1 Adaptive Predictive Coding (APC) 

Alth~ugh t.he principle of APC is rather simple, its operation - especially 

when two predictors are used - is quite involved. The analysis stage in APC 

iè the m~,.." coinplicated part of the system, But once it is und.",.oo:;, ~ 
c~rrespondil\g synthesis is simply the inverse operation. A good approach" to 

~ . ~ 

make the operation of APC analysis more comprehensible is to assume the use 

of a single pTedictor, and with the aid of block diagram shown in Fig. 2.1. 

The basic APC system in Fig. 2.1 only has a formant predictor. The function . ' 

of the predictor is to predict the input signal 8(n) by making its estimate i(n) 
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~ 

l~ 



, 
• ~ 
f 

, 

1 

1 

~. ,; 
î 

1 .. 

t 
\ 
1 

, .J 

'-

( 

1 

, 

anaLysts synthests 

Fig. 2.1 Basic APC system without pitch predictor. 

based on the previously reconstructed sa."mples s(n - k), k = 1,2, ... ,p. The 

currently reconstructed samplè s(n) is made up of two components, namely the 

quantized residual ê(n) and th~ current estimate or the predicted sample s(n). 

The unquantized residual e(~) is formed by taking the difference between the 

input signal and the predicted signal, i.e., .e(n) = s(n) - s(n). This intrÎcate 

relationship between the various quantities above becomes obvious' when the 

following relations are clear, i.e., 

where: 

s(n) = s(n) + ê(n) 

JI 
s(n) = L ak~(n - k) 

k=l 

(2'.1) 

(2.2) 

The key is to recognize that the predicted sample s(n) is formed from the 

previously constructed samples s(n - k) 88 àefined in Eq. (2.1). Having under

stood the huic APC system involving only the formant predictor, let us examine 
1 

the typi~l APC which iocludes a pitch predictor. 
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2.1.1 APC Analysis 

In APC system, the two predictions denoted as F (formant prediction) and 

P (pitch prediction) can be implemented in either sequence. This sequence issue 
. 

stiJl remains controversial at the present tim('. Mar\y maintain that so long the 

reverse sequence is used in thE' synthesis, thE' sequence of predictions is irrelevant 
, 

to the performance of the system. The earli('r APC adopts thp formant prediction 

followed by the pitch 'prE'diction (F -Pl sequenc .. ; nevertheless, a few prefer to use 

the (P-F) prediction sequence. If â pr('dictor is first used in the prediction process 

so thlit the input to thp predictor is thE' origin.al speE'ch sIgnal, the resulting 

prediction gain is usuaIJy higher th an if it were used"as a second predictor. But 

regardless of the sequence used,' th'ere ïs always a ceiling to which the total 

prediction gain can reach. 

From our point of view and experience, (F -Pl is more desirable to use for 
~ 

twô reasons; (l)-it gives a slightly higher total prediction gain. and (2)-as the 

input to the pitch prediction is th(' first residual with smaU amplitude instead of 

"" the original speech, the generated pitch predictor coeffident~ds to produce a 

more stable pitch synthesis fUter at the receiver. 

Assuming (F -Pl prediction sequence, Fig. 2.2 is the block diagram of the 

complete APC system. The basic operation in the analysis is similar to that 

described previously, except now the prediction is carried out in two stages -
.' 

the formant prediction folJowed by the pitch prediction. 

. 
Similar to the operation of the basic APC system, the formant predictor 

F(z) in Fig. 2.2 attempts to predict the eurrent sample of the input speech 

-,en) by'making an estimate s(n), and their difference caJled the first residual 

• (J'. 
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Fig. 2.2 APC system including pitch predictor. 

t!l(n) is formed. Based on the previously reconstrueted residual ê1(n - M)t, the 

pitch predictor P(z) predicts its eurrent value el(n), and forms another differenee 

called the second residual t!2(n) by subtracting the currently predietE'd i:.(n) from 

t!l(n). The second residual is then quantized, and transmitted to the receiver. 

The same ('ycle repeats for the next sample. 

Theo above analysis assumes the prediction sequence (F-P), which is tHe 

scheme we \lill use in our study. The ot~er sequence (P-F) is formed when 

the two predictors P(z) and F(z), as weIl as the two resiauals t!J(n) and t!2(n) 

in Fig. 2.2 are interchanged. In general, the inclusion of the pitch predictor gen-
, 

erates extra prediction gain, buj the formant prediction contributes the larger 

proportion of the total prediction gain. 

t ASIIuminl J-tap pitch fredictor. • 
c 
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In APC sY!'tem wÎth noise shaping (APC-NS) [MAKH(79.B)][ATAL(79)j, the , 

quantization noise is fed, into a filter N(z). whose output is then subtfacted from 
• ,,> 

the residual. It can be shown that the difference between the output and the inpüt 

of APC-NS (in frequency domam notatIon) is equivalent 1.0 the quantization noise 
• • 

itself filtered by ( ~ = ~f; 1) t The noise spec~tral shaping filter N (z) i.s designed such 

that N(z) = P(pz- }), where pis the parameter which controls the bandwidth of 

tne zeros of (1- N(z)). As p ranges from 1 to 0, N(z) varies from pez) to 0, thus 

causing the noise spectrum to be shaped by a factor varying from l(no effect) 
t • 

to (}_ ~(z) ). The idea behind the noist' spectral shaping can be rationalized 

from tht' following point of view: the filter (1 - P( z)) tends to Hatten a typical 

voiced speech spectrum which has strong formant resonances,' thus its inv\ 

filter (}_ ~(z)) must have an inverse effect on the presuma~ly white quantization 

noise, i.e., it tends to mbld the noise spectrum to follow the shape of the speech 

spectrum. When 0 < p < 1, the factor (1 - P(pz - 1)) controls the weights to be 

used for redistrihuting the energy across the spectrum. Note however that with 

noise spectral shaping, the absohlte SNR is increased as a result of the net shift 

of noise energy from the high-frequency reglon to the low-Û'equency region, or 

more accurately from the corresponding 'valley' regions to the formant regions. 

Nevertheless, the more evenly distributed SNR across the spectrum produces a 

better perceptual quality speech [ATAL(79)j. 

2.1.2 APC Syntbesi. 

. \ 

The synthesis part of APC is sim ply the inverse operation of the lUlalysis. 

In Fig.2.2, ê2(n) denotes the transmittèd 8e<:~nd residual (quantized) where the 

prime (/) indiclltes that it is cortupted by channel noise. When it is combined with , 

t Where P(z) may represeJlt the combined predlctor orrormantjpltch precUctors 
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the predicted sampl~ of the first residual ë~ (n), thE" first residual is reconstruded 

. ~' 

(ê~ (n)). Finally,' it is added to the predic.-ted sample of the input s(n) ;0 Corm 

the output speech 8'(n), 

Observe that the sy8fhesis structure of the C is actually induded in the . 

analysis structure. N at:urally, the input to this syn esis structure ïn the analysÏ!' 

is the quantized second residual, whereaS the input to the svnthesis system in . . 
the receiver is the quantized residual which has been corrupted by- channel nois,e. ,; 

b 

In the absence of chan~el @Tror, the decoded dutput can be' expr~ed (withou~ 

the prime) as: 

'From the analysÎs structure in Fig. 2.2, we have 
CI 

, ... 

and 

i(n) = .,(n) - el (n) 

" 

êJ(n) = ê,(n) + éJ(n) 

= ê2.(n) + leJ,(n) - e2(n)} 

Subetitutinc 14. (2.4) and Eq. (2.5) into Eq. (-2.3), wé hav~ 

j(n) = (s(n) - et(n)] + le2,(n) + el(n) - e2(n)] 

= .8(n) + le2q(n) - 'e2(n.)] 
. 
= .8(n) + q(n) 

(2.3) 

. (2.4) 

. . . 
(2.5), 

, . 

'(2.6) 

Eq.' (2.6) shows th.t the coding noise in APC is simply eqûaJ to the quanti-

iation noise . , 
- Je.-
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, ,2.2', ·Code.,:Exi:ited Lineal: Prediction (CELP) 
• _, t \ ~ ~ 1 "ri' 

" . 

{ 
~ . l 

ln an" ~tteIJlpt t,.t> redu~~ the bit rate of the existitig' APC system, a new 

,~o'd~iICELP ~as been s~"ested recently !ATAL(85)]. Just as in APC, CELP . , . 
.. uses tw~edictors (formarit.and 'PtUh) to generatç a residual sign~l. However, 

l!Io D, 10 ' • ". _ " 

thé prediction processes in CELP. a-re m'1re straightforward than that in APC, 

• where the t~o resiJuals a~e respectiveI'y e] (ri) - th~ difference between th!input 
. " 

signal and the 'formant predicted output, and e2(n) - the difference between the . 
input to the pitth predictor and 'lt5 predicted eutput. In other \vords, aIl the 

? • t • 

predictions are 'based on the' past inputs to the predictors', Furthermore, thè. 
\. , ... 

1 

second r~idual.t2(tl) is not transmitted, but is used oD;ly as a reference in the 

. '" . '. , '" 
residu.al model selection process. • . 

.·f ~. 

, data base,: for modeling the resiJ~al si~il.al. These waveforms;: e&Ch 4D-sample 
; t, '" 1 • • ... 

·l<?ng:. are Jener~ted by'a Gaussian .nois~ generat~r. Eàth ent,y' in the dictio-

'r ,nuY is tested 'fdr its resemblan~e to the actual residual seg~ent by p~sing it 
1'. ;t .. • ~ 

thfough tb~. synthes~~ sy&têm', 8.lld the' oùtput' is iubtractea frOll} , the" corre-.. . . 
spondin,g original input segmeIlt (40 samples). The ~esùlting diffel"ence-.is then 

" " '. "'\, 

~pedratly -weighted, es in n?~se 'spectral sha~llg, tb èmphasize!de-emphasize the . ,-~ 
1 {J t l' 

importance of the error acéording 'to t)Ie hUIAan auditory perception, and the , 

entry with the IÎlinimum weighted mean-square errqr is selected to represeni the . .. 
residqal. -Tbe numher ô.f bits req~ired to .code 40 satPples of residual"using the 

'. 1 0.. II. ~.. 1 'Il 

Above ~ector' quantitation schemè requires onJy 10 bits ! 40". samples. Ùl other 

~O!ds, -2 kbps bit rate is required to éode the resjdual &~gnai . 
. . 

., . 
o ~ l , ~ _ • 

The'analyse part of CELP i$ much Jess involved than the ohe in AP'C. Math-
.. • <:> - . .. ,. 

'. 1 

• t 

• ...,. 1 

t 'Tlte~proceu ia IdenLital to 'tbe one c~ out in tbc APC system. 

" .. 
j r .~' 
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ematically', the system functions of the two inverse filters and the cor.r~p,onding 

synthesis filters are: 

'" Form~nt :Jpth - order) 

J> Predictor: 

, . 
Inverse Filter: 

, 

Aj(z) = 1 - F(z) 

Synthesis Filter : .' 

1 
H /(z) = A /,(z) .. 

:li 
- l "p "-1 

- L..i:rl ?Z 
, zP. 

Piteh: (3rd - order)( 

Pr.edictor : 

. 
i 

" 

P(z) = ,81~-(M-l) + ,82z-M + f!3Z-(M+l~ 

• 
" Inverse Filter : , 

Âp(Z) = 1 --- P(z) 
, , .. 

Synthesis Filter : 

Hp]) = .-X!W 1· • , 

1 - ,81Z-(M-l) ~ (J2Z-M -',8sz-{M+,1) 
. zM+l s 

, . 
,~ zM+l - ,81z2 - ,82Z - f3s 

- 1~ -

--,,-~ ....... 
, ' c '. ~ , 

.. '1''' ; ~w .. 1:' .. -,: 
• 'II -'r ,~ 

(2.7) 

o \. .. 

1 • 

. (2.8") 

" 

(2.Sn 
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(2.10) 
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'Fig. 2.3 Analysls/Synthesis processes in CELP . 
.. -

In sho{t, the analysis/synthesis processes, of CELP are si'mply speech redun

dancy removal a~d restormg operatIOns The simple block diagram 'in Fig; ~.3 

.. illustrate~ this dear-cut relationship 

2.3 Comparison between APC and CELP 

1 ~ 1 ~ 

It Îs evident from the above description that the es,\ential difference between 

APC and CELP is the way in which the residual is generated, qU,antized and 

traI\Smitted. In both systems, the residual is defined as the differençe betWeen 
t-

the -input signal and its predicted signal. But in APC system, the prediction 

is based on the past reconstructed signal; whereas in CELP, it is based directly 

on the past inpv.t ~ignaf. In APC, the residual !s quantized sample by sampI&.... 
.~. '. ,'>" . . ... -. 

and is t~ansmitted to drive the synthesizer; while in CELP, a residu~l model 

. i~is genera~ed and used M excitation to the synthesizer. Effectivel'y, vector 

. ~uantization is u;ed in CELP to code the residual. As a result, CELP needs 8. 
'-' 
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much lower·bit rate to code the speech· than the APC, 'Vhich spends most of its . .. 
bits on directly transmitting the residual. 

" 

În Section 2.1, we shmyed that the noise in APC sys-tern is equivalent to the 
.. Ii ~ , " ~ ~ 

,quantization noise. In CELP, the residual model is equivalent, to the clean (un-. 
quantized) residual plus' the noise int~oduced by the mode!. Assuming linearity 

in the synthesis system., ii can be shown that the output of the CELP system 
! ' 

consists of two iudependent comp,onents, one due to the unqualltized i-esidual 

(which accordi,ng ,to Fig. 2.3 gives rise ta'the original signal), and the oîher due 

''to the vector quàntization noise. In other. words, the noise of the ÇELP is the 
. ' 

vector quantization nO,ise filtered by the synthesis system. 
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Chapter 3 P~tch Synthesis Filter 

This chapter concerns with the stability or, the problem of instability of the 
, 

pitch synthesis filter Hp(z). Because of the difficulty in checking the stability of 

, Hp(z) by conventional methods, we investigate the possibilityof finding a simple 
, 

yet reliable algorithm which can de termine the stability status of Hp(z) for a 

. given frame of input. The cause of instability il! discussed in terms of the filter 

coefficients, and in terms of the characteristic of the input data up<;m which the . , 

generation of the coefficients are based. Our approach to arriving at the optimal 

stability criterion is presented, and two criteria are compared in "terms of their .. 
reliability in predicti~g the stable status of a speech file. Based on the acQtual 

\ . 
stability region derived numerically andl later verified by Jury's constraints, we 

est~blish t~e nec~sary and the sufficient conditions,Jor'the ;tability of the pitch 
. '1 ' 

synthesis filter. At the end, two approximate ffi?dels of the true stability regions 

for the 2-tap and the 3-tap fllters are constructed, and are used to determine the 

'reliability of using the simple algorithm in testing the sta.ble sta.tus of the pitch 
: \ 

synthesis filter. 

3.1' Definition' of Stability 

By definition, a stable system is one for which a b~unded input produces 

( , 
1 

------------____ ~l 
tnb è s 
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a bounded output. A linear .shift invariant system is stable if and only il the 

impulse response of the systqn is such that 

00 

~ Ih(k)1 < 00. (3.1) 
k=-oo 

It can be shown that ifEq. (3.1) is true, then any bounded input, say, Ix(n)1 < 

M for al! n produces a bounded output 

00 00 

ly(n)1 = 1 -1: h(k)x(n - le)! ~ M 1: Ih(Ie)l < 00. (3.2) 
k=-oo k=-oo 

') 

The APC system is not shift invariant. However, if we consider only one 

frame of speech input at a time, and ensure that the impulse response for each 
, . 

frame is stable, the stability of the system can be guaranteed. But because of 

the adaptive nature of the system, an instability in one frame may or may not 

Iead to a distortion. The issue of distortion due to ibstability is to he dealt with 

in a later chapter. At the present time, we are concerned only with the general 

criterion for the stability of the pitch synthesis fil ter . 

The z-trà.nsform of h(n), or the system function of the pitch synthesis fUter .. 

in general,can be expressed as 

. 
N(z) 

Hp(z) = D(z) , (3.3) 

where N(z) has multiple foots E+t the origin, and D(z) is a special polynomial of 

very high degree. There are only (m + 1) non-~e~o coefficients, where m is th~ 
~ \ 

numher of taps used by the fnter. In Eq. (2.12), we have t~e sy;stem function . 
. Hp(z) for m = 3, where the lag M is aligned with the middle tap . 

. 
The basic rule to determine the stability of Hp (z) is to check if the poles 

bof ;§' frlter or equivalently the roots of D( z) are ~ll inside the unit cirde on 

the z-plane. However, this method of directIy solving for the roots is efficient 
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only if D(z) is' a low degree polynomial such as in the formant synthesis fUter 
". '\ 

H,(z) in Eq. (2.9), where the degree of polynomial normally does not exceed 

12. In Hp(z), the degree of the polynomial equals to (M + m .!.... l)t. Thus when 

the sampling rate is 8 kHz, M in general represents the average pitch of the 

speech in an analysls frame, which may range from about 60 to 100 samples in 

male voices and usual1y hlgher ,in female 'voÏ<'es It is obvious that the amount 

of c~mputations required to solve for the M roots of the characteristic equation 

is tremendous. and a long delay 18 always accompanied by thiS' p~ocess. This 

presents a problem particularly when the processmg is intended for real time 

applications. In order to minimize the deJay, or the time required to check the 

stabilityl for'each frame of data, wc must have a simple algorithm by which the 

stabîlity condition of the pltch synthesis fil ter can be conveniently detected. 

3.2 Instability in Pitch Synthesis Fiiter 
f 

Theoretically, when the auto-correlation method is used for the formant pre-
G 

diction, the stability of the corresponding synthesis filter is guaranteed. The 

generaI stability condition in the formant synthesis filter can be verHiE'd theoret-

ically by a simple counter proof ILANG(79)]. 

di \ ' 

Assuming the formant inverse filter Af(z) in Eq. (2.8) has onlya single root 

Qutside the unit cirde, A ,(z) can be written as 

(3.4) 
q , 

where 10 == ToeJ8 , and hol = ro > 1. The output of the inverse filter is then 

equivalent to the input signal filtered by a cascade of the minimum phase filter , 

t When the lag M 18 posltioned with the first tap 

t Br conventIOn al method, thl! lS equivalent to lIolvmg for the (M + m - 1) roots of the system 
and then examme their dlstnbution wlth rt!llpect to the Uftlt cirde 

. - 19 -
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!J,(z) (Le., a11 t~e roots are inside th(' unit ~ircle) producing, an intermediate , 
output Cn , and then by the uns table first order Siter (1 - loz -1). Expressing the 

• 
residual in terms of this intermediate output ('n, 

(3.5) 

Lang and McClellan shoWE'd that if the residual energy is minimized using auto-
~ , 

correlation method, T 0 (thE' magnitude of the largest root) has to be less than or 

equal to umty, which shows that H,(z) = A/(z) is stable. The above proof of the 

general stability condition ln the formant synthesis filter is detailed in Appendix 

A. 
, , 

U nlikt' the formant synthesis Slter, the pitch synth~sis filter is rather fragile in 

that its stability can not always be guaranteed. The system function of the pitch 

predictor in Eq. (2.10) suggests the mechanisms whereby thE' pltch component of 

the speech is extracted or predicted from the input signaIs. Given a set of optimal 

pitch predictor coefficients (31' i = L 2, ... , m, the mth -order pitch synthesizer 

generates the current sample from a linear sum of the previously constructed m 

samples, each scaled by the pitch prèdictor coefficients f3t , i = l,~, 3, ... , m, and 

a1l delayed roughly by M samples. As to be explained shortly, this big separation 

between the two quantities - the predicted sample and the series of samples upon 

which the prediction is based - constitutes a major caus~, although indirect, of . . 
the frequent i~stability encountered in the pitch synthesis Biter. 

Using a one-tap pitch filter for analysis, the eurrent sample 8 n t, in térms of 

the past sample ean be related by 

or 

t or necesaity ID later dl8cumon, 8ubscripted notatIon of this type is used 

- eo ~ 

(3.6.a) 

~3.6.b) 

l . ___ .... _________ 1'& 
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Thus, the coefficient ~ can° bE' treated as à ratio between the current sample 

and th~ Mth-delayed sample." If a situation arises where the input (first residual 

or speech signal depending on the sequence used) to the pitch analysis fUter 

is perfectly periodir, dH' <"urrent sample Sn can be treat«:d as a repliea of the 

previous samplc Sn _ M. This situation Implies that the coefficient (J in Eq. (3.6.b) 
/, 

equals 'one. In reahty however, this sItuation rarely exists; thus ~ can assume 

almost any value depending on the characteristic of the eurrent segment being 

analyzed. 

Consider the following illustration where we h~ve one frame of speech signal 

to be processed using a one-tap pitch predictor. Assuming P-Ft sequence 50 that 

thé input to t}nPpiteh predictor is the speech signal itself, the optimal coefficient 
, , 

(to be derived in detaillaterJ 1S defined as: " 

(3.7) 

. 
The value of thé coeffié~ent (J, aceording ta Eq. (3.7), depends op the relative 

magnitudes of the different correlati?ri terms with la~ Mt. Imagine, for argu

ment, that there is only one sample per frame fla that (J can simply be treated as 

a ratio of the eurrent sample to th,e Mth-delayed 'sample as' in Eq. (3.6.b). ln this 

situation, if these two samples are at the opposite sides of .the junction between 
. . 

low- and high-energy as in the data segment sketched in Fig. 3.1, this ratio or 

the coefficient. (J would exceed unit y, causing the recursive piteh synthesizér to be 

unstable. For higher order filters, the optimal coefficients can Ilot be analyzed in 

the same manner, but the basic principle still remains the same.· Experimental 

f Piteh analys18 followed by spectral (formant) analY,sls 

$ Where M is uaumed optimal. 
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Fig. 3.1 Speech segment prone to instability. 

results in later sections serve as verification of this statement. 

. 

~" "~ 

• 

The key point suggested here is that the cal1Se of the frequent uns table frames 

in the pitch synthesis filter can be attributed partIy to the inherent long lag (M) 

in the filt~r structure. When the prediction of a sample is based on past samples 

with such a long delay, the correlation between .the current sample and th.ose 

samples upon which the prediction is based is usually low. The data segment 

in Fig. 3.1 is a typical example in which there is a big energy differential within 
, 

a frame. Statistics shows that instability tends to occur in segments of speech 

where there is a sudden increase of energy level, e.g., at the onset of voicing. 

3.3 Single Tap Sy8~em 

Equivalent charaeteristic polynomial: D(z) = zM - fJ = 0 

- ft-
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The single tap filter is an exceptional case since the poles of the system t can be 

easily determined from the predictor coefficients fi. The equivalent characteristic . 
polynomial reveals a simple direct relationship between the only coefficient fi and 

the common magnitude shared by the poles. To evaluate the 'roots of the system, 

we solve the characteristic equation for z and obtain 

1 z·= 1,aIM exp (j2'Jrk/M) , k = 1,2,3, ... ,M. (l.8) 

Eq. (3.8) show~ th"at the system consists of M poles.dist~ibuted symmetrically 

about the origin Jith common magnitude l,al-b, and separated e~enly from one 

another in angular frequency by if radians. The system stability is absolutely 
1 

guaranteed if ail the pales are insidè the unit cirde. This requires I.BIM (or 
. 

simply lfil) to be less than unity. Taking the poles that lie on the unit tircle as 

the marginal stability condition, the criterion for absolute stability in one-tap 

filter is simply 

I.B/ < 1. (3.9) 

Therefore, to detect the stahility of I-tap pitch synthesis 61ter, we just have 
, 

to check whether or not the magnitude of the coefficient {3 Îs less than unity. 

3.4 Multiple Tap System' 

In a multiple tap filter, i.e., filter with more than one tap, the pales no longer 
• "1. 

have a common magnitude. This leads ta a lack of direct relationship between 

the predictor coefficients f3t and the pole magnitudes. Hence the pole locations, 

and consequently the stability status, can not simply he determined from the 

given set of optimal coefficients {3,. 

t Pitch eynthesJs lUter. 
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3.".1 'Stablllty Criteria 

In the following, we attempt to find a possible relation between {3t and the 

magnitudes of the pales. The procedure is equivalent to finding the best combi

nation of the ith-dimensional vector it ({JI. f32 •.. , (3t)' where fi. represents thf' 

set of pretlictùr coefficients for an jth -order filter, that corresponds to m~rginal 

stability; or equivalently that woul,d yield poles with maximum magnitude equal 

to unity. In the discus~ion, we use the 2-tap and the 3-tap filters to represent 
" - \ 

. the multiple-tap system. A graphical reptesentation of f31 for i > 3 is impossible 

and the analy'sis becomes too complicated. But if the testing algorithm can be 

generalized matherhatically in terms of fi" the results of the analysis should a180 
, , 

be applicable ta frlter with any number of taps. 

Consider a 3-tap filter with 
7 

Charaderistit" polynontial: D(z) = zM+1 - (31z2 - f32Z - f3~ = o . 

. U nlike in the previous case of single tap filter, the roots of this polynomial can 

not in general be determin~d directly from the coefficients. As Mis a relatively 

-large number, using the direct method to solve for the roots requires a large 

amount of computations. Our initial approach to searching for the sought after 

relationship proceeds by using the inverse z-transform 'method to convert the 

system function Hp(z) = l/Ap{z) to its corresponding impulse response function 

hn · 

By long division, and wher~ a,} represent the coefficients, the impulse re

sponse of this fUter can be shown to be in the form: ., .' , 

1 
~ 

~_~ ___ i 
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1 

+ a11 (6,.- M+1) + a12(6,.-MJ + au(.sn~ M-d 

-+ a2] (6,.-2M + 2) -+ a22( 6,.- 2M+tl + a2s(6,.-2M)+ 

(3.10) 

Aeeording to Eq. (3.10), the impulse response consists of a series of dusters 

in which the envelope of the response depends on the values of the coefficients 

/3 •. In Fig. 3.2, we show the typical characteristics of the impulse response hn .in 

reaction to (a)-high and (b)-low coefficient values using M=20. In Figs. 3.2Ja) 
. 

where {JI = f32 = (33 = 0.5, the impulse response tends to grow rap~dly, leading 

to unstable fllter; but in Fig. 3.2(b) where /31 = /32 = /3~ = 0.3, h,. stays bounded ' 
( 

even as n - 00. 

We note that each coefficient ai1 in Eq. (3.8) can be expressed in terms of 

the predictor coefficients /3i as: 

au = {JI 

a12 = {J2 

au = {Js 

1 

a22 = 2Pl~ 
a2S = 2PdJs + /3i 

a,.' = 2fJ2fJs 

a2S = pl 
\ 

.. . .' 

etc .. 

4S2 = 3111 iJ2 

aS3 = 3({J~/3a + /31/31) 

. as. = 6#'1 {J2fJs + ~ • 1 

~35 = 3(/3I/3l + fjJ/3s) 
• 2 

.36 = 3{J2{JS 

/33 . a:n = J 

.' 
- es -
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Fig. 3.2 (a) GJ'OWing impulse res~nse due to large 
coefficients (upper figure); (h) Well-behaved 
impulAe response due. to small coefficients.' 
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, From; ~he i.ll~trati~ in ~igs. 3.2, t~e aggregate Jum of each cluster 2:] al] 

can ,be expressed in terms of the, predictor coefficients {Ji BQ that :, 

,.. 

.. 
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• 3, 

" G 1 -:!=' ~ al] = ~~ + /32 + B. 

" 

)=1 . 
,5 r 

G2 '= ~ a2i i (BI + /32 + /33)2 
.. ]=1 .., . 

7 " ". 

G~"'= L: ~i = t/h + /32 + {J3)3 
]=1 " 

(}-

"(3,11) 

Eq'r (â.l ~) 'suggests il corre'latio~ between th~; char:B:Cter!stic of the, impulse 
ob • _., 

respon!!le and a quantity in'Volvi~g the sum of the coefficients., 
. '" c '0 . 

The. the arithmetic sum of the <:oefficients' 
, '. 

4 • 

pt , 
E /3, < 1 .. , 

(3.12) 

. ; , 

have beeh suggested irt -'the past as a convenie~t oheck on thé stability of the 
1 .' J~. \ 

filter. 'Bpt our study s~ows that this is·much tOo lenient criterion for testing the 

'stability, and is not a sufficient condition for stabJHty. '. . 
. ' ...,. q..... 1 

Based on the followi~g' analysw and 'empi~ical observations', we establish a 
< , 

80mewhat similar but fundament,.lly different- criterion to dete1imine the stabil-
~ ~ y \ • ..' (1 

ity: F~ s~p1icity, a 2-tap filt,er)'i~ sel~t~d for. ill~stration. The characteristic 
,41 • l 

1 equation for the 2-tap system is • 

" 
• l 

Âp(z) =0 1 - tJlz-M - !12'Z-r(M+l~_ = ,O~ 
, , 

." 
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which implies 

or , . 
1 

·(3.J~}. 

Fo~he system function lfp(z) = AJz) to, be stàble, t~e ro<:~~ of ~p(~~ must 
~ l ._ 

be inside a unit cirde; Le., z < eiO . 
" -

According to the max\mum ~odulus theorem, \IVe can replace the !atia~l~ z 

in Eq. (3.15) by eJO, so that the quantities on both sicles of the equation (now 
, '" ,(l, . , 

. functions of 8) become 

, . 

FI (0) = F2 (O) 

ei~(M+l) = (31e'O + (32 

r 

" 
- t3. i 6.a) 

{3:H~,b) 

FI (0) ,traces a unit circl~, while F2 (li) consista of à vector of magnit~d'e 'Ih . , . . ' '. 
,. rot~tilg a~out a scalar (3i· ~f we assume that 1~21.> ~:Pllt, 8.n~.th~t (31; (32 ~re of 

the kme signl'$, Fz( 8) = (31 e' () + /32 can be roepresented graphically as il\. Fig.A, , 
\ . 

-. 
.82 ---.1 

.. 

Fig. A Graphical represent8.t!o~ of F2(6). '0 

, 1 

t Could be the.other way &round. . , 
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At any angle 9: the magnitufe of Fd9) is equal to ~nity and it represents a 

unit circle. It ~an be shown that ~ this case were (31 and (32 ,h~ve the same signs, 
.... 

F2«(J) traces an ellipse shown in g. 3.3(a), where I~l + 1321 > 1~2 - ~ll. On the 

other hand, when /31 and (32 h e opposite signs, (31 !lnd (32 are faeing eaeh other 

at (J = 0; which makes F2(9) 
fil> 

inimum at that angle. The resulting ellipse in this 

case with respect to FI (9) is shown in Fig. 3.3(b), where 1(32 - ~ll > 1.81 + /32/' 
• 0 1 } l 

ü,) 1 f .Ill . .lh hO'v'e thE' 
sorne slgn~ 

(b) If .lI1,.lb have 
opposIte slgns 

Fig. 3.3 Graphical representation of Eqs. (3.16) when (31,{32 .... 
are of (8) the same signs; (h) opposite signs. 

Thus, Fig. 3.3 suggests that the following two conditions must be satisned 

1/31 + P21 < 1 

1/31 - P21 < 1, 

(3.17.a) 

(3.17.b) 

which can be shown tô be equivaJent to 

(3.18) 

~. 

Appendix B provides a slight)y different approach to the derivat.on ofEq. (3.18). 

When similar approaches are applied to the 3-tap filter, the constraint ta be sat-

- ff}· 
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,,' 
isfied for stability is . 

or" in general; 
/ . , . 

" 

" , 

(3.19) 
" 

(3.20) 
1 

, 

We have thus come--'te the contlusio? that it is the sum of the maghitude, . , 

rather than the arit};tmetic'sum otth~ coefficients as in E,q: (3.12) 'that forms the 

critical quantity which should he confined to ~nity value for filter sta~ility. .. '. 

. . 
3.4.2 ; Stability Regions 

. \ . 
In this seé~io,n. we derive numerically the aetnal stahility regions of H(z) for 

m = 2,3 with M as a parameter. TI:e purpose is tb ,use this derived stability 

r~gion tO,establish the necessary conditionJor the stabili.ty of the pitc,h synthesis' 
t , , 

fiiter, and aiso to compare the, tightn~ss of the regions defined by the two criteria 

\ 

, . -; , ,~ ... 
[Eq. (3.12) imd Eq. (3.20)] against the actual stability region. '. 

Consider a second order piteh synthesis filter with system fun'Ction .' ' 

, 

1 
Hp(zJ = - . (M 1 • . 1 a -M '('J - +1 

(3.il)" , 
. - 1-;'1 z - fJ2 z • 

) 

For a given l~g M and (.81, (82), the !lystem has (M t 1). inul~iple zeros at ,. 

·th~ Qrigin and (M +.1) p~les; distlibut~d aro~nd the origin, some of whicp. play 

. be outs,ide th'è~unit eircle: To lo~àte the boundary of the stahiliiy regioD, the' 
' . .., . , 

• ch~acteristie equation is, ~pr~sed as a function (jf f31 and P2 
. . 

F(fh,..82) = zM+l - ~]·z - ~2 == O. (3.22) 

F({Jbf32) has (M" -:t l),'roOts whoSe distribution depends on the· vaiues of 

both Pl and 'P2' Yle- ate'interest~d in lotating-alt {Pl, Pd which give r~ to 

. .. . 

, . 

. 
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1 
(M + 1) poles and whose maximum magnitud~s are equal to unity. In other 

worqs, for a given f3I, we search fOl: a value /32 which will give poles with maximum 

magnitudes of unit length. Coniining the coefficient values to the square region 

1/31 1 :$ 1, i = 1,2, we se arch for aIl {/3J,f3û which satisfy the above stated' 
" 

condition. , 

An interesting phenomenon is observed on the. true stabi,lity region of a 2-tap 

pitch synthesis filter. We noticed> that for 'small M values, the upper bound of 
1 

{PI, f3û corresponding to' a marginal s~ability for 2-tap filter are as shown in 
• 

Fig. 3.4. As the lag M is incremented gradually f~om a small value of 2, the axis 

of symmetry of the stability region altérnates between "(l)-the {lI-axis when M 

. is even, and (2)-the {32-axis when M is odd. As M increases, the curvatur~ part 

of the regio~ quickly fades away, and seems to havè disappeared as saon as M 

The range pf M considered -in our present analysis is between 20 and 120. 

With s~ch large M values a~d from the converging tendency illustrated in Fig. 3.4 

as M increases, it is save to assume that the {BI, f3Û combinations which corre-
• > 

L . 
spond to stability are bounded by a diamo~d, mathematically described by 

For purpose of convenience 'in the later analysis, let us name the criterion 

., defined in Eq. (3.12) as crit(SUM) and ~he ~riterion in Eq. (3.20) as crit(SOM). 
\ 

Crit(SUM) checks the arithmetic SUM of the coefficients, whereas crit(SOM) 
. . 

checks the Sum Of the Magnitude of the coefficients against unity. In a 2-tap 
, , 

filter, the boundary,of crit{SUM) is simply a straight line passing through points 

({31,P2)=(0,1) and ((3h~)=(l,O) but crit(SOM) defines a diamond with vertices 

at ({3h~)=(fI,±l), ({3J,.82)=(±1, 0). It is obvious that the constlaint imposed . ~ 

f 
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by crit(SUM) is much more lenient than the one defined by crit(SOM). The l1;ltter 

requires the fitting of the sum 'of magnitude (SOM) of aH coefficients into a unit 

length, which implies that as the or der increases, a larger number of coefficients 

must be jammed into a unit length, thus putting a tighter upper limit on each' 

coefficient value. On the other h~nd, crit(SUM) lît~ral1y doe~ not have any limit 

on the coefficient values when cancellation hetween coefficients with opposite 

, signs occurs. 

In determining the stability region for the 3-tap pitch synthesis filter, a similar 

procedure ~ described above is use~. In the present case, the characteristic 

equllttion is a function of {t91,t92,t9,} . " 

(3.24) 

. 
Again, restricting the coefficients to vi\.lues within the, cube l.8il S 1, i = 

, h 

1,2,3, we locate aIl {t9b .82, .83} which satistY Eq. (3.24) and which a180 give 

maximum poles on the unit circ1e. 

The pictorial stability region for 2-tap filter in Fig. 3.4 suggests tha~ the 

c~ponding 3-tap ver~ion for large M value is likely to take the ~enera~ shape 

if the figure indicated in Fig. 3.5, which incidently is the crit(SOM)-defined 
1 

region, made up of an upper pyramid (J33 > 0) and a lower inverted pyramid 

(113 < 0). The common base (t93 == 0) of the two pyramids is essentially the 2-tap 

stability (diamond) region at high M, when the region has achieved a steady \ 

status. For low M values however, there is a one-order mismat<;h between the 

2-~ap region and the 3-tap region on the {31 - {J2 plane where 133 == O. To 8ee this, 

compare Eq. (3.22) with Eq. (3.24) settlng 133 = Q. 

When nu~erically loczating the.actual stability region (upper), and as the 

parameter M iS gradually incremented, we observe a dramatic transformation 

(' 
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Fig. 3.5 Stability region "for 3-tap pitch synthesis filter 
according to crit(SOM). 

of the boundary of the stability region. At the lowest possible lag M =3, one 
o ~ 

half of the regicm where /31 > ot is very close to the speculated region shown in 

Fig. 3.5; byt the other half of the region where /31 < 0 has a bulging shape as 

shown in FIg. 3.6. As M is slowly incremented, the section which resembles the 

perfect pyramid remains more ~r Jess unch.anged wh~le the bulging part of the 

region undergoes ,an erratic transformation. Appendix C contains sever~J plots 

of the stability regions for M =4,5,6, 7. Just as in the 2-tap case, in the prdcess 
," 

or transformation as M increases, the stability region displays a symmetrical 

'property when M is odd, but l~ks a symmetry when M is even. But as soon as 

M exceeds 7, the shape transformation process decelerates quickJy and suddenly 

freezes. Further analysis "Using increasing values of M indicates that the total 

change in the shape of the stability region accumulated from M=7 to M=23 

is insignificant. In Fig. 3.7, we compare the st~bility regions for M = 7, 23. As 

t Note that the positive 0:13 of Pl ID FIg 3.6 pomts to tbe ~est 
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Fig: 3.6 Numerically derived stability region at M=3. ~pper' 
and lower region 
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illustrated in Appendix C, the upper region where f3} > 0 even when M=7 is 

already very close to a perfect pyramid, or to those depicted in: Fig.3.5. 

, Owing to the limitation of the subroutines we used in solving for the roots, 

we experienced sorne diffieulties when attempting to use values of M over 23. 

Only when using smaller selective range of (81' (2)t, which redu~ed the load of 

computation that we managed to continue the test up to M =40. But even at 

, this magnitude of M. we hardly detected any localized change from the increased 

M values. These test results (on the localized stability regions) for M=23 up to 

M =40 further confirm that the stability region has indeed frozen at a value of M 

as low as 23. From the observation that there is no further change in the shape 

of the stability region for higher value of M. we assume that the stability region 

has reached a steady state at M =23. Henee for M within the range of interest 

(20 ': 120), the stability region in Fig. 3.7 can be assumed to be the upper bound 

for f3i in a 3-tap filter (upper region) 

When the same procedure is applied to the lower stability region (f33 < 0), the , , 

results show an interesting symmetry between the upper and the IQwer stability 
..... 

regions: the lower stability region is observed to be the inverted image of the 

upper region followed by a 1800 
- rotation. The upper and lower regions are 

"" depicted in parallel in Fig. 3.8 to show their symmetry. Note that this symmetry 

~ strictly true only for high values of M. At low M, there is no clear symmetry 

between the upper and the lower regions, as illustrated for example in Fig. 3.6 

for M=3. 

t rfttridinl Pl ta region neÎLr -1 .. here tbe bulging occurs in n,ion fla' > 0, 
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M = 23 

Fig. 3.7 COIJ.lparison of stability region when (M=7 and 
M=23) 
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3.4.3 . Space Division 

From the ab~ve analysis, we note that ,the 3-tap filter stability region for larg~ 

Mis made up partly of 'perfect' pyramida where {J1{J3 > 0, and partly of distorted 

region where /3./33 < q. In many of the later discussions concerning the 3-tap 

stability region, we expect to encounter many occasions in which the 8 divisions 

in space need to be referenced. To facilitate .the discussion, the 3-dhnensional 

space is divided into 8 different regions as shown in Fig. B.9, with /31, /32, f33 

forming the 3-axes. In anti-clockwise direction, the upper four compartments 

starting from regions where aU (3i > 0 are named regions l, II, III, IV, while the 

corresponding lower four compartments form regions V, VI, VII, VIII. 

. Fig. 3.0 Di~ision of 3-dimensionaJ (3-tap) stability region. 

Matching Fig. 3.8 to the convention in Fig. 3.9, the stability regions that 

resemble the perfe<:t pyramids now correspond to divisions l, IV, VI, and VII, 

while divisions n, m, v, vm correspond to the regions with the hulging shapes . 
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Nec'essary and Sufficient Conditions , . 

, ~ 

The" established crit(SOM) in Eq. (3.20) states that a stability exist~ i(the 
- ~ 

SOM of ail coefficients is l~s than unit~, We know {roll). previous di~cussion 
1 .._ 

that for multi-tap filters, some of the true stability regions lie outside the regions 

, defined by crit(SOM). Accordingly, tho~e staDle?oefficients' that lie betw.een th~' 

crit(SOM)-den.ned r~gion and the'true stability region are ~onsidej.ed unstable. 

As sho~n earl~~r aIl;d will be fu~ther verified later, the 2-tap filter has Rn ac~u~I 

" 

, .. 
•• f 1 

stability regi~n v~ry close. to a diamond for M >7. In this case, crit(.SOM) . '", 

~ieprésents the necessary condition for stability in 2-tap filter without losing much' 
1 ..... 

accuracy. For the 3-tap filter however. the actual stability r~gion is not w~ll 
. , 

represented by crit(SOM~, particularly in r~ions II, IlL V and VIII, \'Vhere there 

'is a mis match between the crit(SOM)-defined région and the true stability r.egion. , y . 
The degree of mismatch oetween the two regions seems to be in$reasingly larger -

88 the order in<:reases, implying that the representation'of the true stability region . 
by crit(SOM) becomes less accurate as the order of the filter incrèMes. 

\ . 

Due to the irregularity of the shape of the actual stability regicm, it is difficult > 

1 

tQ express it with a generalized mathematical fûnction. We: therefore c6nsider 
1. • • 

using crÙ.(SOM) as a convenient model for the sufficient condition of'Stability, ' 
1 • 

, \ 

as it cari he easily generaJi~ed tb any ?,der. The minimum requirement fur 

usÎng crit(SOM) as ~ufficie~t 'condition is to ensur~' that the ~rit(.SOM)-definei ' = 
, '.. ' .1 .. ~ 

regions be enclosed by thè ,actual stability regions. In the single-tap filter, the 
. \ .. 

direct relationship between f3 and the pole magnitudes of the system implies that 
, ' '" . 

critlSOM)-defined region ,exactly .. overJaps the actu"l stability .region.' In 2-(tap 
/' , 

lUter, it is aiso obvious, at 1east visually from ·Fig. 3.4, that the square st'abiIity 
\. 

region defined 'by' crit(SOM) is alwàys ~qual to or smaller than th~ thIe stability 
• - '. t 

region. In order to determine th~ va:ndity rn the cas~ of 3-t~~ filier, we c:reate a . , . 
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differe~~e f~nction 4~s by taking the difference betweèn thé true st'ability regi~n . . . • .. x ... 

~d· the reg ion. defined by crii(SO~), i.e .. , 
• .. 'Jo Il 

~ "n > ' G' 

le 

~f1s = lactual regionl -·1(1 -IJhl- 1;q21 '- 1~31)1 (3.25}. ., 
" 

, ... . '.... ' 1) 

.. According io Eq. (3.25), crit(SOM) is guaranteed to be insj'd~ the actual 
" • > 

region !f 'only if ~.83"~ O.:: Again by the 'symmèjry'-exhibitéd in the' stability. 
If • ~ • J/ ~ .-

, ., ' 

region at high M, it ig, sufficient to study Â(3s for the upper region, alone, and' 
~ , 

• t1)e the ri!su!t i~ assumed to be applicable to tlfè lower region. 
" ! ~ ~.... , 

. . 
, . 

Using the data gener:ated by' th,e two quantlties on the righ,t side of Eq. (3.25), 
r, .. _ ' , • .. ~ 

the difference funCtion ~13s is generated and plotted in Fig. 3.10 Th.e figure 
~, '1>, \ 1 • ~ II 

clèarly indlcates thltt Â!33 l!i, positive ln divisio~s 1: IY+ 'and zero ,élsewhere. 
r:, 6 • • 

.. The positive Â{33 marks' the extent to which .crit(SOM)-regioiI lies beiow thé . ' ,'. 

actual reg!on; w,hi.l~ the ~ero difference indicates:,a perf~t match bet~éen the 
.-

twd 'regions. '. 

, " 
..,. l, ~ 

The above oltsffVation of the relat.ionship between the true stability ragions . . 
. and }h08~ defined by, ciit( SO~) for 1-: ~ and 3;t~p filters' cStablishes tp~ s~ability 

conditions: ·wh.-ile the- actual ~tability regions (Fig. 3'.4 fo~ 2-tap and F.ig. 3.8 for 
ç '. : fi.. i . 

~tap) deijnf; the necessary 'conditioIll f<1r ~tability, crit(SOM) stated in Eq. (3.18) 
! • ~ .. , 11 

- which have been shown to be subre~ions of the true regions - èan serve as 
- " , , " 

thel,sufficient, .eon4itions for ,stability. The dev'iation of the sufficient condition 
.. • 4 '" ,..q .. i ~,., 1. • .. . .......':., ... . " : 

, from.the necessary oonditîon,'which leads to an over-estimation bf i'h~ instabllity 
, '.,. 

of the p~tch ~ynthesis Biter, is to ,?t'! determineq in "the following·sections. 

t Alsb dÎviaioDII VI, VII when the lower region is consideréa. , . . ', .. 

. ~J - .* ~ 
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Fig. ,3.10 Diffe{ènce function 8/3~ . 

• l' 

.3.6 . Application of. Jury's ';Critical Stability 'Criter~on 
t ' 

• Seve~al algorithms exist for testing th~ stability of linear disc~t~ine .. sys-
, . . 

tem. One of them, which we apply in this secti~il, originàtes froni Schur-Cohn . ~ ~ .. 
, 

criterion. Its original form is appHtable to a r~tem wit? the followip.g, c.~ar~c-
~ . 

teristic function polynomial . . 

F(z) = ao + alz + a2z2 + .. :. + aQ._;zn-l + anzn,. ' 
.",. 

where the coefficients ai can be fOI?plex. 

~(3 .. 26) 

.' . 
The tèst for .stability Dy the original criterion is quite laborio~. :f<\ an nth_ 

order"system, the criterion requires n evaluations of 2k-order determinant for 0 
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, , 

k = 1,2, .... , n !JURY(64)], where the determinant 115 shown in App~ndix D 

Based on the Schur-Cohn criterlon, Jury develops a new crittcal stabllity 

constraints which ilS somewhat slmilar to the H urwltz-Routh or Liènard-Chipart 

method for the continuom, case. The slmplified form, however, is applica.ble 

only when the coefficients at in Eq. (3.26) are real, and it 115 summarized' in the 

followi-ng. 

For a system with characteristic functlo\1 in Eq. (3,26) to he stable, the 

followi~g three constraint~ must he satisfied. 

(1) F(I) > 0 

(2) (_l)n F(-I) < 0 

, 

The matricés X k and Yk "are in Appendix E. For n-odd, k == 1,3,5, ... , fi - 1; 

for n-even, k = 2,4.6 .... , n - 1 The system must be tested successfully in 
, , 

sequence for aIl values of k for the nth -arder system to .be stable. 

6 

In this section, we shaH make use of the above three cOIistraints to achieve 

two goals. One is ta verify the validity of the hue stability region, which was 

numerically derived in Section 3.4.2 for the.2-tap and 3-tap filters; another is to 

huild a mathematical model which ~ill a~proximate the actual stahility region. 

Thesè mod~ls will th en be used ta judge the effectiveness" and the reliability of 

using the SOM-criterion as sta..hility testing criterion. 

3.6.1 Two Tap Filter . 

The 2-tap pitch synthesis fiIter in terms of lag M has the following charac-

f_ t Refer to [JURY(64)j pp 89-90 for detaiJ, 
1 

11 

o 

.. 

.. 

-.-, 



• 

J , 

teristic equation , 

, ~ 

Comparing Eq. (3.27) with Eq. (3.26), we ob tain 
, 1 • 

11= M+ 1 

ao = -{32 

al = -{3j' 

an = 1 

ai = 0 for i:l 0, Ln. 

(3.27) 

, (3.28) 

Substituting the ab()ve values an.d abso~hing the minus signs of the e?tries 

in the determinants in con1traint (3), th: three constraints to he satisfied by the 

'2-tap filter for stability are: 

(for : ~ - odd,n - f:ll~n) 

(1) 1 - 131 - 82 > 0 

(2) 1 + Pl ~ /32 > 0 and 

(3) (M x M) d~terminant = 

~.{jl 0 0 
o f3.J /31 0 
o 0 f32 PI 

• ft 

"» • 

p 

o 0 1 
o 1 0 
l' .p 0 

...---.-----_,e.~ 



, { 

"'" 

, 

(1) 1 :- /31 - /32 > 0 

(2) 1 - /31 + /32 > 0 and 

(3) (M x M) determinant = 

182 {J] 0 0 0 0 0 1 
10 {J2 {JI 0 0 (1 1 0 

d , 

, 1 , /32 81 1 ! 
M(M~I)~I 1 • ! < 0 (-1) 2 :0 0 0 0 82 /31 + l 0 0 0 0 

,0 0 0 0 l (J2 BI 0, 0 0 1 

10 0.) 0 ·1 0 0 132 81 0 0 1 

'0 0 1 0 0 " 0 0 82 /31 0' 
i !O 1 0 0 0 0 0 0 132 Y31 ' 

i 1 0 ,0 0 0 ,0 0 (J2 

. Constraints (1) and (2) define the two straight boundaries of the stability 

region shown in Fig. 3.4', where they intersect at the point (fJ),~) = (0.1) for 

M-odd, and at the point (Bi, B2) = (1,0) for M-evf>n. The third ronstraint, when 

evaluated for a given M and expressed as a function of 32. de fines .\/ different 
~ A J 

furvt1!. One' of the curves with the smallest magnitude completes the boundary 
~ ./ 

of the stability region However, ('Ven with Jury's simp~jfied criterion, a direct 

evaluation' of the determin~ts for high, Ai values can be quite mvolved. In the 
\ ' . 

following. we expand the third eonstraï'nt only for M :;::1 to 7. Using constraint 

(3), the expanded ~atrices are: 

(M = 1) : f32 + 'I > 0 

1M'= 2),: f3~ - (J) - ~ < 0 \ 

(M = 3) : -I/Ji + f3i + /32' + ({JI - I)J > 0 

(M = 4) : -114 + 8i({Jl + 2) + P~ + 8l - 81 - 1 < 0 
, 

(M == 5) : P~ + /3~ -: 2/3i + 8l(/1l- 2) + ~(1 - pl) + (1 - 2f31 + pt) > 0 
. " , 

(M = 6) : ~ - (J~(81 - 3) - 8~(/3f - 2;31 + 3}~ /Jt - p.: + 211f + {Jr - /JI -1 < 9 

(M ~ 7) ~ -I/Ji.+ flf - 3df + (l1l- !){J~ ~ (3 - '2pl)pf +' (3 - 4/3l + fJt)I1J 
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Fig. 3.11 Converging tendency in the furvature of 2-tap 
stability region as M steps through 3,5 and 7. 

The plots corresponding to the above relations t between f3. and f32 along with 

the nrst two constraints are provided in Appendix F. They show, as observed 

earlier when nUD;lerically locating the boundary, that the points of intersection 

altemate from the {JI-axis (at even M) to f32-axis (at odd M ). More.,ilIlportantly, 

they reveal that the degree of curvature on the boundary dîminishes as the order 
. 

of the polynomial or M incre~e shrinking tendency of the curvature as M 

steps through 3, 5 and 7 is depicted 'in Fig. 3.11. At M=7, the stability region 

boundary is approaching a straight line. Bence we condude that as M -+ 00,' 

the sufliCient condition approaches the necessary condition for stability in 2-tap 
- p . . 

filter. 

t Except for M =6. 
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3.6.2 Three Tap FUter 

In a similar fasbion, the Jury's critical eons~ra.ints are applied to a 

'---. with eharacteristic equation: 

'(3.2,9) 

1 

In tbis case, when Eq. (3.29) is compared to Eq. (~.26), the polynomial 
coefficients in terms of th~ predictor coefficients are: 

n=M+l 

ao = -/1s 
al = -/12 
a2 = -/31 
aft = 1 

«j=O lor i,!-O,I,2,n' 

• 1 .. 

Using 'the above V'fS,lues, the three critical constraints to test the st,bility of 

the 3-tap filt~r now become: 

(foT: M - odd,n --even) 

(1) 1 - /11 - {J2 - {3s > 0 

(2) 1 - /11 + {J2 - {3s > 0 and 

(3) (M x M) determinant = 

/1s - /11 /12 /11 0 0 0 6 0 0 1 
0 Ps P2 Pl 0 0 0 0 1 0 
0 0 /1,... ~ {JI 0 0 1 0 0 

M(M+11+1 {JS f32 {JI 
(-1) ,2 f3s + 1 /12 . /11 >0 

0 0 0 0 1 0 /1s P2 {31 0 0 
0 0 0 1 :0 0 0 /13 {32 /11 0 
0 0 1 0 0 0 0 0 {3s {32 Pl 
0 1 0 0 0 0 0 /1s f32 
1 0 0 0 0 0 b 0 fj, 

- ~7 -
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In the case of 3-tap filter, constraints (1) and (2) define two planes in space. 

The first constraint. which is independent of M . always define a plane in règion 

J crossing the points (:J. = 82 = 113 = 1). The second constramt also'dennes a 

plane but it dept'nds on the M value. If M is odd, the plane lies in region IV 
, 

and cross~ the points (;:JI = - /32 = d3 = 1): if ,.\1 is even, it lies in region VI 

and crosses the points (- 81 = f12 ,= - as = 1). 

From Fig.3.8. we know that the true stability region has four fiat surfu:e 
1 

bound~ieS in regions J, IV, VI and VII. Yet according to Jury's criterion, only 

two flat surfaces are defined by Jury's first two ('onstraints .. Therefore, we theorize 
, 

that the two other planes whic:h constitute the true stll.bility region must have 

evoJved from that part of the surface defined by the third constraint when M -

00, which also models the irregular bulging boundaries of the troe stability region. 

To overcome the complexity in evaluating the matTix in Jury's thitd con-

. 48 -
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straint for 3-tap filter, we use only M=a. The (ax5) matrix 
• 

1'3 - 1'1 1'2 1'1 ,0 1 
0 1'3 1'2 8) + 1 0 
0 0 ~3 + 1 1'2 ~l 
0 1 0 1'3 ~21 
.1 0 0 0 ~3 

gives the following inequality 

l'g + 1':(1- 81) - 21'g (1 + ~l) + l'l(~~ + 2~1- 2) + 1'3(1'1 + 2~1 - 8~ -4!31J3~ + 1) 

+(~~ - 28~ - 818~ - pr - ~r + 81 + 1) > 0. (3.30) 

Taking the equality sign and treating 81,82 as independent variables, i,e., 

,8s{!3t. ,82) = 0 for all values of 81, d2 in a region defined by 

I.BII + 1(:121 < l,t 

we obtain a sets of real roots, each forming a surface in space. It can be shown 

that the 5 sets of roots correspond to five surfaces. The part of the surface that 

is closest to the origin defines the 3-tap filter stability region boundary. in regions 

II, III. V. VI. VII and VIII. We have shown earlier that the true stability region 

for M=1 1S very close to the steady state (Fig. 3.1). Even when using M=5, 

Appendix C shows that the resulting stability region is still reasonably close to 

the steady state. Thus, along ..vith constraints{l) and (2) which model the flat 

portion of the boundary in regions 1 and IV, Jury's simplified criterion at M=5 

should serve as a fair model for the 3-tap stability region (necessary condition). 

3.7 Reliability of Criteria 

The two variations of criteria established in Section 3.4.1 can be, used to 

t solvlng F(tls) = -0 outllde thlll nglon Will yleld complex l"Ootl. 

. 
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determine the stability of the pitch synthesis filter. However. neither of them 

is necessarily r~liable. Even crit(SOM). which is more accurate than crit(SUM) 

in judging the stabllity status. is not a perfect model for the actual stabiIity 

regions. As shown car lier in Fig. 3.4 and Fig. 3.8. instt'ad of tht' straight and fiat 

boundar~es defined by crit (SOM), part of the tr~e stability region boundaries are. 

made up of curves (in 2-tap fiIter) and bulgingsurface (in 3-tap filt~r)~,appears 
that the discrepancy between the aetua! and the erlt(SOM) defined stability 

regions increases with tht' numher of taps used by the filter. 

In this section, we are to determine the rehability of using thesE' criteria, par-

tieular!y crit(SOM), in testing the actua! stabihty condition of th!:' pitch synthesis 

filter. The term reliabi!ity indkates the doseness betwt'en thE' stability 7gion 

defined by a nib-rion and ~he aetual stability region, oi the tightness betwfn the 

sufficient and the necessary c.ondltions. C sing the pitch analysis fiIter of different 

orders, the eight speech files in Appendix Gare processed, Based on the optimal 

coefficients {P,} for each frame gt'nerated in die analysis, the stability status of 

the eorresponding pltch synthesis filtE'r is judged according to each of the two 

criteria. H {(3,} faB wlthin the boundary set by the specifie eriterion, the tilter 

is eonsidered stable. Subsequently, Jury's mode}s developed in Section 3.6 are 

~ict the <urves whieh approx~mat. th. IKtu~1 instability for m =2. 3 . 

. The average percentage of unstable frames in the speech files, defined as the 

ratio of uns table frames over the total number of frames in each file in percentage, 

is used. to indœate the level of instability by the criteria. The unstable frame 

levels as reflected by crit(SrM) and crit(SOM) are shown in Figs. 3.12. The 

curves of instabiJity indicated in the figure by no means represents the true 

level of instability. In Fig. 3.12(a). we indicate the average of eight speech files 

according to the two criteria; the upper curve is produced by using crit(SOM). 
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Fig. 3.12 (a) Leve} of instability reflected by crit(SOM) and 
crit(SL'M) (lower ("urve). 

The instability estimated by crit(SUM) (except for order one) stays more or less 

on the same level, while the instability level a("("ording to crit(SOM) is observed 

to be directly proportional to the numher of taps the filter uses. Figs. 3.12(b) .J 

and (c) respectively represent the level of instability ac~rding to (bf-male and 
" 

female speech files and (r)-the French and English files. These curves show that 

the female files tend to be more susceptiblt' to instability than the male files; and 
• 

that the English files are alao slightly more liable to inst~bility than the French ,~ 

,files. Based on long term experimental observation, the statement concerning the 

different levels of sensitivity of male/female files to i~tability is well justifiable. 

But the one which suggests that a higher sensitivity to instability in the English 

files than in the French files should on)y be taken as an empirical observati~n 

rather than a conclusidn; inaccuracy tnay arise in this case due to the different 

contents of the files used in each category, and the insufficient tests done in this . 

manner. 
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crit(SOM) separated into (b) female (upper pàir) 
and male file categories; (c) English (upper pair) 
and French file categories. 
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The inaccuracy of th{> two criteria is due to the folJowing reasons. Crit(SUM) 
f 

tolerates a much widér range of ;3. than necessary, thus unduly allowing some 13 • 
. 

. which contribute poles outside the unit cirde to be considered stable; as a resul~. , 
it tends to indicate a lower level of insta~iJity than the aC"tual level, especially 

for higher-order filter.' ln con~rast, crit(SOM) restricts the rauge of {3. more than . -

necessary. excluding the {31 whkh lie between (l)-L:.ltr.1 = 1 and (2)-the actual , '-
'" 

stability boundartes; this results in the tendency of over estimating thé true level 

of in'Stability. 

In view of these, the true curve of instability should lie somewhere b~tween 

tpe two curves depicted in Fig. 3.12(a). Based on the fact that the physical region 

defined by crit(SOM) deviates'only slightly from the true regio~, we expect the 

true unstable CUl'Vf> to lie closer to the upper cur:ve as determined by crit(SOM). 

3.1.1 Jury'. Modela for the Necu.ary Condition 

The models developed in the Section 3.6 help in determining die true level of 

instability. Based on the earlier observation that the shape of the adualstability 

region DeC"ome stahilized even at low values of M. We use M=6,7 and M=5 to 

model the actual stability regions for 2-tap and ~tap systems respectively. These 

two models may not be sufficient to accurately determine the actual instability 

curve, but will help in narrowing the range wlthin which the true curve lies, or 
.. 

in other words in determining the reliability of using either of the criteria for the . 
stability test. 

For 2-tap Biter, the stability region altemat.ea its biI œ symmetry as M . . . 
steps up; in which the bulging boundary Îs located at one region when M ia odd, 

and a.t another region when M is even (see Fig. 3.4). Thus it is necesaary to have 

two sets of constraints to mode} the necess~ condition. They are: 
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<(Jo~~ M - even) 

(1) J - 81 - 82 > 0 

(2) 1 + ,31 - /32 > 0 , . 
(3) 8~ - '8~{J31 - 3) -!. (3i(p~ - 28~ + 3) -.pf - ~ + 2pf + p~ - rh - 1 < 0 

l'or: M - odd) 

(l} '1 - Pl - i1? > 0 

(2) 1 + BI' ...:. {32 > ~ 

and 
, r 

, 

( 
~ . . ( 

DecauS(> of the rapid conVE'rgence of the 2-tap stability rt:gi~n,. \~ perfect 

s9uare region defined by '5:;=1113,1 ::= 1 or crit(SOM) is a good model. 'Conse-

quently. the above model for the necessary condition is expected to -give ~ry 

accurate level of stability jinstability . 
... 

For 3- tap tilter. the modeling of the stability region ~ far more complex than 

in the 2-tap case, Strictly speaking, dière are. 8 boundaries which omake up the 

3-tap filter stability region. Two of thE' boundaries are d~fined by Jury's first 

two constraints, whÜe tb:e remaining ones are theoretically furnished by Jury 's 

.third constraint. t:sing the knowledge ffom the last section, we ~now that this 

constraint models the bulging part of the region as weJ] as tbe two: of the four 

fiat 8UrfUes 'at high M values. But our moder uses only M = 5; thE' constraint 

may ~odef the bulging s~ace of the region properly, yet the convergence of t,h~ 

two fiat surfaces may not 'have taken place at this value of M. To simulate the .. 
performance of the model at high M. we generate two extra constraints [(3) and 

(4) in the following] to artiftcially mode) the t'Wo ftat surfaceS. In oth~r words, the 

third comtraint of Jury's niterion is used here solely for modeling the bulging 

. , 
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part 'of the stability region •. and' the fQllowing equations (inequalities) fonn the' . ' . 
~t o~ ~on~traints ~h~h ~~d~i th~ attual 8tatiiJ.i~Y' ~égion ln.3~ta~ filter. '" 

, . • . --
J. ( 1 ) 1 - Il. - (32 - f33 > 0 

~ 

(2) 1 -= Il. + ;32 ~ {33 >.0 
1 

(3)1 +' {J. + 82 + ~3 > 0 

(4)1,' + {J. - {J2 + {J3 > 0 ~, 

. . 
(5): = fJt + (J~(l - 8.) - 2fJi(1 + P.) + {J~(f3~ + 28.8~ - 4731{J~ + 1) 

" 

, 

" . 

.. No.of~t.ap 
. , , 

~ Fig. SolS True level of"instability reftected by Jury's models 
for 1,2.3-u.:p 61tds. 

, ~ , t 

Vain, the modela desc:ribed.boft fèr the n«essary conditions in 2- and 3-tap 
: 1 

'. ' 

filtera. we repeat the computation cil the percenlà,e 0.( the unatable frame. The , 
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results, along with the previous results using the two criteri<:t, are tabulated iiI 

Table.3.2. The middle CUl:ve in Fig. 3.13 represents the true t. ievel of instability. 

Although the models f9r the necessary conditions for 4-tap and 5-tap filters are 
'" 

not availa,ble as they are too complicated to constrbct, we expect that the middle 

curve in Fig 3.13 should follow the same trend as the ourve for m = 1,2,3. The 

curves corresponding to those determined by Hu' two criteria ar~ also included 

[or comparison. The figure shows that the reliability in using either diterion to 

determine the stabihty status is quite accurate for 1- and 2-tap filters; but it 

over-estimates the number of uflstiable frames by abo~t 36% for m = 3, and we 

expect increasing deviations for m = 4,5. 

Table 3.2 compares the average .n\'1mber of unstable frames per speech file 

in Appendix H as getermined by the two criteria with those determined from 

Jury's models. Since crit(SOM) has been shown to be the sufficient condition for 

stability and that it deviates ~nly slightly from the necessary condition, it can 

serve as a fairly reliable criterion to test the ~tability of the pitch synthesis filter. 

\ 

t Aceording to Jury's modela for the necessary condition 
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Unstable Frames (%) Predicted By Dlff('rent Criteria 
, 

l~TAP 

Speech File 1 crit(SUM) , crit(SOM) Model(neC'essary condition) 

Malt' 
1 

1.691 1691 1.691 

Female 1 2622 2.622 2622 , 

A-ierag(' i 2 151." ~ 2.157 2.157 , "') 

2~TAP 

Speech File l crit(SUM) crJt(SOM) Model(necessary condition) 

Male . 
i Female . 

Average 
1 

Speech File 

Male , 

Female 

Average 

~ 

Spet'ch File 

Male 

Female 

Average. 

Speech File 

Male , 
, 

Female 

Average: '1 

Table 3.2 

6,711 7.275 6966 

13.475, 13.770 13770 

10.093 ~O.523 10.368 

3'~ TAP \, 

crit(Sl'~l) fTlt(SOM) Model(necessary condition) 

6.133 12.331 9.136 

13580 21.642 17.677 

9857 16.989 13407 

4-TAP 

crit(SCM) cnt(SOM). ~Iodel(nece.,sary condltlOIl) 

5.320 16.554 not availablt' . 
11.385 28.327 not av~ilable 

. 
8.353 22.441 not available 
,~ 

, 
5-TAP 

crit(SUM) crit(SOM) Model(necessary conditIOn) 
/ . 

7.204 19.707 not available 

15.013 ' 19tt1l07 not available 

11.109 1 27.642 1 not available 

Comparison of the level of instability predicted by 
crit(SUM) and crit(SOM) against the expected 
true level. ' 

( 
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Chapter 4 Stabilization Process 

} 

Being able to detect the instability"n H p( z) ~ only part of the battle: th.~ 

more essential task is the rorrection of this undesirable unstable status. This 

rhapter prese~ts several alternative wil:Ys to corrE~ct the instability problems, and 

compares the effiriency in usmg them to stabiliie the pltch synthesis tilter. At this 

pomt'. the criterion used to gauge the efficiency of each method is by measuring . , 

the consequent Joss in prediction gain acrompanied by the stabilization process. 

In Chapt,\ we evaluate the effidency f~om a pm.plu.1 point of view . 

4.1 Methods of Stabiization 
. , 

\\ie propose two basic methods to stabilize the pitch synthesis filter; the)' are 

described separately in this section. The fundamental requirement is tD satisfy 

the sufficient condition dictated by the crit(SOM) '" 
L Itj .. 1 < 1 i :: 1,2, ... , m. (4.1) 

Henee, the objective of stabilisation process is ta modify the predictor coeffi

cients, in the most efficient manner, to values 80 tha.t their new SOM is leu than 

unity. The term 'the m08t efficient' implies a wayof stabilisation process that 

ineurs the leut expen~ in terms of 108ing the prediction ga.in. During umtable 
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frames, sorne (or ail in CMf' of singlt>-tap filtrr) of thE' poles of the pitch l'ynthesis 
f) 

filter lie outside the Unit cirde. Thus from the point of vie\\' of the system func-

tion. the stabilization process implies a relocation of the pole positions ln such a 

way that ail of them are repositioned to inside the umt cirde. 

4.1.1 Metbod{i): Unit y Replacement 

The first method of stabilizatlon IS a direct implementation of- the marginal 
'. 

constraint in crit(SOMl. In other words. it if! to modlf~~ the predictor coefficient 

values so that ~l IJ,I = 1. In one-tap filter. tht' illlplementation of thls algorithrn 

is sirnply replacing any 3 > 1 by umty In a multl-tap filter. the implernentation 
1 

can be done in two different manner"-. one I~ to scale each of the coefficients /3, by 

a certain cornmon factor. the other 11> to scale them wlth different factors. The 

details of these two approacht'S are desf'ribed in Section 4.4. 

4.1.2 Metbod(2): ReciprocaJ Replacement 

Anothe.r method of sta.bilization proposed in this study is ralled the reciprocal 

replacem~t rnethod It is equivalent to moving eVf'ry pole of the system with 

magnitude Ipll > 1 radially inward to a new location I~. away from thE' origin. '. 

When applred to i-tap filter, this method requîres the substitution of the single 

predktor coefficient 131 > 1 by ~J' Since the poles in I-tap filter share Il common 

magnitude, the effect of this substitution results in shrinking the poles radially 

frorn outslde to inside the unit clrde by an equai &.mount. Because there is no 

direct n:lation between the pole magnitudes and the predictor coefficients III a 

multi-tap system, this method is not effective when .appIied to the multi-tap 

system. 
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4.2 The Rationale of the Pro.posed M~thods 

ln this section, we make USf' of the single-tap filter to provide an insight into 

the ration ait' of using the two mt'thods of stahllization proposed in the prev;ous 

Sf"<"tiOIl. Thest' analytical studies servE:' to justify the potential effectiveness of 

using the two methods as stahilization tools 

The one-tap pi~ch synthesis tilter has characteristic system function 

(4.2) 

The t""o parameters 8.Ssociated with it are: M(the lag) and {3(the onlJl eoef-

fidwt). ~ote that unless otherwisE' speCified and for notational simplicity, when 

these parameters rt'fer to the plt("h' synthesis tilter. AI and J should always he 

taken to reprt'Sent tht> optimal paramf'ters beCore any stahihzation. ln the dis-

cussion of tht' analysis whert' confusion may arise and emphasi!> l!' rf"qmred. the 

optimized paramett'rs will be specifically denoted as M opt and Jopl respt'Ctively. 

'J 

In the analysis. a normalizè'd corrt'latJon coefficient o(r) of thE' mput signal 

is defined as: 
"\ 

oCr) = L - ~ __ ~~~k~_~ -- i' (.c.3) 
k ['" L 82 '" L 11

2 1 2 4.J" k~" k-TJ 

~' 
where the-1i~it of the summation Li runs from k=(l N (frame sizet )) 

is computed over' a certain range to search for tht' local optimal valUefi for {3 
~ 

and M in that range. The optimality of these two parameten are bued on the 
• 

minimizing the prediction error, which is tht' output of the inverse filter A,,(z). 

The basic procedure for 8e&rching for thest' optimal parameters Mopt and {3opt 

is to evaluate Q( T) over the range (r=minlag : maxlag) of the past input, where 

t TypacaUy 200 IUDpla 
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, the minimum and maximum lags are Sf't at 20 and 120 respectivély. This range is 

\ 

80 ch05en to cover the complete range of human pitch periods (in samples). The 

minimum lag also serves to prevent the pitch prediction process from interfering 

with the formant prE'diction, which removes thE' nt>ar-sample-based,redundancy 

of tht' speech. On("e o(r) is evaluated, the optmlallag Mopt is set to assume the 

valuE' of T that corresponds ta the first maximum of the correlation function. 

'The segmèntal (on a per frame basis) llU!an square error is defined as: 

~=Lei 
le 

= L(sie - {Jsle_ M)2 
le 

'= Lsf - 2/3L~1:IJIe-M + fj2 LsLM 
le le le 

(4.4) , 

Taking the derivatlve of the error energy function e2 with respect ta /3 and 

setting the result ta zero yields the single optimal coefficient 

(4.5) 

The residual energy in Eq.(4.4) is minimized when the coefficient /1 is replaced 

witb Bopt , living a minimum residual energy below 

2( .) ~ 2 (Ele 1J1e811:_ AI"".)2 
e man = L- Ille - 2 

le Ele 8ic_ Mope 
(4.6) 

4.2.1 Unit)' Keplacemeot Method 

If one rewrites the minimum residual energy fundion in Eq.(4.6) in the fol

lowing manner: 

(4.7) 

.. 

~--j 
. , -
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the second ter~ in the bracket is easily recognized to be the square of the nor

malized correlation coefficient a(r = M) as <;Iefined in Eq. (4.3). 'a(M) can be 

a potential candidate as, a substitute for the unstable !3 as its vilue is always 

less than unity. In terms of formulation. there is also a high degree of similarity 

between {3 in Eq.(4.5) and t.he rorrelation coefficient at r = M below 

(4.8) 

In an ideal voiced speech segment where the CUTTent samp]e is the copy of 

~he previous sample delayed by one period such that Sk = Sk- M ~ the exp~essi9ns 

in these tw~ equations are essentially the same. This suggests the possibility 

of instantaneously Teplacing the unstable coeffiCl('nt 8 by a(M) to generate a 

stable system. For comparison, FigA.l shows the contours of the segmental 

/J and a(M). Judging from the close values of the two qua~tities across the 

utterance f, it IS qUlte feasîble to replace (3 by a(M) unconditionally at a certain 

l08S in predicrion gai? The advantage of using this proposed scheme is that 

the quantity a(M) is readily available for use, and there is no need to test for 

stability. But to minimize the los.,. the coefficient r3 should he replaced selectively. 

i.e., only when it exceeds Itlnity. In this manner, {3 always stays optimal except 

when it Îs substltuted with a(M) occasionally during the unstable frames. The 

less disturbancf' to the optimal coefficient values in thls sele,ctive replacement 

scheme leads to a higher value of prediction gain than that obtained from the 

unconditional replacement scheme. Experimental results in Section (4.3.2) later 

, compare these two schemes and their consequences. 

Theoretically, on'e must strive to minimiz~ the deviation of the ~ew, modified 

t Except dunng unltable f!,ames 
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t.1 

Speech (fraMe) 

Fig. 4.1 Contours of fJ (sQlid line) Ilnd O(T = M)_ \ 
\' 

stable coefficient denoted as, say. 131 from the unstable tJ Th{' further PI deviates 

from (3, the larger tlw residual becomes and tht' lower is the prediction gain. 

According to the stability criterion. the maxImum val'QE' that can be assumed by 

the coefficient for stability is limited by unity. Therefore. for stahility and for 

minimum distortion, the unstable coefficients should be suppressed only to unity. 

Indeed, jf ihe correlation coefficient were defined in the following manner 

(4.9) 

it remains a normalized function and its value at M is unity. This, in a way, 

demonstrates the validity of the unit y replacement for stabilizing the pitch syn-

thesis filter. A more elaborate justification of the unit y replacement proposlil is 

provided at a later section. 

4.2.3 R~rOCai Replacement Meihod 

This algorithm i8 inspired by an alI-pus system in whkh the poles and the 

,. , .. 
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• zeros are located on opposite sides of the unit drde. The constant magnitude 

response of the all-pass system is thp result of the rt'Ciprocal relation of their 

pole/zero pairs, which allows the magnitudes of the zeros to vary in direct pro-

portion tu thoM' of the pole", giving a constant magnitude response at aH fre-

quenries: It lb pasler to sel' the cause of this con'itant magnitude response in its 

analog C"ounterpart. where thp pole jzero of tht' sy!>tt'm art' locatt'd side by si de at 

equal length along the imaginary axiS r ndf'r anaIog-digital (bilinear) transfor-: 

matian, the Ieff haif plane of the ~-plane map'" to a region on the z-plane confined 

by 8 unit cirdf', the right half plane ta the outside reglon, and the Imaginary axis 

onto the unit cirr\e As a result, the pole/zero pair at 8 p t and -j,'Ip map; to a 

pair 8t zp and its reclprocal l", 

When the filter for a framp is unstable. the magnitudes of aU the poles Irl = 
1 

1.81 Aï are grf'ater than one. Assuming that ail the pales outside the unit circle are 

moved to new locatIOns, sayat th == 1 = ~- inside the unit cirde, then not 
'r 18 Xl 

only the stahihty condition IS satisfied. also bf'raUbt' of the reciprocal relation 

between the onginal and new locations of the poles, the resulting magnitude 

response function in dB al80 remains unaltered. In other words, the relocation 

of the pales from Irl to _,l, preserves the shape of the original spectrum. ", 

The abovl' two methods may have been derived with dlfferent immediate 

objectives in mind; where the first method strives to minimize the distortion done 

ta the coefficient value, and the second mf'thod attempts to prf'Serve the spectral 

property of the filter, bath algorithms achieve the essential goal in fulfilling the 

basic stability requirement, i.e., to reduce the uns table coefficient to eithl'r less 

than or l'quai to unity. 

t reaI 
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The two proposed methods in Sections 4.2' 2 and 4 2.3 are both applicable to a 

single-tap filter As mentioned earller, the lack of any direct relationship between 

the predictor t"oefficients and the pole distribution makes the reciprocal replace-,. 

ment method ineifective when applied to the multi-tap system. Considering the 

different approaches requirf'd to stabilize the smgle-tap and the multi-tap system, 

we separate the discussion of the experimental results of these two systems. 

4.3 Single-TaJl" Filter 

In this section. Wf' like to estimate the priee tags of the two methods of 

stabihzatioll when applied to a single-tap system in terms of prediction gain. 

The segmental prediction gam. which is defined as the ratio m dB between the 

average energy of the mput blgnal and that of the residual signal, is computed for 

each frame; from whlch the average of a complete speech file can be evaluated. 

The ~ame procedure is then repeated after the stabilization usmg each method. 

and the loss in prediction gam is taken to indicate the oost of the stabilization 

process associated with that particular method. 

4.3.1 Testing Method(1) 

At this stage. we are interested mainly in the aidl effect of modifying the , 

pitch predictor coefficients on the residual signal. Thus in order to see more 

clearly the effect on the residual from the stabilization procese, we use only the 

pitch analysis filter in the analyzer so that a larger amplitude residual signal is 

produced at the analyzer output. 

The bottom line proposed in method (1) ie to replace the unstable coefficient 

({3 > 1) by unity. In the development of thls method~ we suggested the direct 

use of the correlation function a(M) as a convenient substitute regardless of the 
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stability of the system. The two segmental quantitif'S (8 àpd Çt(M)) generated' 

from pr~essing an audio files hàv:e been shown in Fig. 4.1 to follow a very similar 

contour except at segments where fi > l;'they show high degree of resemblance 

during the voÎf'(>d segrnPnts In I-tap. filter, we see a dear tendency for the 

unstable frames to occur at the junction between silencf' and voire. Using the 

ten speech files listed ID Appendix H as data base, and neglecting the formant 

prediction in the analysis filter. we noted ft slight drop ID the average prediction 

gain per file -nf about O.4dB as a result of repladng [J by o( M) unconditlonally; 

and only 0.06 dB when the repla('ement takes place self'<'tively (i.e., ~>Dly at 

(3 > 1). It is clear that'the loss in prediction gain even by using the correlation 

coefficient to replace the unstable coefficient is qUlte reasonable. This, at least, 

provides an attractive alternative to the other algorithms explicitly proposed in 

this chapter. 

Some other characteristics of the uns table coefficients observed during the ex-

periments include the following: For the same utterance. the female file tends to 

have a higher rate of instability and higher coefficient values than the corl'espond-

ing male counterpart. We also observe that the average value of the optimal lag 

for the unstable frames is comparable to the average pitch in samples. For the 
• o!-

ten speech files, the average lag M for the five female files 18 38.3 samples and 

that for the five male files is 70.1 samples; at a sampling rate of 8 kHz., these two 

figures are good representatives of the pitch periods of female and male speakers 

respectively. 

When the unstable coefficirent (/3 > 1) is replaced by unit y instead, the pre-

diction gain lases only 0.03 dB when compared to the original prediction gain. 

Table 4.1 lists the original- prediction gain of the ten speech files used for this 

t Exclullvely for uutable fr&mell 

- tJ6 -

, 

. 
" 

J -~-_-___ ' 



j 

1 

t 
1 

l 
1· 

i 

L 

test, aJong with the pl"t'dic-'tion &'Lins obtained from stablhzation processes using 

different methods. In the table. SNR is tht> prediction gain when no stabllization 

is involved; SNR(1a), SNR(lb) and SNR(Ic-) respectively represent tht> predic-
t 

tion gains arter stabilization Ulung o(M) unconditionally, using o(M) selectively 

and using the unit y replacement method; whereas SNR(2) indicates the resulting 

prediction gain using th~ reciprocal replacement. which is discussed next. 

P~~~iOD Gains (1-Tep) 

Speech File SNR 1 SNR(la) , SNR(lb) Sf'R (1c-) S~R(2) 

CATM8 3.01 ! 2.68 2.95 299 2.97 , 

PBIMI 3.87 3.20 3.80. 383 3.78 

DOUG5 4.75 1 4.41 4.68 472 4.68 1 

PIPM8 3.58 3.33 3.52 3.56 3.52 

PBIM5 4.11 1 3.46 4.03 4.07 : 4.01 

Malt> Average: ' 3.86 : 3.42 , 3.80 3.83 3.79 
1 

CATF8 6.14 ! 5.81 
, 

6.Q8 611 6.06 i 
i 

PBIFI ' 8.14 1 7.73 1 8.11 
, 

8.13 8.11 
, 1 

VOICF5 8.30 8.14 8.24 8.27 1 8.21 : : ! 
, 
, . , 

PIPF8 8.55 8.18 1 8.49 8.53 8.49 
1 

PBIF5 
, 

1 

< , 
7.73 7.23. 7.65 , 7.70 7.63 1 

Female Average: ; 7.77 7:42 7.71 , 7.75 7.70 

Total Average: ; 5.82 1 5.42 , 576 5.79 ,.75 
• 

<-
T.ble 4.1 PredictÎon gain in one-tap tilter 

4.3.2 Teltln, Method(::.t) 

ln testing the efficiency of the second method, we examined the eft'ect on the 

prediction gain as a result of modifying the ulUltable coefficient to its reciprocal 

position j. To verify that this is inèieed the critical point, 80me other points near 

- tJ7 -
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h werf> also tested to set' the various effe<"t~ of using th~e potn~/as replacement~ 
for (J > 1. In this test, a special matching critenon IS used to judge the result: 'a 

closer spectral match bt'twf>en the original and th(' modlfied system functions is 

construt'd to indicate IE'SS distortion in the rf>Sultmg residual. 

Replacing tht, unstable coeffiCIent J > 1 by ,"arIOUS pomts above and below 

tht' crltical pomt 132 = ~. the resulting sPfftral peaks from· the corresponding 
, 

pitch synthesis filter wt'rt' seen to bt' dimmishmg while the valleys remained 

intact on the samt' level Fig.4,2.(a) shows the resulting spectra when fi = 1.05 

is replaced with pOints above. helow and equal to 32 = ~ :::t; 0,95. Comparing 

these spectra with the original spectrum of'd = 1.05 shown ln FIg 4.2.(b), Wt' 
1 

observe that only the spectrum correspond mg to 32 = ~ retains a slmilar shapt' 

to that of the origmal spectrum. Fig.4.3 shows the spectra of Fig 4.2 dlsplayed 

in dB; it clearly mdi('ates that.the only the spectrum in Fig.4.2.(à) that overlaps 

the original spt'Ctrum in Fig.4.2.(b) is the one which has a replacement value of 

0.95~ (tht' middle specirum). This evidenct' suggests that the original spectrum 

can he retained only when a is replaced by its rpciprocal, and that any other 

replac-emt'nts will only result in a "ipectral distortion in one way or another. 

To implement the reciprocal replacement method. we can c·a.'icade the un-

stable B,.(z) with an ali-pus filter. say. Ba(z) that has ail its poles located at 

181 li > 1. The equivalent of this cascade system is 

H,(z}B.(z) = J[ (4.10) 

t No~ tlaat ~ wlaen ~ =1.05 If ac&ually cloee "0 0,952. 
, 
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Fig. 4.2 . (a) Linear spectra due to /32 = 0.97,0.96, 
.. 

0.95 ~ ~,0.94, 0.93 (upper figure); (h) Linear 
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The M poles from the unstable filter will cancel with the M zeros from 

the all-pass system, leaving behind M poles inside the unit circle with cornmon 

magnitude :QI~IM' In terms of prediction gain, tests show that usin~ the recip

rocal replacement rnethod for stabilization incurs a loss' of 0.07 dB as sn-own in 

Table 4.1. 

4.3.3 Sub-optimal parameters after stabllizatlon 

The previous two sect~ons aemonstrate that Qthe stabilization of the one-t~p 

filter is a simple p"rw:ess to reduce the unstable coeffiçient value (3 to.a certain 

value (3 less than' unity. The assurnption of this stabilization process is that 
- .. 

regardless of the new modified coefficient f3, we still retain the original lag as the 
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.0ptimft.1 pararncter. The folIowlllg provide~ sorne theoretical argu('ment to verify 

the above statement. 

The expressIOn for the residual function with optimal parameters f3 and M 
c \ 

has been derived ln SectH)ll 4,ll~_b.e-

" ~ 

ei = L>~ - 231:>1. 8 1. M + !12LS~_M (4.11 ) 
1. ' . k Ir 

This residual functlon will no longer be minimum if the optimal coefficient B 

lS modified. Let /j ~ 1 denotes the new value t that replaces /3 > t' It was argued 

earlier that when the speech segment is vOlced. the two quantlties Lk sksl;_ M 

'and Lk sL M (,optimal Ml in Eq (4.11) were ilPproximately equal as a result of 

the quasl-periodidty. rnder thb assumptlon. it can be shown that the residual 

"" ftfnction in Eq.(4 11) can be expressed Jas a functlOD of-the suboptimal coefficient , 

'3) as: 

-. (4.12 J 

where 

(~.13) 

Minimizing the residual e(,B)2 with ,B ~ parameter is equivalent to maximiz

ing the fttnction F(,B). By tàking the derivative I-~~) a~d setting it to zero, it is

clear that 13 = 1 is the'value that minimizes the residual in Eq. (4.12). Fig. 4.4 

plots the function F(13). According to the relationship' between ë(,B)2 and F(,B) 

in Eq. (4.12), the figure indicates that as the coefficient is slowly reduced from 

'fi >"'1 to unit y, the energy of the residual dimimshes and becomes optimal at 

fi = 1. But further drop, of [3 below unit y level corresponds to a decrease in F(J;) , 
'" 

and leads tp an increase inithe residual energy again. 

t Assum,d to be vam.ble here. 

\ 
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Fig. 4.4 Functiol1 F(P). 

To support the arguement that thp original optimallag Mopt remains optimal 

arter stabihzation proc~ss. let us express the residual energy in Eq.(4.1l) as a 

function of general l~g Af~ 

- 2 J ,",,2 
e2 (M) = LSk-2LSk k-M+,-sk-M 

k k k 

_" 2[ _ (2L:k sk sk-M - Lk4-M)] 
\ - L.. 8k 1 2 

k Lksk 

(4.14) 

As M deviates slightly from M opt , the term Lk si-M does not vary much, 
, ' 

and ther~fore can be regarded as constant. The term Lk SkSk-M 'on the other 

hand peaks at Mo"t, and gradually diminis,hes as M deviates from Mopt· As a 

result, the second term in the bracket of Eq. (4.14}ipeaks at M = M opt , which 

means e2 (Mopd < e2(M) for M =1 M opt ' Hence M = M opt is the optimal value. 

Therefore, we conclud~ that if minimizing the residual energy is the main 

t Abo assun'led to be vlLI'iable 10 this discussion 

.. , . . .' • , 1 • " 

------------------~ •. _' 
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objective. we must supprt'Ss the predlctor coeffiCIent to unlt)' and rf'tain the 

originally derived optimal lag \'alue M as defin<,d in Eq (4.5). 

4.4 Multiple-Tap Filter 

For a pitrh predktor using more than one tap. say m taps. th" inversf filter 

in general ("an be expressed a<; 

Ap(z) = 1 - P(z) 

= 1 - L 8.z- M,. (4.15) . 

, 

where i = 1. 2 ... , m and (JI' MI are the ith-coefficient value and Its associated lag. 

The computation of the"fj optimal coeffinents JI are similar to the one described 

prt'viously for a single-tap filter in Section 4.2 and is described in the following. 

" 
The normalized corrplation coefficient 0 (T) as defined in Eq. (4.3) IS computed 

for lags running from a minimum value of 20 to a maximum value of 120, and 

the lag !I-f corresponding to the maximum value of o(r) is deemed to be the 

pitch value for the frame of speech beiJg processed. We can position the first 

coefficient (31 to hav~ this lag value, in which case Ml = M; but the foUowing 

scheme which positions the taps tlepending on the nurnber of coefficients provides 

a better aIignment between the pitch and the location of the taps, and results in 

a better prediction. 

m M 

1 Ml 
2 ~ Ml 
3 M2 
4 M 2 

3 M~ 

Ml 
M 
M 

·M-I 

M-I 

M-2 

. , .' 

M2 M3 M4 Ms 

M+.I 

M M+l 

M M+l M+2 

M-l M M+l M+2 . 
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Using the abovt" s('heme, the segmental mean square predictIon error is ex-

pressed as 

m 

= [I: Sic - I: BI SIc- M.] (4.16) 
Ic t=) 

To minimize the residual energy. the derivatives of Eq. (4.16) with respect 

to {JI' i = 1,2 . ... ,171 are evaluated and set to zero. These ~esult in m equations 

relating the m coeffièients {31 to various correlation terms. For instance, for a 

3-tap filter (m = 3). the following three equations are generated. , 

~4.17.c) 

The three optimal coefficients are evaluated by simultaneously solving Eqs. (4.17). 

In general, the optimal co~fficients for an mth-order pitch synthesis fUter can be 
L 

computed from the following matrix equation '. 

- 7i· 

i~: 1 J;:~ 
~_, .. ...--: _1 

~ ... T ~: ~~ ;; .:1 
... \ .,' 



r , 

., 

! 

L 

-ct>(M). Md 
ct>(M2 • MI) 
d>(Afs. MIl 

4>(M), M2 ) 

4>(M2 , M2) 
rb(M3 ,M2) 

$(M).M:d 
cfJ(M2' M:d 
c/J(M3, M:d 

q)(O.Md 
q)(O,M2 ) 

<t>(O.M3) 

ct>(M),Mm ) 

ct>(M2 ,Mm ) 

ct>(M3,Mm ) 

(4.18) 

where rb(Mi,Mj ) = L,k8k-M,SIc-M,' In compact forni, the above matrix 

equation can he written as: 

m 

L I1J<I>(Mt,MJ} = <I>(O,M.), i = 1,2,3,.:.,m. (4.19) 
}=I 

The lack of direct relation between the predictor coefficients and the distri-

hution of the poles makes the stahilization in multi-tap system more difficult to 

analyze than in the single-tap case, and it also makes method(2) - the recip

roeal replacement seheme ineffective. With method(l) - the unit y replacement 

sche'me, we examine two different approaches of implementation. Basically, we 

need to seale each of (131,132, 13:d sa that L,~ = l l13t 1 = 1. One way ta achieve this 

is to scale each of the coefficients by a cornmon factor Fe, but one can also seale 

the coefficients by different factors Ft, i = 1,2,3. In the following, we describe 

these two different approaches separately, and study the implications of using Ft 

as opposed to Fe. 
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-4.4.1 Common Scallng Factor 

To multiply each of the unstable 60effidents by a common f8.('tor Fe when 

normalizing tht' SOM. let the nt>w set of cot'fficient bl' 

whére Fe 1& restricted to 

1 
Ft' < L,18il' 

The new SOM thus beeomes 
J 

(4.20) _ 

(4.21 ) 

(4.22) 

U sing the common sealing factor Fe, each of the optimal coefficients during 

an unstable frame is reduced by the same proportion to unity. Theorl'tically, this 

process shrinks the magnitudes of the original poles to different e:x:tents, but it 

distorts the shape of the specttum. 

\ 

4.4.2 DifferentiaI Scaling Factor 

In order to preserve the spectral shape of the sy~tem, it is the pole magnitudes 
l-

of the system that must be radially down-scaled with the same proportion. This 

cail be accomplished by multiplying the coefficients by differential factors. The 

process is equivalent to transforming the original inverse system function from 

Ap(z) to Ap{z'); such that 

Iz'l = alzl, O<a<1. (4.23) 

Suppose that the new system function of 3-tap filter has 'characteristic, equa-
1 ~_ • t 

~ . J 
/. //"' -) 

1 - ,8t{z,)-(M-l} -"\,82(z')-M - ,8s(z,)-(M+l) = O. (4.24) 
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or : 1 f.I -IM-I) f.I -M {Jo -(M-+l)-O 
- ""1 z - ...,2 z - 3z - . 

For stability, we require (. 

(4.25) 

(4.26.a) 

(4.26.6) 

(4.26.c) 

From Eqs. (4.26.b,c), the differe~tial caling factors Fi for the three coeffi

cients are identified as 

F -(M-l 
l=a 

F2 == a- M 

Fs == a - (M + 1) . 

Setting b = a- 1 for notational convenience, ~e have from Eq. (4.26.c) 

Ta evaluate Fi from the above equation, the methqd of linear interpolation 

is applied to the limiting case of Eq. (4.27), which is 

(4.28) 

Fi are solved by an iterative process until Eq. (4.28) is satisfied within a given 

error constraint. The number of iterations is found to be directly proportional 
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to both the &Ccuracy required and th<, origi~al \'alue of the SOM of the coeffi· 

dents. Although sorne relatively hlgh SOM's do accur occasiona,lly, the SOM in 

a 3-tap filter during unstable frame!o. he mostly b('twef'n '1 and 2 Taking into 

account only those coefficient!-. wlth an amphtude rangf' up to 3, the number of 

iterations required to achievp ("('Ttam If>vels of acrUracy are recorded in Table 4 2. 

where the number ln bracket indJ('ates the average of the numbel of iterations 1Il 

" .that particular ("ategory On the average, only 5 to 7 Iterationf> are reqUired to 

c&mput(' th(' dlfferential factors F. for t = 2,3 respectively to achleve a relatively 

high levpl of accuracy. 

2-TAP 

Error Constraint 10- 3 10- 4 1 10- 5 
1 

Range of Iterations (Ave.) 1--6(3) 2 - 10 (4) 3 -> 12 (5) 

3-TAP 

Error Constraint 10- 3 10- 4 10- 5 

Range of Iterations (Ave) 2 ~ 8 (5) 3 --" 11 (6) 3 -> 13 (7) 

Table 4.2 Number of iterations reqmred to compute 
Fpi = 2,3. 

In comparison, F, are found to be very close ta each other as weB as ta the 

constant Fe. Their close proximity ta one another makes it impossible ta compare 

them in aetual values. But taking Fe as a refe~ence point and expressing Fi as 

F, / Fe in percentage, it is possible and interesting to see how thelf magnitudes 

are related to one another. For 2-tap filter, FI and F2 lie respectively above and 

below Fe; whereas in the 3-tap case, FI and F3 lie above and below Fe and F2 
, 

1\ 

lies more or less on th,e Mme level as Fe. Figs. 4.5.(a),(b) show ~spectively the \.~ 
'- '., ! ' 

traces of the ratios ~/Fc in percent age for speech file 'VOICF5,t using 2~ and 

f Up to fra.me #100 
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Fig. 4.5 (Il) .Differentiai factors FI, F2 for 2-tap (upper 
figure); (h) DifferentiaI factors F),F2 ,Fs for 3-tap 
filter. 
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3-tap filters. In actual valu~, ~ and F~ are very dose to one another. Appendix 

J provides a listing of the actual values of Fr: and FI corresponding to Fig.4.5. 

4.4.3 Experimental Results 

The stability rritenon (crit(SOM)) requ~es that any ~I 181 > 1 be suppressed 

to unity. We have introduced two ~chemes for th!' stabllization process; namely 

by multiplying each of thE' coeffi('Jent!> i3 by eith!'r (1 )-8 common factor Fr, or 

(2)-differential factors FI' From thE' point of Vlew of the spectral shape, the latter 

approach preserves the characterlstI(" of the ~y~tem impulse response. and should 

prove to be per('eptually better than the former. 
1 .. 

lTsing the comrnon factor Fe to res("ale ea("h of the coefficients /31 until their 

SOM equal~ unlty. the resulting predictIOn gam, when compared to the gain 

obtained by using the onginal unstable coefficients-, drops by about 0.18 dB for 

2-tap, and by about 0.87 dB for 3-tap . 
1 

Switching to the use of the differént181 factors FI' we noticed a slight improve-

ment in the resulting prediction gams: but the improvement for both cases (2-

and 3-tap) averages only 0.03 dB. Thus. despite of the ease in- the computation 

of Fi, this marginal improvement on the prediction gain is not a sufficient entice-

ment to make the use of Ft a defimte preference over Fe. Nevertheless, we have 

shown that F. gives a slightly better irnprovement than Fe at least in terms of 

the prediction gain. Further tests on the output in the next chapter may present 

a.more complete picture concerning the aetual effect of F. on the quality of the 
/ 

c:oded output. 

In Table 4.3, we indicate the cost of the stabilization in multi-tap system, 

where SNR is the optimal prediction gain before stabilization. SNR(la) and 

p 80-
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Prediction Gains (2-Tap) 

Speech Flle S~R S~R(la) . SNR(lb) 

CATM8 322 3.18 :fI8 

PBIMI • 4 14 4.02 4.01 

DOrG5 - 5 14 483 4.87 . 
~8 381 3.73 3.74 

PBIM;; 444 4.06 4.22 

Malt' Average' 4 15 397 4.01 

CATF8 6.68 6.60 6.60 

PBlFI 902 8.82 8.88 

VOICF5 8.98 8.57 8.60 

PIPF8 1 9.52 9.45 9.45 
i 

, 
i 

PBIF5 1 8.55 8.44 ! 8.45 

Female Average: 1 8.55 8.38 
1 

8.40 

Total Average: ! 635 6.18 i 6.21 , i 

Prediction Gains (3-Tap) 

Speech File SNR SNR(la) SNR(Ib) 

CATM8 334 269 2.69 

PBlMI 4.27 381 3.82 

DOUGS i 5.25 4.35 1 
4.38 

PIPMS 1 3.95 3.05 
1 

3.06 1 

1 

1 

PBIM5 1 4.59 3.78 3.89 : 

Male Average: o ! 4. S 1 3.54 3.57 

CATFS 6.82 6.06 6.60 

PBIFI 9.22 7.94 8.00 

VOrCF5 9.08 7.76 7.79 

PIPF8 9.64 8.14 8.14 

PB1F5 8.69 1 . 7.52 7.53 

Female Average: 8.69 7.4~ 7.50 

Total Average: 6.39 5.51 5.53 

Table 4.3 Prediction gains for 2- and 3-tap filters· 
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4 .~ 
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using constant and differential factors. The' slight advantage in U8Jng Ft is shown 

in terms of the slightly higher predictIon gain in ("olumn SNR(lb). 
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Chapter 5 Effects of Stabilization 

• 

The purpos(' of du!. chapter is to examme the effect of the Instability of the 

plteh synthesls tilter and the consequent Improwment of tht> output speech as 

a re~mlt of the stabihzatlon process. The CELP "y~t(,II1 deseribed In C~apter 

2 lS used for the pxpPrlment al tests c arne~ 1Il tll1~ chapter. ln thls study, the 

stabilization means a modificatIOn of the unstablp roefficient(s) of the predlctors 

ln the analysis and the ~ynthesis 

The computation required to select the optImal rfsldual model in CELP is 

rather tlme consummg; it is unnecessarily wasteful to u~e It In the initiai stage 

of the investigation. Therefore, a ro~gh model if, used for experimental purpose. 

The residual signal generated by the CELP analyzer hab been shown to have 

a Gaussian density distribution [ATAL(85)]. Usmg the central limit theorem, 

a noise generator i~ used to produce a random signal Tn with Gaussian density 

distribution. Hence, the experimental residual model is simply a Gaussian noise 

with a segmental energy equal to that of the true residual. The coarse residuaJ 

model used in the present study diffel's from the aetual model in that, instead 

of being the optimal random signal w hich has the closest ma:teh in energy level 

to the residual, It is a random signa:f completely uncorrelated to the residual. 

Nevertheless, we will see that even with this rOllgh model, the iesemblance of the 

'9r ___ -,-___ f 
• 
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rf'Sultmg synthesized o~tput to the origmal "ngnal I~ amazingly lugh 

~.1 Preliminary Test 

'{"smg the ahove de<;cnhed erude resaluai mode!. the decoded output reflects 

only the general rnve)oJ!e (quahty) of the mput bpcech, The changes which " 

result from t}l(' ~tàhihzatlon of the plteh synthesis fUter should also be taken as 

Indicative, rather than the actual responses Nevertheless, these changes would 

glve a global perspective of what IS to be expected when the actual optimalmodel 

IS used. In Section 5.2. we will use the true model as used ln the aetual coder to 

verify the rej.ults obtained m this section. 

From th~ simulation tests, we observe that the envelope of the output gen-

erated by the synthesis filter approacheb the envelope of the input speech. But 
, " 

careful examinat'lon shows that the output 15 quite random and it lacks the pitch 

characteristics. The corrpspondmg spectrogram also reveals that despite of the 

proper distributIOn of the ene,rgy, the output in response to the crùde modellacks 

the well-defined formant bands and the pitch striatIOns which are present in the 

mput speech. 

In the following, we will first study the distortion due to the instability using 

I-tap pitch synthesis fil ter , and then extend the study to using 3-tap filter. 

li 

5.1.1 Type(I) Degradation 

Leaving the· pitch synthesis fil ter unstabilized, one symptom of degrada

tion in th~ output speech is a sharp burst of energy ~ shown in frame #7 in 

Figs. 5.1.(b),(<:). The magnitude of the burst, or the seriousness of the degrada

tion' depends essentiallyon: (I)-the magnitude of the toeffiç,ient J1,~and (2)-the 
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level of input speech enElrgy in the corresponding frame. We note that the distor-
" 

tion is always proportional to the magnitude of 13, and is significant only when 

the coefficient magnitude exceeds 1.25. Experimental evidence indicates that 

the energy' burst caused by the instability . also depends on the position of the 

unstable frame in t1;J.e speech file, i.e., if It occurs at a segment where the energy 

level is low: the effect is not as severe as if the frame energy tevel is high, such 

as in a voiced ségment. The reason for this is that in an adaptive filter where 

the instability lasts only momentarily, it requires a substantial initial energy to 

prompt a large response during the moment the filter is upstable. 

10 
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(a) 

f 

(h) 

, 
(c) 

• 12 r_s " 

Fig. 5.1 (a) Original in~ut speech,(b) Unstable output 
speech, (e) Close-up view of the instability at 

If" frame# 7. 

- 85 -

J 
~ 

---.-'~ -- ". . , . v ~ ~ w_ .... ..,.,.- _-'r r
, , . 

, :, f-f" ~~~:' ~ "h ',' 
---.-"_y~' '-1--- ~ 

• - T .' 
,- ' ~ .~ _.~ .. 

• -'" ~ 7 i n v \ 



'. 
! 

~ 

f 

i 
l' 

, , 
i 
• 

t 
'1 

t- ' 

1 

1 
1 • 

1 

t_ 

------__________ --:-____________________ J __ __ _ 

l. 

'"", 

( 

" 

Our studies also show that reducing the unstable coefficient value of an un-

stable frame has a large effect in removing the ab ove described distortion on the 

speech output. Fig.5.l shows an original speech 'CATF8' in (a) along wi~,the 
Jo 

unstabilized output in Cb), The tllree unstable frames in the output speech occur . 
at frames #7, #41 and #68, with respective coefficient values of 3.518, 1.304 and 

1.048. The high coefficient at frame #7 results in an impulse-type distortion as" 

depicted in (c). To study the relationship ~etween the magnitude of the coeffi-
• 

. ' dent and the' degree of the degradation, we reduced the coefficient value of frame 

#7 in steps ~f 0.5. As the magnitude of the coefficient was gradually suppressed 

through 3.5,' 3.0, 2.5, 2.0, 1.5 and 1.0, we o6served the distortion diminishing 

accordingly. Fig. 5.2 records the snapshots of the responses at various values 
J 

of {J. The distortion seems to have been eliminated at ,8=1.0, when the pitch 

- synthesis is marginally stabilized. 

We proceeded to examine the distortion due to uns table synthesis filter and 

• the effect of its stabilization from the view pc;>int. of the sf:'gmental energy level. 

" 

Comparing against-the energy level of the--injmt sign~l, we find in most c,ases 

that when a frame is unstable in isolation (i.e., when it is imbedded by stable 
, 

frames), not only the energy level of that unstable frame rises, but those of the 

subsequent frames are also aft'ected as a result of the past memory. The number . " 

of subsequent frames affected generally dep,ends on the magnitude of the unstable 

coefficient, the property of the speech segment during the unstable frame as weB 

as the frame size. But regardless ofthese factors, the frame immediate1y foUowing 
. . 

the unstable frame is almast always infiuenced . 

5.1.2 Type(II) Degradation 

Another type of degradation observed in the study is c:haracterized by a pad-
115 
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. 
Fig. 5.2 Diininishing distortion in response to decreasing 

unstable ~oefficient 
~ 

. . 
ua11y g~owing.energy, and is caused by several c<>nsecutive unstable frames. We 

used the spe~h file 'TOMFS' for experiI?ental observa.~~m, Our approach is to 

intentionally destabilize the frp.m.eIi which follo~ an isolated unstable frame, and 
" 

~ 

. 

\ 

then examine the effect after ~ach destabilization. With I-tap filter, "'TOMFS' \ . 
has.only three unstahle ~rames as shown in Tlble . .,.1. The portion of the speech . , 
file which contains the unstable ~ame #~? is shown in Fig. 5.3, where (a) is the . -

original input segment, and (h) is the unstable output ;due to à smg!~_ unstable 

frame #47 with coefficient 1.575. The coefficient magnitude is relatively high 
1 

during this frame; but the sm~ll energy of the input signal in that segment d~es 

not cause a large degradation. When we dest~bmzed th~ next frame (#48J by 

raising hs coefficient to 1.0, a1though beillg only marginally unstable, the, dis-
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tort ion contributed by this second consecutive unstabl~ frame is qui te signific~i 
~ . 
as shown in (c). The iritroduction or' a third consecutive (marginally) unstable 

fr~e (#49) generated even larger distortion as shown iii (d), ~hould the un-' 
- - - - - - - - - - - -- -- ,- --- ------ - ... - - - - -.- - -- - -

stable frame have occurred at a higher energy -'S~gment, the distortion from the 

above e~periment would have been more severe ihan the one in the current ex

ample, In reaIity however, consecutive unstable.frames ~e' not prevalent i~ I-tap 
,:, '. 

system; it is a more comm~n sign in a higher-orifer (e.g.,_ 3-tap) filter, which we 

will ipvestigate next. 

t 

!' 
.. 
(h) 

'la 

" 

10-

... 
~o . (c) 
-10 

la ~. 

,., 
;0 (d) 
-10" 

~ ~. 

Fig. 1>.3 Dlustration of distortion caus~d by three 1 
,; . consecutive unstable frames • / l' . 

Since more unstable frames occur in a system using mui'ti-tap filter than in 
, 

one using single-tap filte~. Consequently, the distortion is in re abundant in 3-tap 
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fU,ter ~han it is in the single-tap case. In the tudy, we 9bserved that the' type(II) 

, j 

ldegradation, which r'~sults from, a~èries f unstable frames,' is more common 
l ' 
:than the type(I) distortion in the 3- apfltcr. The effect of type(II)' degradation \ 

is also more..-damaging. be("ause wh~ unstahle fra"me<; occur in thi~ manne.r, the 

speech samples in th(' s('~ond frame -ar synth('sized [rom the- unstahk output of 
J' , 

the first frame. wherea .. the ramples in he third frame are in ttlrn constr~ctéd 

ftom the evên more en~rgeti output of th s'econd frame. ThIS proocess leads to 
.... 

an accelerated rate 6f 'explos'on' or energy b lild-up, WhlCI1 is normally perceived 
• > -

as the type(II) distortion. \ a r ',tests confirm at the stabiliz'ation process does 

not ha~e a subst~ntia) eff('et i correcting this t >'pe of distortion. 

To summarize the finding~ of this preliminary study, we·showed in I-tap fil

t.r th.; type(~Cdi.'t~i~~"COXd b. ,",ppressed to • I~rgè extent by the unit Y 

replacement method. Using' ih~ second method. in hith the coefficient is fur-
" ( ,\ . 

ther'reduced to a crhieal pointt , we Qbserved a sligh y better res'ult in terms of 

Jess distortion when compé\red to that generated by t e first method. This ob-

servation may appear to be in contradiction with the 0 e, made e~rlier in Secti~n 

4.3, where it was shown that the unit y replacement (Ta le 4.1 L SNR(lc)) is more 
_ _ a ...... 

optimal than thp r('cipro~al replacement (Tablp 4.1, S R(2)). But wc should 
o 

not~ thft.t the criterion used in Section 4.3 was to mini ize the residual, while 
, . 

the criterion used in the present study is. to minimize 'he (}:ctual distortion to 

the coder o,utput. whic~ lr perceptually mor(' sig~ificant. For better perception, 

,method(2) which replace~ (1 > 1 wifb its reciprocal is, he better stabfization 
1 i , 

sche,me. 

In the 3-tap case, we found that type(II) degradation was more common, 
~ . 

1 

-and that this type of degra~t\tion had more resistance to suppression. Our ex-

\ -

,\ 
\ 

\] \ " 
The reciProcal of the unstable c~effi~ient. 
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perimental studie'i ~bo indkate that using differentiat factors F. as opposed to 
• '<l • • • '. -. 

constant factor Fe in f{'ducing SOM ta unit y ~('nerates a better quàlity in the 
. . 

decodéd speech. /' 

5.2 Test Using Optimal Residual Model 

The observatiOIJ!' in this section are based on tests using thë optimal residual 
~ 

• modelfts used in the CELP coder. This ffiod('1. compart>d to the rough model . , 
\ . 

used in }he pr('viou~ ~~ction. IS much 'rleaner 'arÎd therefore is a much better 

representa~ion OfDl(, actual residual !o,ig\al. Consequently, th(' r(':-,ulting coded 
\ . 

\ 

. speech is c1ose~ to the input than the onè\conStfucted from the crud<' residual 
• 3 

r- • 
tnodel. 

But generally speaking, most ofwhat we obs~r\,,:d'in the previous section - in 

terms of distortions, respons~s ta stabilization p~ocesMes with various algorithms 

ln the la"t section are still true in th(' ('·urrent t(,f,t. One Iloted diffurence 

may be the general quality of the coded signal. -in t hat the output usmg the 

optimal r~hidual model is more refined,"es" random. \llld has ~ st.,roI].ger pitch 

charaderistlCf, than the one generated from the randOIll ~lOis('. In this section, wc 
\ 

provide sOI~e'concret(' examples of th(' degradatiolls caused by the instability of 
\ . 

the pit.ch synthesis filte'i!, as weIl as sorne (>vidençe of the possible impr~ements . , 

om the st'ab'l'lization process. 
1 ~ 

\ , 
\ ,-.. 

\ 
1 

À negative aspect. brought by the incorporation of the pitch fil ter is\the 
1 
1 

speech degradation during frames wh('r(' th~ pitch synthesis filter is nnstable. 

"As observed in the .. pr vions section. the distortion ean be separated into two 
l 

cate/ories. As describe earlicr, the type{l~ortion has a more dramatic 

effect but is easily correct d; whereas the effect of the typQ.(II) distortion is less 

~e~ere but it is more stubb n. '" 1 

-
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/ / . 
For th: 3-tap synthf'sis fil ter . the stahilization requir~'i the reduction of the 

,SOM of the thrpC' coefficients to unit". ('Îther wlth a rommon factor or, with , . , . 
, 0 

three differentÎal factorR' on<' for each rocffirÎent. De,;plte of thc faet that the 

differential facto~h FI diffpf only marginally from the rom,tant fador Fr, OUf tests 

indicate that u.,ing the' diff('Tf'ntial faftoT!> to T('du('f' th(' rOf'ffici(\nb pror)u('es a 

slightly h:Uer unprov('JIl('t1t in t l.l{' coded sp:cch signal. Thp iIl!provement can 

he seen from 1h(' I('ss d<>vlation in tll<' <,n('rgy levels betw~en th(' input and output . . . 
signais, or the high('r degr('e of rChemblauc(' betw('('n the two time wàvefQrms. 

. , 
• 

, -----r.---~'-· -. ---
: 27 ;& (stable) 1.137 , 
>-- 1 . -----,--f-- 28 1 (,tabl_) t F75 __ 

40 1 (stable) .047 -1{;'- -' .. -------
41 (stableit /~227_~ 
42 (stable) ___ l}~q~~ __ , 
43 (sta91e) / 1.012 ' 

-- ,-------- 47 3.590 7,078 
-----

55 (stable) 1.079 
--

62 (stable) 3.734 

-,--~[L-- (stable) 1 1.252 ---- '----J---" ,------

1 7 (stable) 1.250 

Table 5.1 Unstable frames in speech file 'TOMF8' using 
I-tap and 3-tap filters. 
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Figs.(5.4),û~ Figs.(5.7) illustr~t(' what wc have discussf>d thus far. The speech 
1 • 

l' 1. ,J' Oh' ."' .. ~- • 

filt' 'TOMFS' "h again u5ed to te"t cases in which l-tap or 3-tap filters art> em-

~loYed .. and T+. 5.1' <~ntains t ho fra~e 10<0 ti~n, and the rorro'nô. oing <oef· 

ficienth whprC' flH' filtC'Ti-> arC' un-.tahlf'. Th(' two typE''> of dli->tortÎoJl., prf'viously 
1 

dihcUSSNl HT(' pr".,ent in dl(' spe('ch fil<' 'T()~IF8' r"mg I-tap filt('r, and re-
, , , 

ferring to Fig J 4, (a) dl<;play-. th(' (;Tlgmal input wa\·('f()rIllJfll('.i('a~ (h) is the 
1 1 If'.. 

unstahlC' output with dl<;tortioJl. ~otf' agam thal although th(' unstable coef-

ficient at fraIlle #47 Ih extrpnwly larg(' (.l =- 3 ::'90). th<, rèhldting di~t()rtion is 
l, 

'nbt very hf'rJOl1~ !wcau,>{' the uIl"tahle fram(' OCClUh at the "TH'('ch !'>('gul<'nt where 

~he signal <'Il<'rgy i-. lo\\'. Th(' cod('d ou t puth v\'Il h ., ta 1> 1 1I/{·<1 !-oynt }H'~i., filters are 

shown in (c) and (d). wlH'rp tJwy ïOTr('"pond to o.;tahilizatioll proc<,sseh us mg , \ 

unit y- and renproc al-r<,plaïelllC'nt m('t hod., resp('cüvdy. \V<, hl'e III t lus casf' a 

bE'ttE'r improv<'IIl<-nt in t h<, ou tput waw·form on (d) du(' to t}l(' ~econd metnod, 

which replan'h tll<' ull'itahk ï()effidcllt with it~ redprocal value. 
1 

The spgmf'ntal f'Ilf'rg;y ll'vel" corrf''iponding to the wavl'forms ill Fig.S.4 arE' 
" 0 

t 
shown in Fig.;; 5. lt shows the M'gmental en('rgy chffercnc(' betwcen the input 

and the output waveforms before lin (b)] and aft<'r lin (c).(d)] th<, stabilizatioI\ of 
\ 

the pitch bynthesis filt<,r. Note that ~ome of the observed f'nergy leve! distortion.:> 
1 • 

. in the figure are actually dup to th(' cours<,npSh of the residual mode!. Onlyat 

frame #47 and the subsequent fram('s (M'(' Table 5.1) that the ene~gy difference 

'. 
is the result of lristability befor<, and after stabilization. 

, ~ 

" '\ 
In a similar fashio', Fig:5.6 illustra tes and compares the output ~aveforms 

before and a~ter stabiliz~IJ proce~s in the 3-tap case. When compared to the 

. original sigrptl in (a). the un ~le output in (h) is greatly distorted, especially 

around fra:ne #26 where there ~ a series of"unstabJe fraJmes (see Ta~le. 5.1), 

and on frame #62 in which the S~M of the coefficients is large (SOM=3.734). 
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-Pig. 5.4 Speech waveforms 'TOMF8'; (a)original input, 
(b)unstable output with distortions (using I-tap 
pi~h predictor), (c )stabilized output ming 
unity-replacêment method, (d)stabilized output 
using redproca) replacement method. 
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Again, just as in th~ prevÎi>us l-tap c.ase,. the very large SOM' itt fr-ame #'i7 
.J ' , 

o Il 9 ! . ' • 

(SOM=7.078) hardly disturbs the output slnce t~e ~.ignal energy (consequently 
• '- .,.,fl (' 

, ' 

the residual energy) in this frame ls quite low.· , ... 

Two types of distortions exist in ,this case. The fitst type, whicll is in the form , . , 
.. ~. ." \ . 

of a suddell outburst of energy, occurs in framE' #62; while the other type - a . '~ 

grad4al noise build-u.p, is s(>en between frarnes' #24 and #28. U pon stabÜization 
• , " ~-. .' 1· '. , 

• using common factor [in (c)] 'aRd utilizing the .differentiai factors fin (d/l i we . ' . , . 
notice the .. disappeamncé of t}1e:~nergy spike at fram~ W62, buto~nly a ~li'ght·, 

'- ~ '. 

at~enuation of the distortion between '(fram~s, #2..4 to #'8). In this partiêul~r', 
, speech file, th~ stabilized ou~puts 'lfsing the~ first two scheme~ do '~ot s,eem to 

showo,noticeable diffe;ence. Bu~ du~irig the course 01 the exp~rimental test, the ___ ."-., 

second scheme which use§ differèntial ~a:ctors gè.~eraJ1Y g-iv~s ~ be~~e~ resült t~~n' ( ), 

usil!g a constant factor, 'Fig.5'.7 displays {he e~ergy l~ve,ts (with respect" to the" '---- - ,/ 

o'riginaI energy levet) ~hich cor~espond to the files in Fig.S.6. " .:~ .. ' ' • 

• 1 

" 
Perceptual Te.st 

, . 
5.3 .' . . , 

,. Ii ;:': ',~" 
\ • 1 t " • ", 

Other than examinin~ th~ effects. of' stabilizing the i>it~h ~~nfhe~is fi1~e~' ,~pon 

the output ~peech by ~bser~ing the tiJ;ne waveforms, we also tested the the ~ff~~t 

perèeptually by listening to, the output waveforms before ~d after the staoi-' 

liza,tion. We paiq a special. attention to differentiate ~he perceptual dis"torti6ns \,/ 

correspond~g to the two types of degradatitms described eailièr, ~a~d examined 
, . 

, the effect of the stabilization"orl the distortion. . ' 

, ' , 

,,) , . '. 
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'shown a.round frame #26,on the SaffiE.' figure. Listeningt to the waveforms in 

Fig.SA and Fig.5.6 in sequence, and comparing the unstabl~ waveforms with·the 

original ~nd with'the stàbilized o.utputs, the type(I) distortion was perc~ived as a "-

distinct 'click' sound in the ou.tput speech. This has a"similar effec~ to the sound . . 
produced'by a gramophone as the stylus traces a damaged groove on the disco 

The perceptual degradation que ta type(II) distortion 'was not easily noticed, 
, 
partly because of the gradualness of the energy growth, 'and partly because of 

the 'rela~ively large côding noise which tends to mask the -distortion. 

ExamininJJ the stabilized output wave'forms, it shows that the type(I) distor:-. . . 
tion is always cleanly ;emoved; whereas the type{lI) distortion, which affects its 

subsequcnt neighbouring frames, is more persistent and harder to elimiI}ate. 

In- both 'l-tap and 3-tap cases, the major imp:t;'ovement upon stabilization 

toccurs at thE.' scattered segments where the distortion is caus~d- b.y an isolated , . . ' 

instabiljly (type(I)); as for the degradation due to the second type of instability --. 
-0- a graduaI increase in energy Jevel, the stabilization does alleviatc it but doC?s 

~o~ I?~ppress it to a su~stantiaJ ~egree. But on the whole, the evidence shows 

that ~tabilizing the pitch synthesis frlter indeed improves the overall quality of 

t e coded output by eliminating the ~nnoying 'clicks' in the output speech. , 

5.4 ' Applicability of Test Results to AP C System 

TlÏe tests we have just ~arried out should,be equally applicable to the APC 

system onder certain valid assumptions. In APC &ystem~ ifw~ place the quantizer 

outside the analyzer, it cap. be shQwn that th~ output of the quantizer is the sum 
< ~ ~', \', • 

of (l)-the unqu~ntized residual and (2)-the quantization error (see Fig. 5.8). The 

t Ali Iistening tests were done in Il sQund.proof enviroq.ment. 

" 
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., 1!8,-
, . , , 
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linear synthesis system driven by the quantizer output consequently' generates an ' 

output which consists of (l)-the input itself due to the'unquantized residual, and 

(2)-the filtered quantization noise. The following analysis verifies the separability 

of the ab ove APC output. 

, Referring to Fig. 5.8 and assuming, for simplicity, that only one-tâp_ pitch 

synthesis filter is .involved, the input Sn and output Yn of the system can be 
1 

~ritten as t: 

(5.1) 

(5.2) 

,,' 
where: 

tJ 

jni. predicted si.gnal in the analY8i~ 

8no = prediNed signal in the synthesis 

en = residual signal 

qn = quantization noise 

Den.oting I('} as the filtering operation of the pit'ch synthesis filter !ll1d as

suming linear operatio~; the output of the ~yst~m is 

" . 

1 

~ Negleéting channel error. 

" 

, ' 

., . 

Yn = ![ê~l 
= lIen + qnl; ~ 

= lien} + Ilqn] (S.3) 

- 99 -. ' " 

3'~~ _____ _ . 
• ~." ,-""'-~ ""(' ... .-,r:r'Y""'-r"i"JOt:.t""'" lM t. Ii....., ~Il .. ùr:a _ _ 1 _ 

1 

'1 • .. ! 
j 

l 
! , 

, l 
'\ 

1 

J 



, 
{ . 
~ 
t 
} 
ï 
! 

1 
L 

! 

1 - : • 

) 

1\ 
1 \ 

l , 

~~ + t Yn 
+ 

\ 
Sni Sno -

ancdysis synthesis 

Fig. 5.8 Modified .À'PC C6der. 
" 

,From the analysis stagè in Fig. 5.8, fI en] is simply the input signal 8 11 , There-, 

~ 

or 

/ 

(5.4) 

<' , 
, . 

In th~ ·absence of chan 1 error, the output due ,to the quantized residual 

, en gives rise to the input signal Sn, leaving the quantizati n noise qn. the only 

source of distortion. Renee, the effect of stabilizing the sy thesis tilter on the 

APC system output is essentially the same as the effeet ~on the quantization noise 
) 

alone . 1 

) , , 

,In the preIiminary test described in Section 5.1, we used a Gaussian dis

tributed random noise to model the residual signal. Theoretically (and it has 

5èen shown experimentally), the quantization noise in APC can equally weIl be .. ' 

simulated by the same model used in the previous tests for CELP. The only re-
/ ~ 

quired ritodification i~ to reduce the noise energy to such a level th1).t it properly 
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~odels the quantization noise. This .i-a~_be aècomplished '~y either (1 ~-using ttte , 
l' 

properly scaled original crude model. as used; in Section 5.1, in which case the { 
,. . '\,. ~ " 

qu~tizatio~ noise is assu~ed to he G~ussi~ distributedJ or, (2)~sing properly . 

scaled random oomber generator dutput which w' 1 yield,R desired, SrNqRt; In 

either case, the outcome has been observed to b. quite similar to what ~e had 

observed previously when testing the stapilizati n effect op CELP, except that 

the output now represeI\ts the filtered ·noise f qnJ, instead the decoded spêech 

output as in the case of CELP. 

In general, the effect of the stabilization of the pitch synthesis, filter on the 

quantization noise in the above described APC is essentially the same as thaï , , 

observed on the residua~ in CELP, hence aIl the observations made in the earlier 
( , '" 
s~tions when testing the CELP are, applicable to the APC system as weil. Since 

Eq. (5.4) indicates that the filtered quantization noise J(qn] is the difference . . 
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between the input and the ~istorted output signal, the removal of the distortion 
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Chapter 6 ) 
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1 
i 
1 

Conclu ions 

:. . 
'!.k \ 

~e have establi~hed, in)this study, the sufflcien~ cond~tion for the sta~i1ity :. 

of the pitèh synthesis filter H;(z); it states that for a set of the pitch predictor ", 

coefficients {.Bi. i = 1,2, ... m}, the' stability, of the pitch 'synthesis filter is guar

anteed jf th~ sum of the magnitudeJof al! the coefficients is le~s than unit y, i.e., 
-' " 

Li l.Bi-l':$ 1. The boundariés of the"sufficient conditions for one, two and three tap 

fi.lte .. are respectively a straight line, a ~iamond and 11e 8-faced ~gure shown in 

Fig. 3.5, while those of the necessary conditions have been numerically dérFv-ed, 

and verified by Jury's criterion to converge rather quickly with increasing pitch 

lag. {J 

com~ari~~ the nec~ssary,c~ndition and the ~ufficient condition boundari' 

the two conditions for the single-tap filter are th(' same. But for multi-tap filters 

and at large lag' and for M > 10, only approximately half of the regions defined . 

by the two con~itions match each other. For tf€ remaining rerions, th~ region i 

6 \' \ 1 defined bya:.he necessary condition always e ceeds ~hat defined ,~Y the sufficient 1 

co~dition. As M~ 00, the stability region as defihed by the SO~-criterion (suf-I 

ficient c()nditio~) for 2-tap filter appro~ches a ~erftt d'i~mond (Fig. 3.4), and the\1 

3-tap .tability ;e~ion ha. the .hape d~Pi~ted in Fig. 3.8 \here an anti-symmetryj 

ex~ts m.'tween lhe ~pper and the lower regions. Because'~ th~ irregular shap'esh . 
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_ -the necessary conditions are difficult, to d<,scribe and to genèralize mathe:~ati- ' 
"4 

cilly. We use Jury's stability criterion to generate the approximate models for 

the nccessary conditions for 2-tap and 3-tap pitch synthesis filters, with which 

'the deviatio~l h('tw('('n the sufficient condition and th~ \~ccêssary condition wrth 

the nurnber of tap~ as a parameter, i.., computed. The d viation is expressed in 

terms of the' number of unstahk frames over-estimated by t c ('T~t(SOM) over the 
, 

total number of frames in a speech file in percentage. But bas d on the statistics 

, for oné, two and duee-tap filters. the Sum-of-Magnitu'ldE> crite'rio! in Eq. (3.20) is 
<IP: 1 

justified to be a reliable algorithm for testing {he stallility of the pitch synthesis 
1 

{lIter. 

1\0 me~ûres to ,~Lect the ins;abil; ty, we propo,.a ,"veral methods of st.bi

_\lization. ~he algorithms'available to the l-,t~P system include: the replacement of 

the uns table coefficient by (1) 0:( T = M), the normalized correlation ,sum evalu-

- . ~ed at lag M, (2) unit y and (3) ~. Using a(T = M) to replace j3 unconditionally 

is f€asibl~ because these two quantities approach cach other c losely except when 

f3 > 1, ar/d 0: (T ~ M) is always less than unity. T is scheme is the simplest si te 
there is no need to check for the system stability; however, the priee ln terms . f 

k loss in prediction gain is reiatively significant as, own in Table 4.1 [SNR(la)]. \ 
\ 

To minimize the loss in predic'tion gain, a selecti e scheme which replaces the 

coefficient only wh en .it exceeds unit y }s to be use . The other two methods of 
/'-

stabilization s..ubstitute"the unstable j3 witp 1 and - respectively. Purely judging 

. these và.(ious schemes in terms of the accompanie 10ss in prediction gain, our 

tests sho~ed that using the unit y replacement sche e involved the minimum loss 

: in predicti n gain, followed by the IreciprocaJ repi cement scheme, and then the 
1 • ' 

i corre} tion oefficient r~placement scheme (selecfe and unconditional) in îhat 

. order. \. . - ' ---1 / 
1 / 
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In stabilizing a multi-tap system (TrI = 2,3) using the unit~ replacemént, we 

in estigated Hie benefit of u~mg differential factors ~ to seale the predictor coef-
.\ , " 

ficiènts. Theoretically, down scaling the coefficients by a common factor distorts 
" 

""-
the system funct.ion. In order to preserve the spectral property of the system, w.e 

\' 

must replace:::: by az where 0 < a < 1. According to the an~lysis in Section 4.4.2, 

thfs is equivalent to down scaling earh coefficient by a diffcrent. fado{ Ft, which 

can be easiJy' eomputed by linear interpolation method. Tests show that using', 
1 • 

Fr results in a sÙg'htly better predicfion gain and a better perception compared 

to when the const~nt factor Fe is employed 
\fr \ 

/ 

lt was found that the instability"of the pitch synthesis filter led to two types ' 
" ~ 

of distortions. The type(I) distortion (due to a single'isoh:ted unstablerrame) 
.' 

occurs in the form of an impulse, and the type(IIrdistortion (caused by a series 

of unstable frames) results in a graduai growth of noise in the output siWaL The . 
impqlse-like distortion occurs in both the slngie-tap and the multi-tap systems, 

~ 

but the second type of distortion is more common in a multi-tap system, Percep-

tually,' the impulse-like distortion is'easily perc?ived as an annoying 'click' sound, 

whereas the noise build-up type of distortion is harder to distinguish from the 

background noise. Upon stabilization process, the type(I) distortion can be eas-
. 

ily suppressed and eliminated almost. completely; whereas the type(II) distortion 
1 • \ 

is stubborn, and the stabilization process does not suppress it to a substantial 

degree., N~v~rtheless: the perceptual t~st indicates th~t the stabilizatio~ the 

pitch synthesis filter improves \the overall quality of the decode,d speec~, th,e

fore itR, should be ,an esse~ti~l part of the coding algorithm1in Adaptive Predictive 

Coding of speech. . 
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Appendix A. The Stability of Formant Synthesis Filter 
~ 

For a pth-order formant predictor, the corresponding inverse filter can be ex-

pressed as 

p 

A,(z) = 1 ~~ QiZ-~ l (A.I) 
\=1 

~. \ 
or 

p 

= k il (1 - 1t Z - 1 ) 
\ 
(A.2) 

1=1 . 

where k in Eq. (A.2) is a comblned gain (actor. 

. -
Assuming that the instability of H ,(z) = A/(z)." is< caused only"by a single root 

z = Îoe}()o outside the unit circle, the inverse filter can be expressed as '. . 

A 1(z) = B(z)(l - /oz-l). (A.3) 

whiéh is a cascad~ of the stable (minimum pha'ie) filter B(z) and the unstable first 

;order filter (1 -1oz-~). 

~ 
" The output of the inverse filter A f(z) is the residual signal en with th~ following 

\' -... 
z-transform 

E(z) = S(z)A.j(z) 

= S(z)B(z)(J - 1o~ 
'---

1 (A.4) 

,. S.(z} is the z-transform of the input signal Sn, and B(z} generates an interme-. ~ 

diate output Cn , which when subsequently filtered by (1 _')'oz-l) gives the residual 
ç, 

ID terms of Cn , the residual can be expressed according to Eq. (A.4) as 
1 

. " - 106 -
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from which the residual energy' becomes 

. " 
n . \ 

n 

Substituting "10 = ToeJ8o into Eq. (A.6), 

E = Llcn - (roeJ{io)cn'.lllc~ - (roe-J8o)c~_11 
n 

_ '" ... ( )O(j ... - jO(j ... ) 2 c ,. 

- L.cnCn - To e l'nCn-l + C cncn_I + Tocn-lcn_I 
n 

=L/cnI2 -2ToRe{e18o(c~cn_d} + Tolcn-11 2 

n 

Th~ derivative of E with respect to ro is 

hE _ '" 1 12 { 18o ( .. )}-6 - 2ro L Cn-1 - 2Re e CnCn-l' 
To n 

According to Cauchy-Schwartz inequality, we have 

l " 1 

Re{ ej8o(c~Cn_ln ~ [L Icn1 2)2 [1: ICn-112)2. 
n n 

Lët 
U 1 

F =- [1: Icn-11 2p 
n=L 

(A.6) 

(A.7) 

, , 

(A.S) -

(A.9) 

.. 

(A.IO) 

, , 
1 

l' 

~ ,1 

l , 
, ' 

where L and U now represent the limits of summation. Eq. (A.lO) implies that 

J , \ 

u .. 
L ICn -112 

n=L 

= ICL~12 + ICLI2 + ICL+l,2 + ... + Icu_112 

U 

= cL_II 2 + L 'cn l
2 -lcul2 

n=L 

li 
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Using the relatiQn in Eq. (A.9), together with Eq. (A.ID) and Eq: (A.11), the 

residual energy differential in Eq. (;\.8) can be written as 

(A.I2) 

, By autocorrt!lation method, the energy is minimized over the entire ;ange from 
" . 

L = 0 to U = 00. The causality and the finite energy respectively require that 
, " 

( 
CL-l = c(-l) = 0 

Cu = c(oo) = 0' 

In <."onforming to the above constraints, Eq·.' (A.12) is finally reduced to: 

éE ,1 

éro ~ ZroF2 
- 2[F2 

- 0 + op F 

= 2F2(To -'- 1) 

(A.13) 

(A.14) 

(A.15) 

The above relation clearly states that if the residual energy is minimized s~c4 

that 
éE 
-6 =0, ro 

then r 0 must not exceed unity. This implie& that A 1 (.~) is minimum phase and 

therefore H,(z) must be stable. 
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'AppendiX: B.· Derivation of t'h~ S~ffic:ient Conditio~ 
. ~' , ' 

Th~ characteristiç equation for 2-tap filter is • 
, \, .. 

F(z) == zM+l - fJtZ - P2 = 0 (B.I) , 

" 
, '-

~r equivalently, it 'can he expressed aS w 

, ! 

zM+l, .~ ·fJl~ + fJ2 ' (B.2) 

(p.3) 
" 

. , , 

On the unit cirde whete z = ej6 , Eq. (B.a.) can be written as' 

eJ6{~+'1) = ~~[(~i + (J2)C~8(;-) +i{fJl - (J2)8in(~)1 

Using the result derived .i~ Sectidn 3.4.:1, for. stability, the roots of the. rjgh~ 
# " • , ~ ... ~ ~ 

hand side of Eq, (B.2) must be confined inside'he unit cirde. Therefore; taking 
, 1 

the magnitudes of Eq.(B.2), and using the following s~h~tit~tioilS' .. 

, . 

a == IPI -+ fJ21 

b = IPI - fj21, 

The right hand side' ~f Eq. (B.4) is equivalent to, and n'lust 8a~is!Y 
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Eq. (B.5) describes an ellipse which is enclosed bya unit drcle,:where ,the maJor. 

axis of the ellipse lies in the directi<?n' 0 : ci +-+ 7!'. When a > b; which irnplies that 

, /31 and (J2 hot~ have the 'SBnle signs, F(O) reaches a maximum at '0 == O.' -But 

'!l'hen b > a, i.e., when Pl and fJ2 have' opposite signs. the InaJCimum value of F(U)., 

occurs at (J = 7!'. These correspond to ,the two ellipses shown in Figs.3.3(a) and (b) 

respectively. 
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the system' stability is guar~d i{ the followin~ constraints ~).e,satj~fi~d .. 
• l '1 ~ . l, " 0 > > , 
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Appendix F 2-tap pitch synthesis filtê:t stability regions , , 
( .. -by Jury's .,critefion-,for M=1,2,3,.,5 and 7' 1 
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Appendix, G _. Speech Files (1) 

FILE NAME 

CATM8 

CANMS' 

'P~lM2 
,PB 1M3 

CATFB 

TOMFS 

PB1F2 

PB1F3 

FILE CON ENTS: 

SPEAKER 
) 

1 
Male,EIiglis 

~ale,English 

Male,French 

. Male,Frencli 

Female,~nglish 

Female,English _ 

Female,French 

Female,French 

( . 
CAT*Bt - Ca and dogs hate the other. 

CANM8 - The Téd 'canoe' is gone. • 
\, 

-TOMF8~, Tdm s birthday is Îll June. 

" 

DURATION1second) 

• 
2.464 

2.002 

, 2.240 

2.080 

2.208 

2.002 
" 

2.432 

2.112 

" 

PB~ *2 - C'est t ujours comme ça depuis puit ans, tu sais. 
- ~ fi: ~ 

P'B1;4:3 ~ Ce che
d 

1 ne peut pas marc~er au pas. 

'\ 

,,' / 
/ , 

\ . . -

t (*) indicates bot MlF ha.ve the SAIne utterances 
" \ 
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; Appendix H . Speech Files (II) \ \ 
1 (-f \' 
f FILE NAME SPEÂKER DURATION (second) \\ ' 

[ CATMS· Male > \ ' 

i PBIMI Male \. 

II DOUG5 /' Male \ 

, :eIPM8 Male \ 
~ \ 
, . PBIM5 Male \ 

î 

, 1 , 

, ! 

1\ 
r 

~-
1 

L 

CATF8 Female 2.208 -PBIFI Female 2.272 

VOICF5 Female 4.512 

PIPF8 - Female 2.464 

PBIF5 Female 2.592 

'\ 

FILE CONTENTS: 

CAT*sl - Cats and dogs hate the other. 
, 0 

PBI *1 - Est-ce que le conducteur arrête l'auto? ,,~ ~ 
~ 

DOUG(VOICF)5 - Rice is oft~n served in~rourid bowls. 

PIP*S - T~e pipe J;>egan to rust while,new. 

PBI *5 -..::. Ici il fait toujours très froid en' hiver. 
!J , ' 

• t (*) indieates both MlF h&ve the s&me utt anees 

,~ ~ "-
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Appendix J l 'Yalues of Fe and Fi. 1 

r () 
~ 

---------- , 
~ 

For 2-tap HUer .. 
Frame {3 (Fe = ~) FI F2 

1· 

t ' ~ 
\ ~ft~ 

·3 0.998 lQO.~l 99.999 '= 

19 1.295 

1 
0.772 100.360 99.661 

f. 21 1.124 0.89Q 100.145 99.870 • r , 
1 

30 , 1.023 0.977 . 100.010 99.928 
45 '" 1.087 \ 0.920 100.089 99.877 \ 

, • 
55 '0.640 100.778 99.210 
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