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‘1 . Extensive computer pred}ﬁé:ns haVé been darriad dntiby | 4
ada

the author to study flow,

k3

d\ur:.ng central gas 1njectmn into Eylmdrlcal vessels. In
conjunctlon with numencal coniputatlons, exper:unents were

\ i
conducted in a\ag 30 scale water model of a 150 ton steel pro—-

cessing Iadle, using a Froude number scaling cr:.ten.on. " TwWOo
§ - *

typical gas injection configurations (i.e., conventional

central injection and C.A.S5. alloy addit:‘,.é‘ﬁ‘ procedure) were

‘
[y . LY

investigated. ‘ , v -
v -« of b ‘
Flow yisualization studies were carried out using a sus-

pended network of silken threads, mean velocity vectors and

~

overall f\lzaw patterns were determiriéd by video recording tech-

" ]

niques, while mean velocity vectors and assoc¢iated turbulence

it¥on d1apersion and partxcle motion

level Were also measured with laser doppler velocimetry® Tl'f?é_se ‘

‘measurements show very reasonable agreement with equivalent

.numerical predictions. .

” -

To sifiulate the subsurface motion of additions, sphericél

‘wooden balls-.of various densities were dropped from typical ~.

- heights, and their subsurface trajectories, immersion times,

etc., recorded by means of a video recorder. Frame by frame

AT

analysis of the video tapes showed trends which are in good

> Y

chba:gl w1th computed trajectories.

mxlng t:.mes of sn.mulatepd molten additions were measured by

\ [ 3 .

the conductlv:.ty measurement techm.que. These were compagred

-

’

m | e
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Y numériques, des essais expérimentaux ont ébé entrepris sur.un-;

o modale a1 échelle 0.30° pour une poche qu.i peut tra,tter 150

a

dans des récipients cylindriques. Parallélement ,aux cqlquls o

\
-

tonnes d'acier, tout en utilisant un mmiéro de Froude come
critbze d'échelle. Deux~ configurations typiques pour 1‘iqjec—
t;ion de g&z (l'injection centraﬁe conventionnelle et la pro- |
oédure q' addition d'alliages c. A.s. ) ont été‘ examinées.
’ Les étud‘es pour visualisér l'écoulement om: été conduites

" en ugilisant an réseau de, f‘*ils de soie. ‘Les vecteurs de vélo-'-

“

-.-."
cités. moy»ennes et leés J,ignes d" écoulement ont été détemin&s

- tﬁt en utilisant, les techniques d'ehreﬁisi:rement par vidéo

Les vecteurs de’ vélocités moyennes et les niveaux de turbulence

assooiés ont Eté€ mesurés aussi & l'aide d‘un laser (vélo- '

/\
cimétrie doﬁ.er) - Ces _mesures sont ‘en bon adcord ave 1es )

-5

prédictions numériques. Cow T . - ’, N ) ’ ll_ ‘
Poyr simauler le mouvement des additions sous la surface,'
dea boules de bois sphériques avec des dehs:l.tés variables onﬁ

été 1achées A des hauteurs typiqnes, pendant que leurs' Lo
txajectoires, temps d'immersion, etcf/ étaient enregistrés avec

“le syst;éme vid&o. Les analyses des enrggiétrements ont mdntré
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) - Lés prédictions mnnériques ont é{:é faites par l'auteur N
; s 5 \\\ .
c T afin d'étudier l'écoulement, la dispersion dea additd.ons ot ,le ~
~ mouvement des particules ponslant J.‘J.njection oentra.l.e d'un gaz-
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*. _ des résuitats qui sont encore en bon accord avec les pxédict;ions »
. numériques. ) B T e " e
. . ’ , Les temps requis pour obten;,r 1e mélange complet de - :’A,
SN I . - certaines additioné 11quides (fondué’) ont été' déterminés par _
D ., une mesure de conductibi-lité U’n accord exceIlent a ézté obtepu -

-

)

- lorsque ces ré.sultats étaient comparés aux prédictions numéri-

Ques d'un modéle de diSpersion équivalent.

»

, Pour lé“s applications industrielles, 'écoulement, le '
mouvement des particules et lés tem?s requis pou: obtenir un -
S mélange homogéne -dans une poche qui peut tra:l:ter 150 tonnes TR
. d'acieréont &té prédits et leurs sigﬁifica‘tions technologiques
. vt ' ’ ‘ . Lo : ' N '
e S . ont été discutées. - . - K : C S
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. INTRODUCTION TO THESIS

In recent years there Has been a growing interest in ladle
metallurgy as a final finishing step in the steelmaking

operation. There have been two major reasons for the develop-

ment of ladle me‘tall'urgy." ene Q_f these is assoc:.ated with the

“hlgh cost of electric furnace operatlon, which made it attractlve

Y to use  the latter solely as a melting unit and to carry out
refining operations such as. deoxidation, alloy addition,
desulphurization and trim chemical adjustments to compos'ition "

Vi N
in a vessel beyond the electric furnace. J .

The other impetus for ladle metallurgy ‘has been produced by

-

the more stringent requlrementvs for the composition-of steel,
which could be attgz.ned most economically by .a separate pro--
cessing step followiné t}_xewmeli‘:ing or refining 6per'ai:io‘n .fﬂac
has taken place in the primary steelmaking vesggl.l " ‘. 0 R
_ As is well known, ferroalloys and/or alumim.um add:.t:.ons
are still" generally added pnor to, or during :furnace tapping
operations 1nto teem:mg ladles. Vanable amounts of slag carry-'
over etc. , can play. havoc with- alloy recoveries and in turn ‘

ot
[

induce unacceptable vanablllty into the fmal product N
chenistry. e ' '
To disperse such additions homogeneously in the steel Bath; .

. to remove particulates, to control temperaf:u_re’-a'nd' top_'

eliminate temperature stratification, inert gas Elowing,‘\'r&cumn

( . L treatment and magnetic stirring,etc. have been conventionally - :




P

- plume is- possrble, and .‘ N

. more reproduc:.ble alloy recover:.es, a super:,or method of alloy

. Corporation in 1976(1). (see Fig. l) * - -

. .
- . . N T av
. . -
T 2
Y .

, -

- .- - L

E

practlsed. Ladle'refining by gas blowirig has advan'tafges in .

that its capltal cost is low and it gives good worklng

“

. eff1c1ency and thus* has been more widely used as compared w1th

other methods. - However, ‘such inert gas strrrrng techniques in

s

ledles 'havefcertain drawbacks-

(i )‘— by mJ.XJ.ng in an upper slag phase with an upwelling plume

lof deoxldlzed steel, reox:.datlon of solutes can take place,

-

) {11) -air oxldatlon of exposed lJ.qu;Ld steel in-~ the eye of the

* 4

(1117 entrapment of alloylng elements- into’ the slag, particularly

’ lJ.ght metal addltlons 1s possmle, if any attempts are made to

adjust steel chemséy during s’uch gas blow:mg opera.tlon.

Furthermore as ment;oned prev1ously, light, metal addltn.ons

‘mtroduced dur:.ng furnace tapgmg often lead to 1rreproduc:|.ble

: and erratn.c recovery rates, In order to achleve h:Lgher and R

add:.tlon, known as the C A. S Process _tcomposition adj‘ust“ment s

by sealed :argon bubbling), was 1ntroduoed by Nippon Steel* .

4_ The C.A.S.- Process ut:.llzes argon gas that is bubbled ln@o

th'e molten steel through a porous plug or a sobmerged_lance_.

S e

‘ The risin& gas- liquid plume creates an »opening in the slag cover.
"th.rough which'a refractory lmed cylmder is lowered mto

j:steel After obtaining an 1nert, sealed from the slag

atmosphere‘within the cylinder/receptacle, additions are made

inside this slag free region. This technology was purchased by
4
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i profound influence on the dynamic n_a'ture of the addition making

hiY

tr.s. Steel and. .'LS currently in use- at the Gary Works (2) .

u In an attempt (2) to.empirically optimZe the C.A.S. process,

‘ e:ftenswe expenmental trials on 1ndustrial sized steel

‘

processmg ladles have been carried out at the Gary works.

AN

Some of the observme made at Gary Works have been Shown din -

-
\

Table 1. They reflet:t the following trends-'

’ (i) aluminium variability in mold was decreased and alum.nium.

usage per ton of steel decreased, when conventional procedures

-~

were rep,laced by the C.A.S. process and . : o

(11) px‘ocessmg “E'ime ‘and argon consumption\ is higher for C.A.S.

w1th regard to alunu.nium wire feeding Operations.

Nevertheless*, it is not clear why the seemingly small

‘additional -fea’cure of a concentric cylinder, can exert such a

wd

operet:.on. )
In order to develop a pfroper understanding about the
dynanu.c nature of the C. A. S. process, and. to evaluate its per-

formance against conventional gas 1njection procedures, a fun-

2

‘ damental 1nvestigat1.on has been carried out by the author and

J.s reported in the subsequent sections of this thesis. .t
'I'he flow generated in cylmdr:.cal vessels during &ntral

1n]ection was first analyzed 'l‘he role of grid. spac:mg,

) turbulence _model, and depth of lance submergence were all
asseesed. Follow:.ng this, the effect of a surface baffle

: positioned above the eye of the plume was ,cons:Ldered both

theoretically*and experimentally. These investigations have. |
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IR already beep publxshed13 5).~ They appear in_ thezr entlxety,‘,
| - along thh some unpubllshed 1nterpretatlons/calculatiohs as R
part I of the thesxs. The results obtained ;n part I forméd
the basis of the-lnvestlgatzons reported in subsequent chapters.
'_:: L Part I of the thes;s deals WLﬁh ﬁhe subsurface mot;on of- . |
‘ spherical additions 1n gas stlrred systems. rParg of this work
) _q‘»t ‘ has also been'pub11shed(6).- The'presentatxon in cha;terﬂli is

‘

thus based on thls publlcatlon as well - as dn ‘some unpubllshed
‘ ; computatlons and lnterpretatlons. o - " | /.W®¥s
- .-~ In part III of the thesls, the lelhg of molten addltlons i

1n gas stlrred systems has-been 1nvest1gated. Mnthematlcal "'
3T\models of mlxlng have been deVelcped and predlctlons from such

'3,_ s 5 emodels have been compared agaxnst measurements. 1The entxre

&

RS ~‘; presentatlon in part III has already appeared in a publlcatlon(7)

wv e, -t - | requirements explained in this document; and

, v
¢ PRINY

Fuf%hermore, each inﬂxv;dual part of the theSLS has been-

. - splxt 1nto a nunber of subheadings namely, lntroductlon, theory,

L » experlmgntal wark4 results and glscusslon, 1ndustr1a1 appllcastgga ;

22 ~y
. . -

and eoncluslons. The present format is 1ntended to lmprove the
readablllty of the th251s and conforms with the McG111 Unlverszty

Guldellnes cOncernlng Thesls Preparatxon, Section 7, Whlch o
. Lo \ :

states that: . ‘ S L S -
oo™ The capdidate has the option, subject S
- the approval of the Department,. of 1nc1ndlng

e '™ -as part of the :-thesis the .text of an original
. -7 ~ paper, 'Or papers, Sultable for submission to -

. . leanned journals for publ;cation. In this
R _‘case the tliesis must still conform tp all. other:

C S _ additional material (e.g. experimental data,

" details of equlpment and experimental design)

~ . e -
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ABSTRACT

Experiﬁental s— dies of flows generated in a 0.30 scale
water model of a 150 ton ladle are reported. These were used
to test the adeéuacy of a generalised two dimensional computa-
tional ;cheme(fof predicting flows generated by fully submerged
and partially submmerged gas injection lances. The roles of
turbulence modeli‘and grid configurations were assessed.
Furthermore,‘the presence of #msurface baffle over the riéing
blu@e (i.e., the.C.A.S. process) were considered and it was
found fha£ the placement of a baffle over rising plumes for
slag free addition makin%, causes a strong, narrow, recircula-
tory vortex, with a complementary contrarotating vortex in the
maiﬁ bulk of the liquid. *

Predictions for flows generated in & 150 ton éteelworks¢
ladle, with and w%&gyut tapered sidewalls, and-with and withouty‘
surface baffles around the rising plume were also considered

and their technological significance discu&ged.
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10.

INTRODUCTION

The chemical efficiencies of typical processing operations
carried out in steelmaking ladles are ;‘.ntrinsically related to
their hydrodynamic performance. Practically all ladle tech- "
ﬁi&ues presently useld have one thing in common: most in one
way or another employ gas, injected through :':1 submerged lance,
plug or nozzle, to stir the contents of the ladles. The gas
rising as a plume to the free surface induces recirculatory
flows of fluid within the vessel and thereby effects mixim;?\\‘b
promotes chemical reactions, minin;ises tempefature and composi-
tion inhomogeneities, and through the generation of tyrbulencé,
may aid inclusion agglomeration and float out. . .

In such ladle metallu;gy operationé, turbulent rather thar;

laminar flows are more usual, since the size of the vessel

employed, often precludes low Reynolds number flows. However,

- high temperature (lG?OOC) and visual opacit'y of ligquid metals,

make such processing units less than convenient case studies.

‘A reasonable alternative for studying the characteristics of

associated processing oberations has been to use low tempera-
ture models in conjunction with mathematical models.

As the recirculatory flows t7yPical of such processing
operation‘s' are iargely dominaf;ed f:y inertial rather than turbu-

=

lent viscous forces, the turbulent aptities are oftep of"

" secondary importance in de'termining_/géneral flow fields (1-3).

Nevertheless, the prediction of correct velocity fields and
. - & ’ %
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turbulent Quantities become of real importdnce, if the ultimate

objective of computational efforts are to predict associated

heag' and mass transfer phenomena, such as tl;e times for alloy

additions to melt and disperse and become well mixed within the
—

vessel.

In recent yéars, a variety of recirculatory flows en-—

countered in metallurgical processing operations have been .

modelled mathematically (1-21). The general approach
adopted (1-19) has been to predict single phase flow fields-

through solution of the partial differential equations of con- ¢

tinuity, motion and turbulence over the flow domain of interegt,
using relevant set;; of bounciary conditions. Predicted re- .
circulatory flow fields for ladle flows have been found to be
in reasonable agreement with those measured.

To quantify the motion, melting/dissolution and dispersion
of alloy additives during such industrial operations, ;i.t is
self evident that flow fields generated in such gas gtirre?i/, -
systems must first be established. Aithough much information
concerning conventional argon injection ir}to cylindrical vessels
is available_ in literature, no hydrodynamic information on the
C.A.S. has been publicly documented to daﬁé. However, to ‘ .
suppose similar flow conditions to those perta'iningh to gas
stirr_e,a reactors (e.g., conventional a“rgop ‘stirreﬁ ladles)

holds, could be gquite erroneous as will be shown in the sub-

sequent sections.

sl
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PREVIOQOUS lWORK -

Submerged gas injection into melts contained in ladles
and similar transfer vessels has long been prgctised in the
metal processing industries. Over the ﬁast decade ‘oir so, and
owing to the importance of conf;in'uously cast steel, one has -
witnessed a rapid increase in the application of inert gas in-
jectionr to steel processing ves‘;sels. This is particularly ,
true for the chemical and thermal homogen'isa;c\iqx_'x of liquid
steel in the teeming ladles. In order to ctontrol the process

l<d

and to reach the desired metallu}gical‘results, it is necessary
to know the princip;':ll'character,éstj\fcs of tl';e fluid's motic;n
within the ladle during gas agitation.

'Hydrodynamic analysis of such gas injection procedures \
have often maée‘use of physical models in conjﬁnct.ion with
mathematical models. Sincé thé actual physical processes of
gas bubbling are complex in the fdiscrete sense, the ma’thematica;’,\
formulation of such physical phenomena is plausible only. by ix;-
voking a number of simplifying assumptions. Although, there
still remains some ;reas fo'r fin-:'thex'- development, 'The mathe-
matical models for gas mEtiJ‘:red ladles' have undérgone cpn-
siderable refinements, over the past decade..

In the following pages, these advances in the‘appli;:ation

of fluid dynamics to gas stirred metallurgical ladles have been

summarised. Because of the breadth of the subject area, the

+
*

| §

4

S A T st 0 W

TN e et ot

et

———— T
H




[

13.

developﬁents made in the mathematical modelling of these pro-
cesses are only considered in this review.

Siekely, Wang and Kiser (4) were thg first to attempt
hydrodynémic modellingQQf an argon stirred ladle (i.e., axi-
symmetric gas injection in a cylindrical tank). In their
analysis, they considered the.upward movement of gas and liquid

to be equivalent to the motion of a centrally placed solid core

of material.. At the interface between the core and the liguid,

ok,

the hypothesis requiréh the radial components.ef velocity to be

zero. Consequently, only axial components of veloeity were -
taken to be responsible for generating recirculation within the
liquid. In ihe numerical solution scheme,the interface between
the core and thg bqu‘liquid was treated as:one of thé boundar-
fies,a£ which the velocitieé\ﬁexi assumed known (thése'Velocities
at the interﬁéce were obtadined Ry hot wire annemometry ﬁeasure—

ments'in~the water model). The bulk single phase flow field

:.was predfcted through solution of the Navier-Stokes equation'

{stream-function-Vorticity based method (22)) together with the

k=W (23) two eguatjion model of turbulénce. Howévef fdr'k and W
eqﬁaﬁioné rather uhrealistic bdundary conditions were applied -

(shear stress correlation for solid surface)  at -the ;nterfapé

[}

betweenkthe bulk one phase, and the two phase gas-liquid,

regions. Numerically predicted velocity and turbulence kinetic

enérgy fiéldé were found to be within an order of magnitude of

‘. 'those,measurgd in the water ﬁodel. In explaining these

-




>

~ between the rising core containing gas bubbles and.the bulk oﬁ

* region and the COrresponding boundary conditions, Szekely,

‘ tical to those reported gn the previous publication (4), Never-

wtheless, for correct prediction of velocity angd- turbulence

Npredicted‘velocity and turbulence kinetic energy fields were in

phase nature of the flow in argon stirred ladles (i e., the pre- !

"'without ihvoking any unrealistic constrains -on the computational

: * e
+ ’

-

discrepancies the authors acknowledged that the 'interface' e o

the liquid was not very satisfactorily defined and hence could )

be the source of a major error. . T ' -

' Since the above study, using a water hodel for, testing

the mathematical representation, was not conclusive because

the uncertainties in the representation of the gas—liquid

Dilawari and Metz (5) then studied the recirculatory flow
pattern generated in a cylindrical vessel by .a continuously
ov1ng cylindrical belt placed axisymmetrically and running at

a velocity of 5 m/s. The numerical procedure was exactly iden— K

energy in the immediate vicinity of the solid walls, standard -
wall functions were used and recommended. It was found that .
more satisfactory agreement with those measured. e

Although, the mathematical ‘models describing turbulent re-="-
circulatory flow systems have been .-found to yield quantitative

results, yet, there remained the question of tackling the two

cise representation of the gas injection phénomena, so that

hydrodynamic variables can be computed over the entire domain,
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eéheme). In this respect, Debroy, Majumdar and Spalding (6)
were the first to recognise the importance of buoyan%'y (i.e.,

free convection) .in tsn,ch systems and to propose computational

_ schemes wherein’ 't_he gas-liquid mixtures contained within the

two phase jet region was represented by a fluid of variablé

’density. . The buoyancy force due to this density deficit in -

the two §hase re'éion was added to the axial momentum equation

as‘a body force term. Symmetry boundary conditions {i. e‘. v iero,

normal derivative) were applied to the flow variables. In

' order to estimate the density deficit in the gas liguid region,

two ‘di_stinct situations were considered i.e., 'no-slip",‘ where-
in the ga‘s -and liqnid move together.and 'slip', wherein the
velocity of the gas bubbles exceed that of ligquid phase by a
constant U ‘l ip In thiskcalculation scheme, the superficial
inlet velocity of gas was taken as a bOundary condition for the
deduction of vo;i.dages and so forth in the gas liquid region.
Using an ad hoc eddy ‘'viscosity formula proposed by Pun and
Spalding (24), these authors predicted the velocity field in a

water model for the same- conditions as those reported by

Szekely and -coworkers (4). Furthermore,_ it was concluded tbai: '

satisfactory agreement Between their predictions and Siekely '

et al's measurements could be achieved"by assuming zero slip'

between the gas and the liquid pbase”. These authors used a

t _,numerical .scheme based on primitive variables (u, v and p) in

<
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which the pressure-velocity coupling was tackled by the
SIMPLE (25) . algorithm of Patankar and Spalding.

Parallel to the work of Debroy, Majumdar and 8pa1ding,
Szekely, Lehner and Chang (7): tackled the problem of axi- . ) . '
symmetric gas injection in argon stirred 1ad1es from a slightly
different viewpoint. These authors employed the same shear

stress conditions (i.e%, those used at the interface between

"
v )

the bulk liguid and the moving cylimdrical belt (5)) to pre-—
dict ‘flown fields and eddy di‘ffusivity values in 7 ton argon ‘ \. 3
' stirred ladle with an argon flow rate of ‘0. 05 Nm3/min"'and in a-
60 ton ladle with an argon flow rate of 0. 055 Nm /min." Again,*”

a stream function—vorticity based numerical procedure was used
together with the k~W (23) two .equation turbulence model. How-
ever, boundary velocity values adjac.:ent to the cylindrioal core °
of'gas were estimated from the. 'plume curtain rise velocity _' -
relationship given by Bulson (26). llixing timee based on ‘pre-"- q.
dicted eddy diffusivities wvere calculated and claimed to be in '
~ good agreement with mixing times measured experimentally.
Nevertheless, these authors anin acknowledged that the great- '
est weaknesg of their model is that the representation of the
plume (i.e., the hubble rich region of the vessel) was only h
approximate. They proposed further work for a more precise
definition of the bubbling zone and the proper boundary condi- .

- N .-

tions for its preciee representation.
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. Some experimental studies on flows generated in a 60 ton ‘
steel melt stirred by argon were then reported by Hsiao
‘Tse-Chiang, Lehner and Kjellberg (8) . Central plume velocities

N -were measured in a 60 ton ladle and in a water ‘model ladle
usind a drag form strain gauge system. Measured plume velo-
cities were found to be closely represented by a Gaussian

distribution curve.- Furthermore, the average plunme velocity

- 0.24

‘was found to be proportional to (gas flow rate) , while the

\near surface velocity was found to be proportional to (gas flow
0. 33 . - ‘ . .
. . L
Szekely, El-Kaddah and Grevet (9) next adopted the compu-

rate)

" tational procedures of Debroy et al. (6) described previously,
to predict flow field and trace‘r dispersion in a water model of

I 4

an argon stirred laé.le Slippage was assumed between the gas '
'and the liquid phases and ‘the gas voidage within the plume was
calculated from the =To) called 'drift flux' (27) model. A pri-
mitive variable formulation was adopted by these authors for
the first time. Turbulence within the system was modelled
using the Pun—Spalding (24) formula Measurements and pre-
dictions were claimed tp be in fairly good agreement, except in
the vicinity of the walls, wheré‘the' dlscrepancy was attributed
'to an overestimation of effective viscosity by the I;un-spalding
(24) formula. Neverthel'ess,"these autho;s concluded that use

of Pun-SpaldinQ effective (‘riscosity formula could provide a

satisfactory mean for performing engineering calculations.

N
N
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/ , In a subsequent paper, El-—Kaddah (Fnd Szekely (10) pre—

'
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“ This simplified effective viscosity model was also’ used to ‘
predict tracer dispersion in a pilot scale 6 ton’ vessel and

s very reasonable agreement achieved : . /
, A g
/ -

¢

¢
“
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sented a mathematical model for desulphurisation kinetics in

-

:
¥
N
L “
f B

argon stirred ladle. The model ihvolved prediction of turbu-_ o
lent flow fields through the solution of the Navier-s,tokes

equation in conjunction with the k-e (28) two equation turbu-

et et hohsnk gy Ao S

‘lence model. Sulphur transfer 'rate's- and equilibrium thermo-

i

dynamic relationships were then combined. with tﬁe turbulent
flow field to predict rates -of desulphurisation in 6 ton and
40 ton ladles respec;tively.' Predicted rates ‘were :Eound to be -

R . 1] . p

in excellent agreement with experiméntal measurements. It was._%) .

e o a

found that the rate of desul'phurisation depended both on th'e :

rate at which sulphur is transferred .through the melt to the

5N
2
Pl

reaction zone and on the equilibrimn condition prevailing in .

‘o

this‘ reaction ”ane. C‘onsequantly, fluid flow phenomena and E
' .turbalence ‘were ‘Ashown to be_key_paramete}rs in deternining de- -_ o
, sﬁlpnuri‘s'atio:n' kinetics. , ' . _ —
Based on similar calculation procedures (6) ’ Debroy and
' *Majumdar (11) predicted liguid flow in gas_ stirred systems and
highlighted the influence of bubble size, gas hold up, and the ’
degree of slippage between the gas and the liquid phase on the
bulk circulation of liquid within the vessel. 'rhe performance’:“

of .the k-e (28) turbulence model was assessed against the simple‘i
] : ) e -l

.
\
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- algebraic viscosity model of Pun and Spalding (24). The effect

—

bf plume dimensions on nuﬁer}cal preoictions-was also analysed
and it was demonstrated that significant variations of flow
‘" ‘(only magnitude) occur near tné'éxis'of symmetry, while in the
bulk of'the’liquid, the plume dimens;ons seem ‘to have ?ﬁ in-
significant effect. A%so tn; wall shear stresses on the ladle

side wafls_wére computed and their possible influence on re-

'fractory design discussed. It was recognised-by these authors
"that depending on bubble size and extent of gas hold up in the
system; physically two different situations i.e,, zero slip and
no sllpbmlght ex1st Ain such systems. ‘
As mentioned prev1ously,Debroy, Majumdar and Spaldihg~(6)
.and Szekely, El—Kaddah and Grevet (9), adopted the bulk L.
° ‘ .effective«visc051t¥_formula of Pun and Spalding (24) for pfe-
dicting“flow in gas stiired liquid metal system;: In reviowing
the applicability of the Pun*Spqlding (24) formula to typic%l
iy lsdle_metallurgy-s}tuations (ite., argon stirred ladles), ‘Sahai
— and Guthrie (12) ‘recoghised that certain ambiguittes are. associ-

ated with‘its use. Through dimensional arguments, €nergy con-

-

siderations and numerical solution of the governing differential

equations (i e.,. turbulent NaVier-Stokes-equation) they pro-
/3
Mg = 5.5 x 10 -3 L, L{(l a)gQ/D} . Sahai- and Guthrie
. R o

fu;ther noted that their effeotive viscosity model is oonceptu—

posed:

allyldifferent from the Pun-Spalding formula for combustion flow

~ k -1 . 1/3
( J - system: u_ = 0<. 012 132'4:'l L 1’(‘v’;:]._,l/:”{m Uoz} / . It is to be

o
L
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not;ed here that the formula proposed by Sahai and Guthrie (az)
‘emphasizes the potential energy of the :i.ncoming gas, whereas
the Pun-Spaldlng formulation emphasizesnthe ]ginetic- energy of
%he—incoming gas. , ' ’

Following direct measurements of Q‘entral plume velocitiee
at’ various gas . flow. rates by Hsiao Tse-chiang, Lehner and
Kjellberg (8), Sahai and Guthrie (13) considered the question

of gas stirred systems from a new stand point. Appreciating

the relevance of hydrodynamic coupling between widely d.jtspersed,'

large ris'ing bubbles and entrained iiquid within th{e a"sc,ending

plume, they proposed, how plume rise velocities in such vessels '

could be calculated from first principles. 1In estimating plume
velo"cit’ies, any siippage between gas and- liquid phasee'were '
~ignored. This-new information has allowed flow fields genera-
'ted by submerged gas in;)ection in any system to be’ predicted.

_Their analysis however was restricted to a bubble column or

plume, rising axisyrmne{:rically in a cylindrical vessel Based- '

on information available on submerged gas . Jets,.Sahai and
Guthrie argued that any sub_merged gas envelope, -penetrati_ng the
liquid will becdme”‘hy,drodynamic’:ally*.un\stab‘le and break down- ‘
withirx a relatively 'shor'twdistar'xce of the nozzle or orifice to
form an array of spherical cap bubbles. Each of these’ bubbles
will“entr;in a volume of liquid in i't:'slwak_e which, in turp,‘ is
exchanged with the bulk ligquid as the bubble rises. By this

means, the rising bubble imparté ehergy to the liquid recircu-

{
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. ‘ladle were foun_d to be in: excel'lent agreement; with those

-

lating w1th1n the bath- Under steady state conditions, 1t was
argued that the mean velocity at any location within the
vesse% nust become constant, .at 'which time the total _energy

supplied by the bubbles to the bulk of the liquid would equal

" the total turbulent energy dlSSlpatlon losses Wlthln the Jbath,

\

This chssx.patlon 1oss was calculated using the, two equation

k-€-{28) turbul—ence ‘model. From this mathematital treatment
it was shown that .the average rise irelocity of the bubble plume,

U, o '_(01/3 '1/4)7R 73 where 0 is the gas. flow rate adjusted to®

mean he’ight and temperature of the bath, L is the depth of

' liqnid and R is the radius of the vessel.

Sahai and Guth’rie (14) also developed a mathematlcal model

for gas. stirred ladles through the solutlon Qf. turbulent NaV:Ler-'

Stokes equation.  Their numerical procedure was based. on the

SIMPLE (25) algorithm of Patahkar and Spalding. The gas/liquid
’-region wasd:reated by the GALA (29) method of Spalding ‘ Ho‘w—-

'ever, 1nstead of using a- zero gradient boundary condition at

> N

the axis of sYInmetry for the ax1al component of Veloc:.ty, they

’used a fixed cen?gre line boundary condition at the axis of

synunetry, deduced from their plume model described earlier. -

Predicted results in a’ 0.17 scale water model of a 150 ton

Y AJ

measured experlmentally ’ Predicticns of velocmty fields in a

[

‘one ton water model were also made for comparison with experi-

39

mental veloc1ty profiles in the gas~liquid plume region, as °

~

.
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measured by Hsiao Tse—éhiéng, Lehner artd 'Kjeillibefrg (é) in

3

: thElI' pilot scale water model..

Grevet, Szekely and El-Kaddah (3) reported an extens.1ve

theoretical and experlmental study in a water model of an argon .

stérred ladle. The computatlonal procedure adopted by these

authors were identical. to those reporte’d’ in a prewious pub-lﬂ;[-

cation {9), S.lthough,,th- palding. 12:1)' effective viscosity

formula was replated by the x}tore adwanced k-c¢ (28) differential

model of turbulence. These authors observed that predicted
and experimental velocity fields were .in excellent agreement
while predicted and experimental turbulence kir;etﬁc energy

fields were in reasonable aqreeniexit.’ Nohetheless, there were

. ~

' some serious dlsqrepanc;Les between measured and predlcted

4

Reynolds stress components. These dlscrepancies were attrlbu-

ted to the J.ncorrect selecution of constants and with 1nherent

shortcomingg of the k-t (28) model’ for representlng systems of

- , . 2

this type. anthe -basis .of mgasure'm‘ents , they corfclud’ed that

except | 1n the v1cinity of solld wall, turbulenﬁe wags found to be

Alargéely 1sotrop1c Furthermore, they conside.red that the _‘

e 2
principal. mechan:Lsm of momentum transfer in these systems is "’

associated :w,ith -fluld convect:.on, rather than with the diffu-

5
sive tranSport mecham.sm ané thus the predlctions regarding the
velocity fields" are not e.xpected to be very. ser;sa.tive to the

particular ‘turbulence model . chosen —,: : oo . @

.
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McKelliget, Cross and Gibson (15) proposed a fluid flow

model of these gas agitated reactors, which in essence is T

different from those discussed so far. A retrieved variable
{stream function and vorticity) based numerical method was
used and the gas liquid mixture was represented as a continuous
. fluid (i.e., no‘slip) of variable density. However, the densi-

ty deficit in the plume and the plume dimension were not speci-
fied a priori. 1Instead, the gas dispersion was described by a
turbulent diffusion equation. The gas fraction at an§ control
volume was estimated from the turbulent diffusion equation and ‘ '

“ then the corresponding nodal value of density was estimated. -~
From these the buo&ancy force owing to reduced density was
estimated and added to the vorticity transport equation.

Turbulence within the system was described via the Pun~Spalding

(24) viscosity formula. The model was applied to analyse three

o b

\\\\—'“\}njection configurations i.e., injection vertically upwards,

vertically downwards throughaa submerged lance and horizontall&
through a bank of tuyers.In the latter case only a two dimen-
sional slice of a three dimenéional domain was considered.

The numerical predictions were compared against the experi-
mertal measurements éf Szekely et al.(4) and semi quanti?ative

agreement was found. For injection vertically downwards, the

-model predictions were also found ,to be in semi-quantitative

agreement with the available experimental evidence. However,

the model's application to horizontal injection failed to give

3




adeduate predictions. In this regard, the requirement for ;
model which is more comprehensive in its scope (i.e., 3D,
transient etc.) was highlighted. ‘

A singlé phase(é/dimensional model for predicting flow
fields ;nd associated phenopena with asymmetric gas driven
flows in syétems of cylindricél geometry was first prop&sed by |
Salcydean, Low, hurda and Gutarie (16). The model used a
finite difference technique based on the MAC (30,31) (Marker 1
and Cell) method of the Los Alamos group. Both slip and non i

-~

slip conditions were assessed. Turbulence within the system

“« A

was ‘modelled using the.ad hoc eddy viscosity formula of Pun and
Spald}n@;(24); The three dimensional code was validated by
_performing some two dimensional axisymmetrical calculations and
T

comparing the solution with an equivalent calculaﬁion of Debroy

et al.(6) ‘and with the experimental results of Szekely et al.

(4). Satisfactory agreement was found by assuming zero slip

between the gas and the liquid phase. Flow fields were pre-
LN .

dicted by considering the rising plume to be conical as wel

t

as cylindrical. Fluid flow is some asymmetrié gas injection
configurations were also assessed by these authors. Finally,
the témperature fields in an initially staghant-and thermally
stratified liquid\resulting from the local introduction of the
gas on the bottom surface was also considered. - \

More recently, Salcudean, Lai and Guthrie (17) reported

further cpmputations and compafed those with experimental

\( ¢ ' R * -
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results of Oetefs, Dromer and Kepura (32). Using theirsthree

dimensional code, the velocity field for a typical axisymmetric

g;s injection situation was predicted. To model turbulence
within the system, bulk effective viscosity formulae (12,24) .
togefher with the.k-e (283 two equation turbulence model were
tested. These flow and turbulence parameter fields were used

to solve the\energy ané conéentration equations. It was found
that the algebraic modelsfqr turbulenfe diffusivities in heat,
mass and mome3¥um/é;uationswere able‘to reproduce experimental
observations closely. However, for the physical situation
considered, the void fraction in the bubble plume was deduced
by assuming slip between the gas and the }iquid phases.

The mathematical modéls reviewed so far are essentially
sindle phase models, where, the gas-liquid region h;s been con-
sidered to be a;fluid of variable density, restricted to a
region, whose dimegsion ié known. )On the other hand, theoreti-
cal formulations for a mathematiégl model capable of taking in-
to consideration the twokphase nature of the flow in gas stirred
systems have been recently propoéed by Markatos and coworkers
(20,21). Sﬁch a two phase model uses the continuous‘miXture
approach and formulates the governing equations on the basis

that mass, momentum and energy fluxes are balanced over control

volumes occupied by space sharing interspersed and mutually

slipping phases. The -governing equations (i.e.y vol. continui- °

ty, urvsw ¢+ k and e) were written for the g s/and the ligquid
N ‘

r’\_\:& e




26.
{ : ] oot .
phases respectively and were solved numeri\cally_ retaining the
‘primitive variables, using the IPSA (29) algorithm,.which is a
development of the SIMPLE (25) algorithm. Standard boundary
conditions were used at the symmetr& axis and at the walls.
However, at the free surface, a fixed\pressure bounde;ry condi-
tion was applied on the pressure equation, rather than applying
any boundary condition onu, v andn w at the ‘free surface.
Furthermore, at the orifice, the ve]\.o&ity of gas was set egqual
to the superficial velocity of the gas phase (i.e., a given

guantity). It was acknowledged that application of }’é—e (28)

and other two equation turbulence models are questionable

=9

particularly for two phase flow systems. However, these authors .

used the k- (28) model in view of the lack of ot:her informa-

tion. Furthermore in oxrder to estimate the interphase friction

* force appeai‘ing in the coupléd momentum equations, the drag co-

efficient - Reynolds number relationship for spherical

bubbles, based on slip velocities were 'used. Finally, the pre;
dictions (velocity and turbulence kinetic energy) were compared
against the experimental méasur;aments reported by Grevet et

al. (3), and satisfactory agreement achieved.
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N ) THEORY

A. Modelling Criteria

Assumptions in modelling

Inert gas injection into liquid metal holding vesselé i‘sm
a complex process. The presence of slag, probable the;;'mal and
cor;centratioh g;adients in the molten qetal and waves and -
" oscillations at the free surface etc. all necessarily aggravate
such complexity. Consequently, in order to describe such a
system vig an adequate mathematical model, cértain simplifica~
tions and assumptions need to be invoked. The followiné as;
sumptions were made in the mathematical formulation:
(1) The possible influence of a slag layer at the top. of -
liquid stee]l has been ignored.
(2) The system ﬁas peén assumed to be isothermal.
(3) The wavy free surface has been approximated by a flat '
mobile surface. | ‘, -
-{4) The gas 1qiquid region has been assumed confined to a cone,
whose dimensions in the water model were measured, while

the plume is calculated for the real ladle.

(5) Any slip between the bubbles and the liquid were neglected.

Conseguently, it is implicitly assumed that the gas liquid
mixture behaves as a single phase fluid, having its own
thermodynamic and transport-property relations.
(6) Bulk*f_lo‘w of liquid was thus in_c-iuced by the density
' differ;ances between 1;he bv.;lk one bha_se and the gas-liquid

-

mixture. = . . . s

»
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" The implications of some of't?ese assumptions are ela-

-

borated upon in the text.

Similarity criteria

In studying ladle metallurgy operations, a reduced.scale

water model is very ofteh employed. To carry out such model’

study, “i}is important tS identify the essential factdrs which
dominate in both the real and model systems, so as ;:o preservé
similarity between the two.

To obtain quantitative results, it is neceésary to main-
tain mechanical as well as geometrical similarity. The term
'mechanical similarity' incorporates three components: static

similarity, kinematic similarity and dynamic similarity. For
AN

*¥luid flow problems, the 1aftsr two are jimportant. ‘Kinematic

i

similarity requires that corresponding particles in geo-
metrically similar systems trace out geometrically similar

paths in corresponding intervals of time. In many cases it is

' more convenient to calculate the time scale ratio in terms of

'corresponding velocities', which are the velocities of cor-
.respondinyg particles at corresg:onding _times. ¢

Finally, dynamic similarity which is concerned with those

forces which affect the movement of masses in dynamic systems, -

requires that forces of the same kind (e.g., ‘gravitational .

etc.) acting upon cor:;espondinggparticles at cdrféspoﬁding

times should also correspond. In fluid systems, kinematic

-

similarity necessariiy entail‘sdynami‘c' similarity.

-~
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Provided the governing equations of the sys%te'xns.are;known,
it is relatively easy to deduce key factors in nodelling.
Johnstone and Thring (33) showed a method for der:.ving simi~
larity criteria based on the differential equations describing

the behaviour of the system. ) .
For fluid flow in a gas stirred ladle, flow fields are
essentially expressed in terms of the Navier-Stokes equation
" For reasons of simplicity, cons;der the Navier-Stokes equation

for a steady one dimensional flow problem; 'Expressed in

Cartesian co-ordinates, this takes the fornm:

- ) 2

ougﬁ= —%‘*‘u-—zzxu + Pg ' ’(1:1::)

As equation (1.1) must apply for both the real system (system ]J

@and ‘the model system (system 2),. . -
dul dp1 "y, - .-
L Py T = - + U,y —== + p.g -4L.2) ¢
L@ T E Y Mge ot
and - e ‘
: v:'lu'2 . 2 dz-uz I - ST
pzug a_ = - -a-s{_’ + 112 '——-z *Angz - , ~ -~ (1'“3)
. ? 2 dxy. L o ~

Supposing that linear relationships between vaxiables in equa-

tions 1.2) and. (1. 3) are appned, feea, e .
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‘Then ‘substituting equations (1.4)' in eqﬁatiOn (1.3), we obtain:

. 2 ‘ ; - 2
Ho%a. e A Lo, ey, 10
o]

1
k. 1Y & T, —3 * KKp9;
| )

r?"ta"

Comparing equations (1.2) and (1.5), the following- equations’ -
must be satisfied to maintain similarity between the two sys-

tems.

2 \ : : ' '
—Lg—-‘ —2 S: —%u = K K‘ -, - N -~ - '. "(1.’6)’
o s S

From these equations, we can -obtain the following 1ndep'ender\1't

“:relations: ' . A
Vo .

K _K - ,
L8 . , ~ A
N - ’ : :
K_K . .
e, o, (1.8)
Ky 1 | @
KK, - oo |
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Substituting equation (1.4) in equations (1.7) ~ (L.9), we can -

-

obtain the following dimensionless groups: -
~From equation (1.7), - L g ’
: ‘ 2 T T )
" Py Uy pLu - . )
: L1, 22 : ; (1.10)
Pl pz . .
'i'his equatiqﬂ shows that the ratio of kinetic energy to :

; preséure should be -identical. between model and ‘the real system.

Fron equaéion (1.8')} we alsd.;equire that,

te

My Mo : o * ,

‘fl‘hi‘s"érqup is the well knowwr Réynolds number, r._epi'esen,ting the

4

ratio of inertial to viscous forces.

2 -
-

From-eqﬁaﬁion‘ (1.19-)', ._ X R
- u}:z u22 |
s L (1.12)
) xlgl ngz . k S P - .o ‘ ) b N .

P

The latter group is a Froude number, representing the ratio of

— -

inertial to gravitational forces.'
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These dimensioriless groups.indicate that.the steady state

form of thgaNévief—StoRes egquation in @imensionless form may -

L

,~2[ = 2 T
o (B, B2, 5 = _ponstant - (2.13)

-

'_pe‘written as:

e
pu” " r
- puL. u
5 ] @—;—‘:éﬁ:) n
\ ) ’1 _ . - . i .
or ,'kg% 7%‘9f"NRe’ N..) . - . t{.%f)

-4

Dimensional analysis Of Eluid”flﬁavincluding surface ten-
sion as one of the factors, 'indicates the possible importarce
* of another dimensionléss~gromg.known as"the’ﬁebeiﬁnumber:

13

pull _ o * .. (1.15)

If one includes this number, similarity criteria for the sys- '

tem considered can be expressed as; ) .

EEE—‘ - ¢“{lNRe; Nere Ngel- ' (1.16)

A
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The relative importance of these three &imensionless
numbers and the mbdeliing criteria are discussed in the next
section. ‘ -

In these modéil;ng-inveséigations, thermal similarity was
not considered*as mentioned previously. Consequently, the .
possible effects of natural convection have beeﬁ.ignorea. This
is justified in the present case since mostlof energy re-
sponsible for generating the flow fieldg in this case derives
from the buoyancy action of the upwelli gas-liquid mixture.

Modelling criteria

4

In general, the Reynolds, Froude, Euler and Weber numbers
are considered to be important in fluid flow problems as dis-
cussed in the last section. Expressing these dimensionless

groups using characteristic symbols for the variables:

-

Re

SN, = puL . (1.17)

NFI‘ .= ;i._ - . (1.1’8\)

Ney, = —3% ‘ (1.19)

Npg = L (1.20)

~

In the case considered here, because the equation of motion for

flow within the bulk is described by the Navier-Stokes equation,

3
.
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the role of surface tensign is not relevant, éxpept possibly
at theéuppér‘free surface. ‘

Table 1.1 gives the physical properties of liquid steel
and water. It is w%ll known that the klnematic yiscosities.of
water and liquid‘s;eel are. almost idénp;cai. This is one of
the reasons why water rodels are comﬁonly uéea>for invest;ga- -
tion of ladle ﬁetallurgy. In a full §izenmodel, i.e.,

L =1L , it would be possible to simultapeously keep.fe—’

m £.s
spective Réynolds and Frcude numbers identical by using a )
same characteristic velqcityﬁ(e.g., gas flow rate)  in the mpdél
as that in the full scale sy;tem.‘

However, in a’'reduced scale model employing fluid of thgr
same kinematic viscosity, it is impossible to respect simi- _‘

2

larity criteria for both the Reynolds and Froude number.

Therefore, in thlS investigation, it is assumed that the

process is essentially a Froude dominated phenomenon.‘ This
assumption is supported by the fiotion that éhe inertia of the *

recirculating liquid in such gas stirred system is balanced by
the body force (i.e., buoyancy force'in this case) genefated '
by gas injection. Consequently, applying Froude criterion be-

tween the model and full scale,system, one finds

T4 i o : :
) v Qﬂf) . . . . (1.21)
QET - full scale .o :

ey
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“~ pable 1.1
\ at 1873 K

’
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Physical properties of water at 293 K and steel

35.

Water (293 K)

-

. ‘steel (i873 K)
J/ -

. .. ' A

Molecular viscosity, kg/(m-s) / 0.001 70,0064
Density, kg/m> 1000 . 7000
Kinemati® viscosity, m2/s 1 ox 1070 0.91 x 10°°

0 —'l ﬁ _
Surface tension, Newton/m 73 x 10 3 1600* 10 3

) b{‘ -
- ‘\LV'
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Adopting the emplrlcal correlatlon proposed by Sahai and f,

Guthrie (13} .one can express UJ the mean speed of liquid re-

circulatlon, accordlng to’

P

} ji ~1/3
UP

R = Cohstant

- B Y

’ (1.22) -

<
-

»

“Substltutlng U from equatlon (1. 22) 1n termS'of 488 and.R in .

P

,equatioﬁ (1.21)," gives the followxng relatlonshlp between the

model and the full-scale systems

1/3 2
UP/R )
gL

m

1/3
( P/R

|

——~

usiny gedémetrical similarity between the model and the full

scale system (i.e., Lm

= ALf.s

a

), one finds that the correspond-

ing plume velocities in' the model and full scale system &an be

aexpressed via, -

<

,r. -
2 2/3
(UP)m _ Lm . \
2 L 2/3
fUP) £ e
or
‘Up)m _ ,5/6
P]f s

(1.24) .

(1.25).

e o ]
.




ar

£ TP N N ™ £ T e

37.

Using the macroscopic plume model of Sahai and Guthrie (13)
for such gas injection systems, it is possible to express the

average plume velocity UP according to:

1/3 _1/4
U, = K_ (1-a) /A2 --9———I%§—— (1.26)
. o
R
where KO is a dimensional constant. ,

NP " 4
Substituting UP from equation (1.26) into equation (1.25),

one finally obtains,

[(1-a) A2 gt 3

11712 (1.27)

~ 112 1/3

BN

~E

If we now assume that the volume fraction of gas in the plume,
in model and full scale system are identical, fhen equation

(1.27) reduces to

o _ )\11/4 ' ,
5 =
f.s

(1.28) i
1

This allows one to deduce corresponding flow rates between the
model and ‘he full scale system.
.Equation. (1.28) provides the key to modelling submerged

gas injection systems from first principles. c, . o

T o
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Thus, unde_r the assuinption of a Froude dominated pheno-
menon, the relationships between the variablés in the real pro-

cess and those in the mode;l can be expressed as follows:

Ladle diameter D, = )\qu s (1.29)
Liguid depth L, = XLf s ' - (1.30)
Gas f’low rate Qm = )‘11/4°Qf.s V(l..31) ’
Receptacle diameter dm = A -‘df‘ s ) d (1.32)

1 ' i

Receptacle depth in 1 = x-l

(1.33)
_liguid .

B. Mathematical Formulation

The C.A.S. fiow problem was set in its existing inéiustrial
form. This involves the central injection of gas into a cylin-
drical vessel in which a conggn_tr;ic_ :efm':ctofy .C);linder is
placed around‘ the bubble plume. Thanks"* to this symmetry, flow
phenomena are adequately described via a two dimensional flow
'mod,el in terms of cylindrical polé.r coordinates.

As will be shown later, the modelling and experimental
S

work were carried out in two stages. At first axisymmetric gas

injection into cylindrical vessels by partially, and fully,
submerged lances -was considered and then the presence of a

surface baffle/snorkel around the rising gas liquid plume was

taken into account. °©

»

e

&

il
'




39.

For modelling turbulence within the system, an algebraic
model for liquid submerged gas injection systems together with
the two equation k -¢ turbulence model (28) were employed.

The flow équations

For the situation of axisymmetric gas injection, the flow
variables considered were as.sume'cl to obey axial symmetry |
.{i.e., there is no variation of flow properties in the 6 direc-
tions . Then in cylindrical polayg coﬁrdinates, tl'me governing W,

differential equations may be represented as: .

Equation of continuity,

= 0 (1.34)

(8]
c

ol
~

+
Wl

¢

3 13 ) 2u
5s (puu) + T 5t (pruv) - BZ + EY (‘.‘eff az)
S ~ 3u
Y oo Wlegg ) * S (1033
where
_ 3 du, 1 2 &~ ' '
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Equation of motion in radjial direction,

) T

2 132 ) = - 3R 42 2y
92 (puv) + r r (pxvv) = 5r | 3z (ueff "é—z_)

1 3 v |

where

A

- .0 Ju 1 3 v, _ v
S5y =3z Yere 35 /F T 37 Megs 3P T Veft 2

L 4

(1.38)

The term involwling the gas voidage a, and appearing in the
axial momentum equation, was ,usedh to model the buoyancy force
generated by differences in density between the bulk one phase,

and the plume two-phase, regions. In the present investigation,

a was deduced from a knowledge of plume velocity and shape (see

later). 1In esti:niating the average plume veloc‘ity,\ Blip bet:.ween
gés bubbles and the ligquid phase within the plume were ignored,
- .
actors is available in reférence 13. However, it is to be men-
tioned that Debroy et al. (6) and Salcudean et al. (16) applied .
both slip and nonslip models t;:‘analyse such physical éitua-
tions. In their attempts to compare numerical predictions with
the ex_perimental measurement's of Szekely et al. (4), they found

that very reasonable agreement could be achieved by assuming

hd A3
t

zero slip condition.

> \_ ‘ "’\\

A detailed discussion on bubble slippage within gas stirred re-

FRIPLIN N

D P R |
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13

The turbulence models ' .

T™wOo turb{xlence models were used. The first, ex:x al;ebraic ]
_model- developed by Sahai and Guthrie '(12), is based on the con-
cept that the main form of energy input :Lnto a gas stirred
ladle of liquid steel (or any. other liquid) is primarily
potentlal energy: Through dimensional arguments and energy
considerations, they showed that an effective, or average,
viscosity for such gas stirred systems is expressed by:

1/3

, - (1-0)lg Q : d
Wogg = CopL (- } , (1.39)
- . ) i ,u“_" s - : Co

o - . . . - *
The second turbulence model used was the popular k-e& turbulence

mociel of Launder and bpalding (28). 'The“governing transport

equations for turbulence kineti»c' energy, k, and its diesipetion

rate, €, can be represer'xt'ed in cylindrical polar coordinate

as (28).

Turbulence kinetic energy: ' « <

> .18 . 3 Meff . 3k,
3z (UK} * gy (oTVR) =g (5 37
1 3 Vefr . 3k o i
vt E 32 (TS 5, -E) + 5, .- (1.40)
7

where S, , the net'so_urce term, can be jrepresented as-

S = 6 - e
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42. k]
ang .
| \
v 2 2 2 2 :
g = 2u v oyt 2u oy |
G =up (2{(z3) + (zp) + () |+ E * 57 } , (1.4
Dissipation rate of turbulence energy: /
3 1 2 : X - ‘
55 (pue) + T 3¢ (prve) ,
u ' - ( u N . QA 2 ,
= (SEE - 25y 10 _eEf. 3 g (1.42) !
€ €
where . - ;
C,eG C oez
'S = 1-7¢ 2
e k k . .
- . ] -
- ‘ . I ‘ ) '
Effective viséos;i.ty,'yef'f'_ =My tUp , ,(}.43)
N 2 L
‘where wu, = Cppk“/e, ﬂl.“) |
and p = apg + (1 < d);pL . . ,:'l~ \;-‘_(.l‘-’.!S)I .
Following the recommendation of Launder and Spalding (28) ’ the
five constants appearing in- equations (1 40) through (1. 44)
take the values given in Table 1. 2.. ., T S
/"’{ - - . ‘
~, ‘L t S
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The macroscopic plume model
Consider the case. of axisymmetric gas injection into a

cylindrical vessel, in which the lance ig submerged to a depth

of BL, where L is the depth of ligquid within the ladle and B is

a fx:action such that 0 < B < 1. .. I ¥ o

In& estimatiﬁg the average velocity of such a plume, UP" '

" the macroscopic plume model developed by Sahai and Guthrie (13).

- was used as a starting point Thus, for the case of central

4

gas injecticn at the base of a ladle. the average .plume velo=
city U was shown to be related to' gas flow, Q, liquid depth,

_L, and ladle radius, R, in_the following manner :

e PAVES VRN - (1‘;5)'

+

In develdping the model, :Ln which ga.s was injected at the

’ ladle s base, the residence’ tinua of each bubble in the r:l.sing

-

plume was computed according tb T )
~ - ! : o L“ B ) -, ! - o i . o
‘ ‘ t.B; ,_SI-J—. . — ) B . : o (1-‘“.7)

from which the number of discrete bubblee in an 1dealized ag-

cending plume 'was calculated to be: - ¢ ' .

-

9 oL T e
IR S (1.48)
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In the- present study with~gas -:Lnjectiox_'x at fractional dépths‘,

BL, this equation (i.e., equation (1.48) needs to be rewritten

as .
N, = 2 -8 - (1.49)
B - Vg U, o

“
-

wher; 'théh residence time of each bubble now corresponds to
¢ = BL
R UP

»

Based on equivalent arguments, it can be shown that the effec-

tive viscosity formula developed by the same. authors (12) for

gds stirred r)wé can ‘be modified to .

C \ . - 1/3- = - - ’

=7l wpe = ey RS )E0TT | - 11.50) -

:Ln comparison to

‘ g (1 - a)gg /3 ' \ N
ege = CLPp 5 b ’ : (E.51),

With these adjustments, a more generalizad version of the macro;
\ ¢ - [N

scopic plun}e model equa{tion can- be introduced:

3 ' 1/3.174
- U .s oku 81/3 Q L N
. P r/3
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Through substitution of appropriate physical values for ladle
radius (R), bath depth (L), gas flow rate (Q), and fractional.

submergence of lance, {8), an average plume velocity can be cal-

3

culated'. .

Applying the principle of volume continuity, the volume

* fraction of gas (a) in the gas- 1iquid region can also be

readily c_alculated from the following wexpression:

d = ——T—- . ) - . i (10«53)

Boundary conditions

The boundary conditions used for the numqrical solution of

the above set of partial differential equaticms are:

-

At the axis of syunnetry, (r =0, 0<z< L)

AN ) ’
N v-ﬂ i
u ok de -
rtOS 3T = ( and -5—5-0 /

v
.
A
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At the side walls and bottom surface,

u= 0; v = 0; k=0 and e =0

Close to ‘the vicinity of the walls and the bottom surface,
where variations in flow prope;tieg are steep, the momentum
ku“and v) and scalar (k and e) fields were modelled using wall
functions (i.e., logarithmic velocity profile for parallel
velocity component etc.). The latter procedures are standard

(28) and are not reproduced here.

C.” "Calculation Procedure

Numerical procedure . - ‘

Discretization equations derived from egquation (1l.34)
through equétion (1.38) &nd from equation (1.40) through equa-
tion (1.44) were solved us;hg'an implicit finite difference
procedure incorporated in the TEACH-T program code and referred
.to as SIMPLE (25) (Semi-Implicit Method for Pressure Linked

fquations) - , : )
For aéalysis of the gas—liqULd region, the GALA (29) (Gas
and Liquld Analyser) procedure was incorporated into the SIMPLE
algorithm. In this, the physical properties of the fluid mix-
ture in a cell in the two phase‘rggipn was averaged on a volu-
metric basié. This required the conventional mass continuity
equation being replaced by a volume continuity equation, such

that the volume of fluids entering ‘a volume element equalled the

.total volume of fluids flowing out. Evidently there can be
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.
significant discrepancies between the total mass inflow and

outfiow té) cells on the edge of the plume when modelling a two

phase flow system using a single phase approximation (29). The

use of GALA allowed computation of hydrodynamic variables over

the entire flow domain. .
A variable grid network‘ (typically 24 x 16) was chosen for
obtainihg numerical solutions. ’c':omput‘a(t‘ions were performed on
McGili's Amdahl V7 machine. A typical execution requif;d near-
ly 700 iterations. This corresponded to ar; execution time of
a'bodt 162 seconds. A é:)nvergence ¢riterion was set (<.005) on-
all =variak;les, and computations were carried out until the ab--
sglute sum of residuals on u, v a:nd volume continuity ée_ll _be-

low the stipulated value. A typical grid systefn is  presented

in FPig. 1l.1.

Modified numerical propcedure for central refractory Eylinder in

the C.A.S. method

The refractory cylinder placed over the .eye of the bubble
'plhme » represents a static solid obstacle within the flow.sys- -
tem. At the surface of this obstacle, and within the obstacle

itself, the numerical procedures must predict zero velocities. )

Evidentiy, flow fields must be modelled precisely both in the .

convective and diffusive sense if iempérature and solute distri-

butions are to be predicted with any accuracy. To ensure solu-

tiohs were indepen‘dex}t of numerical procedures, two different

techniques (34,393) were used to predicf: flow fields.

N

Y e e
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s i

Figure 1.1 Schemat:i.c of the C.A.S. ailoy addition éystemi
. illustrating central gas injection .and the grad
networks used for the mathematical representation.

»
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The first technique ®(34) assigned artificially high .
values of viscosity and low transport‘coéfficients within the

obstacle, together with zero velocities at the surface of the

PR -

obstacle. The second présedure (35) introduced “the concept of
volume elements (célls) qf éero, or fractional, porosity. The
two methods are compared by’plotting the vertical componeﬂts
of the flow at two differént‘axial heights in Fig. 1l.2. As
seen, the agreement achieved was excellent.

In the_cell blockage procedure (35) the broblem was solved
in a calculation domain which~included both solid and liquid
regions.{ The finite difference grid chosen for encompassing
the cylindrical obstacle is illustrated-in Fig. 1.3. It can .
be shown (36) that the discretization eqﬁation for a general
variabie ¢(u,v,k,e or mi) at any nodal point P can be re-

presented in terms of its neiéhbomrs_(E,W;N‘and S) as:

3 ) H

. ) P S
Apdy = Apd, + AW¢W\; (PN +~As¢$ +8 - , '.1(1.54)

©
B I i

4 %

Here, A's are the .coefficients representing both convection and
. ' . . -
- diffusion of ¢, while § stands for the ‘'source term' defined as:

.

S = S + 8 ; . "~ {1.55)
g o ‘ ) A )

LA

S. and SP are the two functions which depend on the gérxicular

¢ variable-concerned, and result by casting the particular ,

3
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Figure 1.2 Predicted distribution of the vertical component

of the flow in the water model using two alter-
native numerical approaches for modelling the
central plexiglass cylinder. ’
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Figure 1.3

.

Configquration of the central plexigla%
cylinder with respéct to the finite
difference grid illustrating the partially
and fully blocked controlsvolumes.
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partial different%l ec}uation for ¢, in the form given by
‘ eqﬁation (1.54).
Depending on the sf;or:age‘ locdtions of the dependant

variable, for .each of the control wvolume faces that was cut by

the solid refractory cylinder, a blockage ratio or cell potrosi-
ty was defined. The coeff;‘.cients of the discretization equa-
tion for the node P were calculated in the normal way (desig-

nated as AE*, Aw* and so on), and then modified as follows:

Ag = (- bg) Ap* SR
A= (L= By A
AN‘—-(l bN)AN* /ﬂ

A, = (1 - bs) AS*

- (1.56)

1

' where b's are the blockage ratio (or (l1-b)*s are the cell

N
e At e A« o

porosity) for the four control volume faces. Evidently these
modified ‘coefficients_représeht tr‘xe' pioportion éf the area of
the control volume face blocked b;' the solid obstacle.

-When all the blocl.cage ratios for a coﬁntrol volume equalled
unity, all the neighbour coefficients of the discretization
equation béce{me zero and hence the grid node brscahxe completely -
‘ ‘'isolated from its neigﬁbpurs. The value of a variable at such

a node c¢ould be fixed at any desired value, ¢P desired’ by

redefining the components of the source term as:
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and s = —1030

30
sc = 1077 ¢P,desired P

With such a prescription, equation (1.53) reduces to

i

S, ' :
or ¥p = "5, = %p,desired (1-58)

Such a technique allowed the value i)}f the dependant variable to
be fixed where needed.

In the other prdcedure (34), the problem was again 501Ved
by using a calculation domain that included both the fluid and
solid regions. This calculation procedure essentially rests
on the ability to handle a large step change in the valué of
diffusion coefficients (“eff' reff’ “'eff/ck' ‘etc.) (in general
I) through the harmonic mean interpolation technique. When the
velocity equations were solved, y for the grid points that fall
in the fluid regionwas made equal to the viscosity of the fluig,
while for, the grid points lying in the solid region uwas set

30) . This ensured that

equal to a very iarge number (e.g., 10
the zero velocity s‘pecified at the outer surface of the wall -

prevailed throughout the solid region. By this means the fluid
region again experienced the correct boundary conditions in the

alternative numerical procedure. The zero velocity condition

was specified at the surface of the obstacle through the stan-

L)
¥
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dard technidques’ élreédi mentioned. For solving the scalar
transport equations, the ' field was specified by employing

true values in the solid -and theAliquid regions respectively.

The TEACH-T code and the present computer proéram

The present computer program represents an -extended ver-
sion of the original TEACH-T computer code for pipe flow
problems witﬁ, -

‘ (i) adaptation to an axisymmetric submerged gas in-
jection system, with baffles, sloping sidewalls, etc.

(ii) incorporation of an unsteady scalar transébrt ¥

equation,

(iii) provision for TDMA traverses in four directions per .

sweep for improving convergencé rates angd

A(iv) harmonic mean interpolation for diffusion co-

.efficients in u and v momeptum equations.

¥rp
£ r
i
~
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Experimental wérk was carried out in a 0.30 scale water

model of a 150 ton teeming ladle.' Gas was injected through a
central" vertical lance into . a large cyliﬁdrical .tank of plexj:_.
glass, filled with wat'erl', and shown. in Fig., 1.4‘."1'0 simulate‘q the
central refractory eylinder, ‘another hollow plexigless cylinder
was placed symmetrically around the bubble -plunie. Principail
dimensions of the model, together with operating paramefers

are summarised in Table 1.3."

A. Flow Visualiggtion Studies'

Flow visualisation studies were carrj.ed out using a
suspended gridwork of silken threads. Some of the observed

flow patterns are illustrated in Figs. 1. 9(c), 1. 15(b) and

#ive

l.21(¢). As seen, these clearly showed the nature of rechcu- -

latiﬂg ‘flows within the ladle. Flow visualisation studies ’

were also carried out by adding  pot ,;/esimn permanganate solution

to the recirculating bath. These are shown in Pig. 1.5, and
also’ demonstrate the direction of tx/ie circulatory ioop wibhin

f
the main bulk of the liquid.

B. Flow Measurements with Video-—Recorder

" Experimental data on velocity flEldS were obtaj.ned on the .

Basis of v1deo recor.dings of the mot,ion of small rectxangular
cards (IBM computer punchings, I'mm x 3 mm x 0.1 mm). . These

punchings when wet, provided excellent propertiee arid were

neutrally buoyant.

ORI T {
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"Table:l.3 'Physical parameters used in full-scale . and ,
experimental model in. the present investigation B
v - ” : i‘
- : . Model 1
Full Scale 0.30 cylindrical -
150 ton'ladle tank of plexiglass - - !
‘Height, " (m, as filled) 3.04 " 0.93
Diameter, m 3.65 - . 112
Nozzle diameter (mm) 20.28 " 6.35
Reftécéory cylinder . . )
depth,"m ) . . * po 4_3 ’ . ) N " ° 0912 o
Refractory cylinder
diameter, m - 1.26 0.38 .
‘Gas flow rate*, my/s - 1.88x1072 6.8x107% -
Liquid ’ steel ) water
il S ' " - T
*Corrected to mean height and temperature of the liquid
{
-
v
Vgt
/ ¥
R

1
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Figure 1.5 Visually observed flow pattern in
the C.A.S. water model using Potassium
permangate as dye tracer.
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mated and the mean flow pattern within the ladle established.

5

62.

In determining flow fields, a 50 mm x 50 mm grid network
was constructed on the front panel of the water model tank. 1In
constructing such a grid network, due care was taken of the
parallex effect. A plane light socurce consisting of a 1500 W
quartz lamp between two parallel aluminium plates was used to
illuminate the IBM punchings on ;he central vertical plane qf
the water model. The trajectories of these cards were then re-
corded on the-video recorder. From frame by frame analysis of

the video tape, time, distance and angle of these were

measured and from which the velocity components could be esti-

Some typical measurements are reported in Figs. 1.9(a), 1.15(a)

and 1.21(a).

C. Flow and Turbulence Kinetic Energy Measurement via Laser i

Doppler Velocimetry . -

The experimental set up for velocity measures is shown in
Fig. 1.6. ’Ag seen, the equipment was a back scatter type
L.D.V., employing a 15 mW helium-héon laser. Burgts of laser
light, scattered from impurity particles added to the flowing
water (10 um silicon carbide), were collected by the photo-

‘detector. This converted the optical signals for processing by

a 1900A type counter supplied by Thermo System Inc.. The pro-

cessed signals were subsequently analysed by means of a micro-

computer.
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Figure 1.6 The experimental Set;up for velocity
measurements.
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Approximately 1000 data points were collected for each

point at,a mean rate of approxiinately 50 per second. The lower

-

limit of detection with the L.D.V. equipment assembled was

10 mm s_l. Mean veiocity vectors, and associated turb®lence
lévels were measured at eight different radial positions and at
four different axial stations. The maximum variation observed
in mean velocity components for successive measurements at a
given location was 0-20 mm s_l. , To ensure steady state condi-

tions, medsurements wereIOnly taken some 900 seconds following

gas introduction into a éuiescent ladle.

Experiments w?fe also carried out in the 0. 30 skale water
f
model to study plume geometry as a function of gas flow rate
and fractional submergence of lance. Some typical results are

shown in Fig. 1.7.
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Fractional depth of lance _ Fractional depth of lance
submergence =05 submergence=0.7 7
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2x0" 100 70 30 2907 N0 72
(i’ 140 94 38| z.xwdl’ 160 95 40
8xI0" 180 110 43 Bx10” 205 130 50

Figure 1.7 Plume geometry as a function of gas flow rate
and fractional depth of lance submergénce
(nozzle diameter = 6.35 mm).
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RESULTS AND DISCUSSION

@

A. Conventional Ladle Stirring

Influence of grid size on model predictions

The influence of grid size distribution l:;pon model per-
formance has been i1lMistrated in Fig. 1.8. This shows how the
model predictions for vertical velocity component vary/fgr“a'
variety of grid configurations. It was foﬁnd that increasing
the number of grids beyond 18 x 15 produces no significant
difference in- the nature of model 'p1:edicti ns. In ‘testing a
25 x 23 grid, results‘were €ssentially iftical to that fér
the 18 x 15 grld, indicafing that .the latter produces results
which ‘are effectively independent of ndda_l configuration.

Comparison between measured and predicted flows

It was found that-flows generated in the 0.3 scale water
model at ;‘[SO pct lance submersion were practically identical -to
thoée gengrated by gas entering a;: the base c;f’the model ladle.
The flow fields as depi¢ted by Fig. 1.9(a) clearly show a re~
c:chulatlng vortex located high in the ladle and dlsplaced to-
ward the outs:.de wall. Predicted results based on the numerical
solution of governing differential equations are preéent‘ed~ in
Fig. 1.9(b). These exhibit clossa geometric s’imilaxjity with
measured flow fields. The quantitative nature in the agreement

between the measured and predicted flow fields 'is illustrated

'in Fig, 1.10, where the vertical components of the flow at

various depths in the water model are compared. As seen, the
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Figure 1.8 The -influence of grid
configurations upon
model prediction.
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reasonable agreement between ‘the measureo “ar;d p;:edicted flow
field 1; at once evident, with relativewdeviations "of less than
20 pct everywhere. It is to be mentioned here that .the die—
crete data points in Fig.1.10 were obtained on the basis of
video recortiing of the flow. : ) &£, -

_‘Inflﬁenc:e of effective viscosity mode‘is on model predictions

Figure- l.lJ‘.l shows the predicted distribution of vertical
veloéity components in the water model, using two alternative
models for eff.éctive viscosity (i.e., the k-—s model and an -
'algebraic, bulk effective VlSCO%i‘bY modeli ‘ It is seen that
the agreement between the flow(fields, using either of these
twa models, is excellent and.indicative of the fact. that in-

ertial forces prédoinate in such systems. It is’also in-

structive to note that t’ﬁ’e ratio between the volumetric average'

» bulk effective Viscosity predicted by the k—e turbulence model
and equation (1.39) is a}pproximately 1.20 (l e., 0. §5 0.78).

Plume dimensions in thé water model and the sensitivity of flow

s t

predictiOn to plume dimensions

s

" Plume dimensions . and geox't'\e't'ryl are not, in reality, as pre-
cise as those suggested in Fig."l;7. ’I‘he.te the results have
been presented in-terms of ari iglealized plume, €hat is, conical
in shape, and, has a &ifoi‘m dis'ti‘ibution of gas voi‘dage."“ In
reality, the tv&o pha{ee regions are' discontinuous and turbulent,
and any 'interface' I'J‘eatwe'e‘;u the ‘plume rand' the bulk of the

VAL . ) - . .
liquid can only be drawn imprecisely. The uncertainty associ-

2%
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2.
ated with the :hseontinuous nature' of the plume would pose
almost insuperable difficultles in any’ precise modelling of

. _ ~ ’such gas stirred systems. Fortunately, by idealizing the’
o actual situation in the way presently suggeste;d ;,t is possible
to model such buoyancy dr:.ven flows with some conflaence. \
With regard to the volume fraction, or voidage, a, of gas .
within the '‘two phase region, the value incorporated in the ’,

’ mathematical model is calculated accox:ding to equation (1. 53) and
corresponds to the value of o referred to the mean plume . ' '
height. Slgnificant variations in the density ‘of the[ gas “ h
liquid mixture can be - expected along the« axial direction of the
~pl_ume, however. Assuming a Gaussian velocity distributian in L
the two phase regioh(37,38), and equatir_xg the mas's flux of gas
at two different but arlaitrary axial coor"dinates', z; and 22, it
can be shown that the axial distribution of o can-be ex;SresSed ~

z ~ | : o L.
’ through ' ) Do -

- S _2|
r

P 2

a g,z ll - exp(- )-l

1 -2 : b2

2
ry - .
1 :
pg,zll Y- exp(- :f) . C

where - Qz = 2c2 (z + ho)z
Y . . ) .
- In the preserit theoretif:al ‘treatment, the linear rate of

spread of the two phase region, ¢, .and h ‘, the height above the
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analytic origin needs to be determined experimentally. The

constant, c, is affected by gas flow rate, vessel radius, and
liquid depth while h .as one can anticipate, varies pre-

dominantly With fractional depth of lance suhmergence. Taking
the present experimental results for 8 = 0.50 in Fig. 1.9(a) as
a:typical example, the angle of jet spread,~2¢b,"has 0.384 rad,
while the virtual origin wasl40nm'belo§ the nozzle exit foru

= 0.46 m and Q = 6”8 X 10“4 m3)s. The yalue of o at 1/10

z
‘0
and 7/10 of BL were therefore 11 pct and 8 pct, respectively.

.

" As a final note, bulk flow fields are relaﬁively insensi-'

| tive to the precise geometry of. the bubble plume. ‘Por equie-
:~valent gas flows, a 50 pct wider pldme with an approPriately

‘reduced voidage will ‘generate an essentially similar flow with-

in the bulk of the ladle as. seen in Fig 1 12 Nevertheless,.*

N the width of the surfacing: plume—can be of significaht practi-*

-

cal interest and sxgnificances_

Numerical computation of flowz

Predicted flow -fields for a typical gas flow rate of

~4 m /s (e. g., 40.8 l/mrnF in the water model Are

6.80 x 10 .
shown in Figs. 1 13° and 1. 14 respectively Comparison between"

k—e predictions 1n Fig 1.13 and observations jointly shOwn in

‘Fig 1. 15(a) and 1. lS(b), respectively clearly demonstrate that"

computations based on the standard two equation model produced

.a very different flow field to that actually‘observed. Re- -

' N
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Velocity=0.3 m/s

figure 1.12

Predicted velocity
field (m/s) in water
model for an assumed
50 pct wider plume
than in fig. 1.9(a)?




Velocity=0.30 m/s

Figure 1.13

- ¢

Predicted velocity

field (m/s) in the

water model (L = 0.93 m,
R =0.56 m) at a gas flow
rate of 6.8 x 10-4m3/s,
using the k-¢ model with
standard values of the
empirical constants

(viz., Table 1.2).
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Predicted velocity field
(m/s8) in the water model
for the same operating
condition as-those in

Fig. 1.13, using the bulk-
effective viscosity formgla
(viz., Equation (1.39)).
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city field (m/s)' in water model water model for the same conditiong

using the video recording tech- as those in Fig. 1l.15(a), 'using a |
suspended nFtwork of silken threadsg

nique (liquid depth =0.93 m,
vessel radius = 0.56 m, gas flow
rate = 6.8 x 10-4m3/s, inner
radius of plexiglass cylinder-

= 0.19 m, plexiglass cylinder "
immersion depth = 0.12 m).
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ferring to Fig. 1.14, which shows equivalent computations using
the bulk effective viscosity formula for gas stirred liquids,
.1t is seen that very realisﬁic predictions were achieved. As
seen, the strong recirculatory flow beneath the cylindrical
baffle, together with a much slower anti-clockwise vortex in -~ _

the main bulk of the ladle were properly predicted. 3

Analysis for failure of k-¢ turbulence model

The inadequacy of the k-& turbulence model, when using the
standard set of constants, posed a serious problem to further
numerical studies on mixing, hea{t transfer and particle motion.

¢/ Examples cited in the liteAatuJ{e (1-3) ha\ve already shown

that the k-e turbulence model with standard constants, can pre-

dict recirculating flows in ladles with an accuracy that is
sufficient for most purposes. However, the turbulence model is
based on a number of simplifying assumptions and these are
known to fail for various systems. These include axisymmetric
jets issuing into stagnant surroundings, far field jets and
wakes ,where the generation and dissipation of turbulence are
not’ in ‘balance, etcs

The k-¢ model is based on a number of assumptions:
i) the eddy viscosity hypothesis,i.e.,T = p\)T %—3—
ii) isotropic turbulence,
'}ii) a gradient formulation for turbulent fluxes, and

iv) a local balance between production and dissipation of

turbulence  energy,

hed
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together with five empirical constants noted in Table 1.2.

~

These were ocbtained on the basis of simple shear flows; decay
K A ’ ' . " a -

of turbulence behind grids, etc. o

In seekin'g reasons for the failure of the k-&¢ model, the
possibility of enhanced turbulence in the ve‘ttic&l direction of
the rising plume was considered. However, for the present case,

-

the.magnitude of the inlet densimetric Froude Number

(Fr = Uo//gro(pL-pG)/pL) was estimated to be 50, indicating
buoyancy effects on the k and € equation should be negligible.

Part of the explanation may rest with -assumption (i) of
the k-c model. This breaks down across the shear layer between
liquid in the rising plume and the bulk ligquid flowing down-
wards; there the velocity gradient within an annular region
around the plume reduces to zero in a region of high turbulence.
Evidently, the transport of turbulent motions across this layer
must generate non-zero shear stresses. It is important to note
that the simple algebraic model did not run into such difficul-
ties.

Figure 1.16 shows predicted distributions of turbulence
energy dissipation (at' 2=0.8H) for the two numerical approaches
just described. One sees that the algeb'raic model (curve 1)
adopts an energy dissipation rate egqual to the rate of poten(-

3 2 -

tial enerqgy input (viz., 7 x 107> m S 3) whereas the k—-¢ model

L

.- ' 2 \
with standard constants, predicts much higher dissipation rates.

™

. Fig. 1.17 gives associated turbulenceviscosities. There, the

~—

o P
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two equation values of 1-11 kg m. ‘s rgn up to ten times - .

higher than.those of the.algebraic model (viz., 1 kg mt s-l).
However, oh>increasing ‘the bulk turbulence viscosity to

(. 16 kgmt

s—l, the %ighest logal value for the standard k-e
procedure, andhre-running the p;ogram with a cénstant effective
viscosity, an equivalently iﬁcdrrect flowfield to that pre-
sented in Fig. 1.13 was produced (i.e., a single recirculating

vortex).

Comparison between measurements and prediction of flow and

turbulence kinetic energy

The prediéted flow field using ;he modified values of the

1
i

empiricaI-constahts (viz., Table 1.4) is presented in Fig. 1.18

together with éorrespondiné € and'ueff curves in Figs. 1.16 and

1.17.  One can observe that these exhibit close geometric

similarity with measuréd flow fields, while providing a much

3

more complete description of the flow.
4
For the éu:poses of quantitative comparison, the mean

vertical velocity components of the flow at four different

o a 1

axial heights were compared with mean Laser Doppler measure-.
ments. Excéllent_agreeﬁent between measurements and predicfions

-were.achieved as illustrated in Fig. 1.19. Based oh discrete

L.D.A. data, radial distributions of turbulence kinetic energy

per unit mass.(i.e. k) at four' axial stations were measured.

L i

~These are compared directly against predictions in Fig!rl.iqﬂ

* ‘Bgain very reasonable-agreement between the two is indicated.
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L}

Flow at half lance submersion: Numerically predicted flow and

turbulencekinetic energy distribution and their compariéon with

A
measurements

~ﬂ Predicted veloéity fieldsygor 50 pct. lance submersion
shoyn in Fig. l.Zi(b) again"reveal the two vortices that are
bhéracteristic of the C.A.S. system. The model predictions for
vertical components of the flow have been compared with laser
doppler measurements in Fig. l.éz,,whilé predicted and measured
turbtilencekinetic energy distribuéiong in the wager-ﬁodel are
\compared in Fig. 1.23. Good agtreement Between measurements and

-

preéictions is again apparent. It is to be noted here that the
depth of. the cirEulatory loop associdted with the bubble plumé
shrinks in accordance with t%é extent of 1anée immersion,

“-Sensitivigy of flow prediction to plume dimensions’ ' ;

‘Computations presented so far are based on.the cohcgpt of 3
an idealised plume, taken to be conical in' shape with a uniform

distribution of gas véidage. In reality, .the structure of the
‘ 2

- 1

.

piﬁme is compiéx and the complexity is further aggrdvated in the
\ 'p;esént,case biuaf40wncoming sfream of liguid adjacent to the

plume. This do&nflow actuélly entraing a significant amount 5f
‘ gas from the hpwelling gas#liquia mixture near to the free .

surface of the liguid. Consequentlf, it becomes. extremely dif-

. ficult to draw any precise line of demarcation between the

-
N

bubble plume and the liquid, particularly .in the vicinity of

DUV A

hth’e free surface. Nevertheless, it is useful to note that bulk '

-

i
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) cylinder immérsion depth = 0.12 m).
¢« . in the water model of dimensions and gas -flow rates given -in (a).

fields with a suspended gridwork of silken threads.
were based on the 'values of the constants given in Table 1.4.}

(b)

(c)

Experimentally measured velocity field (m/s) in the water model (tank diameter =

(c)

0.93 m, gas flow rate = 6.8 x 10~ 4n3d/s, fractional depth of
inner radius of plexiglass cylindex 0.19 m and plexiglass

Theoretically predicted velocity field (m/s) &

Observed flow

{Computations in FPig. 1.21 (b)
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flow fields are relatively insensitive to the precise geometry
of the plume. For example, at an eguivalent gas flow, a 25 pct.
wider plume with an appropriately reduced voidage, will gener-
ate an essentially similar flow within the ladle. This is seen
fréom Fig. 1.24. Furthermore, predicted mean speeds of liquid

recirculation are also very similar (i.e., 0.0397 m s—lz

0.037 m s-l). If however, the plume diameter is arbjtrarily
increased, so that a part of the plume is exposed outside the

Plexiglass cylinder, the resultant flow field can be drastical-

ly changed from that pfésented in Fig. 1.18,

Predicted distribution of effective wviscosity in the water model

“The use of a differential model of turbulence also clearly
shows the variation in different turbulence quantities
(i.e., k,ue,u'/u, etc.) within the system, which evidently is
not. available via an average effective viscosity pregcriétion.

The k-¢ analysis shows that the vortex associated with the

bubble plume is relatively more turbulent (k % lO-3 m2 6—2; o

uT N2 kg m_l s_l) compared to the outer contrarotating vortex

with the bulk fluid, where k % 10’4 m2 s—2 and Mp 0.05 kg m

s_l. Predicted spatial distributions of effective viscosity

1

shown in Fig. 1.25 provides a very reasonable representation of
the observed distribution of turbulent characteristics (i.e., k)

within, the system (see Fig. 1.20).
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3

C. 1Industrial Appiications

Co
Evidently a comprehensive investigation of full scale S

liquid metal processing ladles would pose serious experimental
difficulties. Indeed, many months and several thousand heats
were needed to arrive at an empirical optimisation of the Gary
Works C.A.S. operation (39{. Consequently it is useful to
extrapolate the present mathematical model beyond its currently
validated limits of vessel size,.gas flow rate and liquid, to
predict liquid steel flows, plume velocities etc. in industrial
size vessels. 5

As & typical exampie of the model's capabilities in this
respect, predicted recirculatory flow fields genergted in a
typical 150 to?(unbaffled ladle at a gas flow rate of

0.0188 m3 s—'1

and 50 pct. lance submersion are presented in
;ig. 1.26. The velocity field predicted in Fig.1.26 shows the
strqng recirculatory vortex characterist’c of the 0.30 scale
water model. As seen, plume velocities of about 1.1 m s"l
.would be observed, and steel flow down the side-walls would ex-
hibit velocities Qf‘approximately(0,35 m s-l; ‘
Table 1.5 presents the average recirculation speeds and

the. average. plume velocities as a function of fractioqal depth
of lance submergence. Although the flow patterns generated in
these cases are very similar, one can note that .increasing the

lance depth by 20 to 25 pct. causes liquid steel recirculation

speeds to increaseiby about 8 t6 15 pct.
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Table 1.5 Average bath recirculation speed and average-
plume ‘velocity at different depths of lance
submergence ) -1

N

Average Bath

e

Fractional Depth of - Average Plume_, Recirculation
Lance Submergence Velocity, m s Speed, m s~
0.50 X - 0.92 0.136
. \ ~
0.75 : 1.06 0.156.
0.95 . 1.14 0.167

+

Vessel diameter = 3,65 m, liguid depth = 3.04 m, and gas flow

rate = 1.88 x 10 “mis™L

BB s A o W 2 i Sk e i T
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Figure 1.27 presents the recirculatory flow ﬁieid gener- -
ated during gas/injection at 50 pct. depth of lance submergence

for a 150 ton teeming ladle with a taper of 5 deg, tapered

rather than vertical 1adle walls being more typical of in--
dustrial practice. It.is signifiqanttto note that the ‘taper
causes a secondary reciroulatory mqtioh,anacent to the base of

a typical ladle. Also, average speeds of recirculation are -

. very similar to the equivalent untapered case (i.e., 0.129ms * -

¥$.0.136 m s -1y, :

' Figure 1.28 presents the predicted distribution of turbu-

lence kinetic energy for the 150 ton ladle. As seen, maximum
turbulencekinetic energies ranging between 0. 06 to 0.015 m2 s-2

are to be found in ‘the plume region and close to, the free sur-

]

-face, showing that turbulence mixing is most intensive in this
region. ., L

o Predicted rec1rcu1atory flows generated {n a. 150 t ladle

during C A. S. procedure are presented in Fig. 1.29. The flow

Ve

,field in Fig. 1. 29 shows, the two recirculatory vortlces in

common w1th the 0"30 scale w%ter model. As seen, plume,veloci—

‘ |

’ties about 1 2 m/s would be obserVed, whlle upward flows of

steel along the vertical Slde walls would he abQut O 05 m/ss
It is however interesting to‘note that steel flow down the wall ™
of the central reﬁractory cylinder would exhibit veloCitles as
,high as 0 50 m/s. ?he'high'mqmentqm_of outward flowing steel -
\assoqiated with this:high*velocity caq'be,expected to oause

i

) ..
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N 1
* S

‘ hydrodyﬁam;c erosion of the refractory‘qylindér 11nihg. This,

[

in turn, could représent a source of inclusions.

Figure 1.30 shbwé_flow fields generated during C.A.S.

‘operations in a 150 t' ladle with a taper of 5°. Two points

.

worth ‘noting here are; -a.small secondary recirculation zoneé-

néar the junction of the surface with the ladle side wails,and

secondly, the lower position‘of the recirculating vortex'in the

bulk compared to prebidus predictions in a, vertical cglindriéal
ladle. -These differences essentially result from the inclina-
tion of the side walls, even though this is only 5°. 1It'is

. . ; :
noted that the lower position of the vortex in this ladle

I3 ~

arises because of a lower rate.of bagkfldx in the upper regions

of the tapéred side walls as liquid moves towards the down-

- \

A

coming stream of steel

.ot

‘adjacent to the rising plume. Continu-

ity requirements for- the tapered ladle then results in 'a lower

- = b
R _‘/
R
Y

~ -
. . - B

position of the vortex.
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" CONCLUSIONS R

a steady-state, turbulent flow model has been developéd to

hodel various axisymmetric gas ihjection’configurat{qns(ﬁodhd
in industrial ladle refining practices.’ On the basis of studies

conducted with a reduced scale water model; it;mas demonstrated

iy

_that quantitative agreement could be achiéved between predicted

’

,and observed flow fields. This justifies the adequate nature

of the current theoretical approach which is based on numerical

solution of diffgrenti@i equations describing such phenomena.

‘ -
-
. v
v
. l -
1
s
v 5
’
i - f
. - [
’ ~
. . N o
< 4 | -
I - T
. —_—
B N \ . < -
"
. - —
. . ,
f . - B
v -
. ¢
5 -
-
»
\
. v B
-
«
¢
.
- ~ 5
4 \ »
. - -
- .
v -
- -
~ -
V.
5
- ‘
: ' ~
' ‘e
N
' - - P =
. -
€t -
.
N - .
N
v < ~
1 .
, , .
. N . I
-
f " -
-
-
-
s « N .
- . R .
- 3
v + -
- . -
' ' -
P
G - -
- ~
1
- -~

L%

—————,

b et N oSk B o 8 Virhns Yy

L ened <,



104.

LIST OF SYMBOLS . L

ApsAp Ay Ao Ag Coefficients of discretization equation (1.54)
representing the effect of convection and

diffusion
bE,bw,bN,bS The proportion of control volume faces
blocked: by*the obstacle in four different
, dirxections )
b Definedvin e4uation (1.59) ’
c Constant in expression for b;equation (1.59) ° ?
C ~ Constant defined -by equation (1.39): has a value of
0.0055 /
'Cﬁ . Dissipation rate constant; has a value of 0.09
D’ -Diameter of the vessel, m ?
df.s 'Diamgter of‘the cen%ral refractory cylinder, m
k ° Kinetic energy of. turbulence- per unit mass,m> s 2
k" Constgnt defined by equation (1.52); has a value ;
L g.19mifl2 g72/3
lfls: Depth of refractory cylinder in the liquid, m
© L,H Liguid depth, m ’
Ny Totai nuﬁbgr of bubbles in'tge plume ‘
Npe 'Reynolds number,“de/u N
Fr froude number, uz/gL
Eu Epiér”anber, g/puz‘
Ny, Weber ngmber,hpuzﬁ/d
P P;éséﬁre within quuid>1g5ugé; ;efergpced to local hydio-

static pfessure), Pa
- - 3 -1 )
0 Gas flow te, m* s .

1

~
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Model gas flowrate, m3 s-l ‘
Gas flowrate in a full scale steel ladle, m° s © K
The raégal coordinate, m

Radius ;f lance orifice, m

Average plume radius, m (= 1/v/3 radius at surface)

Radius of the vessel, m

The source term in discretization equation (1.54)
Constant part of linearised source term

Thé sla;e of the lingarised source term

Average residence time of bubbles, s

Axial component of velocity, m s ' \

Mean speed of Piquid recirculation, m s_1 (Ref. 13)
Average plume velocity,m Tt .

Free space velocity of air thrxough lance orifice, m s
Radial component of velocity, m s“l ' )
Average volume of bubble in the plume, m3

Axial coordinate of nozzle exit, m .

The axial coordinate, m

Volume fraction of gas in the plume

Fractional depth of lance submergence

Turbulence kinetic energy dissipation rate per unit mass,

2 -3
m- s

Molecular viscoéity, kg m—l s
1 -1

u /u peEffective viscosity, kg m = s

Hop

Turbulence viscosity, kg m_l s-l
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Turbulence kinematic viscosity (= uT/p), m? st

Turbulent exchange coefficient, kg m-’l s_*l

Density, kg m—3

Density of liquid, kg m >

Density of gas, kg m -
General variable of the discretization equation (1.54)
The half zet cone angle, radian

Geometrical scaling factor (= L_/L ) :
m "f.s —

Cl’CZ'CD’Ok and O Constants of k - e turbulence model

m

u

o

Mass flowrate, kg,s_1

=1
Fluctuating velocity component, m s A

. Co=-1
Surface tension, Newton m

1 -1

Teff Effective exchange coefficient, kg m - s 5
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SUBSURFACE MOTIONS OF SOLID ADDITIONS IN
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~ABSTRACT

Through a series of simple experiments, the extent of
reduétion in steady/ translational drag force in‘bubbly Newton- '
ian iiquids has been analysed. It has been found that small
erjtrained bubbles can reduce drég on large spheres, the-‘ ext\ent q
being proportional to gas, flow r\ate. Taking a reduced drag |
~c‘o\efficien/t (v50%) in the gas-liquid region to that calcu-
lated from standard drag curve, the trajecéories .oflf spfmerical
shaped particles in gas agitated cylindrical ladles were pre- |
dicted from Newton's law for the 'system. The predicted trajec-—
tories were found to be in very reasonable agreement with ,those.
mea’st1red. RS
It was“found that most buoyant particles (sp. gr.= 0.4

N v

and 0.6) will ﬁardlir penetrate inside such baths, whereas

A

neutrally ,buoygnt‘ particles have the potential to undergo pro-

-

longed subsurface motion. Heavier particles (sp. gr.= 1.14) on ‘
the other hand always settled to the ladle bottom.
The implication of these results together with an assess- ,

ment of the relevance of f:l'resé results to industrial size ladles

are discussed in the text. : A ‘ -

s
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- . INTRODUCTION

The ‘addition of alloying elements to liquid steel .baths

for adjusting steel chemistry. to required specifications is

b

common steelmaking practi'Ce. In the steelmaking industry where
large tonnages of many grades of steel are made, there is con-

siderable interest in developing,; or at least identifying, -

cheap efficient methods of adding additions to steel baths.

‘Although the bulk of the additions in today's steelv:rorks are

made in the holding vessels (e.g., ladles \etc.A) during furnace
tapping, a specific problem faced by steelr;lakers for many years
has been the lgw and erratic recoveries of light metal addi-
tions, particulariy alumihium, etc.. Furthermore, the con-
ventionai argon stirring technique was mnot found to be a viable
alternative for introducing buoyant alloy additions so as to
improve their recovery rates-.

To Q\fercome these difficulties a superior method of alloy
addition ‘was introduceé ‘by Nippon Steel Cori{aoration (1) in 3976.
This —novel addition making technique, known as C.A.S.
(composition adjﬁstm‘ent '}:fy sealed argon bubpling. systemsl) .
utilizes argon gas that is bubbled into‘the" molten steeluthro'ugh
a porous plug or a submerged lance. The risiﬁg gas:liq};id
plume creates an opening'ir-x- thé slefg cover through which a re-
fractory lined cylinder is lawered ihto-the steel. The essen-
tial idea is to maké bulk.'al;l\oy‘ addition inside this slag free

region under an inert atmosphere. This procedure of alloy addi-

~.

- ~*-\—«4~,,..’.A.’
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- -

B -

tioh is currently in practice at the Gary works of U.S. Steel
Corporation (2. SALthough-industryrhave reported (2) on

superior. and more reproducible aluminium récoverie®; the nature

of particle ligiid interactions in such system remains yet to

ﬂbe’quantified.

Also, it:'Is necessary to recognise here that the additions

in the:C.A.S. procedure are introduced into & gas-liquid region,

N
rather than into the bulk of a single phase. ThHe purpose of
the present work was to elucidate the movements of solids

through this upwelling gas-liquid mixture. For convenience,

the motions of spherical shaped additions were chosen for study.

5
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PREVIOUS WORK .

For a submerged spherical particle, moving through a

fluid, Newton's second law of motion takes the following

form (3):
au C
4 3, _p _ 4 3 - _ _Db 2
3 HRp °p At 3 TR,79 (pp o) 5 an oU_ lUrl
dau 1/2 au
- ¢, 3 MR e =& - c R Z (ou) g5 R AT (2.1)
p p . 5 N r—

Guthrie et al. (4) showed that this equation was able to de-
scribe particle trajectories in a stagnant bath remarkably well,
even though a cavity was formed during entry of the solid
sphere into the liquid phase. 1In a series of model experiments,
these authors (4) determined the trajectories of wooden spheres,
dropped from typical indﬁstrial heights into vessels contain-
ing water. Comparisons were made between experimental and pre-
dicted trajectories, the iatter being obtained through numeri-
cal integration of equation (2.1). It was shown that equally
satisfactory, or even better results could be obtained without
using the Basset historz term. In their éalculation, CD was
determined using the standard,drag coefficient curve, and a
classical value of 0.5 was taken for CA' Predicted and
measured maximum penetration depths were found to be in excel-

lent agreement (within 5 pet.), over a wide range 0o0f conditions.
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Tanaka (5) extended Guthrie et al's model (4) to predict
spherical particle téajectories in recirculating flows (i.e.,
the motion of spherical particles iﬂ cylindrical wvessels during
simulated furnace tapping operations). 1In that study (5), not
only was the effect of partial immérsion of the particle at
initialnentry taken into account, but so also was the .effect of
cavity formation on the aéded mass coefficient. Based on
published information (6}, the added mass coefficient for the
'cavity running particle' was taken to be 60 pct. of its stan-
daré.value. During partiéI submersion, each drag force was
multipflied by the fraction of sphere volume immersed. Allow-
ance was also made for initial entry in the added mass term.
Onéé again, measured and predicted maximum immersion depths,
total immersion times etc. were found to be in excellent agree-
ment. "

The computer program originally developed by -Tanaka (5),
was used by the author to predict subsurface trajectories of
spherical additions in the C.A.S. systemL These trajectories
were calculated for the flow fields which had already been

established and reportedrin Part I of this thesis.

‘

~
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PRESENT WORK

In making numerical predictions of particle motion in the
gas-liquid plume region of a gas stirred ladle, it was not
obvious thap the standard drag coefficients for subm@rged ob-—
Jects in steédy translation could be used. However a litera-
ture survey on tﬂL subject yielded no informatién on the matter.

It was found that the depth of penetration of 25.4 mm
diameter buoyant spheres (0.4, 0.6 and 0.99 specific g;avitY)
into the ﬂ&g@gxfegion Qerg some’éQ_to 60 pct. greater than
those predicted on the basis of Newton's law for this system (4).

The effect is illustrated fn Fig. 2.1, for a typical buoy-
ant addition (sp. gr = 0.99). As seen predicted and measured
subsurface trajecéories show major differences. Since the flow
fields, added mass effect, buéyancy forces and gas voidage were
Qell prescribec, it seemed likely that there might be a more
fundamental reason for this discrepancy, i.e., reduced drag

forces on submerged objects in bubbly flow systems.

A. Measurement of Drag Coefficient in Bubbly Newtonian Ligquids

Figu;e 2.2 shows the apparatus that was built to test this
hypothesis. A vertical plexiglass column (L = 0.85 m, ID =
0.076 m) was provideé with three inlets at its base so that
water and air could be introduced. A perforated plate with nine
symmetrical holes (5.0 mm diameter) was fitted inside the column
at a height of about Q.16 m from the bottoﬁ, in order to produce

a fine dispersion of gas bubbles. within the rising flow of

.
~
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VESSEL RADIUS

—— Predicted
Experimental

Predicted subsurface
trajectory of buoyant

spherical particle
{(Sp. gr. = 0.991) in an

unbaffled water model

ladle (L = 0.93 m,
R=0.56m, Q= 6.8%x
= 0.94)

10-4 m3/s, B
using drag coefficient

valued derived from
standard Rev. CB curve
(Uentry = 3.83 m/s).

8



S~ i, o,

.

Figure 2.2

o i oot wr

The experimental set-up used for measuring drag coefficients
in bubbly Newtonian liquids.

(a) The plexiglass (b) A suspended wooden sphere
column filled in a gas-liquid dispersion.
with water. .
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liquid. Three wooden spheres with specific gravity approxi-
mately 1.03 were made, their features gnd properties being
listed in Table 2.1. )

' At the beginning of each experiment, water was introduced
inside the column through the central inlet, and a ﬁyhere was
dropped inside the column. The flow of water was gh;;~;are—
fully regulated so as to position the sphere into a zone of
equilibrium, within the flowing liquid. Using this approach,
liquid flow rates could ngrecarded, and an average liguid
velocity determined.

Once the sphere was essentially stationary for periods of
30 to 40 seconds, gas was then introduced inside the column
using the two other inletsm/’The sphgres would then begin to
sink and liquid flows had tq be incr;ased, so as to establish
the sphere in its equilibrium zone. The water flow éate needed

to do this was again measured and an average liquid velocity

determined. Three measurements were carried out on each sphere

.and averaged. The procedure was repeated for all three spheres.

Three gas flow rates were investigated. These were chosen
so that the volume fraction:of gas inside the column varied
between 1 to 10 pct., this being typical of some chemical and

metallurgical gas injection practices (7).



Physical characteristics of wocden spheres
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Table 2.1 used for
’ measurement of drag coefficients.
Sphere Mass, ‘ Radius, Volume5 Degsity,
No. 10-3 kg 1072 m 106 10° kgm=3
1 9.032 1.278 8. 743 1.033
2 9.027 1.279 8. 764 1.030
3 8.984 1.277 8.723 1.0390

ko bl Al A Ui R e Wit s




125.

-

B. . Measurement and Prediction of Trajectories of Spherical -

Partiélés in Gas=Stirred ladles

Modelling criteria

To- determine the experimental conditions necessary to pro-
vide adequate simulation, on the basis of Froude modelling

criteria used for the flow field investigation outlined in

Part I, it was necessary that

+. (i) the particle diameter be,

3 E }\ - * .
dp,m dp,f.s (2.2)

A

1

(ii) and the entry velocity of the particle be,

=/\-U ©(2.3)

Uentry,m entry,f.s

o

Recognising that the forces of greatest signifgcanqe act-
ing on a submerge? particle in the present system, were those
relating to the particle &eight,ng, its buoyancy, FB’ fluid
resulting- during

drag forces, F and added mass force, F

D’ A’
periods of acceleration or deceleration 'in the fluid, Newton's
equation of motion takes the follo&ing form for a spherical

shaped particle:

(2.4)
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where,
4 3
F = = [IR 2.5
g 3 R, opg ( )
F. =-2 g (2.6)
IR 2p
Fy ==Cp ——l'L-—2 Urlurt (2.7)
4 g 3 90 -
= e — .._R ‘
and F, Cr 3 HRP P It , . (2.8)

4 v

The added mass term, F,, can be regarded as an 'apparent {(or

A

added mass') of fluid associated with the particle. Thus equa-

tion (2.4) becomes

(M

where,

and MA'

Equation

together with its 'apparent mass' (M

dau )
P = . (2.
+ M) %+FB+FD (2.9)
4 3 ' "
= 2R 2.10)
3 RyTey (
- e 4.3 '
= Cp 3 HRP o ) (2.11)
(2.9) signifies that the trajectory of the particle

s t MA) is determined by

gravitational, buoyant and drag forces.

ko bt
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Based on Froude number similarity between model and broto—

type, the ratio of equivalent forces then became:

(F ) o 4 ; !
__£L£L_ = B A3 . (2.12)

(F ) o

g f.s p,f.s 1
(F) P
ol = B3 (2.13).
B'f.s Pf. g
(F.) (C.) o
.(_____FD)m - (CD)m w3 (2.14)
D' f.s D'f.s ‘k.s

Similarly, )

(Mg + My) —=~[vm + (cy) | w3 (2.15)

(MS + MA;f.s I\’f.s + (CA)f.s| Pe. s

As is clear from equation, {(2.9), corresponding particles in the
model and in the full scale system will exhibit geometrically

similar trajectories if, and only if,

du du T
(7§§) = (Tﬂ?) (2.16)
' m

f.s

or,

(Fg + Fé + FD)m . Mo + M)

S A'f.s
(Fg + Fp + FD)f_s (MS + MA)m

= 1 (2.17)
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Using relationships from equation (2.12) to equation (2;15),
one finds that the identity (viz. egquation (2.17) holds between
model and full scale provided v, the particle/liduid density
ratio, is equivalent for the two, and provided the values of
drag coefficient and added mass coefficients are iaenticalvfor
both systems. Even though the drag coefficiéﬁt is a function
of Reynolds number and'turbulenceintensity, it doeé remain
practically constant at lO3 N 105 Reynol@s numbers, provided
turbulence intensity jis sufficientl§ smaliﬂ Therefore, if
corresponding particles in model and full scale system experi-

ence Reynolds number of 103 v 105

;
intensity, they should exhibit geometrically similar trajector-

at small levels of turbulence

ies in recirculating baths and ladies.

However, .apart from the abcve-gentioned case, drag co-
efficients in the_hodel and prototype generally differ from
each other depending on their Reynolds number and dependlng 6n
the turbulenceintensity of the fluid. Consequently, in this
investigation of particle t;ajectories, the agreement between
the results of the model study and those wﬁich are to be ex-

pected to happen in full scale systems is considered to be.

guite representative, but not completely quantitative.

The mathematical model

As mentioned previously, the history term in eqﬁétion (2.1)
could be ignored because the Reynolds number is high throughout

the sphere's motion. Consequently, equation (2.1) takes the

s

e ———————— ]

’
B bk ot et Vb oy ke et Ao £ =
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~—

following form: ‘ .

du C
43, P-4 3 - - D 2
3 an Po Gt 3 HRp g (pp p) > TR pUrllU |
du
_ 4 3, P
- Ca 3_HRp T (2.18)
/
Or,
4au 3Cy \
(b, * C,P) ———Bdt = (o, = Plg "B_ﬁ; pU_ lU.rl“ {2.19)
where,
dx _ S -
& = Up ’ ) (2.20)

Figure 2.3, shows, in schematic form the forces acting on a
spherical particle. Since both particle and fluid are spbgpsed
to be in motion the force directions are not simple. Fg and,FB
represent the gravitational and buoyant forces respectively,
and, as such are parallél to gravity. FD' the drag force, is
taken to be parallel to the relative velocity of the particle
in the fluid. FA’ the added mass term, is taken to beé péréllelh
to the acceleration vector of the particle. Furthermore, any.
rotation of the particle during its translation has’ been ignored
These simultaneous ordinary‘differential equations {vii;,

equations (2.19) and (2.20) were first written for the two
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Figure 2.3
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7
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Forces acting on a spherical
in a recirculating bath.
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A}

coordinate directions (i.e., axial and radial axes respective-
ly). The initial, and boundary, conditions employed were,
(i) at £t = 0 and z = 9, up = Uentry along Ehe axial coordinate

=V (v = 0 for

and (ii) at t = 0 and r = rentry’ vp entry

) entry

vertical entry) along the radial axis.” The set of equations
together with the corresponding initial apd boundary conditions
were then numerically solved by a fourth order Runge-Kuita=Gill
method (5). ) ,

However, before carrying out any trajectory prediction in
gas stiryed systems, it was first necessary to re-evaluate the
performance of the computer. program (5), so that the prediction
of particle trajectories could be made with some confidence.
Consequently, as a preliminary test, trajectories of buoyapt
spherical particles (pp = 600hkg/m3, dp =10 mm and Uentry =
2.7 m/s) in stagnant water were computed and in Fig. 2.4

compared directly against equivalent comﬁutations by Tanaka (5).

as expected perfect agrsement between the two sets of computa-

-
-

tions was achieved.

L]

Experiméntal work . :
\ZE, L ‘ /-/'

Based on equation (2.2), four woodén spheres of approxi-
mately 25.4 mm diameter and various densities. were made. The
densities chosen wére 400, %00, 900, and 1400 kg/m3 as éhown'in
Table 2.2, to reflect the apparent densities of tggical alloy

additions used in steelmdking. .The latter are given in Table

2.3.
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Depth of Particle in Stagnant

Water, mm

60

Figure 2.4

1 1 S
01 0.2 a3 0-4
TIME, sec
--- Preseng calculation

— Tanaka

Predicted trajectory (time v. depth)
of a buoyant spherical particle ({p
= 600 Kg/m3, d_ = 10 mm and U
= 2.7 m/s) in “stagnant water
and its comparison with an equivalent
computation reported by Tanaka (5).
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Table 2.2 Dimensions and densities of spherical particles in
model experiments

Sphere Di%meter Vo}gmg Mas Degsity3 Abpa;ent
Number 10°m 107" m 10" °Kg 10 Kg/m Density
1 25.6 8784.6 3.56 0.000405 0.405
2 25.5 8682.0 5.21 0.000¢ 0.600
3 25.4 8580.3 8.51 0.000991 O.§9l

4 25.5 8682.0 9.89 0.00114 ° 1.14
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Table 2.3 Apparent densities of some alloy additions used 1n

steelmaking
Alloys/Deoxzdizers Apparent Density
Al 0.39
50% FeSa 0.58-0.67
Felln 0.90-1.04
FelNb 1.15
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The particle's 25.4 mm diameter represented typical 80 ~ 90
mm lump additions for a full scale operation.

The wooden sphereé were dropped in free fall, from a
constant height of approximately 0.20 m above the bath surface,
so as to give a constant entry velocity of approximately 2.0m/s
The velocity of 2 m/s was determiﬁed on the basis of equation

(2.3), in which frictional effects could be ignored (4), i.e.,

. ) o
Uen}ry,m = /2gﬂf,m ,gyél)
/ [

The height ©of fall in the model, He o (=AHf’f_s), was es#imated
according to thev0.70 m drop height from the alloy chute posi-
_tion to the liquié steel surface in the industrial equipment
*@ummarised in reference 1.

) Flow fields were generated using the same equipment and
techniques as those described in Part I. For observation of
trajectories, the whole inside of the tank was\illuminated
from above, using two 500 W photographic lamps. All parzifle
trajectories were recorded on vidéo tape and subsequently
analysed. To facilitate this, a 50 x 50 mm grid network was
constructed on thée front plexiglass plate of the watgr model
tank. In constructing the grid network, 'due care was taken to

compensate for parallex effects. A minimum of three runs were

carrired out for each set of conditions.

"
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It 1s to be noted here that for particles with specific
gravities 0.4,'0.6 and 1.14, only marginal differences in
successive trajectories were observed as illustrated in
Figs. 2.8 through 2.15. Owing to the complexities (i.e.,

intermittent discontinuous two phase flow) at the edge of

the gas-liquid boundary it is surprising such small varia-
tions were observed experimentally. As a result, all tra-
jJectories were essentially reproducible, barring the
neutrally buoyant addition as shown in Fig. 2.7.

It is also to be mentioned here that to study the
spherical particle trajectories in ,the C.A.S. configurataion,
t@o different hollow plexiglass cylinders were employed
(0.30 m and 0.39 m internal diameter respectively). Their
depfh of immersion was however kept constant (~0.12 m).

The diameter of the central plexiglass cylinder had practical-

1y no significant effect on the overall nature of the

. $ » + ’
particles trajectories.

T
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RESULTS AND DISCUSSION

A. Drag Coefficient in Bubbly Newtonian Liquids

When the sphere is in equilibrium and only water flows
past it (see Fig. 2.2), drag and gravity forces must balance-

each other. Consequenély, equation (2.1) reduces to

c : “ ‘ o

3 .
IR - 2.22
p (op ol)g ( )

|
Wi

Since all the parameters appearing are known, U, the liquid
velocity beiné obtainéd from Ql/At, where Q, is the liquid
flowrate and At is the cross sectional area-of the tube, drag

coefficients, C are readily calculable via equation (2.22).

D’
‘The drag coefficients derived by this procedure, and corxesbénd-
ing to particle Reynolds numbers between 3000-3600, are cox'npéred.
with standard literature values (8) in Table 2,4. These show,
that despite ignoring possible effects of turbulence intensitj‘
(9) and the simélicity of the experimental procedﬁfé,reasonably
accurate values for CD were possible.

As previously mentioned, introducing gas into the column,
caused the spheres to settle, even though a number‘of micro-
bubbles sometimes stuék to their surfaces. The spheres wgfe
treated with wetting reagents, prior to experiments, so as to

"keep such bubble attachment to a minimum. This settling is

indicative of the fact that gas-liquid dispersions.cause some



Tahle 2.4 Experimental dra
standard values(

8)coefficients in a homogeneous liquid, compared with

’\
Volumetric Particle .
Flow Rate Reynolds Standard Measured Average
Sphere Experiment of Water Number Drag Drag Drag
Number Number 10~ 4m3/sec U d,0/u, Coefficients Coefficients Coefficients
A(l) 7.75 4368 0.385 0.36
1 B(1) 7.66 4321 " 0.385 0.38 0.393
C(1) 7.33 4133 0.384 0.44
A(2) 6.5 3666 0.384 0.39
2 B(2) 6.83 3854 0.384 0.44 0.433
c(2) - 6.83 3854 0.384 0.47
~
A(3) 6.75 3800 0.384 0.46 ’
3 B(3) 7.16 4034 0.384 0.44 0.456
Cc(3) 7.00 3941 0.384 0.47
\-

"8ET
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reduction in drag below that observed in homogeneous fluids.
Consequently, in all experiments, ‘liquid flow-rate had to be
increased in order to make the entrained submerged sphere

stationary with respect to the experimentalist.
Thus, when the sphere was in equilibrium in an ﬁpwélling

gas-1liquid diséers‘ion, the appropriate force balance egquation

is:

'EZEHR 2p U 2 =

p mix mix ’g (2.23)

(pp - pmix

Wi

IR
p

where, the average gas-liquid velocity is given by

U = U .+U - (2.24)

Here the nominal or superficial gas velocity, U and super-

og’
ficial liquid velocity, Uol' were estimated from corresponding

flow rates and the cross sectional area of the column. ,The

mixture density, , was defined and estimated according to:

pmix

}
‘

o, = ap, + (1 - a)o;: (2.25)

mix G

or (1 - a)p, ' (2.26)

jo]
e

mix

Here, o is the volume fraction of gas within the column. De-

pending on whether there is gas slippage through the liquid or
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not, a can be approximated via the following expressions:

a = —d (2.27)

|8}
= og
a = (2.28)
Uol * Uog * UB .
for slip. *
UB' in equation (2.28) 1s the rise velocity of a single

bubble through a quiescent liquid. Obviously, UB depends on
the averaée bubble size in the system.

‘Using these procedures, drag coefficients in the bubbly
water environments were estimated from equation (2.23), for
both slip and non-slip conditions, and reported in Tables 2.5 to
2.7.

There, it is clear that provided the physical situation
withjn the gas-liquid mixture corresponds to gas slippage, there
can be a considerable decrease in a sphere's drag coefficients
in bubbly water. Howevef, if zero slip conditions apply, any

C. reductions become equivocal as seen from Tables 2.5 to 2.7.

D
These also contain drag coefficients in bubbly water, as esti-

mated from the standard drag curve and the corresponding

p, (L - a) l/[uz (1 - a) |) of the three

Reynolds numbers (= IUmixdp N

- ke - b



Table 2.5 Experimental drag coeff1c1ents in a gas-ligquid dispersion

[Q = 0.083 x 10~4 ‘m 3/sec].
Volumetric Particle Measured Drag Average Drag
Flow Rate Reynolds Standard Coefficient Coefficient
Sphere Experiment of Liguid Number Drag No
Number Number 10-4m3/sec Umlxdppz/“ Coefficient Slip Slip (Slip)
A(1) 8.83 5024 0.387 0.37 0.33
1 B(1l) B8.16 4648 0.386 0.43 0.39 0.360
c(l) 8.50 4835 0.385 0.40 0.36
A(2) *7.83 4462 0.385 0.44 "0.40
2 B(2) 8.16 4651 0.386 0.40 0.366 0.382
C(2) 8.0. 4556 0.386 0.42 0.38
A(3) 8.16 4649 0.385 0.40 0.365
3 B(3) 7.75 4408 0.385 . 0. 44 0.40 0.385
c(3) _7.83 4457 0.385 0.43  0.39

I3
f

"ThT




Table 2.6

Experimental drag Soefficients in a gas—liquid dispersion
[Qg = 0.21 x 107%m

/sec].

Volumetric Particle Measured Drag Average Drag
Flow Rate Reynolds Standard Coefficient Coefficient
Sphere Experiment of Liguid Number Drag No
Number  Number 10 "'m”/sec Umixdppz/“m Coefficient Slip Slip (Slip)
A(l) 9,33 5344 0.389 0.43 0.36 5/;//
1 B(1) 9.75 5612 0.390 0.387 0.327 0.34
Cc(1l) 9.42 5400 0.389 0.42 0.35
A(2) 8.83 5099 0.387 0.45 0.38
2 B(2) 9,33 5347 0.389 0.42 0.35 0.36
C(2) 9,33 5347 0.389 0.42 0.35
A(3) 9.5 5372 0.389 0.39  0.33
3 B(3) 9.16 5226 0.387 0.43 0.357 0.35
C(3) 9.16 5226 0.387 0.43 0.357

o



| Table 2.7 Experimental drag coefficients in-a gas-liquid disperSLOn
[Qg = 0.29 x 10" 'm3/sec].

Volumetric  Particle Measured Drag Average Drag
Flow Rate Reynolds Standard Coefficient Coefficient
Sphere Experiment of Liquid Number Drag No
Numbe r Number 10~ 4m /sec Umixdpoz/“z Coefficient Slip Slip (S1lip)
A(l) 9.83 5707 0.390 0.42 0.34
1 B(1l) 10.16 © 5893 0.392 0.39 0.32 0.326
c(1) 10.16 5893 0.392. 0.39 0.32
A(2) 9.83 5708 0.390 0.40 . 0.33 .
2 B(2) 9.66 5610 0.390 0.43 0.35 0.346
¢ C(2) 9.42 5471 0.389 0.44 0.36 ‘
A(3) 9.83 57090 0.390 0.40 0.33
3 B(3) 9.66 5604 0.390 0.42 0.34 0.336
Cc(3) 9.66 5604 0.390 0.42 . 0.34

RAAN
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spheres tested. ‘These, however, show that for the situation
of gas slippage through the liquid, the.measured drag cé-
efficients are lower than the stdndard values calculated.

In analysing these reductions in drag coefficients as
shown lngables 2.5 to 2.7, it.was found that the percent re-
duction in experimentally measured'draé coefficients (i.e.,\
{|CD,S - cD,Gasi/CD,S}* 100) is éracticaliy linearly related to
the volume fraction of gas, within the column. This 1s shown
in Fig. 2.5. Extrapolating these to‘the 7 v 8 pct. voidage °
figure of relevance to the C.A.g. operation, one finds that the
correspondiﬁg reduction in d;ag coefficients is approximately
50 pct.. New particle trajectory predictions could then be made
on the basis of this information.

Parallel to this, four possible mathematical models were i
also considered in trying to accoun£ for the discrepancy between
the observed and measured maximum penetration depths of buoyant
additions. These involvéd the following specifications for the
governing differential equation:

(1) reduced fluid density in the plume; standard CD’

(i1) reduced fluid density and viscosity in the plume;
standard CD’

(iii) reduced fluid density and viscosity in the plume;

50 pct. of standard C, in the plume and

D

(1v) reduced fluid density and viscosity in the plume;

standard CD’ accounting for the effect of turbulence intensity

on drag coefficient.



°/s Reduction In drag coefficient

22
20

18

14+
12 L

1 1 i i
O 05 10 . 15 2.0 25 30
Volume fraction of gas in the column

Figure 2.5 Effect of volume fraction of gas in the.
gas liquid dispersion on the extent of
reduction in translational drag on three
spherical particles (viz’., Table 2.1).
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The four corresponding maximum penetration depths pre—/
dicted for the buoyant sphere (sp. gr. = 0.99) are given 1n
Table 2.8, together with those measured experf%entally. There
1t 1s readily seen that the predictions via model (iii) (i.e.,
reduced fluid density and viscosity in the plume; 50 pct. of
standard CD in the plume) 1s the only combination to\prov1de a
maximum depth of penetration that is within 10% of those experi-
mentally measured.

Considerang therefore, a 50 pct. reduction in CD from fﬁg?
standard valueg, the trajectory of the buoyant particle |
(sp. gr. = 0.99) was recalculated and is shown in Fig. 2.6.

The agreement between experimental and predicted trajectories

there, 1s seen to be very close.

r

The results presented so far appear to indicate that gas-
liquid dispersions cause some reduction in drag coefficients
versus those observed for homogeneous liquids. However, future
work over a much broader experimental range is recommended in
order .to clarify and quantify the issue further.

s

In the meantime, it 1s worth noting that Hsiao Tse-Chiang ¢
and coworkers (10) have reported on central plume velocities
and free surface velocities 1in a water model of a 7 ton steel
ladle at various gas flow rates. These velocities were,
measured by means of a precalibrated drag probe from a knowledge

of standard drag coefficients and probe dimensions. From these

measurements, the average plume velocity was calculated to be
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Table 2.8 Influence of various parameters in equation (2.18) on
predicted maximum penetration depths of a mildly
buoyant sphere (viz., Fig. 2.1) and their comparison
with those measured experimentally.

L

Predicted Average Experi-
maximum mentally measured
penetration maximum penetration

Specification of the model .depths, m depths, m

Reduced fluid density in the

plume; standard CD 0.151

Reduced fluid density and vis-

cosity 1n the plume; standard

C - 0.153

D

Reduced fluid density and vis- } 0.24

cosity in the plume; 50 pct. :

of standard CD 1n the plume 0.275

Reduced fluid density and vis-

cosity in the plume; standard f

Cpn, accounting for the effect {

o% turbulence i1ntensity on drag

coefficients 0.15
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the two-phase region.



149.

24

proportiénal to (gas flow rate)o' , while the near surface

velocity in the one phase region of the flow was found to be
proportional to (gas flow rate)0'33. However, Sahai and
Guthrie (7) have demonstrated theoretically and experimentally
that plume velocities increase according to the third power of
the gas flowrate, when recirculating flow is induced in a
confined body of liquid. Consequently, in view of the present
study, 1t appears that the empirical relationship (i.e., plume
velocity proportional to (gas flow rate)0’24), as reported by
Hsiao Tse-Chiang and coworkerrs (10), may have resulted from an
overestimation of drag coefficient in the two phase plume
region, and as a result, too low a dependence of plume velocity
on flow rate.

It therefore appears that the presence of many small
bubbles (< 5 mm dia.} in the vicinity of a much larger sphere
(v 25 mm dia.) can act to uncouple the solid sphere from the
liguid and cause a reduction in drag forces. Such uncoupling
can be expected to be related to the number of bubbles and
bubble sizes etc., in the medium, which in turn will be de-
pendant on gas flowrates and the physical properties of the gas
and the liquid. '

In the absence of ligquid flow, maximum bubble sizes ob-
served were around 15-20 mm in diameter. However, when co=-

current streams of gas and liquid were introduced, maximum

bubble si1zes were observed to be no more than 5 mm in diameter
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(UB ~ 0.12 m/s). A range of bubble sizes existed for all

experaiments.

B. Trajectories of Spherical Additions in Gas Stirred Ladles:

Reproducibility of measured particle trajectories in the

water model

The reproducibility of particle trajectories was found to
be reasonably consistent, except those observed for the sphere
with a specific gravity 0.991. Several factors may be con-
sidered to affect the stochastic nature of the latter's trajec-
tories. It 1s to be recognised that such a sphere, with a
specific gravity of 0.991, can be considered to be essenti.lly
neutrally buoyant. Consequeqtly, dynamic 1instabilities in the
flov (r.e., turbulence, etc.) partacularly in the gas—liquid
region, can affect the trajectory of such particles considerably.
Thus, although the essential features of the flow hardly
changed with time, careful observation revealed the existence
of considerable instabilities in the vicinaty of the bubble
plume. These are presumably due to the complex nature of such
buoyancy driven plumes.

Another possible effect explaining this scatter in particle
trajectories, could be the marginal differences in the precise
entry location of the particles. Even though the particle
holder together with 1ts release mechanism, was fixed to the
desired point above the recirculating bath, the location of

{
particle entry varied slightly from run to run. The maximum
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observed deviation at entry was 20 mm, and normally much less.
However, it is to be mentioned here that the velocity yradient
in the vicinity of the bubble plume in such a system is very
steep, and consegquently such variation in entry point may be
guite critical for the trajectoriés of such neutrally buoyant
particles. This scatter in the trajectory of a particle with

specific gravity 0.991 has been shown in Fig. 2.7.

Particle trajectories in the C.A.S. system

Figures 2.8 to 2.11 show the predicted trajectories of the
four different spheres (viz., Table 2.2) based on the numerical
solution of the governing differential eguation. Also shown in
those fiqures are the experimentally measured trajectories. In
spite of the irregular shape and complex geometry of a real
bubble .plume, there is very close agreemént between the observed

and predicted trajectories. Furthermore, it is readily seen
that using a 50 pct. reduced drag coefficient in the two phése
region, 1in the computational scheme allows maximum penetration
depths predicted to fall much closer to those observed.
'Predlcted and observed trajectories of extremely buoyant

particles (sp. gr. = 0.4 and 0.6), as shown in Figs. 2.8 and

/ .
2.9, clemarly show the extent to which they penetrate into the

bath (typically 80-120 mm). As a consequence, the total immer-
sion times of such particles are extremely smalIKWabout 0.5
seconds). This shows that although there is a strong downward

-

flow in the vicinity of the central plexiglass cylinder, there
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991 Kg/m”) during water
model simulation of the

- C.A.S5. method of alloy

éddltlon (Uentry = 2.0 m/sec).
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is practically no chance that such particles could be entrained
and under961 as a result, prolonged subsurface motion.

On the other hand, the sphere with a specific gravity
0.991 was predicted to penetrate much more deeply (about 250 to
290 mm) and only then be carried upwards by the rising action
of the plume (see Fig. 2.10). Following this, the particle was
again predicted to be entrained into the bulk by the downflow-
ing liguid in the vicinity of the central plexiglass cylinder
wall. Furthermore, it has been observed-experimentally that
such particles are usually caught up 1n the narrow recirculat-
ing vortex associated with the plume and consequently can under-
go prolonged subsurface motion. ©Nevertheless, ultimately such
particles will tend to fall out of this narrow vortex into the
main bulk where they can gradually float up to the free surface.

Contrary to all the above additions, heavier particles
(sp. gr. = 1.14) were always observed to settle to the bottom

of the tank (see Fig. 2.11).

Particle trajectories in conventional ladle stirring operations

Using the same equipment and procedures, trajectories of
the four different spheres were also observed in the convention-
al gas injection configuration and equivalent numerical pre-
dictions made. The spheres were dropped from a height 0.75 m
to give an entry velocity of about 3.83 m/s. Observed and pre-

dicted trajectories are shown in Figs. 2.12 to 2.15. As seen

very reasonable agreement between predictions and measurements
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was again achieved. These figures however reflect the follow-
ing features. Extremely buoyant particles (sp. gf. = 0.4 and
0.6) will not penetrate the liguid very much at all, ~nd almost
instantaneously resurface. Neutrally buoyant particles

(sp. gr. = 0.991), on thé other hand will penetrate much deeper

and consequently can be expected to underge subsurface motion

for prolonged periods of time. Heavier particles (sp. gr. =1.14

wi1ll, nevertheless, always settle to the bottom of the tank.

C. Industrial AEpllcatlon%

The direct observation of such addition making operations
in industraial 51%5 vessels, where hlgaytemperature (e.qg., 16001
and visual opacity posekgerlous experfmental problems, would
seem i1mpractical based’on present day technology. Furthermore,
the hydrodynamic and thermal phenomena taking place in such
steel processing units are extremely complex and interrelated
{(e.g., the chilling of a steel shell around the solid addaition,
partial melting of the encased alloy, heat convection and
buoyancy effects etc.). Nonetheless a basic understanding of
the fluid dynamic aspects of such addition making operations
can be developed by extrapolating the present mathematical
model beyond its experimentally validated limits of vessel
size, particle size and density, liguid etc., to predict alloy
trajectories in full scale vessels.

w

Furthermore, as menticned previously, model experiments on

particles' trajectories provide only semi~quantitative results
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1n most cases. Therefore, predictions of particles' trajector-
1es for a full scale system based on such mathematical model
improves the guantitative information on expected trajectories.
Since there was no experimental data on flow fields available
for thais application, the predicted flow fields established in
an 1ndustrial size 150 ton ladle were used.

As a typical example of the model's capabilities in thfs
respect, predicted trajectories of four spherical additions
(85 mm diameter) (Al, FeSi, FeMn and FeNb) in a 150 ton ladle
during C.A.S. operation have been illustrated in Fig. 2.16.

As seen the general appearance of these trajectofies is quite

similar to those presented in Figs. 2.8 to 2.11, indicating the
effectiveness of the model study program and also the computer

predictions.

Predicted trajectories of spherical additions during con-
ventional gas injection into a 150 ton steel processing ladle
is shown in Fig. 2.17. Once again, very similar trajectories
to those observed in the water model (Figs. 2.12 to 2.15) are
readily apparent.

Although the formation of a steel shell around the solid
additions would change its apparent density (11), and the
dynamic nature of multiparticle addition may be slightly differ—
ent from single particle addition (5), it is clear that buoyant
additions such as aluminium and ferrosilicon, would proceed to

melt within the central slag free region under inert atmosphere.

1]

!
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Thus on the basis of information provided in Part I and Part 1IJ,
it can be concluded that such additions would melt angd be dis-
persed homogeneously into the bulk of the liquid, before having
any chance to react with the slag.

Ferromanganese (degnsity = 6980 kg/m3), on t?F other hand,
may undergo subsurface melting, or may fall out “c:‘f’"the primary
recirculating loop into the bulk and then gradually float up to
the slag metal interface. If the alloys' content is released
from within the steel shell in the vicinity of the slag metal
interface, it is clear that a portion will react with any
oxidising slag present. Heavier additions, such as ferro-
niobium, will settle to the bottom and only then gradually melt
and be dispersed. However, since the bottom part of the ladles'
contents is relatively guiescent, such additions will experi-
ence considerably longer ladle mixing times.

The trajectories of spherical additions shown in Figs. 2.16
and 2.17, clearly demonstrate the effectiveness of the C.A.S.
method over any conventional gas injection procedure, as a
technique for introducing buoyant additions. As seen from
Fig.2.17, aluminium and ferrosilicon dropped into a gas stirred

®

steel bath would immediately float up to the slag metal inter- :
face. In view of their affinity for oxygen, being strong de-

d .
oxidisers ' in steel, both would typically be largely consumed by

any oxidising slag, rather than being dispersed into the bulk

of ligquid steel.

N
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CONCLUS IONS

The motions of spherical shaped particles in gas stirred
ladles have been investigated. It has been shown that gas-
liquid dispersions can cause some reduction in drag during the
particle's motion through an upwelling gas-liquid mixture.
Based on Newton's law of motion for such a system, the trajec-
tories of spherical particles of different densities were pre-
dicted and compared with those derived from water model experi-
ments. Very reasonable agreement between measurements and pre-
dictions was achieved.

Trajectories of spherical particles of various densities
(d ~ 85 mm) were also predicted for an industrial size 150 ton

ladle, and their technological significance discussed.
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LIST OF SYMBOLS

At Cross sectional area of the column, m2

iCA Added mass coefficient

CD Drag coefficient

CD,S Standard drag coefficient

CD,Gas Drag coefficient measured in a gas-liquid dispersion
CH Coefficient in the Basset history integral term
dp ;Diameter of particle, (= 2Rp), m

d m Diameter of particle in the model, m

d Jf.s Diameter of particle in the full scale sys%:em, m
FA Added mass force, Newton

FB Buoyancy force, Newton

FD Drag force, Newton

Fg Gravity force, Newton

g Acceleration due to gravity, m/sec

Hf,m Height of fall in the model, m

Hf,f.s Height of fall in the full scale system, m

MS Mass of sphere, kg

MA Apparent or added mass, kg

Qg Volumetric flow-rate of gas, m3/sec

Ql Volumetric flow-rate of liquid, m3/sec

r Radial coordinate, m

entry Entry point of the particle on the radial axis, m
Up Velocity of particle, m

u Velocity of particle in the vertical direction, m/s
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Relative velocity between particle ana fluid, m
Liguid velocaty, m/sec

Gas~liguid mixture velocity, m/sec

Superficial velocity of liquid, m/sec
Superficial velocity of gas, m/sec

Rise velocity of a single bubble in a quiescent 1liquid,

m/sec
Fluid velocity, m/sec
Vertical entry velocity of the particle, m/sec

ﬁyertical entry velocity of the particle in the model,

m/sec

Horizontal entry velocity of particle, m/sec
Velocity of particle in the horizontal direction, m/s
Horizontal velocity of particle, m/sec

Time, sec

Total time,to settle to the bottom or to resurface, sec
Distance, m

The axial or the vertical direction, m

Density, kg/m3

Liquid density, kg/m3

Gas-liquid mixture density, kg/m3 )

Particle density, kg/m3

Gas density, kg/m3

Geometrical scaling factor, (= Lm/Lf.s)

Volume fraction of gas in the plume

W

Particle-liquid density ratio

N
N
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g oH Dynamic viscosity of the laiquid, kg/(m-s)
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LIQUID MIXING IN LADLE METALLURGY OPERATIONS
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ABSTRACT . )

The mixing of liquids in ladles, agitated by a centrally
rising bubi;le plume, hés ‘been analysed gboth theoretically and
experimentally. It is shown that mixing is a combination of -
both convection and diffusion and that neither“can be dis-
regarded in gas stirred systems. However, for predicting mix-
ing times in such gas injection oper\ations,one can use a simpli-
fied empirical correlation:based on diffusive mixing in which’

-1/3 -1 R5/3, where T_ is the mixing time, ém is the

Tn =
specific energy input rate, R,isﬁ the vessel radius and L is the
liguid depth. | S ¢

The rate of ligquid mixing in C.A.S. c;peration has also\vz
been anaiysed both theoretically and experimentally. It is
shown that mixing times are considerably longer a.nd“less sensi-
tive to gas flpw rates than thgﬁse ‘der}iviang from conventional
ladle stirring practices. The relative perférmance ch‘aracter-‘ f
istics of the algebraic model versus the k - € model of

-

turbulence is also'discussed.
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o INTRODUCTION

The intrinsic efficiencies of many chemical processing
7
operations carried out in present day steelmaking ladles are
intricately related to the nature of fluid flow and mixing.

An inexpensive method for promoting fiixing in such liquid metal

_holding vessels is by gas.injection through a porous plug, sub-
. ~ )

\

meréed‘lance, or nozzle. The éas, rising as a plume to the
surface through liquid steel, induces a recircpla;ory flow of
£fluid, which in addition to controlling the rate of dispersion

.
and homogenisation of additions, may aid inciusion ;gglomera-
-tion and float-out. In the absence .0of such bath agitation,
chemical/thermal and/or particulate inhomogeneities can origi;
natéw-NThis, in turn, sometimes inducek unacceptable“vafiabili-‘
ties in the final product. .

In" the chemical and metallurgical processing industries,
mixing is usually expressed in terms of a mixing time needed
to gchieve a given hogeogeneity. Commonly appearing factérs
fo:‘évaluating éhe mixiné time, or the degree of mixing, are

(i.e., the rate of energy input

per unit volume) and the specific energy input rate, € (i.e.,

the mixing power density, év'

the rate of energy input per unit mass). In order to egtimate

the degree of ligquid metal mixing in such refining vessels,

’

several investigators (1,2,3) “have recéntly addressed the pro-

/

-~ blem, and explicit empifical mixing'time relationships of the

’
LY
v
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type T = k éb-? have been proposed for axisymmetrically N
agitated gas stirreg melts. K
Nonetheless, éne can adoptoa more fﬁndémental approach,
anid address the phenomenon gf liquid mixing fr;m a purely
theoretical view point Ehrough consideration of the relevant
pa;tial differential equations describing such phenomena. In
a recirculating flow system such as the one under considergtion,
the dispersion of a tra;er égded within the vessel is expected
to be governed by the combined phenomena of convection and
turbulent diffusion. Conséguently, the usual approach would be
to solve the unsteady,convéction + diffusion equation,with an
appropriate set of boundary conditions. Needless to say, such
solutions ;equire prior -specification of flow andaturbulence
c@aracteristics Qithin the sysEém as a starting point.
This latter approach was.adopted by Szekely and' coworkers

~)

(3)‘who, throuéh numeiigél solution of govern}ng differential
eantions (i.e., the equ;tions ofccontinuity, motion -and '\}~ijJi3}
turbulence together wifh mqés conseryation), predicted mixing

time; in pilot scale and industrial ;ize argon stirred ladles.
Furthermore,mixing timeé fbus calculafed were found to be in

é@od agreement with experimentally meas%red mixing times.
Nevéftheless, it is to be- stressed here that this approach,

while very attractive, entails a major computational task énd n

can gé justified only for problems which require detailed in-

formation about the nature and structure of the flow.

a

»
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In tﬁé present author's efforts to predict rates of
homogenisation of alloy additions in vérious axisymmetric gas
injection procedureg, a two stage approach is adopted for de-
scribiné mixing. In the first part, the fundamental equations
are solved to give the'time - dependant concentration fields.
In the second part, these fields are then used to formulate and
tune an empirical model for predicting mixing times.” This can
be justified since recirculatory flow fields in these systems

have already been predicted with reasonable degrees of certain-

ty. Consequently, on the basis of experiments conducted in re--

duced scale water models, and detailed theoretical analysis of

the governing differential equations, the resulting?mq&roscopic
model for predicting liquid mixing during central gas injection
into ladles prOVlde an effective yet simple, way for predicting

mixing times in larger size steel processing vessels.




THEORY -

" A. Mathematical Formulation )K:T)

The differential modél of addition dispersion

3

P ®
- In the presence of a velocity field U, the conservation of

my is expressed as: ) . /
d wo _ . )
3¢ (emy) + div_l(pUmi) + Jil = Ry (3.1)
Here, g% (pmi) denotes: the rate of change of mass of the chemi-

3

cal species i per unit volume (mi being the ﬁ%ss‘fréctioh of
the species i, defined as the ratio of the méss of the speciés
i contained in a given volume to the total mass 'of the mixture
contained in the same volume). The quantity pum, is the con-

vective flux of the species 'i' while Ji denotes its diffusjve &4

flux. Diffusive fluxes are normally caused by gradients in m, s

and can be expressed as Ji = ~T grad (mi),where I' ' is an effec-
tive exchange coefficient (=pD_ ). The quantity R, ongthé right °
hand side represents the rate of generation, (if any), of the .
chemical species 'i' per unit volume.

For a two-dimensional situation with no generation, equa-
tion }3.r) can be written in terms of cylindrical polar db~‘

ordinates as .

i om ) 3m
3 3 1 3 3 i 1 9 i
3¢ (Pmy) +gg (Pumy) + 3 gy lervmy) = g (D7) + o elsy)

. . (3.2)
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Assuming that the eddy diffusivity, D (= I/p), and the eddy J

kinematic viscosity v, (= ue/D) are numerically equal, sifice

t
they both derive from the phenomenon of turbulent fluctuations,

N »

then the effective exchange coefficient can either be appréxi—
,matea fromréﬁ effective viscosity formula probosed by Sahai and
Guthrie (4) or from a mofe(adﬁanced two equation turbulence
model (5). ﬁecause of the coupling of equation (5.2) with thF
flow and turbulence models, it is assumed that the distributiom

of £low and turbulence parameters within the system is known.

The boundary conditions

~

The boundary conditioﬁs required for the solution of equa-
tion (3.2) has to express the physical constrains that all the
bounding surfaces (viz,, walls, free ;urfaée énd symmetYy axis)

i@re impervious to the additions. In a mathematical sense this
correspondé’to a zero concentration gradient at all the bound-

i

ing surfdeces i.e.,

-

] ami { . R
(i) , at the axis of symmetry, T 0
’ om
(ii) at the free surface of liquid, Tﬁ% = 0 and
: ‘ om .
(iii) at the sidewalls and bottom surface, TE% r=R = 0 and
8
—aln.}. =0
oz lz=0

In addition to this the initial condition employed for
equation (3.2) was .

- o
{iv) at t = 0, my (I,J3) = my o

where the array (I,J) denotes the region of tracer additiok§/’*{

)
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It was furthef'assgméd that the initial concentration mio

applied over the control-volume associated with grid region

-
2

(IIJ) - ’ , S

e .

The algebraic models of additiorm dispersion

N\

Since the-given flow—flelds satisfy continuity, equation

(3 2) which is a statement ﬁ% conservation of mass, can also be

written in the form: . .

¢ - N S . (

o oam, 1 .
1 ! : - N
& *t U div m, De div (grad mi) (3.3)

o

Nowf if we éssumq that the dispersion of the tracer added to

" the system is predominantly governed by fluid convection, then

v

—ry

equation (3.3) simplifies to . 5
4
¥ .
om ) ¢
- = -U . divmy \ (3.4)

N s

Alternatively, supposing the dispersion of tracer to be domi-

. . ' )
nated by turbulent diffusion, equation (3.3) simplifies to:

\ I3

ami . : . .
-t = De div (grad mi) (3.5)

» kY R
-4

Based on the theoretical arguments provided by Asai et al, (2),
I4

equatEOns (3 4) and (3.5) can be further simplified to yield to

the,folIOW1ng relationship(Z):

S

- . e awn B T R
4 »
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: empirical relationship proposed by Sdhai and Guthrie (6), for

.of the operating variables, L, R, f and Q

. ' 182.

. L ‘ ) ' :
T ?;—ﬁg.“ " . R , (3.6)

-

for mixing predominantly controlled by fluid convection, and

rd r i4
- - ch . ‘ ‘
T ™ o —= : (3.7)
m De ) r
for mixing dominated by turbulent diffusion. ' ;

~ (,/- '
Representing the characteristic velocity of the system hy

the average speed of liquid recirculation,'U, one can adopt the

such bubble driven systems; i.e., . v

-

(Rl/3) = Constant Q. . (5.8)

I
U
P -

Replacing the average plume velocity Uy, by the following re-

lationship (see Part I)
!/

g

_ /3 .1/4 :
v =g {BQ) - L (3.9)" .

. P . .
' i R1/3 A , - 2 ’

N

one obtains the mean sPeed‘of liquid recirculation, U, in terms

¥

s)l3 . M4 9

" 2/3 :

U« “~(3.10).

R .
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Furthermore, denoting the characteristic length of the s&stem, w
Lc' by the radius of the vesdel, and then substituting U'in
equatiof (3.6) from equation (3.10), an explicit expfessidn for

mixing time as a function of vessel geometry; lance depthiand '

-

gas flow rate results:-

'

5/3 Y P S %
[ 4 R ﬁ- ’
. ~ T 173, [ 17% v <. (3.41) |

i (8Q) . ' - i

. [

The turbulence kinematic -viscosity, though strictly spa-

ti#lly dependant, can be cénveg}eﬁtly represented as an averaée
- \
. p .
effective viscosity (4), according to ‘ ?

- . -

1/3 ,
v = CL {{1=2) gBQ, (3.12)
-3 P D -

N

.As thé value of the eddy diffusivity,De,Can be regarded as being
as large as the eg§y kinematic viscosiﬁy, De is readily deduced

from-equation (3.12) as

‘ ' . 1/3 - N o ' o
" D, © J§2(1'0)11/3 - L {.' ' (3.13)
- R : A

i - ) R .

-

~
)

Substitution of D, from equation (3¢;$¥ into equation (3,7);-‘,
3 leads tn an explicit relationship for mixing time %in terms'of

operating vatriables; i.e.,

a

- -
’ '
h . - N
& : .
- '

oy
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o
Consequentiy, for the two ppssible‘limiting-situations of con-

vective and diffusive mixing, mixing times for tracers added to
gas aéitated :efihing vessels (e,g:, ladles) can be repreééﬁﬁ@d
. as: i ‘ ‘ : K
. ' A 5/3 S )

. R Y
(1), T = ¢C

. . 7
: . ¢3.15)
m 1 (got/3 . L1/

for dispersion dominated by bulk circulation phenomena and

| ‘ _ /3y - .
(11 T = Ca . \ (3.16)
: 2 ol . .

m .
- A ‘{

~for .dispersion dominated By turbulent diffusion phenomena.

1

Expecting gases/;o occupy 1l to 10 pct. of the upwelling gas-

1/1

liquid mixture, (l-o) has been set equal to unity for the

§ake of convenience, However, one must now address the questlon

. as to .which of these two transport mechanisms dominates ligquid
mix}ng in such systems. Alsc, once the principal transport

* mechanism has been identified, the constant C, or C, must be
determined, so that mixing time can be stated explicitl§'in
terms of L R, B, Q and’ the c0nstants of proportlonallty, 1’

and’cibqappearing in equatlon$ (3.15) and (3. 16) respectlvely.

3

N
A \ ' ' \
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B. Calculation Procedure .

.
/ s

Numerical procedure - : ’ ~ s,

¢

" The flow 'fields and .the effective viscosity fields calcu-~

v

latéd in Part I of the thesis were used to solve the mass con-
servation equation (i.e., eqgudation (3.2)). The transient term

in the mass congervation equation was approximated by a fully

I

implicit marching integration procedure, while for the represen-

tation of the total flux (i.e., convection + diffusion), a

w

hybrid differencing scheme (7) was adapted. Equation (3.2)

though a linear differential'equation, was solved iteratively -

A [

using a line by line solution scheme. A gonvergénce criterion.

was set so that the absolute sum of residuals.of m, fell below
LQ_GJ"About 12 to 16 iterations were required to satisfy this
criterion. “\ . ‘ . .
» ; NS ' L -
. - '
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EXPERIMENTAL WORK

i

Measurement of Mixing Times by Conductivity Measurement Tech-

nique
. e
Mixing times were measured in two dif(gfent cylindrical
tanks, in which water was agitated by air, injected through a X

central vertical lance. Fig. 3.1(a) give an outline of the

experimental set-up used for measuring mixing times. There a
conductivity cell, made from a pair of platinised stainless

steel electrodes recorded chéﬁ§g§ in the local concentration of

-~

a pulseltracer additjon of 1N hydrochloric acid. This was
made to the.Path at point T in Fig.B;L(a).The change in local
ion concentration around the cell was measured through changes
in the waters electrical conductivity, and recorded via a
stripchart recorder. The recording of the tracer response was
carried out until the éoncentration was considered to have

attained the homogeneous concentration value. The analogue

response curves (i.e., millivolt against time) thus obtained °
. ®

were used to evaluate mixing times. These are defined in the
present context as the time required to allow the monitoring

“‘ﬁoint concentration to continuously fall within a 5 pct. de-

-

viation band of the well mixed/homogeneous value. /Af/Téast

four measurements were made for each operating cohdition. It

wags found that maximum deviation im meagured mixing times for,
each operating condition amounted to/no ;bxg/than 10 pct. ~

(see Fig. 3.12). -However, for the sake of convenience, an

v

average mixing time was determined for each operation céndi—

4
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Schematic of the experimental set-up for
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measuring mixing times.
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Figure 3.1(b) The electrode assembly

¢
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different location for the probe (i.e., point C in Fig. 3.9,

189.

o
B

.tion, and a linear regression analysis was carried out to

make ‘a straight line fit to the averaged points in ('

Figs. 3.2, 3.3, 3.4 etc..

In addition to these measurements, the effect of

a) monitoringnpoint location, b) tracer addition sites, :
c) different types of electrodes and d) cell width (i.e.,
distance .of separation between the eleég;odes) on mixing
times were studied. The types of electrodes used and the
cell width had practically no effect on measured mixing
times. However” monitoring point and tracer addition loca-
tion were found to be quite sensitive to measured mixing

times. It was found that measurements made with the combi-

A

nation of tracer addition and monitoring point location of

o

the typé shown in Fig. 3.1(a) closely correspond to, and

could be interpreted as the bulk mixing time. The im;lica—
tion of the term 'bulk mixing time' is discussed in the
next section. .

Although the tracer additiop sites were essentially the
same for all experiments (point T in Fig. 3.1(a)), a somewhat

s

which is different to that indicated in Fig. 3.1(a)) was used

for measurlng mixing times in the C.A.S. conflguraﬁlon. This

is elaborated on in the text, . {

PrrgrRemmier L
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RESULTS AND DISCUSSION

‘g

A. Conventional Ladle Stirring .
' : \
Mechanisms of addition mixing and an empirical model for mixing

Figure 3.2 shows ‘the change in experimental mixing
times as a function of R7/3/|BQ)1/3L| and R5/3/](BQ)1/3 L1/4|
. respectively for a w&ée"range of opeféting bonditions and
vessel geometry. As seen in Fig. 3.2(a)-all the experimeﬁtal
data there can be described by a single straight line passing
tﬁrough the origin. There is practically zero scatter, while
in Fig. 3.2(b), the scatter in data sets relative to the mean
straight line happens to be significantly larger.

These figures suggest that experimeritally observed mixing
times can be dgscribed accurately via equation (3.16), and that
mixing in such systems may be primarily related to eddy
d&ffusion,’rather than melt circulation, phenomena.

To test this hypothesis further, the governing d;fferentiai
equation (viz., equation (3.2)) for material mixing was re-solved
numericélly, by (i) retaining eddy diffusion terms and elimi-

nating convection terms, i.e.,

am ! om
3 B i, L1 3 ¢ 1

and by (ii) retaining convection tetms apd eliminating eddy

&

diffusion terms; i.e.,
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Figure 3.2(a)} The dependence of mixing

times T, as a function of

R7/3/‘(%Q)1/3.L| for vari- -

ous vessel geometries and
gas flow rates.

A
o L=003m,R=0-56m x
90F °L=065mM,R=0.305m - . °
x| =0.79m,R=0.56m
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Figure 3.2(b) The dependence of mixing
/7 times T _ as ,a function of
R573/|(%Q)l/3.L174[ for
various vessel geometries
and gas flow rates.
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) ) l 3 _ y
3¢ (Dmi) + 72 (Dumi) + T 3% (prvmi) = 0 (3.18)

Corresponding predictions for Tm for one of the two

/ .
(ﬁbyessels studied (L = 0.93 m, R = 0.56 m), are illustrated in

Figs. 3.3(a) and 3.3(b). As seen neither of these two equa-
tions (equations (3.17) and (3.18)) produce predictions which
are close to experimental mixing time observations. Indeed
solutions based on eguations (3.17) énd (3.18) predict m;xing
times that are both about an order of magnitude greater than
those measured, whereaé mixing time predictions incorporating

both diffusion and convection (equation 3.2) produce duite re-

alistic estimates, as seen from the same figures (i.e., Figs.

3.3(a) and 3.3(b)).

Consequently, although measured mixing times for a wide
range of operating conditions and vessel geometry fall on a
t o -

line

‘R ¢ )
LT R A

N

/
mixing times cannot be characterised solély in terms of e}ther
the two transport mechapisms. Previous investigators (1,2) |
have attempted to charactérise mixing phenomena in téfms of
bulk convection and/or eddy diffusion mechanisms, while the

present study clearly shows that mixing in such gas stirred
f
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Figure 3.3(a)

Mixing times predicted
from equation (3.2) and
equation (3.17) for the
large water model (L =
0.93 m, R = 0.56 m) and
their comparison with

experimental mixing times.

— Prediction from Eq. 13'.2
—~—Prediction from Eq. 3.18

Figure 3.3 (b)

— 2 3o 5
R IBQ) L)

Mixing times predicted from
eguation (3.2) and equation
(3.18) for the large water

model (L = 0.93 m, R = 0.56 m)

and their comparison with
experimental mixing times.
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systems are governed by the combined phenomena of convection

and turbulent diffusion.

Experimentally measured mixing times, at a gas flow rate

4

of 6.67 x 10 mB/s'(e.g., 40 lits/min) are illustrated in

bFig. 3.4, as ; function of liquid depth,L. There the felation-
ship appear§'to be Tm = L_0'96. One can again note the father ’
fortuituous-similarity between the experimental exponent of‘
L (=0.96) and that suggested by equation (3.16). °

, Based o; their exte;sive experimental measurements in
. different sized vessels, Asai et al (2) suggested an empirical

corpelation T = ém-JJ%L_l g?/3

for estimating mixiqg times in
such gas injection systems. By manipulating equation (3.16)
one can produce the pradtically equivalent relationship,
i.e., T = én:l/:i 71 g%/3; o

Equation (3.16) can be tuned to describe experimental ob-
servations fairly accurately and has a form equivalent to
empirical correlation proposed by previous investigators (2),
for estimating mixing times in axisymmetric bubble driven sys-
tem. Consequéntly, mixing times in cylindrical tanks agitated
by a centrally rising bubple plume, can be adegquately desér%bed

'

via the following empirical correlation

7/3
(3.20)
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or t. ‘ %L_
T =C 173 : 7 (3.21)

C,; -the empirical constant in equation (3.20) can now be di-'

rectly deduced from Fig. 3.2(a) (i.e., C2 = Tm’ where,

. 57/3 - "
R = 1) and C,,is found to be 25.4. Consequently, with
1/3 2 .
(BQ)™" ™ . L ~ . ‘
C, = 25.4, mixing times in such ladle refining operations can be

explicitly represented via the 'following relationship:

R7/3 ,

e T = 25.4

, ., T RARE . )

- (3.22)

However, it is instructive to note here that equationi3.22)

ié applicable only for central gas injection into cylindrical’
tgnks, and 6n1y in the\high gas flow regime (greater than 30
lits/min of flow in Fig.:. 3.6). Furthermore, the numerical
value of C2‘will generally reflect a degree of bulk mixing only

‘ H - up to 95 pct. mark. EéidentlyJ 02 would assume a higher value
if (R7/3/1(BQ)1/3 L) | 'in Fig: 3.2(a) were to be compared against
99.9 pct. (say) mixing times. ‘

» In estimating the constant C, from Fig. 3.2(a), due care
was taken, so that ﬁixing times referred to thgre represent
) "bulk 95 pct. mixing fim;s. As’mentioned previously, the mixing

time has been defined as the time taken for the concentration of

N
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tracer at locaéion'A (see Fig. 3.5) to fall continuously with-
A o "in 5 pct. of the well mixed values.' It is naturally important

to justify whether the band width (i.e., 1.0 + 0.05) seleczed .
is appropriate as a criterion. Fig. 3.5 shows how.the noémal;
vized concentration (mi/mi'bulk ) varies as a function of .time

for three different regions in the water model ladle. As seen
the local rates of mixing in these three regions are quite

different, with region A exhibiting the sloWwest réte of liquid
mixing. Consequently, it can be concludeé that a measuring ®
probe immersed .near regioﬁ A, is best inferpreted as repregent—

. . . .

ing the 95 pct. mixing time, rather than 95 pct. mixing times

registered at locations B and C. ”

The effect of gas flow rate on mixiqg

~

Experimentally measured mixing timés in one of two vessels

&

(L = 0.93 m, R= 0.56 m) as a function of gas flow rate has

been illustrated in Fig. 3.6. It is seen that the relationship

~0.48 at low gas flow rates followed

4 ¥

between Tm and Q is T, © Q

1]
by a shift to T = Q~0-34

at flows greater than about 5 x 10,
m3/s (or 3b lits/min). It is interesting to note that the expo-
. . / i ,

nent of Q for the high flow rate regime is practically similar

to one suggested by equatiod (3.16) and (3.17) respectively.

The effect of lance depth on mixing e
[] ™~ .

For central gas injection, expériméntally measured mixing
times, for Variousldepths of lance submersion, is illustrated

in Fig. 3.7. It is’at once clear that any increase in the depth‘

o
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of lance submergence enhances mixing considerably. As seen-.
from equations (3.20) and (3.21), the specific input énergy
rate, ém, is directly proportional to (gas flow rate x lance
depth) . 'Consequently the extent of influence of these two
parameters on ligquid mixing can be'readily anticipated. To
il;ustQéte this further, Table 3.1 has been inclyded, which
shows how the mean speed of liquid recirculation and eddy
diffusivity tends touvary with gas flow rate and fractional -
depth of lance submergence and thus affect the rate of liquid

-

mixing. ‘ ‘ &

B. The C.A.S. Method

Influence of time step size.on mathematical model prediction

L,
To compare the predictions from the differential model with

experimental measurements, it is necessary that the model pre-
dictions be independent of grid distribution. Since a-18 x 15
grid network has already been found to produce practically grid
independent resuits (see Part I), the purpdse here is to deter-
mine an optimum time‘steg At, which will produce results in-
depéndent of grid cdnfigurations in both space and time. The

influence of time step upon model perfprmance is illustrated in

Fig. 3.8. fThis shows the variation in dimensionless mass frac-

.tion (mi/nﬁf bulkv) as a function of time, qt a particular loca-

tion for four different time steps. It is readily seen that re-

ducing the time step below 5 secoﬁds, does not produce any

A

significant change on the nature of model predictions.
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Table 3.1 Predicted mean speed of liquid recirculation (m/s) and eddy diffusivity

values (m“/s) as a function of gas flow rate and fractional depth of lance
submergence for conventlonal ladle stlrrlng operations.

Vessel Radius = 0.56 m Liquid Depth 0.93 m

Fractional Meaﬁ'Speed :
Gas Flow Depth of of Liquid Eddy Mixing times, sec
Rate, Lance : Recirculation D1ffus1v1ty, ) .
No 4 m3s Subme rgence ms™ : m2/s Experimental Prediction
1 6.67+10" 4 0.94 0.073 91.4%10° 82 91
.2 8.33*1074 0.70 0.0711 85.8%10 > 86 - 97
3 10.0*10-4 0.94 0.0807 . 103.5*13:5 71 ) 78
. .
~.
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. time curves for an 18 x_15 space grid net-
work, and monitored at location C in Fig. 3.9.



204.

Consequently, At = 5 seconds was taken to be an optimum time
step, with the 18 x 15 space grid network used, and numerical

computations can be expected to be practically grid independent.

\

Comparison of numerically predicted and experimentally measured

°

mixing times for various operating conditions

Assuming that eddy diffusivity and eddy kinematic viscos-
ity are of identical magnitude, since they both derive from
the phenomenon of turbulenht fluctuations, 95 pct. mixing times
have beentpredicted, for Gariohs operating conditidns, and are
compa;ed with experimental measurements -in Table 3.2. "As seen,
" both 'effective viscosity models' appear to simulate experi-
mental measurements realistically, with the predicted homo-
genisation time viaythe modifigd kts model being somewhat
closer to experimental observations.\ This suggests that k:e
model can simulate turbulence characteristics within the system
somewhat more accurately than the volumetric average effective
viscosity formula: This one would normally expect because of

the transport type nature of the governing eqguations in the two

equation model.

-t

Criterio; for evaluating 95 pct. mixing times.
As previously mentioned, the mixing time.haé been defined

as the time taken for the concentration of tracer a; location

C to fall within 5 pct. of the well mixed value. It is natural-

ly important to justify whether the band width (i.e., 1.0 + 0.05)

selected is appropriate as a criterion. Figure 3.9 shows how
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Table 3.2 Comparison of experimental and predicted mixing times
for various operating conditions in the 0.30 scale
water model during the C.A.S. operations.

Vessel Daimeter = 1.12 m Ligquid Depth = 0.93 m

Predicted 95 pct.
Mixing Time, sec.

Fractional Experimental Bulk k—-¢e two
_ Depth of 95 pct. Effective Equation
Gas Flow Lance Mixing Time Viscosity Turbulence
No. Rate,m”/s Submergence Sec. Formula Model
1 6.8 x 10°° 0.5 250 173 235
2 6.8 x 104 0.7 210 164 195
'
3 6.83x10% /0.94 I 150 120 139

Gy
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model (Q = 6.80 x 10™°% m°/s, B = 0.99),
showing the criterion for evaluating the

95 pct. bulk mixing time for the C.A.S.
procedure.
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the normalised concentration (mi/mi'bulk) varies as a function
of time for three differeﬂt regions of the model C.A.S. ladle.
As seen, the local rates of mixing in t&ese three regions are
gquite different, with region C exhibiting the slowest rate of
liquid mixing. Consequently, it can be concluded that a
mea§uring probe immersed near region C, is best interpreted as
representing the 95 pct. miking times, rather than the 85 pct.

mixing times registered at location A and B. (see Fig. 3.9).

Comparison of mixing times between the C.A.S. and conventional

‘central gas injection procedures RN

Figure 3.10 compares the experimentally measured mixing
times for the two different gas stirring operations (vii.,
conventional central injection and C.A.S8.) as a function of gas

flow rates. As seen, .the rate of liguid mixing in these two

systems differ widely, with C.A.S. exhibiting a much poorer
rate of addition homogenisation (i.e., about 50 to 60 pct.
longer mixing times under the same operating conditions). It is
to be mentioned that a similar observation has been made in
larger si:ze steg& processing lad%%s at the Gary Works of the
U.S. Steel porporation (8). Of particular interest here is the

functional relationship between mixing times and gas flow rates

& . \

for the C.A.S. - system, which has beeh‘illustrated on a log-log

~
plot in Fig. 3.11. There it is seen that the relationship

between Tm and Q is Tm "=‘Q.-O’63 at low gas flow rates, followed

by a shift to Tm « Q_O’10 at flows greater than about 4:{104m3/s

S
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Figure 3.11 Functional relationships
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gas flow rates on a log-
log plot for the two gas
injection procedures de-
scribed in Fig. 3.10.
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(or 24'lits/min). It is important to note the index on Q

particularly in the high flow rate regime, which is very

different from the corresponding experimental exponent of.Q

4

(i.e:, -0.34) for conventional central injection. .

We may now Eonsider the physical phenomena incorpor@téﬁ in
the axisymmetric C.A.S. opekation. It is evident that placing
a cylinder over the eye oé the upwelling gas/liquid mixture,
may stifle high radial outflows across the free surface and de-
flect Ehese vertically downwards (Fig. 1.18, Part I). This plung-
ing annular stream of liquid adéacenf to the centrally rising
gas-liquiq pfhme will tend to increase the rate of turbulence
energy dissipation between the plume and adjacent liquid. -
Eviéenély, this energy consumption will occur at the expense of
energy transfer from the rising plume to the main bul¥k of re-
circuiaging liquid within the ladle. In other words, giQen the ,
same energy input, and gas flow rate, less of the available
energy is gtilised in the C.A.S. than that used during normal

L

central injection. This explains why the rate of recirculation
of bulk liquid, and rate of liquid mixing were lower in the
hc.A.S. in comparison to those observed during pormal cent;al,
injection-

In the U.S. Steel operation, ?rgon consumption and pro-
cessing times are greater as a result (8). Such C.A.S. opera-
tions graphically demonstrate that the ' universal relationship'

-0.4
v

broposed by Nakanishi et al (1) (i.e.,Tm =k € ) is less

\

\w
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universal than recent literature weuld imply. .Obviously vessel
shape, baffles, method of energy input, and mode of dissipation,

all preclude such generalisation.

¥

Vs

<
Effect of some operating variables on mixing times in the C.A.S.

operations

Experimentally measured mixing times for three different
depths of lance submersion*veréqs gas flow rate are given in
Fig.y3.12. As seen, the depth of lance submergence appears to
influence mixing'considerably. As previously mentioned, four
mixing times were measured for each condition. The variation
shown in Fié. 3.12 amounted to not more than 10 pct. (for cbinf
cident points, only one point has been marked).

The geometry Qf the centrally placed cylinder (i.e., its
diameter and depth of immersion) over.?he gaé liquid plume'can .
also exert profouna effect on the rate of additign dispersion
in such a system. As shown in Fig. 3.13, the mixing times °
appear to incréase sharply as the depth of immersion of the
" central plexiglass cylinder increases. It is important to note

that as the depth of immersion increases, more and more of the

bulk becomes quiescent and consequeﬁtly mixing time increases

\

sharply.

c. Industriai Applicatiodns

-

Gas injection into ladles is practised principally to homo-

genise the bath chemically, to remove particulates, to control

s ™ e

temperatures, and to eliminate temperature stratification. A
Dk -

Ay
<
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reasonable estimate about homogenisation, or mixing rates, in
such industrial operations can be made either,

. (i), from direct measurements taken under some typical

operating conditions and/or,

(ii) from a theoretical approach of the tygé outlined in
the previous section.

However, high temperatures (e.q., lGOOOC) and the visual
opacity of liquid metéls make such processing units less than
convenient case studies. On the other hand numerical modelling, ,
though very promising, involves a certain degree of computation-
al effort and consequently cannot be 5ustified for each indivi-

- dual problem.

Thus, to test the applieability of equation (3.22) to
larger size steel processing uﬁits, mixing times in a 60 t ladle
have been predicted for three different blowing rates. Further-

.

more, subsequent predictions.were made from the more detailed

between the predictions has been illustrated in Table 3.3. Very
reasonable agreement between'the tyo are readily apparent. . .
The applicability of equation (3.22), on the basis of the
comparison illuétrated in Table 3.3, to industrial size bessels,
further enables one to relate the mixing timeg ih the model
ladle to those in the full scale '‘system, through the geomeLri-

[

cal écaling factor A, according to

x 34/3 (3.239

[

Tm,mod = Tm'f.s
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Comparison of 95 pct. bulk mix1ngétimes predicted

«
S et b s R

from the differential model and eguation (3 22) for
. an industrial size 60 ton ladle
Vessel Radius = 1.225 m Liquid Depth = 1.50 m
M Pred
( ) Predlcted 895 pct. Mixing Times,
° Sec
‘ ] Fractional .
> Gas Flow Depth of Differential
Ratei Lance Model,
No 3~ Submergence [Equation 3.2] ., Equation (3.22)
< : =
1 3.82*10 ~1.0 R 156 172 -
' 2 7.96%103 N 1.0 111 136
_ 3 10.62%1073 n1.0 104 / 119
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As a final note, it is to be emphasized that the flow
fields in the fpil §cale ladle énd the water model are very .
“similarf One can therefore expect that the mechanism of éis—
’persion ana mixingfof alloy additions will be practically iden-
tical. ‘Mixing insa 150 ton ladle during C.A.S. operation
at a gas flow rate of 0.0188 m3 sfl, which is shown in Fig.3.14
exhibit close similarity with the observatioens pade in the water

model study. At this gas flow rate, about 400 seconds blowing\

is needed to disperse the additions homogéneously in the bath.
- .

—?

Aiso, on the basis of numerical solution of equation (3.2),
predictions were made for mixing times ﬂQ/C.A.S. and convention-
al gas stirring operation in a 150 ton ladle at a blowing rate
of 0.0188 m3/s. Predicted mixing times are approximately 155
- secbnds and 280 seconds respectively. Of particular iméortance’
is howeéér the rates of mixing in the vicinity of the free sur-
(\ ‘ face. As shown in fig. 3.15 the rates of mixing near the free
surface are considerably different. <This essentially ariseg
because of the surface baffle in the C.A.S.. This sluggish rate
of liquid mixing near the free surface in the C.A.S. operation
can lead to a minimal transfer of dissolved additions between
metal and slag phase, which can help in slowing fading and

improving recovery rates of alloy additions such as aluminum.
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CONCLUSIONS

Liquid mixing in'gas stirred metallurgical melts has been
investigated from a theoretical as well as experimental view
p;int. It has been demonstrated that addition dispersion in
such gas injection operationsuis expected to be controlled fg&\d
a combined mechanism of eddy diffusion and bulk convection.
Empirical correlations for estimating mixing times during
central injection into cylindrical vessels have been proposed.

Liquid mixing behaviour in thé“C.A.S. process has been
compared with conventional gas injection process. Mixing be-
haviour in industrial scale vessels have been predicted on the’
basis of these results, and their technological significance
discussed.

Finally, quantitative relationships were developed for

estimating alloy dispersion times in industrial C.A.S. opera-

tions.
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LIST OF SYMBOLS

Constants defineé by equations (3.15) and (3.16)

respectively

Eddy diffusivity, mzs-l .

Acceleration due to gravity, m s—2
Dimensional constant in equation (3.9); has a value 4.19
Liqdid depth, m

A characteristic length, m

bharacteristic length of the model, m .

"Characteristic length of the full scale system, m

Mass fraction of species i

A given mass fraction of species i
3 -1

Gas flowrate, m~ s

Vessel radius, m

Radial coordinate, m

Time, sec

Mixing time, sec

Mixing time in model, sec

Mixing time in full scale system, sec

The axial velocity component, m sml

Average plume velocity, m s~1

Mean speed of liquid recirculation, m s~1

Velocity, m s”l

The radial velocity component, m s-l

0
Axial coordinate, m




o Volume fraction of gas in the plume
B Fractional depth of lance submergence

‘ Effective exchange coefficient, kg m
P Density, kg m3
A Geometric scaling factor (= L_/L )

> m f.S
év Input energy density rate, Watt m >
€ Specific input energy. rate, Watt kgql
n \
. . . -1 -1

L%,uefgmfectlve viscosity, kg m s
vy Turbulent kinematic viscosity, m? 71
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(
2 GENERAL CONCLUSIONS
® : PART I
. - From the experimentaliénd theoretical studies reported in

‘Part I thegfollowing conclusions can be dréwn:g

(i) The sensitivity of the computation to the choice of.
grid size and the choice of am average effective viscosity
Yinstead of the detailed k - & model has been verified. It w;;
found that a relative coarse grié and average viscosity would

provide a satisfactory answer to the problem of predicting

<9

A flow fields.
(ii) Bulk flow fields (except in the immediate vicinity
5% a solid wall) were found to be insensitive to the choice of
an effective viscosity model, illustrating that gas stirred
8ystems tend to be dominated by inertial rather than tdfbuleﬂf
1 visgeus forces. V
} (iiiy It is also shown that bulk velocity profiles are
relatively insensitive tq the deta}ls of the bubble plumé
. structure. * . ' .
. v R ' .
(iv) Finally, the model is used to predict the effect o
~a cylinder at the free surface of the ladle, the effeéct of
tapered walls, and extrapolation to large scale ladles.
{(v) It has been shown that the placement of a baffle over
fising plumes for slag free addition making, Eéuses a gtrong
( . na;row recirculatory vortex, with a complementary contra-

}( + f
rotating vortex in the main bulk of the liquid. ¢
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(vi) Computations based on the standard k - € two equa-
tion turbulence model produced incorrect flow fields for C.A.S.
operation. Ad hoc adjustments to two of the five empirical

constants were made and realistic flow fields could then be

achieved.

(vii) -In spite of a number of simplifying assumptions in
formulating the problem, it has been demonstrated explicitly
that the distribution of flow and turbilence parameters in
such systems can now be predicted with reasonable accuraciee,

and hence full scale predictions can be made with some confi-

dence.

~
~
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PART II A

From the experimental as well ag mathematical model
studies reported in Part II, the following general ‘éonclusions
can be drawn:

(Ii) A gas liquid dispersion can evidently cause some re-
duction in steady translational drag forces on submerged
sphere{s. Consequently, when adciitions in gas stirred laéles .
are introduced over the eye of the bubble plume, they are ,
expected to experience a reduced drag force, than that antici-
pated for an equiwvalent hamogeneous flow system.

(ii) "~ Buoyant additions (sp. gr = 0.4 & 0.60) will hardly
penetrate inside such a bath. On the other hand, neutrally
buoyant spheres can undérgo prolonged subsurface motion.
Denser spherical particles (sp. gr = 1l.14) will always settle
to the ladle bottom. |

(iii) Consequently,additions like alumihium and ferro-
silicon wiil not undergo subsurface melting, whereas ferro-
manganese has the greatest oppc;rtunity to undergo subsurface
mélting. Denser additions such as ferroniobium will always
settle towards the ‘bottom, as they gradually melt or dissolve.
Because of a quiescent bath, the melting/dissolution times of
denée additions that have settled out can be significantly ex-
tended, and mixing considerably delayed.

(iv) Since buoyant additions such as aluminium, fer‘rb- ‘ &
silicon ett. will always float up prior to any melting, fﬁg haé

/ -
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been demonstrated that an alloy addition procedure such as the
C.A.S. will be an efféctive way of introducing.such buoyant
additions from the view point of better recovery and better
process control provided control of the atmosphere above the

free surface is maintained (i.e., air must be excluded).

-
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PART III

The following general concﬁusions on the behaviour of
liquid mixing in gas stirred ladles can be drawn from Part III:

(i) Mixing cannot be characterised in terms of either
bulk convection or eddy diffusion controlled phenomena. Mixing'
in gas agitated ladles occurs by a combination of these two
transport mechanisms.

(ii) erlng in conventional ladle stirring operations can
be adequateﬁy described via an empirical model Tm « _Lé 1R£y3.:
It has been{shown that this simple model produces results which
are consistent wﬁgp}a more advanced differential model.

(iii) Liguid mixingoin the C.A.S. is sluggish and re-

atively insensitive to gas flow rates. Ig has been shown that
the free surface of liquid in such systems can be expected to
be essentially quiescent.

(iv) For an equivalent gas flow rate, mixing in C.A.S.
procedure is abéut 60 pct. slower than in conventioﬁal ladle
stirring operations. K h\s

(v) Bécause of the guiescent nature of the free surface,
the rate of slag-metal reéction in such systems is expected to
be slow. Furthermore, becauéé of the presence of the refractory
cy;inder over the plume, dissolved additipns will be dispersed

homogeneougly into the bulk steel bath prior to reacting with

the slag. This will in turn improve the recovery rates of

L
ter \ . '

buoyant additions.
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L)
A\

CLAIM TO ORIGINALITY

Practically all aspects of this thesis constitute, in ;he
author's opinion, new and distinct cantributions to knowLéage.
The major contributions are: ’

(i) This is the first detailed hydrodynamic investigation
of the C.A.S. method of alloy addition.

(ii) For the first time, the dynamics of two gas in-

jection processes have been compared directly on the basis of

hydrodynamics, particle motion and liquid mixing and correspond-

ing process efficiencies explained.

(ii1) Much new experimental data in a® much larger pilot
scale unit than that used by Sahai (ref. 14 Part I) has been
carried out using both partly, and wholly, submerged lances.

(iv) The data obtained were used to validate several
no&q% mathematical models developed during the course of this
research." _

{v) The work contains the first 'report in the literature
that bubbly Newtonian liquids can lead to a reduction in stan-

dard drag coefficients on submerged objects. 7
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