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ABSTRACT

A formalism has been proposed in which correction factors kéllng’m are used to correct
clins

dosimeter response in small composite clinical fields relative to that in a larger machine-
specific reference (MSR) field. The formalism has been applied to calculate ké‘l“nfgm for
18 clinical fields delivered by the CyberKnife radiosurgery system, and for 3 detectors: the
Exradin A16 and A26 microchambers, and the W1 plastic scintillator. The corrections for
the microchambers were large, primarily due to the presence of the low-density air cavity,
and the volume averaging effect. The scintillator was found to be correction-free for most
fields, and therefore able to be used to measure corrections for other detectors. The clinical
fields were grouped into 6 plan-classes according to commonly shared characteristics. The
suitability of using a plan-class specific reference (PCSR) field to represent the detector
response of each field within the class was investigated. Plan-classes comprising isocentric
fields were well represented by a PCSR field (clinical and PCSR field corrections differed by
< 1.5%). Non-isocentric field corrections were calculated at the point of maximum dose and
a point selected to minimize the dose gradient near the detector. kéll“n%’m varied between
these two points by as much as 4.6%, reflecting a large variation in dosimetric conditions.
Furthermore, the variability of kéll“n%”m within a single plan-class was found to improve at
the former point for certain classes, and at the latter for others. This precludes the use of a

PCSR field for non-isocentric plan-classes until a method is found that can select a point at

which the variation of ké‘l“nfgm within a wide range of plan-classes is consistently small.
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RESUME

Un formalisme a été proposé dans lequel les facteurs de correction kéllnn%”m sont utilisés
pour corriger la réponse de dosimétre dans les petits champs cliniques composites en com-
paraison avec la réponse dans un champ de référence plus grand et spécifique a ’accélérateur.
Le formalisme a été appliqué pour calculer l{;gl;n’g‘: pour 18 champs cliniques fournis par
le systéme de radiochirurgie CyberKnife et pour 3 détecteurs: les microchambres Exradin
A16 et A26 et le scintillateur au plastique W1. Les corrections pour les microchambres était
grandes, principalement en raison de la présence de la cavité d’air de faible densité et 1'effet
du volume moyen. Il a été trouvé que le scintillateur a un facteur de correction nul pour
la plupart des champs, ce qui lui permet d’étre utilisé pour mesurer les facteurs de correc-
tions pour d’autres détecteurs. Les champs cliniques ont été regroupé en 6 classes de plan
en fonction de caractéristiques partagées. La pertinence d’utiliser un champ de référence
spécifique a la classe de plan (RSCP) pour représenter la réponse du détecteur pour chaque
champ clinique au sein de sa classe a été étudiée. Les classes de plan comprenant les champs
isocentriques étaient bien représentées par un champ RSCP (les corrections pour les champs
cliniques et RSCP différaient de < 1,5%). Les corrections pour les champs non-isocentriques
ont été calculées au point de la dose maximale et a un point choisi pour minimiser le gradi-
ent de dose prées du détecteur. La variation de kg‘i“anmr entre ces deux points est d’autant
que 4,6%, ce qui indique une variation importante des conditions dosimétriques. De plus,
la variation des kéll“n%’m d’une méme classe de plan peut étre minimisée en utilisant le
premier point pour certaines classes et le deuxiéme point pour les autres classes. Ceci ex-
clut l'utilisation d’'un champ RSCP pour les classes de plan non-isocentriques jusqu’a ce
qu'une méthode soit trouvée pour sélectionner un point qui permettra une faible variation

des kg';f"%‘:br pour une grande diversité de classe de plan.
cliny S
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CHAPTER 1
Introduction

1.1 External Beam Radiation Therapy

Since the discovery of x-rays by Wilhelm Roentgen in 1895, ionizing radiation has been
used for the treatment of cancer [1]. The deoxyribonucleic acid (DNA) molecules within
living cells are damaged by ionizing radiation, leading to cell death. The death of cancerous
cells leads to tumour control and an effective treatment of the patient; this is the desired
outcome of radiotherapy. The death of normal, non-cancerous cells may lead to acute effects
such as inflammation and hemorrhage, or to late effects such as fibrosis, atrophy, and lens
opacification. One of the basic quantities of ionizing radiation is dose, which is defined as
the energy deposited by ionizing radiation within an infinitesimal volume of a given medium,
divided by the mass of that volume, typically measured in Gray (1 Gy = 1J/kg). Cancerous
cells are more sensitive to radiation than are normal cells, especially when the radiation is
delivered over multiple smaller dose treatments, a technique called fractionation [2|. This is
exploited in radiation therapy to create an effective treatment plan that is as safe for the
patient as possible.

External beam radiotherapy (EBRT) is one of the main methods of using ionizing ra-
diation to treat cancer. EBRT delivers beams of radiation, typically energetic electrons or
photons, from outside the patient’s body. The main technological improvements in EBRT
have been to increase the geometric accuracy of radiation delivery, leading to improved con-
formality of the dose distribution to the tumour, and the reduction of dose to organs at risk.
The invention of the %°Co unit by Harold E. Johns in the 1950s, and later the medical linear
accelerator, served to boost the photon energies available in the clinic, which improved the
treatment of tumours seated deeply within the patient. The multi-leaf collimator (MLC),

first invented in 1965, has been increasingly used in more dynamic deliveries to improve



treatment conformality, minimzing the dose delivered to healthy tissue while maximizing
the dose received by the tumour [2].

The use of image guided radiotherapy (IGRT) has greatly improved the accuracy of
radiation delivery to the target. The patient is typically imaged daily, just before treatment,
ensuring that the position of the target and organs at risk inside the patient has not varied
between fractions. Movement of these volumes within the patient may be detected and
corrected for, increasing the total precision of the treatment [2].

1.1.1 Gantry-Based Linear Accelerators

The medical linear accelerator (linac) is the most common implementation of EBRT.
Electrons are accelerated through evacuated structures named accelerating wave guides to a
specific energy (usually in the range 4 MeV to 25MeV). To produce a photon beam, these
energetic electrons are made to strike a target, usually composed of copper or tungsten,
inside which radiative interactions with the constituent atoms take places, giving rise to
bremsstrahlung photons. The resulting photon beam is shaped first using a primary conical
collimator, then using two pairs of secondary collimators, called jaws. These secondary
collimators define rectangular fields typically with a maximum dimension of 400 x 400 mm?.
A flattening filter may be used to modulate the photon fluence, resulting in a flat dose
distribution at a specific depth within the patient; increasingly, flattening-filter free (FFF)
linacs are used, in which the MLC is used to dynamically modulate the dose [3|. The output
of the linac is tracked using an air-filled ionization chamber downstream from the primary
collimator, called the monitor chamber [2].

The typical linac is mounted on a gantry such that it can rotate around a point in space,
usually placed within the patient for most treatments. This point is called the isocentre;
it is typically at a source to axis distance (SAD) of 1000 mm. The modern gantry-based
linac employs the MLC in a variety of ways, depending on the needs of the treatment. The
simplest method is to shape the MLC to the contour of the target with the linac at fixed

positions around the patient; this is referred to as three-dimensional conformal radiotherapy



(3D-CRT). Intensity modulated radiotherapy (IMRT) involves using the MLC to modulate
the intensity of the beam across the field. This can be done in either step and shoot mode, in
which modulated fields are delivered with a sequence of static subfields, or dynamic mode, in
which the fields are delivered while the leaves are in motion. Finally, in intensity modulated
arc therapy (IMAT), the leaves of the MLC are set in motion as the gantry rotates around the
patient. Each successive implementation of has MLC generally resulted in a more conformal
dose distribution than the last [2].

1.1.2 Robot-Based Linear Accelerators

Lesions in the brain can be treated using stereotactic radiosurgery (SRS), a method
of radiotherapy in which large doses of radiation (10 Gy to 60 Gy) are delivered in a single
fraction. This is considered an ablative dose, as the intent is to destroy the target instead of
relying on the differential in cell death of the tumour versus normal tissues [4]. Consequently,
a position accuracy in the millimeter range is required in order to irradiate the target safely.
This accuracy has historically been achieved by fixing the patient to the treatment couch
of a conventional linac using a rigid frame that is invasively fixed to the patient’s skull
(frame-based radiosurgery). Recently, however, frameless radiosurgery systems which rely
on in-room imaging systems, such as CyberKnife, have been implemented in the clinic. The
CyberKnife radiosurgery system (Accuray, Inc.) consists of a miniature 6 MV linac mounted
on an industrial robotic manipulator, combined with two orthogonal x-ray imagers which
localize the patient with a high degree of accuracy. The photon beam is FFF, and is shaped
by one of twelve fixed collimators, ranging in size from 5mm to 60 mm [2].

The robotic manipulator, or arm, has a much larger range of motion than the gantry-
based linacs described in Section 1.1.1. In theory, radiation could be delivered from almost
any position around patient, however, in clinical treatments, the CyberKnife unit is con-
strained to direct beams only in certain fixed points arranged in a sphere around the pa-
tient, called nodes. Nodes are arranged in sets, named paths, each path optimized to treat

a different part of the body. The nodes within the trigeminal neuralgia path lie closest to



the patient, with an average SAD of 700 mm; the skull path has an average SAD of 800 mm;
and the nodes within the body path are typically 1000 mm from the centre of the sphere.
A single treatment usually only uses nodes from a single path, though this is not necessary.
Conversely, clinical fields are typically optimized to use only a subset of the nodes within
a single path, in order to improve the conformality of the dose distribution to the specific
target, limit the dose to organs at risk, and reduce the total treatment time.

There are two main delivery methods which CyberKnife can use to treat the patient:
isocentric and non-isocentric delivery. In the isocentric delivery, the central axes of each
beam at every node position used all coincide at a common point within the patient. This
delivery typically results in spherical dose distributions. More irregularly shaped lesions,
which constitute the majority of cases, are treated using non-isocentric delivery, in which
the targets of each beam are not constrained to coincide at a common point. Instead,
the beam targets are randomly distributed on the surface of the targeted volume within the
patient. The smallest collimators (5 mm, 7.5 mm, and 10 mm in diameter) are used to further
improve the conformality of dose distributions, especially for lesions with small, irregularly
shaped features, and for sites close to particular organs at risk.

One of the primary roles of the clinical medical physicist is to ensure that the large
amount of complex technology used to treat the patient is operating correctly to deliver
the amount of radiation, or dose, as prescribed by the physician. This study is concerned
with improving the accuracy of determining dose within clinical treatments delivered by the
CyberKnife radiosurgery system.

1.2 Reference Dosimetry

The techniques used to calibrate the dose output of medical linear accelerators are
referred to as clinical reference dosimetry; the current Code of Practice (CoP) for refer-
ence dosimetry in North America is described in the American Association of Physicists in
Medicine (AAPM) report of Task Group 51 (TG-51) [5] and its addendum [6]. The cali-

bration requires the determination of the dose to water in specific reference conditions for a



given number of monitor units (MU) collected in the monitor chamber. The reference con-
ditions for photon beams are: a 100 x 100 mm? field incident on a water tank at 1000 mm
source to surface distance (SSD), with the reference point at a depth of 100 mm in water.
The experimental determination of dose to water at this point is done using an air-filled
ionization chamber, the calibration of which is traceable to national standards of absorbed
dose to water. In Canada, this is accomplished using primary-standard water calorimetry
at the National Research Council (NRC). Reference class ion chambers are calibrated in
water in a ®*Co gamma ray beam, having a mean photon energy of 1.25MeV. The quality
of a beam refers to its spectrum of photon energies; for the aforementioned cobalt beam,
the quality is denoted by )o. The absorbed dose to water calibration coefficient Np .0,

typically measured in ¢Gy/nC, is then defined using the following relation:
DIt = ML Np .0, (1.1)

Here, D, g, is the dose to water in the cobalt beam, and My, is the charge collected in the
chamber in the same beam, corrected for polarity, recombination, electrometer, and pressure
and temperature effects [5]. frer denotes the reference field conditions that are used in the
chamber calibration.

Equation (1.1) defines the relationship between dose to water and charge measured by
the calibrated chamber only in the %°Co beam with quality @y, through the chamber and
beam quality-specific calibration coefficient Np,, ¢,. A clinical linear accelerator delivers an
x-ray beam with quality @) different from @Q)y; therefore the calibration coefficient for the
chamber in the clinical beam is Np 4.0, # Np.w,q- The beam quality conversion factor kg o,

relates these two calibration coefficients:

Np.w@
Foa = 3 5 (1.2a)
,W, 0
Dfref /Mfref
_ TweITTQ
kQ’QO o Dfrcf /Mfrcf (12b>
w,Qo/ " Qo



Therefore the equation for the dose to water in the clinical field with beam quality k¢ o, is

Dfref — MC];ref . ND,u)7QO . kQ,QO (13)

w,

kg.q, is primarily determined by the ratio of mean restricted stopping power ratios water-
to-air in the beam qualities of interest () and (Qq: [(%):T] ZO; this behaviour is predicted
by the Bragg-Gray and Spencer-Attix cavity theories. Other factors not included in cavity
theory are required in order to correct for the presence of the non-water components of the
chamber, including the stem (Pjen ), central electrode (Pe), and wall (Pyap), and for changes
in the electron spectrum due to the introduction of an air cavity (P, F,, and Py). The
total expression for the beam quality correction factor is therefore [7,8|:

Q

w

L
Pstempcelpwall <;) PﬁPvaol

arr

kQ.qo = (1.4)

Qo

As stated previously, the correction factor kg ¢, is a function of the beam quality Q).
TG-51 and its addendum specify @) using the beam quality specifier PDD(10)x, which rep-
resents the photon component of the percentage depth-dose (PDD) at 100 mm depth for a
100 x 100 mm? field on the surface of a water phantom at an SSD of 1000mm. A beam
composed of more energetic photons will in general have a larger PDD(10)x than one with
less energetic photons (see Section 2.2.1). The addendum to the TG-51 report includes
a procedure to calculate the kg g, correction factor for calibrated reference chambers of
many different models, using the beam quality specifier PDD(10)x. This procedure is based
on Monte Carlo calculations of kg g, [7], which were subsequently verified by calorimetric
measurements |9, 10]. In general, the k¢ g, correction factor decreases as the beam quality
specifier PDD(10)x increases. The typical range of k¢ ¢, values is from 0.96 at high energies
(24 MeV) to 1 at the ®°Co gamma ray energy (1.25MeV) [5,7].

1.3 Clinical Field Dosimetry
One of the responsibilities of the clinical medical physicist is to determine the dose

to water delivered to the patient in complex clinical fields in order to ensure that the dose



prescribed by the physician is delivered accurately. Contemporary clinical fields are generally
composed of multiple subfields; these are called composite fields. A single field is referred
to as a static field. While in vivo dosimetry is possible [11] for clinical field dosimetry, more
typically these types of measurements are performed prior to treatment with a surrogate,
called a phantom. The phantom is usually constructed of water, water-equivalent or tissue-
mimicking plastics, balancing the two opposing requirements of simplicity and similarity
to the patient. Measurements are performed by inserting a suitable detector inside the
phantom and delivering the composite fields intended for patient treatment. In this study,
the clinical field detectors investigated were ion chambers and plastic scintillators, but diodes,
diamond detectors, thermoluminescent dosimeters, and radiochromic film may also be used.
Ion chambers used for small clinical field dosimetry are usually smaller than those used
for reference dosimetry (~ 1mm?® versus ~ 100mm?); these are therefore referred to as
microchambers.

The detectors used for clinical field dosimetry typically require a cross-calibration against
a calibrated reference class ion chamber in the reference field with beam quality @ (see Sec-
tion 1.2). First, the dose to water is determined in reference conditions, using the calibrated
ion chamber. Then, the corrected signal of the clinical field detector is measured in the same
setup. Corrections for microchambers were listed in Section 1.2; the plastic scintillator re-
quires a correction to eliminate the contaminating Cerenkov signal [12|. The cross-calibration

is done by considering a modification of Equation (1.3):

Dfrcé

w,

Np,wqo - ka0 = et (1.5)
Q

The product Np ., - kg.q, is understood to be specific to the new detector, whether it

is a microchamber or plastic scintillator. This gives the calibration coefficient for the new

detector in the reference field with beam quality ). Many simple clinical fields are primarily

composed of larger fields. A correction factor from the reference field with beam quality

@, though technically required, is generally not considered for these fields, as the dosimetric



conditions are similar to those in the reference field [13]. Therefore the calibration coefficient
for these simple clinical fields is taken to be this product Np 4.0, - Q.00
1.3.1 Small Field Conditions

As stated in Section 1.1.2, clinical fields for the CyberKnife radiosurgery system often
use many small fields in order to deliver conformal dose distributions to small and /or complex
targets. The small fields comprising these clinical fields are dramatically different from the
100 x 100 mm? reference field. The difference in field size can greatly affect the detector
response in composite clinical fields relative to the reference field, which may require an
additional correction factor to the calibration coefficient measured in the cross-calibration
step described above.

Before the final point is explored, it is necessary to precisely define the notion of a small
field. Commonly, field sizes of less than 30 x 30 mm? are considered to be small, but a more
scientific approach is required to define small fields. There are three factors that determine
if a radiation field is small or not, two of which are related to the size of the photon source
emitted from the x-ray target and the collimation system; the third is related to the detector
used to measure the field [14]. First, a field is considered small if the collimator defining the
field partially occludes the photon source. This leads to a large decrease in the dose to water
output of the linear accelerator with decreasing field size.

The second factor is related to the concept of charged particle equilibrium (CPE). En-
ergetic electrons and positrons that are produced in matter by interactions initiated by
megavoltage photon beams have a considerable forward and lateral range in water, on the
order of tens of millimetres [15]. CPE is realized in an infinitesimal volume inside a medium
if, for every charged particle of a given type and energy departing the volume is replaced by
a charged particle of the same type and energy from outside the volume [1|. Disequilibrium
exists, therefore, when the charged particles leaving the volume are not adequately replaced
by those entering the volume. For small fields, the concept of lateral charged particle dise-

quilibrium is important: a photon field is considered to be small if its radius is less than the



lateral range of charged particles. In this case, charged particles leaving the beam central
axis (and any point within the field) travel outside of the field and therefore cannot be fully
replaced: lateral disequilibrium exists across the entire small field. The lack of lateral CPE
also leads to a decrease to the dose to water output of the linear accelerator.

The final factor that is used to determine if a field is small or not is the size and type of
detector used. This factor will help in the understanding of the small field correction factor
described previously. Neglecting for a moment all other structural or electrical components,
a radiation dosimeter is composed of a non-water active volume, in which dose is deposited;
the signal measured by the detector is proportional to the average dose across the entire
volume. When the size of the volume is larger than the radiation field, significant volume
averaging can occur. The dose distribution inside the active volume is highly non-uniform,
such that the mean dose within the volume is not representative of the dose to a point in the
centre of the volume for a detector located on the beam central axis. This leads to a decrease
in the experimental value of the dose output of the linear accelerator if only the reference
dosimetry calibration of Equation (1.5) is considered; this effect must be corrected for using
the perturbation factor P, (see Equation (1.4)). Francescon et al. calculated, using Monte
Carlo methods, P, values in the range of 1.097 to 1.227 in a 5mm CyberKnife field for
the PTW PinPoint 31014 microchamber (2mm diameter) [16], indicating that this detector
under-responds by at least 10% in this small field when only volume averaging is considered.

If lateral CPE does not exist in the field under consideration, the presence of a non-
water volume can present an additional perturbation to the detector response. For example,
air-filled microchambers are frequently used for clinical field dosimetry. The Fano theorem
states that if CPE is established, the dose to a volume is independent of its density [17]. In
general, the opposite is also true, implying that a low-density volume (such as those found in
microchambers) will present a perturbation to the dose distribution if lateral CPE does not
exist [14,16,18]. This effect also leads to a decrease in the experimentally determined dose

output of the linear accelerator, similar to the volume averaging effect described previously.



The perturbation factor P, is applied to correct for the variation in dose due to the low-
density volume. Francescon et al. calculated P, values in the range of 1.090 to 1.300 in
the 5mm CyberKnife field for the PinPoint 31014 microchamber [16]. This presents an
additional 10% under-response that must be corrected for if this detector were to be used in
the 5 mm field.
1.3.2 Small Clinical Field Dosimetry Formalism

A formalism for the dosimetry of small clinical fields was developed [13] in order to
extend the correction factors found in reference dosimetry CoPs to these nonstandard fields.
This formalism consists of two related routes to determine the dose to water at a point in a
clinical field through a series of correction factors. Strictly speaking, the formalism applies
only to ion chambers, but it can be generalized to include any detector whose measured
signal is proportional to the dose deposited in its active volume.

Both routes are extensions of the reference dosimetry protocols described in Section 1.2.
The first route introduces a static machine-specific reference (MSR) field fy,s, for treatment
machines that cannot establish the conventional reference field of 100 x 100 mm?. For the
case of CyberKnife, the MSR field is taken to be the 60 mm diameter collimator [13]. A
correction factor ké“::r%f is required to correct for the difference in detector response between
the reference field with beam quality ¢ and the MSR field with beam quality Q. It
is expected that neither the beam quality nor detector response will change substantially
between the reference and MSR fields, therefore the ké‘;gf correction factor should be
close to unity [13]. The detector response in the small clinical field f;, relative to the
MSR field is corrected for using a similar correction factor, k&;]“n%‘;‘lr This correction factor

contains the perturbation factors P,y and P, described in Section 1.3.1. The definitions of
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these two correction factors are similar:

Dfmsr /Mfmsr

fooses fref w,Qmsr msr
kasr,Q = Dfmé/Mémf (1.6a)
w7
fc in fc in
k,fclimfmsr _ Dwleclin/Mchlin 1 6b
chiQOSF - Dfmsr /Mfmsr ( ’ )
w7Qer Qmsr

The full expression for the absorbed dose to water in the small clinical field f;, can be
calculated by extending Equation (1.3), used in reference dosimetry, with the appropriate

correction factors specific to the clinical field and detector used:

fc in _ fc in fmsrvfre fc imfmsr
Dw71QC1iIl - MQCIHI) ’ ND7w7QO : kaQO ’ kQIIlSr7Qf ’ inlinmesr (1.7)

Plan Class Route

In the second route, an additional intermediate field is defined, called the plan-class
specific reference (PCSR) field fyes. This route may also include the MSR field introduced
earlier; this is a requirement if the machine cannot establish the conventional reference field.
Before the PCSR field is properly defined, it is instructive to first calculate the expression
for the absorbed dose to water in the small clinical field. For this, two additional correc-
tion factors are required: ké"f’g‘:, correcting for the detector response in the PCSR field
relative to the MSR field; and kg;:%‘:;r, correcting for the detector response in the clinical
field relative to the PCSR field. These correction factors are defined similarly to those in
Equation (1.6):

DprSY /prcsr

fpesr, fmsr _ w,Qpesr pcsr
k’Qppcsermsr - Dfmggr /Mfmsr (18&)
w,msr msr
chlin /Mfolin
kfolimfpcsr _ T w,Qain/ 7 Qclin (1 8b)
chianpCSY o fpcsr fpcsr :
DwiQpCSI’ /M pcsr

Similarly to the first route, the final equation for the absorbed dose to water in the small

clinical field for the second route is as follows:

fclin _ fclin . . . fmsrvfref . prSY7fmSI" . fclin7fpcsr
Dvaclin - Mchin ND7w7Q0 kaQO kQIIlSI?Q kQPCSerer chlimecsr (19)
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In order to explain the practical differences between the two routes, it is necessary to
define the PCSR field. This field should be representative of a class of clinical plans of
interest, in two distinct aspects. First, it should share similar identifiable characteristics
as the clinical fields within a plan-class; the class of clinical fields should also be defined
according to these characteristics. Some examples of identifiable characteristics that are
specific to CyberKnife include the set of collimators that are used to define the total clinical
field, the type of delivery that is used (isocentric or non-isocentric), and the beam path.
Other characteristics that apply to EBRT in general include the site of the target (e.g. brain
metastases, trigeminal neuralgia, lung, prostate), as well as its shape and total volume. The
PCSR field should also provide a uniform dose over a volume extending over the dimensions
of the detector [13].

The second criterion for determining if the PCSR field is representative of a plan-
class of clinical fields is the comparison of the detector response in the clinical fields to
the PCSR fields. The detector response in the PCSR field should be similar to the response
in each clinical field within the plan-class that it represents. This criterion can be described

quantitatively, in two equivalent relations:

fpesrs fmsr ~ clinsJmsr
kapCSthSr ~ kéilin;mesr (1 : 10&)
K 1 (1.10b)

This criterion reveals the advantage that the second route of small clinical field dosimetry
has over the first. If the detector response in any clinical field within a plan-class is similar to

the response in the class’s representative PCSR field, then it is possible to remove the final

l{:gx‘n%:sr correction factor present in Equation (1.9). This not only simplifies the expression

for the dose to water, but it eliminates the need to calculate and/or measure kg‘;“nfg;r
correction factors for every clinical field for which the absorbed dose to water needs to be
determined. This presents a large clinical advantage, as the determination of the kg‘;“nfg:r

correction factor, whether through calculation or measurement, can be a lengthy procedure,
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whereas clinical field dosimetry often needs to be completed as soon as possible, so that the
patient may be treated.

Measuring Clinical Field Correction Factors

The kéciil“n%‘;;r, kép:::rg’:sr, and kg;:%f;r correction factors can be measured by indepen-

dently measuring the numerator and denominator of each correction factor: (D{:fgdin / Méﬂ) ,

w,Qmsr vapcsr

(Df i /MC’;':;), and (Df i /MCJ;‘; Ccs:r> ratios of dose and detector signal are measured in
the clinical field of interest, the MSR field, and the PCSR field, respectively (see Equa-
tions (1.6b), (1.8a), and (1.8b)). The dose to water term (D{:Q) in each of these ratios may
be determined using calorimetry, or using a dosimeter whose response does not exhibit a
substantial beam quality or field dependence, such as alanine, radiochromic film, or ferrous
sulphate dosimetry [13].

Calculating Clinical Field Correction Factors

Alternatively, the k{i;:%ir, kg’:zr%“:ﬁ, and kg;?n%:;r correction factors may be calcu-
lated using a Monte Carlo simulation [13]. Similarly to the measurement case, the dose ratios
representing the numerator and denominator of the k:g;j‘n%‘:sr, kép:::r%”:sr, and g;:%f;r cor-
rection factors are calculated. In these simulations, the entire field (clinical, PCSR, or MSR)
is modelled, as well as the phantom in which measurements are performed, and the detector
of interest. The dose to water D{;Qi at a point within the phantom can be approximated
by calculated the dose to a small volume of water. The measured signal Mé cannot be
calculated directly; instead, it is assumed that this signal is proportional to the average dose
within the active volume of the detector (see Section 1.3.1).

Before the calculation can be performed, a model of the linear accelerator head, including
the collimating system and parameters of the electron beam incident on the target, must be
constructed and commissioned. The details of the beam model affect the values of correction
factors that are derived from the model: Francescon et al. [19] have shown that the l{:ggj‘n%“:&r

correction factor for microchambers in a single 5mm field can increase by as much 4%

when the full width at half maximum (FWHM) of the incident electron beam is increase
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from 1.4 mm to 2.6 mm. Therefore the applicability of the calculated correction factors to a
particular treatment unity depends partly on the validity of the beam model.
1.3.3 Correction Factors in Small Static Fields: Published Results

The k{i;lnnfglr correction factors have been previously calculated for small static fields
produced by the CyberKnife radiosurgery system for a large number of detectors of dif-
ferent type (microchambers, diodes, a diamond detector, and a plastic scintillator), and
in varied conditions (variable field size, SAD, and orientation relative to the beam central
axis) [16,19-23]. The following presents a summary of the results in the literature for the
A16 microchamber and the W1 plastic scintillator by Exradin, both of which are investigated
in this study.

A16 Microchamber

The correction factors for the microchamber in the parallel orientation positioned on
central axis were greater than 1, and generally increased with decreasing field size, due to
the increase in the volume averaging effect P, and the increasing lack of lateral CPE (see
Section 1.3.1). For the 5mm collimator, a correction of approximately 10% was required;
this decreased to 2% for the 7.5mm collimator, and 1% for the 10mm. The diameter of
the A16 is approximately equal to half the diameter of the 5mm field, at 2.4mm; it has

a total active volume of 7mm?

. When the orientation of the detector was changed to be
perpendicular to the central axis, the correction factors increased to as much as 17% above
unity for the 5mm collimator [19,22]. This can be attributed to the longer length of the
air cavity in the stem direction (2.4 mm diameter versus 4.4mm): the lack of lateral CPE
has more of an effect in this orientation than when the stem is parallel to the central axis,
thereby increasing the correction factor.

When the SAD was increased from 800 mm to 1000 mm, the ké‘lr‘nfgm correction fac-
tor for the parallel orientation decreased by approximately 3% for the 5mm collimator; a

negligible decrease was observed for the other collimators. When the SAD was decreased

to 650 mm, the correction factor increased by 4% for the 5mm collimator and by 2% for
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the 7.5mm. The observed increase of the correction factor with decreasing SAD can be
explained by considering that the effective field size at the detector position decreases with
decreasing SAD [22].

The position of the chamber relative to the beam central axis was determined to affect

the value of the correction factor by the largest amount. In the parallel orientation, the

kfclir;vfmsr

onom  for the 5mm collimator increased from 1.10 on central axis to 1.11 at a position of

1.5 mm off-axis, then decreased sharply to a value of 0.82 at 5 mm off-axis. In the perpendic-
ular orientation, the correction factor increased from 1.17 on central axis to 1.19 at 1.5 mm,
then decreased to 0.85 at 5 mm off-axis. The value of kéllnn%”m switched from above to below
unity at distances 3mm and 3.5 mm away from the beam central axis for the parallel and
perpendicular orientations, respectively [16].

The works summarized above demonstrate that large factors are required to correct
the detector response of the A16 microchamber in small static fields to MSR conditions;
the exact value of the correction factor is heavily dependent on the specific measurement
conditions. In particular, the off-axis position has a large effect on the value of the kéll“nfgm,
as the correction factor can drop below unity when the detector is in the beam penumbra,
indicating a signal over-response in these regions.

W1 Plastic Scintillator

The signal response of plastic scintillators has been verified to be independent of energy
by several authors through Monte Carlo simulations; this is generally due to the use of
water-equivalent materials used throughout the detector’s construction [24-26|. In addition,
scintillators can be manufactured such that the active volume is small relative to small fields
of interest: the active volume of the W1 plastic scintillator is cylindrically shaped, with
a diameter of 1.0mm and length of 3.0mm. These features result in a detector requiring
minimal kg;l"n%‘z"sr correction factors for small static fields. In the parallel orientation, a

correction factor no greater than 1.005 is required for any field larger than or equal to

S5mm [16,22,23,27]. In the perpendicular orientation, the correction factor increases to
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1.044 for the 5mm collimator, and returns to unity for the remaining collimators [23]. In
this orientation, the detector is presenting the largest dimension of its active volume (3.0 mm)
to the beam central axis, therefore some volume averaging is expected.

The minimal correction factors required for the W1 plastic scintillator in the small static
fields suggest the possibility of its use as a reference detector to determine the dose to water
terms of the l{:ggj‘n%“:ﬁ, ké":zr%“:ﬁ, and kgiii;%ib;br correction factors in small clinical fields (see
Equations (1.6b), (1.8a), and (1.8b)).

1.3.4 Correction Factors in Clinical Fields: Published Results

Correction factors for two CyberKnife clinical fields and two representative PCSR fields
have been measured and calculated by Gago-Arias et al. [28]. Two microchambers were
investigated: the PTW31014 (13mm?) and the Scanditronix-Wellhofer CC13 (130 mm?).
Alinine pellets were used as a reference dosimeter to determine the dose to water. In general,
measured correction factors agreed with the Monte Carlo calculations, within the estimated
uncertainties.

The first clinical field was a brain treatment; it was composed of 192 subfields, each
shaped by the 15mm collimator. A PCSR field was created to match this clinical field: it
employed the same 15mm collimator to achieve a homogeneous dose in a 32mm diameter
sphere centred in the phantom. Associated uncertainties affecting the last decimals of the
following Monte Carlo calculated correction factors are shown in parentheses with two sig-
nificant figures (coverage factor k = 2). The ké‘lr‘nfgm correction factor for the PTW31014
chamber was 1.038(12), while the l{;g’pfgm was equal to 1.006(11). For the CC13 chamber,
klimdne = 1.0041(88) and k=T = 1.0024(88).

Second, a lung treatment field was studied. This clinical field was composed of 250
subfields; both the 12.5 mm and 20 mm collimators were employed. The PCSR field repre-
senting this clinical field delivered a spherically-shaped homogeneous dose distribution with

Jelin, fmsr

a 48mm diameter using the same set of collimators. The k'™ 5" = correction factors were

not calculated for this field, however, the kép:::rg’:sr was calculated. The measured results
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are reported for the former correction factor, and the calculated results for the latter. For
the PTW31014 microchamber , k5™ = 1.008(12) and k5= = 0.999(12); for the
CC13, kfmime = 1.000(10) and kJ= 5 = 1.004(10).

In Section 1.3.2, it was observed that the main purpose of the PCSR field was to define
an intermediate calibration field in which the response of the detector is similar to that
inside of any clinical field within its plan-class. The results above do not indicate that
there is a correlation between the kf‘l“nfgm for a clinical field and the kfp“”%“:“ for its
associated PCSR field. However, as the authors state, no general conclusions can be drawn,
as only two clinical fields (and two PCSR fields) were investigated. Furthermore, each of the
clinical and PCSR fields for which correction factors were calculated and measured employed
collimators not considered to be small using the criteria established in Section 1.3.1, with
the 12.5 mm, 15 mm, and 20 mm collimators used. This limits the applicability of this study,
as correction factors in non-small fields are not expected to vary too greatly from unity [29|.
Indeed, the kg;:%’:sr and k:g;:;g‘:sr were within 4% of unity for all fields investigated, and
most were within 2%. Composite clinical fields employing collimators smaller than this are
expected to have larger correction factors, judging from the values seen in small static fields
in Section 1.3.3. This necessitates the calculation of correction factors in these fields.

1.4 Thesis Overview

The goal of this study is to calculate the kfdﬁ‘n’g"frsr correction factors for 21 clinical
CyberKnife fields employing small collimators. Three detectors are investigated: the A16
microchamber and W1 plastic scintillator by Exradin, both previously described in Sec-
tion 1.3.3, as well as the Exradin A26 microchamber. The A16 chamber has been chosen
as it is a typical detector with which the medical physicist might perform small clinical
field dosimetry, and one for which k:fdﬁ‘n’f Ao correction factors have been shown to be re-
quired [16,19,21,22,29-31].

The use of the W1 plastic scintillator as a detector capable of determining the dose

to water in small clinical fields with minimal correction factors will be investigated. The
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accuracy of the Cerenkov calibration procedure has been verified in static fields, including
in the beam penumbra [12], however, this has not yet been done for arbitrary clinical fields.
The accuracy of the Cerenkov light effect is therefore ignored in this study. All correction
factors reported are calculated under the assumption that the Cerenkov light is adequately
removed in small static fields.

Previously, microchambers have not been recommended for use in reference dosimetry,
as they cannot meet the specifications for reference dosimeters outlined in the addendum to
TG-51 [6]. Despite its design as a microchamber (3.3 mm cavity diameter versus 2.4 mm for
the A16), the A26 microchamber has been characterized with respect to these specifications,
suggesting that it may exceed requirements [32]|. If the kgli“anmr correction factors are
small and predictable, this detector may be used in reference as well as small clinical field
dosimetry.

A secondary goal of the thesis is to determine the suitability of the PCSR field. This
will be done by sorting clinical fields into plan-classes using the specifications established
in Section 1.3.2. A PCSR field will be created for each plan-class for which it is suitable
according to criteria defined in Section 3.1.2, and the k:g;:ln%‘f;r correction factors will be
calculated for each clinical field within the respective plan-class. If these correction factors
are similar to 1, then the chosen PCSR field is a suitable representative of the given plan-
class; otherwise, it is not, and another PCSR field must be found. The suitability of the
PCSR field will be determined on a class-by-class basis.

The calculation of the correction factors will be done using Monte Carlo methods, by
modelling the CyberKnife unit at The Ottawa Hospital Cancer Centre (TOHCC), as well as
each of the detectors described above. Chapter 2 describes the methods and results of the
beam modelling procedure. In Chapter 3, the methods used to calculate the small clinical
field correction factors are described, including the selection of the clinical fields and plan-
classes, and the modelling of the phantom, the clinical field delivery, and the detectors. In

Chapter 4, the results of the simulations are reported and discussed, including the correction
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factors themselves, as well as the suitability of the PCSR field. Finally, conclusions and

recommendations for future work are given in Chapter 5.
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CHAPTER 2
Beam Modeling

This chapter describes the procedure used to model the CyberKnife beam, and how the
model parameters were selected by comparing measurements of the dose distribution data to
Monte Carlo calculations of the same data set. In order to provide an accurate model of the
photon beam, the BEAMnrc user code [33| of EGSnrc [34,35] was used to simulate particle
transport throughout the CyberKnife linac head, while the egs_chamber user code [36] was
used to fully model the detector.

2.1 Geometry and Material Definition

The CyberKnife linac head was modelled in detail according to technical drawings pro-
vided by the manufacturer. The first components of this model were the electron beam
target and mount, followed by an electron filter. The x-rays originating from radiative in-
teractions in the target were then shaped first by the primary collimator, followed by an
intermediary block of tungsten called the patient shield, and finally by the interchangeable
secondary collimator. The final two components included in the model were the monitor
chamber and the mirror.

The composition of each material used throughout this work (including materials in
the linac head, the detector, and the phantom) was simulated using PEGS4. A low-energy
particle production threshold of AE=512keV and AP=1keV for knock-on electrons and
bremsstrahlung photons, respectively, was selected for each material. The density effect
correction to the stopping power as a function of charged particle energy, reported in Report
No. 37 of the International Comission on Radiation Units and Measurements (ICRU) [37],
was used in the simulation of the materials. The EGSnrc distribution includes pre-calculated

density effect parameters for a number of materials, tabulated in density effect files. Each
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material to be simulated for which a density effect file was available used these density ef-
fect parameters. For all other materials, density effect parameters were generated using the
National Institue of Standards and Technology (NIST) ESTAR database [38].

2.2 Electron Beam Parameter Estimation

After each component of the linac head was modelled, the physical characteristics (en-
ergy and spatial distribution) of the electron beam incident on the target in the BEAMnrc
model were tuned so that the modelled electron beam matched the actual beam. The elec-
tron beam was assumed to be monoenergetic, with a Gaussian spatial distribution; therefore
the parameters of interest were the electron energy and the full width at half maximum
(FWHM) of the beam. These parameters were not known a priori, since they vary between
different CyberKnife units [19,28]. Therefore it was necessary to estimate the parameters
for the unit at TOHCC.

The parameter estimation was done by comparing measurements and calculations of
the various dose distribution datasets, namely the PDD, off-axis ratio (OAR), and output
factor (OF). These quantities quantify the penetrability of the photon beam in water, the off-
axis spread of dose, and the relative dose at a particular reference depth on central axis as a
function of the collimator size, respectively. The values of the electron beam parameters have
a known influence on these dosimetric quantities [39]. In order to estimate the parameters,
these datasets were calculated for several values of the electron beam parameters following
the procedure described below, adapted from a number of sources [19,23,28,39,40]. The final
values of the electron beam parameters were taken to be those that provided the best match
between measurements and calculations of the dose distribution datasets. Calculations were
done using the egs_chamber [36] user code, by fully modelling the detector and scoring the
dose deposited within the active volume.

2.2.1 Energy Estimation
The energy of the electron beam FE was the first parameter to be estimated. This was

done by comparing measurements and calculations of the PDD for the 60 mm collimator. It
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has been shown that the PDD for large fields is relatively insensitive to the spatial distribution
of the electron beam [39]. The PDD is, however, sensitive to the electron energy: as the
energy increases, the average photon energy in the resulting x-ray beam also increases. The
higher energy photon beam has a lower attenuation coefficient, therefore the value of the
PDD will increase at depth with a higher photon (and incident electron) energy.

The PDD for the 60 mm collimator was calculated using a varying incident electron
beam energy, ranging from 6.5 MeV to 7.0 MeV in steps of 0.1 MeV. Previously reported
values of the initial electron energy of the CyberKnife linac of 6.5 MeV [28] and 7.0 MeV [19]
indicate that the electron energy of this particular unit should be in this range, despite the
CyberKnife having a nominal accelerating potential (NAP) of 6 MV. An initial FWHM of
2.0mm was used for these calculations, chosen due to its similarity to previously reported
values of 2mm [28] and 2.1 mm [19].

The PDD for the 60 mm collimator was also measured; comparison between calculations
and measurements was done based on the deviation between these two as a function of depth.
First, both measured and calculated PDD curves were normalized to 100% at a depth of
100 mm [41]. After normalization, the deviation between the measured and calculated PDD

curves was computed:

APPP(2) = PDD™*(2) — PDD$(2) (2.1)

Next, for each energy F, a least-squares linear regression was performed on the dose difference
as a function of depth. The ideal electron energy would result in a line of zero slope and
y-intercept [40].
2.2.2 FWHM Estimation

After the energy of the electron beam, the next parameter to be estimated was the
FWHM. The dosimetric datesets that are most sensitive to the FWHM are the OARs [39]
and the small field OFs [19]. In particular, the penumbrae of the OARs, and the entire OAR
for small fields, are especially sensitive to the FWHM [14,40]. As the FWHM increases, so

too does the dose in the penumbra relative to the dose on central axis, and therefore the
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OAR for small fields. Conversely, the small field OFs decrease with increasing FWHM, due
to source occlusion effects [14]. As the FWHM increases, the proportion of the photon source
that is occluded by the small field collimator increases, thereby decreasing the value of the
OF.

For these reasons, and because this beam model was ultimately used to calculate
detector-specific correction factors in clinical fields composed of small subfields, the FWHM
was tuned by comparing measured and calculated OARs and OFs in small fields. The OARs
for the three smallest collimators, 5mm, 7.5mm, and 10 mm, were calculated at a depth
of z = 50mm in water. These calculations were repeated using a varying incident electron
beam FWHM, from 2.0 mm to 3.0 mm in steps of 0.1 mm. This range was selected based on

k{flif"fé‘lr correction factors for
clins 3

the similar work done by Francescon et al. [19], in which the
CyberKnife static fields were calculated as a function of the electron beam FWHM.
The electron energy selected using the method presented in Section 2.2.1 was used. The

comparison between calculations and measurements for each collimator A was done using

the chi-squared (y?) metric:

Xmeas Xcalc)2
(cC/df) = df 4 Z Uchas + o2

(2.2)
Xcalc

Here, X and X ¢ represent measured and calculated values of the same quantity X;, df
represents the number of degrees of freedom (equal to the number of data points N minus

the number of constraints), and Uchas + 02 .. is the variance (square of the uncertainty)

Xcalc
of the difference between the measured and calculated quantities. The chi-squared metric
therefore determines the goodness of fit of the calculated to the measured quantities relative
to the variance between the two.
The chi-squared metric for the OARs becomes:

(OAR™™(r;, 50 mm, A) — OAR;aVlsHM(n, 50mm, A))”
(7’1-, 50mm, A)

(2.3)

N
()i () = 77 2

— 03 pgmeas (17, 50mm, A) + o2

OARcalc
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where one degree of freedom has been removed by varying the electron beam FWHM. Both

OAR™(r, 50 mm, A) and OARSC (7, 50mm, A) were sampled at N discrete radii r;.
The small fields OFs were also calculated using the same range of incident electron beam

FWHM used for the OARs. The chi-squared metric was used to compare measurements of

the OF to calculations:

2

4 meas calc
2 OF _ 1 (OF (Ai) — OFFWHM(Ai))
(X /df)FWHM 3 Z U%Frneas(Ai) (A;)

i=1

(2.4)

T O or
The summation in the above expression is over the small collimators: {A4;} ={5mm, 7.5mm,
10mm, and 60mm}. A degree of freedom has been removed by varying the electron beam
FWHM.

The final estimate of the initial electron beam FWHM was the one that yielded the
calculated OARs and OFs that had the closest overall agreement with their respective mea-
surements, as evaluated using the chi-squared metric. Ideally, the (x?/df )S\/,\VII};M (A) for each
collimator A and the (x?/df )SEVHM would be minimized at the same FWHM. In the case of
disagreement of the optimal FWHM, a compromise was reached to select the final value.

As an additional verification of the electron beam parameters, the PDD for the 60 mm
collimator was recalculated using the final electron beam energy and FWHM, and compared
to the measurement. Small field OARs at two additional depths (15 mm and 200 mm) were
also calculated and compared to measurements, but were not included in the (x?/ df)(F)\I;VHM
assessment of the electron beam FWHM.

2.3 Beam Data Measurements
2.3.1 Measurement Setup

All measurements of the CyberKnife beam data were done with the Exradin A16 ion-
ization chamber. This microchamber has a nominal collecting volume of 7mm?; the wall and
central electrode are composed of C-552 air-equivalent plastic and aluminum, respectively.

The chamber was placed in the IBA Blue Phantom? scanning water tank, oriented with the
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stem perpendicular to the beam central axis along the inline direction. The water tank in-
cluded a CCU electrometer synchronized with the tank’s chamber position tracking system.
This allowed for the extraction of PDDs and OARs, as the chamber ionization was tracked
as a function of depth and off-axis position.

The IBA FC-65G Farmer-type ionization chamber (nominal volume of 650 mm?, graphite
wall, and aluminum electrode) was used as a reference chamber for these measurements, in
order to track and correct for the variation of the linac output as a function of time. This
was done for each dosimetric quantity ¢ (i = PDD, OAR, or OF) by dividing the amount of

ionization measured by the A16 (M},4) by the ionization measured by the reference chamber

( rief): .
M= Aj@ﬁlﬁ (2.5)

ref

This reference chamber was inserted in a slot in the linac head, just below the primary
collimator. Both chambers were connected to the IBA electrometer; the collecting voltage
of each chamber was set to —300V.

The guiding rails of the water tank were leveled so that the field chamber traveled along
the axes defined by the tank. The CyberKnife unit was positioned above the tank at an
SSD of 800 mm for the PDD and OARs, and an SSD of 785 mm for the OF measurements.
For each setup, the mechanical pointer was used to verify the SSD, and the CyberKnife
alignment laser was used to verify the vertical alignment of the unit. This laser was directed
along the beam central axis, and collimated by a pinhole aperture (1 mm) attached to the
30mm collimator. The reflection of the laser light from the water surface back onto the
collimator was used as a guide for the alignment. The alignment was adjusted until the light
was reflected directly to the pinhole aperture. The SSD was verified with the mechanical
pointer after this alignment, and adjusted if necessary.

The depth of the A16 chamber as measured by the water tank system was set to 0 mm
at a position such that the water surface bisected and ran along the length of the chamber,

as described in AAPM’s TG-106 Report [42]. As a first approximation, the position of the
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chamber in the crossline (z) and inline (y) directions was set to 0 mm when the aforemen-
tioned alignment laser shone approximately in the centre of the collecting volume. A more
exact position of the radiological centre of the CyberKnife beam was found by measuring
OARs for the 5mm diameter collimator in each direction, at depths of 15mm and 200 mm.
The radiological centre, or the 0 mm position, was defined to be the midpoint of the positive
and negative positions of the 50% maximum signal.
2.3.2 PDD Measurement

The PDD for the 60 mm collimator was measured by irradiating the water tank and
microchamber setup while varying the depth of the A16 microchamber from 300 mm below
the water surface to 10mm mm above. No shift of the effective point of measurement
(EPOM) was considered, since the chamber (including the low-density air cavity) was fully
modelled for the calculation.

The normalization at 100 mm depth was done by first fitting the falloff region of the
measured PDD (starting at a depth of 30 mm) to a fourth order polynomial. Using this fit,
the measured PDD was normalized to 100% at a depth of 100 mm [39]:

MPDD (Z)

PDD™(2) = 100% -
(2) i’ MEPP(100 mm)

(2.6)

2.3.3 OAR Measurement

Similar to the PDD measurement, the OARs were measured by irradiating the water
tank setup while simultaneously varying the (z,y) position of the A16 microchamber. OARs
for the three smallest collimators (5 mm, 7.5mm, and 10 mm) were measured in the z- and
y-directions, at three depths each: 15mm, 50 mm, and 200 mm. These raw data sets were
converted into x and y OARs using the following procedure. The x and y OARs for each
collimator-depth pair were first centred using small shifts (< 0.3 mm) suggested by the IBA
software, based on the 50% maximum dose positions of each OAR. The results of this cen-

tering process were two OARs for each depth z and collimator diameter A, MO2R(z 0, 2, A)

cen

MOAR

cen

and (0,y,2,A) (x and y refer to the position in the 2- and y-directions, respectively).
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Next, each z and y OAR was symmetrized by computing the average of MQAR and its
reflection through the origin [23]:
MR (2,0,2,A) + MR (—2,0,2, A
MggR(ZL',O,Z,A) — cen (ZL’, %5 )+ cen ( r, U, z, ) (2.73)
2
MR (0,y, 2, A) + M™ (0, —y, 2, A)
MO0, y, 2, A) = 5 (2.7b)
Finally, the OARs were normalized to their respective values at the origin:
OMR(2.0, 2, A)
OAR™S (2,0, 2, A) = ~tad 220 2% 2.8
unc (x? ’27 ) MQQR((},O’ Z,A) ( a')
MOAR(0,y, 2, A)
OARL(0 Ay=—d 20D 2.8b
e ( e ) MSQR(070727A) ( )

A plot of the measured OARs (5 mm collimator, 50 mm depth) before and after symmetriza-
tion can be found in Figure 2-1.

Upon comparison to Monte Carlo calculations, it was observed that the magnitude of
the experimental OARs was larger than the respective calculations, especially in the um-
bra region (see Figure 2-1). It is hypothesized that during the water tank measurements,
scattered radiation from the linac head and water phantom was able to reach the electrom-
eter, which was placed on the patient couch, causing a background signal independent of
the actual ionization inside the microchamber. This effect was difficult to detect in most
cases, but since the actual dose (and therefore expected ionization) in the umbra is low, the
background signal would comprise a significant portion of the total measured ionization. A
separate experiment was conducted to correct for this effect, the details of which are de-
scribed in Section 2.3.5. The subscript "unc" in Equation (2.8) therefore indicates that the
OAR has not been corrected for this effect.

2.3.4 OF Measurement

Before the OFs were measured, the vertical position of the CyberKnife unit above the

water tank was changed from 800 mm SSD to 785 mm SSD. The SSD and vertical alignment

were verified using the mechanical pointer and laser, respectively. The depth of the A16
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microchamber was kept fixed at 15 mm below the water surface, so that the source to detector
distance (SDD) was 800 mm. All OF measurements were done with the chamber in the centre
of the field. The 5mm, 7.5mm, 10mm, and 60 mm collimators were used. A dose of 100
MU was delivered in this setup, a total of three times per collimator.

A Fluke electrometer, model number 35040, was used for the OF measurements instead
of the IBA electrometer, because of its thresholding features and minimal leakage currents.
Measurements for each collimator were made using a polarizing voltage —300V. Polarity
effects were later corrected for based on P,, measurements performed in solid water; this
experiment is further described in Section 2.3.5. The expression for the uncorrected OF for

the small field collimator with diameter A is therefore:

OFmeas(A) _ MOF(A)

s 2.9
MOF (60 mum) (29)

2.3.5 Corrections Based on Solid Water Measurements

Two types of corrections were performed in solid water: the first to correct the observed
over-response in the umbra region of the OARs (see Section 2.3.3), and the second to correct
for the polarity effect in the OF measurements (see Section 2.3.4). The setup for these
corrections was identical to the setup of the water tank for the corresponding meaurement,
described in Sections 2.3.1, 2.3.3, and 2.3.4. Although the use of solid water phantoms in
reference dosimetry is prohibited [6], the differences between solid water and water were
deemed to be minimal for the following corrections.

Measurements were performed with the Exradin A16 microchamber and Fluke elec-
trometer, placed outside of the treatment room. The IBA FC-65G was used again as a
reference chamber. All measurements are implicitly given relative to the charge collected in
this chamber, as described in Section 2.3.1.

OAR Penumbra Correction

The following calculations are based on the assumption that there is a background sig-

nal m(z, A) due to head and phantom scatter, independent of the distance along the -
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and y-axes, unrelated to the charge collected in the chamber, and affecting the measured
OAR (2,0, 2, A) and OAR (0, y, 2, A) (Equation (2.8)) for all points = and y. A depen-
dence on both z and A is allowed in order to replicate the original measurements conditions.

The background signal may be corrected for using the following procedure. The deriva-
tion is done using OARs in the z-direction; the OARs in the y-direction were corrected using

a similar method. Let M22R(z,0, 2, A) denote the true charge collected in the chamber at

position (z,0), depth z, and for the collimator with diameter A, and let OAR™**(z, 0, z, A)

MOAR

unc

denote the true OAR. The measured uncorrected charge (2,0, 2z, A) is equal to the sum

of the true charge and the background signal m(z, A):
MOAR(,0, 2, A) = MO*(2,0, 2, A) +m(z, A) (2.10)

Then the following relations are obtained, from Equations (2.8) and (2.10):

MO (2,0, 2, A) +m(z, A)
AR A e 7 2.11
OAR (0.2 4) = 37688(0,0, 2, A) 1 m(z, A) (2.11a)
meas MOAR(:L' 0’ 27 A)
OAR™(2,0,2,A) = MOAR(), 0, 2, A) (2.11b)

Dividing Equation (2.11a) by MPAR(0,0, z, A) and inserting Equation (2.11b) yields:

OARmeaS(I, 0, 2, A) + m(z,A)

M‘:QAR(O7O7Z7A)
A
1+ yorvG0.2

OAR (2,0, 2, A) =

unc

(2.12)

Finally, performing algebraic manipulations on the resulting equation gives the relation be-

tween the uncorrected and corrected OARs:

meas meas m(z7 A) m(27 A)
OAR™(2,0,7, 4) = OARue™(,0, 2 4) ( MCOAR(O,O,Z,A)) " MOFR(0,0, 2, 4)

(2.13)

m(z,A)

Theratio yromgs. )

can be found by measuring the uncorrected and corrected OARs at

a particular position (g, 0). The following expressions follow from evaluating Equation (2.13)
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at this sample point and performing manipulations on Equation (2.13):

MP‘:ZES: é)z’ 5 (1 — OAR™(z,,0, 2, A)) = OAR™™ (2, 0, z, A) — OAR™ (0, z, A)
(2.14a)
m(z,A)  OARP(x,,0, 2, A) — OAR™™(z,,0, 2, A)
MOAR(0,0, z, A) 1 — OAR™™(z,,0, 2, A)
(2.14b)

The uncorrected OARoe® (x4, 0, 2, A) is taken from the OAR measurements performed in wa-
ter, described in Section 2.3.3. The corrected OAR™*(z, 0, z, A) was measured in the solid
water setup using a Fluke electrometer, for each depth and collimator listed in Section 2.3.3.
This electrometer was situated outside of the treatment room, and therefore unaffected by
phantom and head scatter. First, charge was collected by the A16 in the centre of the
field, at (z,y) = (0,0). Then, the chamber was moved to a position along the x-axis with
s = 10 mm, in the umbra of the field; the OAR™*(z, 0, z, A) is equal to the ratio between
the charges collected at this sample position and the origin.

The corrected and uncorrected measurements of the OAR were inserted into Equa-

tion (2.14b) in order to retrieve the background signal ratio m(z.A4) 3 for each depth and

MOAR(0,0,2,4)
collimator. This ratio was used in Equation (2.13) to correct for the observed large umbra
signal due to the background signal m(z, A). The corrected OARs are shown compared to
the Monte Carlo calculations in Section 2.5.2.

The background signal m(z, A) is shown in Figure 2-2. In addition to the small field
collimators, this quantity was calculated for the 60 mm collimator in order to correct for
the background signal in the measured PDDs; a sample position of xy = 42mm was used
for this collimator. For comparison, the total uncorrected signal for the 5mm collimator
OARs at 50 mm depth was equal to 15.7pC on central axis, and 0.7pC in the umbra, at
10 mm away from central axis in the z-direction (charge integration time of 1s per point);
thus m(z, A) represents a significant proportion of the measured signal in the umbra. The
m(z,A)

background signal was calculated by multiplying the background signal ratio FIORR (0,0, )
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by the central corrected charge MOPAR(0,0,z, A). The latter quantity was determined by

dividing Equation (2.10) by (1 + yofggsT):

1

m(z,A)

MPAR(0,0, 2, A) = MOAR (2,0, 2, A) -
1+ MOAR(0,0,2,A)

unc

(2.15)

Therefore the background signal can be calculated using the known background signal ratio:

m(z,A)
m(z, A) = MOAR(2,0, 2, A) - 2002 (2.16)
L+ 3onR(0.0.2,4)

The error bars in Figure 2-2 indicate the uncertainty of m(z, A), which was estimated using
the rules of error propagation.

No trend in the depth z or the collimator diameter A is apparent, due to the high uncer-
tainties in the background signal; indeed, m(z, A) is mostly constant within the estimated
uncertainties, except for the 60 mm collimator. These high uncertainties arise from the error

magnification of the subtracted terms present in the numerator of the ratio m(z,4) ) (see

MOAR(0,0,2,4)
Equation (2.14b)).

OF Polarity Correction

Polarity effects in the OF measurements were corrected for using the F,, correction
factor, described in AAPM’s TG-51 Report [5]. The measurement setup in Section 2.3.4
was replicated using solid water. Charge was collected in this setup using both positive and
negative voltages for each collimator; an absolute voltage of 300 V was maintained in both
cases. The polarity correction was measured for each collimator, including the 60 mm. It is

equal to the average of the two ionizations MYk, (A) measured using opposite polarities,

divided by the ionization at negative polarity (the polarity used in the water measurements

in Section 2.3.4):
Mgy (A) + M50y (4)
M230v(4)

Pyo(4) = (2.17)

This correction factor is multiplied into the chamber readings measured in water in Sec-

tion 2.3.4. Therefore multiplying the numerator and denominator of Equation (2.9) yields
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the following expression for the corrected output factor:

OFmeas(A) o Mg?%OV(A)Pp01(A)

N 2.18
MOE (60 mm) P,y (60 mm) (2.18)

2.4 Monte Carlo Calculations
2.4.1 BEAMnrc Settings

The BEAMnrc linac model was compiled as a shared library: any particle reaching the
phase space scoring plane was input into egs_chamber, instead of being stored in a phase
space file. Low-energy particle transport thresholds of ECUT=512keV and PCUT=10keV for
charged particles and photons, respectively, were used throughout the BEAMnrc simulation.
The EGSnrc particle transport settings were set to the BEAMnrc default values. The initial
electron and FWHM were varied as described in Sections 2.2.1 and 2.2.2.

Variance Reduction

The efficiency € of a particular Monte Carlo calculation can be calculated using the time

t required to calculate a quantity with a statistical uncertainty o:
€= — (2.19)

There are many variance reduction techniques available in BEAMnrc that, by decreasing ¢,
o, or both, increase the overall efficiency of the simulation.

A number of variance reduction techniques were employed in order to improve the
efficiency of the linac portion of the simulation. Bremsstrahlung cross-section enhancement
(BCSE) was activated in the target material; a BCSE factor of 20 was used, as recommended
for the particular simulation type [43]. This variance reduction technique improves efficiency
by increasing the probability of bremsstrahlung interactions in the target material by a user-
defined BCSE factor fgcsg. In order to avoid altering the physics of the simulation, two
extra steps are performed: first, the weight (or relative importance) of any bremsstrahlung

photon generated in the target material is reduced by 1/fgcsg. Second, the energy of the
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charged particle that gave rise to the photon is decremented by the energy of the new particle
with probability 1/ fpcsk-

Efficiency was further improved using the directional bremsstrahlung splitting (DBS)
technique [44]. This technique requires the definition of two parameters: a splitting field size
Fs, and a splitting number NBRSPL. The details of the DBS algorithm are complex, however
this variance reduction technique generally results in a large number of low-weight photons
within the splitting field, and a low number of high-weight photons outside this field. Fs
is usually chosen to include the entire field size of interest. Therefore little time is spent
tracking photons which do not contribute to the field of interest.

The radius of the splitting field S depended on the collimator diameter; for each col-
limator, this field extended 50 mm past the edge of the nominal field radius. The splitting
number NBRSPL was optimized for the 5mm and 60 mm collimators using the method pro-
posed by Ali and Rogers [43]; the splitting numbers for the remaining collimators were
interpolated between these two values. The splitting number and splitting field radius used
for each collimator can be found in Table 2-1.

Table 2-1: Directional bremsstrahlung splitting parameters for the collimators used through-

out the beam modelling procedure. Fs (field size) refers to the radius of the splitting field.
NBRSPL refers to the bremsstrahlung splitting number.

Collimator diameter (mm) FS(mm) NBRSPL

5 52.5 4000
7.5 53.75 3800
10 95 3600
60 80 1100

2.4.2 egs_chamber Settings

The egs_chamber user code was used to calculate each dose distribution dataset that
was measured: the PDD for the 60 mm collimator, and the OARs and output factors for the
three smallest collimators. Each quantity was simulated using the identical setup in which

the corresponding measurement was acquired, with a single exception. The simulation of

33



the OARs was only performed in the z-direction: a large asymmetry was observed in the
simulated y-direction OARs, as seen in Figure 2-1b.

This asymmetry is likely due to a discrepancy in the position of the effective point
of measurement of the microchamber in the stem direction (the y-direction), that is, an
asymmetry in the detector geometry with respect to the radiaiton field in this direction
for the experimental setup used. A shift of —0.13 mm in the calculated y-direction OARS,
estimated using the 50% maximum dose positions, largely rectifies this discrepancy, as shown
in Figure 2-1d.

This shift is not necessary in the z-direction, as the microchamber has a well-defined
centre in this direction: along the electrode axis. Therefore only this direction was considered
in the OAR calculations, in order to minimize the amount of corrections required. Calculated
and measured x-direction OARs were compared directly, and the y-direction was ignored.

The setup for these measurements is described in Section 2.3. The dosimetric quantities
were calculated with varying electron energy and FWHM, as described in Sections 2.2.1
and 2.2.2.

A full model of the A16 microchamber was created in egs_chamber, including the stem,
central electrode, wall, and air cavity/active volume. This detailed model allowed for the
direct comparison between measurements and calculations without the application of per-
turbative correction factors [19,23|. This chamber model was inserted into a water phantom,
with dimensions 300 x 300 x 500 mm?®, where the longer dimension in the depth direction
was required in order to maintain the photon and charged particle backscatter present in the
measurements. The BEAMnrc linac model was used as a particle source for the egs_chamber
simulation. Low-energy particle transport thresholds of ECUT=512 keV and PCUT=10keV for
charged particles and photons, respectively, were used throughout the egs_chamber simula-

tions. The EGSnrc particle transport settings were set to the egs_chamber default values.
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Variance Reduction and Dose Calculation

Every variance reduction technique available in egs_chamber was employed to improve
the efficiency of the calculation of the dosimetric quantities. The intermediate phase-space
storage (IPSS) technique [36, 45] allowed for the efficient calculation of PDD curves and
OARs. In each case, the IPSS volume was embedded in the water tank, and was large
enough to enclose every possible position of the A16 microchamber. In the first part of the
particle shower, particle transport occurs throughout the water tank until particles reach the
IPSS volume, where the state of each particle and the state of the random number generator
(RNG) is stored. In the second part of the shower, particle transport is performed in every
geometry describing different chamber positions, and dose is calculated in the scoring region.
The use of this technique ensures that the water tank portion of the shower only occurs once,
which can significantly reduce the simulation time.

Correlated sampling (CS) was used in conjunction with IPSS, in order to automatically
and more efficiently calculate dose ratios [36,46,47|. This is done by using the same initial
state of the RNG when simulating the two geometries representing the numerator and de-
nominator of the dose ratio in order to maximize correlations between these two. For the
PDD curves, the desired ratio was the dose at a depth of z, divided by the dose at a depth

of 100 mm:
DPPP ()
DPPD(100 mm)

PDD%(2) = 100% - (2.20)

Here, D' represents the dose in c¢Gy, per electron incident on the target in the linac head,
that is absorbed in the chamber active volume, for the dosimetric quantity i (¢ =PDD, OAR,
or OF).

Similarly for the OARs, the quantity of interest was the ratio between the absorbed
dose at radius r from the beam central axis, divided by the dose with the chamber in the
centre:

DOAR(r 2 A)

calc
OARFwam (7, 2, A) = DOAR() mm, 2, A) (2.21)

35



OARs were calculated for several depths 2z and collimator diameters A, in order to replicate
the measured set of data described in Section 2.3.3.

Neither the IPSS nor the CS techniques were used for the OF simulations, as these
require the calculation of dose to detector only at a single point for a given collimator. The
OF is defined by the ratio of the absorbed dose on beam central axis using the collimator of

diameter A, divided by the dose using the 60 mm diameter collimator:

DOF (A)

calc
OFrivin (4) = DOF (60 mm)

(2.22)

The photon cross-section enhancement (XCSE) technique was employed in every egs_chamber
simulation, including simulations of the PDD, OARs, and OFs. Using this variance reduc-
tion technique, the probability of photon interactions within a user-defined XCSE region is
increased by the XCSE factor fxcsg [36]. The weight of charged particles resulting from
these interactions is reduced by 1/fxcsg; in addition, the weight of charged particles orig-
inating from outside the XCSE region that cross inside the volume is also reduced by the
same factor. The XCSE region is usually chosen to surround the dose scoring volume. This
technique results in a large number of low-weight charged particles that are generated near
and can deposit dose inside the scoring volume, thereby decreasing the uncertainty of the
scored dose.

In the first part of the PDD and OAR particle showers, an XCSE shell of 10 mm thickness
was defined around the IPSS volume. Once the second part of the shower began, XCSE shells
of the same thickness were defined at each chamber position, around the wall surrounding the
chamber active volume. For the OF simulations, a single XCSE shell of thickness 10 mm was
defined surrounding the chamber active volume. This shell thickness was chosen based on
the beam quality of the CyberKnife photon beam [36]. The XCSE factor fxcsg was selected
for each dosimetric quantity individually, chosen to optimize the efficiency of the particular
simulation. The PDD and OF simulations used fxcsg = 128, while the OAR simulations

used a factor of 64.
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The final variance reduction technique used in the egs_chamber simulations was range-
based Russian Roulette (RR) [36,48|. Low-weight charged particles that have sufficiently
low energy that they are unable to reach an RR volume, usually chosen to be the detector
active volume, are subjected to an RR game with a user-defined survival probability of
1/N,, N, > 1. Charged particles surviving RR have their weight increased by a factor of N.
This greatly reduces the number of charged particles that are far enough from the scoring
volume that they could not deposit energy within the latter, while still allowing for the
production of photons, via bremsstrahlung and annihilation interactions, that could reach
the scoring volume.

For the PDD and OARs, the first RR volume was the IPSS volume; any charged particle
not able to reach this region was subjected to RR. After reaching the IPSS volume, the RR
volume was changed to include only the active volume of the detector at each chamber
position. For the OF simulations, a single RR volume comprising the active volume of the
chamber was used. A Russian Roulette parameter of IV, = 512 was used for each simulation,
chosen in order to optimize efficiency.

2.5 Results
2.5.1 Energy Estimation

Figure 2-3 shows the slopes and intercepts of the lines of best fit of the difference
between the measured and calculated PDDs for different electron energies . The slopes,
intercepts, and uncertainties were computed using weighted linear least squares regression,
with the weight of each point given by the reciprocal of the variance of the difference between

the measured and calculated PDDs:

UZ?D (2) = opppmess (2) + U}%DD(EE(Z) (2.23)

The uncertainty of the calculated PDDs was given by the statistical uncertainty of the
Monte Carlo calculations (type A). The uncertainty of the measured PDDs was given by

a combination of contributions due to statistical and detector positionining uncertainties
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(type A and B, respectively). The statistical uncertainty was estimated by assuming a
Poisson distribution (o, o< 1/ (M?)), and fitting the measured relative standard deviations
calculated from the measurements discussed in Section 2.3.5. This amounted to a relation

between the relative uncertainty and the measured charge M;:

oui 0.0067 (2.24)

M /M [pC

This uncertainty in the measured charge was propagated through Equation (2.6), yielding

the statistical uncertainty in the PDD:

O'MPDD(Z)
MEPP (100 mm)

opppmens sat(2) = 100% - (2.25)

The uncertainty of the measured PDDs due to detector positioning uncertainty was estimated
by computing the maximum deviation of the PDD with respect to the value at each point by
moving in the positive and negative direction by an amount o, the uncertainty of the detector
position in the z-direction. o, was taken to be equal to 0.2mm for the IBA Blue Phantom?

scanning water tank. Therefore the positioning uncertainty in the PDD is:

OppDmes pos(2) = max {|PDD™**(z) — PDD™***(z — 0,)|, [PDD™**(2) — PDD™**(2 4+ 0,)| }
(2.26)

The combination of these two uncertainties is given by their summation in quadrature:

opppmess(2) = \/U%’DDmcas,stat(z> + OPppmens pos(2) (2.27)

Lines of best fit were calculated for the slope and y-intercept as a function of E (solid
lines in Figure 2-3), also calculated using weighted linear least squares regression. The slope
and y-intercept of the difference between the measured and calculated PDDs for electron
energy E = 7MeV do not follow the same linear trend as do the rest of the data; the dashed
lines in Figure 2-3 therefore indicate lines of best fit for the data excluding the points at this
energy. The following is analysed using these lines of best fit. The x-intercept, denoting the

optimal energy, was determined to be equal to 6.8(5) MeV for the slope graph, and 7(1) MeV
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for the intercept graph, where the values in parentheses denotes the uncertainty in the last
digit of the energy. Both of these values are in agreement with one another. The final
estimate of ¥ = 6.7 MeV was chosen due to the fact that the value of the y-intercept of the
line of best fit of the differences at 6.7 MeV is closer to 0 than it is for the 6.8 MeV electron
energy: —0.363 % versus —0.410 %.

Figure 2-4 shows the direct comparison between the PDD measured with the A16 mi-
crochamber and the PDD calculated using the final initial electron energy of 6.7 MeV, both
normalized to 100% at a depth of 100 mm. The measured PDD has been corrected to elim-
inate the presence of an estimated 0.54 pC background signal (see Figure 2-2) using similar
methods as described in Section 2.3.5. The error bars for the measured and calculated val-
ues indicate the combined uncertainty in the value of the measured PDD and the estimated
statistical uncertainty for the corresponding calculated values, respectively. As indicated in
Section 2.2.2; this PDD was calculated using the FWHM obtained in Section 2.5.2. Agree-
ment between measurement and calculation is good except in the buildup region. Similar
agreement was found for the initially selected FWHM of 2.0 mm, demonstrating that the
change in FWHM does not affect the calculated PDD for the 60 mm collimator.

2.5.2 FWHM Estimation

The spatial distribution of the electron beam was estimated to have a FWHM of
2.5mm. Using this FWHM when calculating small field OARs and OFs gave the best
overall agreement when compared to their respective measurements, as seen in Figure 2-5a.
The 5mm OAR chi-squared metric is minimized for larger values of the FWHM, however,
(x%/df )(F)\I;VHM increases past FWHM = 2.6 mm, suggesting that a smaller value is more suit-
able. (x?/df )g&%M (7.5 mm) is minimized at FWHM = 2.5 mm, and the chi-squared metric
for the other OARs and for the OFs are near their minimum values at this point. Therefore
a compromise was reached by selecting 2.5 mm as the value of the electron beam FWHM.

Figures 2-6 to 2-9 show the direct comparison between the small field OARs and OFs

measured with the A16 microchamber and the respective simulations, calculated using the
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initial electron energy and FWHM of 6.7 MeV and 2.5 mm, respectively. The background
signal m(z, A) in the measured OARs has been corrected, as described in Section 2.3.5. As
indicated in Section 2.2.2, OARs for several depths are shown.

The error bars on the measured and calculated OARs include statistical and detector
positioning uncertainties, calculated using a similar method as was used for the PDDs in
Section 2.5.1. In addition to these uncertainties, the error bars on the OFs include the
combined uncertainty due to detector modeling and the underlying photon cross-sections,
summarized in Table 2-2. The latter two are presently only available for OFs, not for PDDs
and OARs. Good agreement within uncertainties between measurements and calculations is
observed for each OAR and OF using these initial electron beam parameters. These results,
together with the comparison between the measured and calculated PDD shown in Figure 2
4, demonstrate that the current beam model, when used to simulate detector response in
small fields, is an adequate representation of the actual CyberKnife beam for this study.

It should be noted that while a totally accurate beam model is desirable, it is not strictly
necessary, since in this study, the beam model was not used to calculate quantities that were
directly compared to measured quantities. Nevertheless, a realistic model is required in order

to draw clinically relevant conclusions.

Table 2-2: Type A and B uncertainties for the measured and calculated small field OFs.
Uncertainties due to detector modelling, as well as to detector positioning in the measure-
ments, were estimated by Francescon et al. [21]|, while uncertainties due to the underlying
photon cross sections were estimated by Muir et al. [10].

Type A Type B
Statistical Combined detector modelling ~ Detector Total
and cross-section positioning
Measurement — <0.21% <0.50%  <0.54%
Calculation <0.18% <0.56% <0.59%
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Figure 2-1: Measured (dots) and calculated (circles) OARs in the z- and y-directions (5 mm
collimator, 50 mm depth), before and after required symmetrizations (measured x and y)
and shift (calculated y). The measured OARS are significantly greater than the calculated

values in the umbra due to a background signal.
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Figure 2-2: The extracted background signal m(z, A) in the measured OARs, hypothesized
to have been caused by head and phantom scatter in the electrometer. The charge integration
time for each measurement point is 1s.
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Figure 2-3: The line of best fit for the difference between the measured and calculated
PDDs for the 60 mm collimator, as a function of depth z, was used to determine the optimal
electron energy E. Lines of best fit are calculated for the slope and y-intercept as a function
of F/, in order to determine the energy at which these parameters are equal to 0. The
equations for the lines excluding the 7 MeV energy points (dashed lines) are inscribed in the
corresponding figure; the value in parentheses denotes the uncertainty in the last digit of the
slope or intercept.
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Figure 2-6: Comparison between small field OARs at a depth of 15 mm, measured using the
A16 microchamber, and the corresponding simulations, calculated using the electron beam

parameters determined in Sections 2.5.1 and 2.5.2: F = 6.7MeV and FWHM = 2.5mm.
The error bars for the calculated values are approximately the same size as the circles.
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Figure 2-7: Comparison between small field OARs at a depth of 50 mm, measured using the
A16 microchamber, and the corresponding simulations, calculated using the electron beam

parameters determined in Sections 2.5.1 and 2.5.2: F = 6.7MeV and FWHM = 2.5 mm.
The error bars for the calculated values are approximately the same size as the circles.
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Figure 2-8: Comparison between small field OARs at a depth of 200 mm, measured using the
A16 microchamber, and the corresponding simulations, calculated using the electron beam

parameters determined in Sections 2.5.1 and 2.5.2: F = 6.7MeV and FWHM = 2.5 mm.
The error bars for the calculated values are approximately the same size as the circles.
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CHAPTER 3
Calculation of Clinical Field Correction Factors: Methods

Using the model of the CyberKnife linac described and validated in Chapter 2, detector-
specific correction factors were calculated for a number of clinical fields. This chapter de-
scribes the selection of the investigated clinical fields and plan-classes, as well as the methods
used to model the detectors and the composite field delivery for the CyberKnife system.
3.1 Field Selection

As described in Section 1.3.2, the clinical fields were split into plan-classes, grouped
according to common pre-identifiable characteristics. Three clinical fields within each plan-
class were selected from the CyberKnife plan database at TOHCC. It should be emphasized
that these clinical fields were not designed with the present study in mind. Instead, the
fields were planned according to standard protocols carried out by the CyberKnife team at
TOHCC and were used for actual patient treatments.

3.1.1 Clinical Plan Classes Investigated

The characteristics defining each plan-class are shown in Table 3-1. Both the isocentric
(I) and non-isocentric (N) delivery types were investigated. The vast majority of small
clinical fields delivered isocentrically at TOHCC were also planned using the skull beam
path; very few use the trigeminal neuralgia or body paths. For this reason, isocentric plan-
classes used the skull beam path exclusively. Both the trigeminal neuralgia and the skull
paths are frequently used in non-isocentric type clinical fields at TOHCC; the body path is
typically not used for the purposes of small field delivery.

In addition to the delivery type and beam path, the plan-classes were further subdivided
by considering which collimator(s) was used to define the clinical field. Only fields utilizing

one or two collimators size were considered. Furthermore, only the three smallest collimators
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were used throughout the clinical plans investigated: the 5mm, 7.5 mm, and 10 mm diameter
collimators.

Clinical fields within the isocentric plan-classes (IS1-IS3) are generally used to treat
spherical metastases. The size of the collimator is chosen to provide optimal target coverage.
Clinical fields within plan-classes NT1 and NT2 are generally used to treat patients with
trigeminal neuralgia, a non-malignant neural disease. The use of the smallest two collimators,
combined with the non-isocentric delivery and the trigeminal neuralgia path, allows for the
coverage of smaller, oblong shaped targets. Finally, clinical fields within plan-class NS1 are
generally used to treat acoustic neuromas.

Certain non-isocentric clinical fields, especially those using multiple collimators, can
yield irregularly shaped dose distributions in the patient, in which the centre of the target
receives less dose than the periphery. This is possible because the targets of the beams com-
prising the field are randomly distributed on the surface of the target instead of constrained
to point at the centre, causing a subset of the beams to intersect at the periphery of the
target. Each clinical field in plan-class NS1 was of the type that produced this irregular
dose distribution. The clinical fields in plan-classes NT1 and NT2, as well as the isocentric
clinical plan-classes IS1, IS2, and IS3, yield dose distributions in which the centre of the

target receives a larger dose than the periphery.

Table 3—-1: The six clinical plan-classes investigated. Each plan-class is named according to
the characteristics defining the clinical fields within that class. The first letter stands for
Isocentric or Non-isocentric delivery. The second letter stands for the Skull or Trigeminal
neuralgia beam path. The integer following the two letters further distinguishes the plan-
classes, according to the collimator size that is used.

Plan class name Delivery type Beam path Collimator diameter(s) (mm)
IS1 [socentric Skull 5
152 [socentric Skull 7.5
1S3 I[socentric Skull 10
NT1 Non-isocentric Trigeminal neuralgia 5
NT2 Non-isocentric Trigeminal neuralgia 5& 7.5
NS1 Non-isocentric Skull 5& 7.5
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3.1.2 The PCSR Fields

A PCSR field was created for each plan-class for which the variation of the calculated
kifclinvfmsr

oo for the clinical fields in the plan-class was less than a certain amount. A variation

of less than 1% was considered to be ideal, with a maximum variation of 2% tolerated. These
figures were selected by considering that the component of the uncertainty in the determi-
nation of the dose to water in small composite clinical fields related to the omission of the
l{:glinfg;r (see Section 1.3.2) should only make up a fraction of the total uncertainty of ap-
proximately 2-4% recommended in the AAPM reports for dosimetric accuracy in IMRT [49]
and for robotic radiosurgery [50].

The PCSR field was designed to have similar characteristics to the clinical fields within
the plan-class that it represented. These characteristics included the delivery type (isocentric
or non-isocentric), beam path (trigeminal neuralgia or skull), and the set of collimators used
to define the field. The strategy for the creation of the PCSR field for each plan-class was
to keep the field as simple as possible, while still maintaining the requirements needed to
represent the class.

For the isocentric plan-classes, every beam available for the particular path represented
was employed, each beam having equal weight (i.e., MU) to another. This can be compared
to the typical clinical isocentric field, in which certain beams have been removed, and the
beam weights have been optimized to improve target coverage and to avoid OARs. The
requirement that the PCSR field provide a uniform dose over a volume extending over the
dimensions of the detector, defined in Section 1.3.2, was not able to be fulfilled in these
fields, as the beam central axes meet at a common point in the phantom, leading to a high-
dose gradient region. In order to meet this specification using small fields in CyberKnife,
a non-isocentric field must be used, in which beam penumbrae overlap, creating a low-dose
gradient region. Such a PCSR field, however, would no longer be representative of isocentric

clinical fields, therefore the requirement of dose uniformity was relaxed. The definition of
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the PCSR field is more complex for non-isocentric plan-classes; this is discussed further in
Section 4.2.
3.1.3 The MSR Field
As indicated in Section 1.3.2, the clinical field correction factors for the CyberKnife
system are defined relative to a suitable MSR field. The MSR field for the CyberKnife unit
was taken to be the 60 mm collimator [13]; the detectors were placed at a depth in water of
50mm and at an SDD of 800 mm [21].
3.2 Monte Carlo Simulation
The egs_chamber user code was used to calculate the detector-specific correction factors
for each clinical field investigated. In order to calculate these correction factors, the following
must be modelled:
e the CyberKnife linac and small field collimators;
e the phantom in which clinical fields are delivered;
e the delivery of each clinical field; and
e the detectors to be investigated, including intermediate volumes.
The CyberKnife linac and small field collimators have been modelled and validated in
BEAMnrc, as described in Chapter 2. This linac was compiled as a shared library and
used as a particle source in egs_chamber, as indicated in Section 2.4.1. The remaining items
are be described below.
3.2.1 Phantom Modeling
Clinical field measurements for the CyberKnife unit at TOHCC are typically performed
in a custom solid water phantom, named the "Bullet". The name is taken after its shape,
which was designed to approximate a head: a hemisphere attached to a cylinder of the
same radius. The Bullet phantom features swappable inserts, each machined for a different
detector; the inserts are designed in such a way as to place the centroid of each detector in
the centre of the hemisphere, where it meets the cylinder. The phantom also splits apart in

the coronal plane, revealing a slot where as many as four radiochromic films can be inserted.

53



Using the swappable inserts and the film slot, almost any dosimeter can be used inside the
Bullet phantom.

Although solid water comprises the bulk of the material used in the Bullet, there are
some metallic and other plastic components used. A total of 7 cylindrical fiducials composed
of platinum are implanted in the top and bottom parts of the phantom, which are used in
the CyberKnife fiducial tracking algorithm to align the phantom within the treatment room.
The film slot features 3 stainless steel pin pricks, meant to pierce holes in precise locations
in the corners of the film stack. These holes are later identified on the image of the film, and
are coregistered to the corresponding locations on a computed tomography (CT) image of
the Bullet. The two halves of the phantom are held together using locating pins composed
of polyoxymethylene. Finally, the round phantom is held securely by a cradle, which is then
placed on the treatment couch during field deliver. The cradle is composed of poly(methyl
methacralate) (PMMA).

In order to accurately model the clinical field, the phantom in which measurements are
performed must be modelled [13]. Therefore a fully detailed model of the Bullet phantom
was constructed in egs_chamber. This model included all components described above; the
composition of each material was simulated using PEGS4, as described in Section 2.1. A
render of the egs_chamber model is shown in Figure 3-1.

In addition to the model, a CT image of the Bullet phantom was acquired. This im-
age was needed in order to plan and create the clinical fields. A shifted version of the CT
coordinate system was used to define the model in egs_chamber. This shift preserved the
directions of the (x,y, z) axes, but placed the centroid of the active volume of each detector
(and the clinical field phantom) at the origin. The position of the centroid in CT coordi-
nates was estimated using the measuring tools in the CyberKnife treatment planning system

(TPS).
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Figure 3-1: Interior view of the egs_chamber model of the Bullet phantom. Different colours
indicate the materials of each component: green is solid water, yellow is PMMA, red is
polyoxymethylene, and the remaining colours are the metal fiducials and pins.

3.2.2 Clinical Field Delivery Modeling

Clinical fields consist of a large number of beams distributed around the patient. The
summation of each beam, with its appropriate weight, results in the final clinical field.
Each individual beam is specified by the coordinates of the node and target (in patient CT
coordinates), the diameter of the collimator that was used to define the beam, and the total
MU for the beam. As described in Section 1.1.2, the node position refers to the position of
the photon source, while the target position refers to the position of a point typically on the
surface of the target towards which the beam is directed. These parameters are stored in a

treatment plan Extensible Markup Language (XML) file, which can be used to reconstruct
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the clinical field outside of the TPS [51]. The beam information within this XML file was
used to model the delivery of each clinical field in egs_chamber.

First, the specifications of each beam ¢ were read from the XML file: node and target
coordinates (77; and #;), collimator diameter (d;), and MU (MU;). The base particle source
for each beam 7 was the BEAMnrc source that used the collimator with diameter d;. In
BEAMnrc, particles travel along the +2 direction and stop at the phase space scoring plane,
at a user-selected node to phase space distance NPD of 600 mm. In the CyberKnife model,
the position of the photon source (and therefore node) is the front face of the electron beam
target, facing the accelerating waveguide (W. Kilby, private communication). Particles in
egs_chamber are emitted along the 4z direction and begin their transport at the z = NPD
plane.

Therefore in order to bring the base particle source described above to the position and
orientation of beam ¢ in the actual clinical field, three transformations are required:

1 translate the base source, so that it has the correct node to target distance;
2 rotate the resulting source, so that particles are emitted in the correct direction relative
to the Bullet phantom; and
3 translate the resulting source, so that the target is in the correct position relative to
the Bullet phantom.
Each of these transformations is performed within egs_chamber using affine source trans-
formations; their implementation is described below. Translations are defined by a vector
(T;,- or Tt ;, for the first and second translations for beam ), while the rotation is defined
by a matrix (ﬁl) After every beam 7 has been transformed from the base particle source
to its final position and direction, they are combined into the final clinical field, each beam
weighted by MU;.
Transformation 1: Translation
For transformations 1 and 2, a temporary target is established at the origin; transforma-

tion 3 then translates the temporary target to the actual position. Transformation 1, then,
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is simply a translation to establish the correct node to target distance for beam i (NTD;).
The NTD; is calculated as the absolute value of the difference between the node and target

position coordinates:

NTD; = |7 (3.1b)

In the BEAMnrc simulation the particles have traveled a distance NPD = 600 mm in the
+2z direction; they originate at the z = NPD in egs_chamber. Therefore the node position
of the base particle source is effectively at the origin in egs_chamber. This source must be
translated in the —z direction, by an amount given by the node to target distance NTD,.
This ensures that particles travel the full NTD; from the new node to the target at the origin.

Therefore the vector defining this translation is:

—NTD;

Transformation 2: Rotation

The result of transformation 1 is a source emitting particles in the +z direction from
a plane at position T;Z Transformation 2 combines two rotations into a single step: the
composition of both rotations results in a source emitting particles towards the origin, from
a plane at position 7;. First, the source is rotated by an angle #; around the z-axis. The

matrix defining this rotation is:

1 0 0
R.(0;) =10 cosf; —sinb; (3.3)

0 sin#; cosé;
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T

Figure 3-2: Rotation defining transformation 2 for beam number ¢ in the clinical field. The
particle source at position 77 ; (blue) is rotated to the new position at 7; (red), first by an
angle #; around the z-axis, then by an angle ¢; around the z-axis.

Next, the resulting source is rotated by an angle ¢; around the z-axis. The matrix defining

this rotation is:
cosp; —sing; 0

R.(¢;) = sing; cos¢; O (3.4)
0 0 1

The total rotation R; is defined by the matrix product of the two matrices defining the

individual rotations:

R; = R.(¢i) Re(0;) (3.5a)

cos ¢; —sing;cosl;  sin ¢; sinb;
Ri = | sing; cos¢;cosf; — coso;sinb; (3.5b)

0 sin 6; cos 6,
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The angles #; and ¢; are best understood as modifications of the standard spherical
angles © and ®, as seen in Figure 3-2. From this diagram, the following relations are

obtained:

O=7— ‘9@ (36&)

O =¢+m/2 (3.6b)

In order to compute the rotation matrix R; defined in Equation (3.5), the sine and cosine of
angles #; and ¢; must be calculated. This can be done by first calculating sine and cosine of
© and ®. These quantities are defined in terms of the x,y, z-coordinates of 7 (74, 7y, 75.)

and its vector norm:

cos© = Ti’i sin® = v1 — cos? © (3.7a)

\7”2‘\

Ty

cos P = sin® = % (3.7b)

2+ rii 2+ r;i
Inserting Equation (3.6) into Equation (3.7) and rearranging terms yields the following ex-

pressions for the sine and cosine of angles #; and ¢;:

cos b = — 2 sinf; = V1 —cos?© (3.8a)

73]
Ty, . Tai
cos ¢y = —5—2—— sing; = —————— (3.8b)
7’:%71' + T’S,i T?c,i + 7“571'

These values are inserted into the rotation matrix R; defined in Equation (3.5) in order to
generate the rotation required to bring beam ¢ to the correct orientation relative to the Bullet
phantom.

Transformation 3: Translation

The final transformation required to generate beam 7 in the clinical field is a translation.
After transformations 1 and 2, the beam is pointed at a temporary target positioned at
the origin; transformation 3 will translate the beam so that it is pointing to the correct

target ;. The coordinate system of the egs_chamber model of the bullet phantom Bullet
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phantom was shifted in order to place the centroid of the detector active volume at the origin.
Both centroid position & and target position t; are given in CT coordinates. Therefore the

translation required in egs_chamber is given by the difference between ¢; and &

Ty =1;— ¢ (3.9)

These source transformations were validated by calculating the dose distribution re-
sulting from a 3-beam test field directed onto the Bullet phantom. Each beam was defined
using the 5mm collimator; the positions of the nodes were chosen randomly, while the tar-
get positions were each set to lie in the centre of the phantom. The dose distribution was
calculated twice: once using the CyberKnife TPS, and again by simulating the test field in
egs_chamber using the algorithm described above. In each case, no detector was inserted in
the Bullet phantom. The transverse, coronal, and sagittal planes at the point of intersection
of the beams were extracted from the TPS dose grid. In the egs_chamber simulation, dose
was scored in 2 x 2 x 2mm?® cubes corresponding to the voxels comprising each of these
three planes. These six two-dimensional dose distributions are shown in Figure 3-3. The
path that each beam takes within the phantom is easily seen using these orthogonal views.
The similarity of the shapes of the TPS and egs_chamber dose distributions implies that
the beam orientations and positions have been modeled correctly.
3.2.3 Total Correction Factor Calculation

The clinical field correction factors were calculated for three different detectors: the
Exradin A16 and A26 microchambers, and the W1 plastic scintillator. The A16 has been
described previously in Section 2.3.1; it has a nominal collecting volume of 7mm?, and
the wall and central electrode are composed of C-552 air-equivalent plastic and aluminum,
respectively. The A26 has a larger collecting volume of 15 mm?®. This microchamber features
a guard ring, and the guard ring, central electrode and wall are all composed of C-552 air-
equivalent plastic. The W1 is constructed entirely out of plastic materials similar to water.

The scintillating fiber has a diameter of 1.0mm and a length of 3.0 mm; it is composed of
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polysterene. The scintillating fibre is enclosed in an acrylonitrile butadiene styrene (ABS)
plastic wall, and coupled to a PMMA optical fibre.

Each detector was modelled in egs_chamber within the Bullet phantom. As described
in Section 3.2.1, the centroid of the active volume of each detector was placed at the origin
of the coordinate system; this position coincides with the centre of the plane of intersection
of the hemisphere and cylinder of the phantom. A separate geometry was defined, in which a

sphere of water with radius 0.3 mm was placed within the solid water phantom; this geometry

is necessary in order to calculate the numerators in the k:g“lf"f 2ot and kép:::rg’:sr correction

cliny msr

factors. The water sphere was also placed at the origin, at the position of the centroid of the
detector active volumes. Dose was scored within the active volume of each detector, as well as

the water sphere, in order to compute the dose ratio D{;'&golm / DC];;';“QC“n (or Dfu" Onesr! Dggfépcsr

if a PCSR field was simulated) present in the numerator of the ké‘lr‘nfgm and ké":sr%“;

correction factors.

A similar method was used to calculate the denominator of the kg;;%”:sr and kép:zr%“:sr

fmsr

W, Qmsr

correction factors, the D / Dg;fbmsr ratio. Each detector was modelled in the 60 mm
MSR field described in Section 3.1.3; the 0.3 mm radius water sphere was again placed at
the position of the centroid of the detector active volumes. Dose was scored within the
active volume of each detector, as well as the water sphere, in order to compute the dose
ratio D{;fgmsr / Dg’e‘:bmsr present in the denominator of the l{:gj’;j‘n%‘:sr and k:g;:r%‘:sr correction
factors.
3.2.4 Intermediate Correction Factor Calculation

The correction factor kgj’;j‘nf oo 1s specific to the detector, as well as the clinical field
under investigation. Each non-water detector component perturbs the photon and charged
particle fluence, contributing separately to the total correction factor. The method described
in Section 3.2.3 is used to calculate ké‘l“nfgm and ké":serz, which is used to correct for the
overall detector response in the clinical/PCSR field relative to the MSR field. However, this

method cannot be used to determine the magnitude of the perturbation that each component
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contributes to the total correction factor. Instead, this can be accomplished by calculating a
chain of intermediate correction factors, each one accounting for the influence of a different
detector component.

This chain of intermediate correction factors is calculated by defining a series of geome-
tries, starting with the fully modelled detector, and ending with a 0.3 mm radius sphere of
water placed at the centroid of the active volume. This size was chosen to emulate the work
done by Papaconstadopoulos et al. [23]; minimal volume averaging is expected over a sphere
of such a small radius. Dose is scored within the active volume of the detector for each of
these geometries, except for the sphere of water, where dose is only scored within the sphere.
This results in a series of cavity doses, defined by Bouchard et al. [8]:

e Dy dose in the active volume of the fully modelled detector;
® Do wan: dose in the active volume of the detector without the stem (not applicable for
the W1 plastic scintillator);
e D,.: dose in the active volume of the detector without the stem and central electrode;
e D,.: dose in the bare active volume (no stem, central electrode, or wall);
® Dyapor: dose in the bare active volume filled with water of the same density as the
active volume material (1.20479 mg/cm? for the ion chambers, and 1.05g/cm? for the
W1 plastic scintillator);
e D, o dose in the bare active volume filled with water of the density of water (1 g/cm?);
and
® Dy point: dose in the 0.3 mm radius sphere of water.
Since the W1 plastic scintillator does not have a central electrode, the Dcej wan volume is not
applicable for this detector. These volumes are shown explicitly for the A16 in Figure 3—4.
In general, when a component is removed, it is replaced by the material that is surrounding
it. In the case of the ion chambers, the central electrode is therefore replaced with air. All
other detector components are replaced with the phantom material: either the solid water

in the Bullet phantom for the clinical/PCSR fields, or water for the MSR field.
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The perturbation factors are calculated according to the following definitions:

Dcel wall
Piem = : 3.10
' Ddet ( a)
Dwall
Pce - 3.10b
: Dcel,wall ( )
Dact
Pwa = 3.10c
! Dwall ( )
\" Diapor
() Py = ywor (3.10d)
P/ det DaCt
Dw,vol
Pp = m (3106)
Dy point
P, = —wpoint 3.10f
1 Dw,vol ( )

Pitem, Pea, and Py correct for the detector response relative to water due to the pertur-
bations of the stem, central electrode (if applicable), and wall, respectively. After these
perturbations are removed, a bare cavity composed of the detector active volume material
(air for the A16 and A26, polystyrene for the plastic scintillator) remains embedded in the

—\ W
phantom. <%> Py and P, correct for the effect of replacing this detector material with
det

w
water: (%) Py deals with the difference in atomic composition between the two materi-
det

als, while P, corrects for the varying density. The final perturbation factor is the volume
averaging factor P,. In high-gradient or non-uniform dose distributions, the dose averaged
over the water cavity is not necessarily representative of the dose to water at a mathematical
point. The volume averaging perturbation factor approximately corrects for this effect by
determining the dose in a small sphere of water with radius 0.3 mm, located at the centroid
of the active volume.

These perturbations factors are computed for the three detectors, in each clinical, PCSR,
and MSR field. The detector perturbation in the clinical or PCSR field due to each compo-

nent c is calculated relative to the corresponding perturbation in the MSR field, in order to
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obtain the full intermediate correction factor:

Pf clin

clin;/msr ,QC in
[Pc]gj:lin;mesr = Pcfmsrl (311&)

¢,Qmsr

fpcsr
f CSY}fmSI’ 7Q csr
[PC] Qppcsrmesr = Pcfm:r (311b)

¢,Qmsr

The product of all of the intermediate correction factors for a clinical or PCSR field yields

the total correction factor for that field:

i -\ W q felin, fmsr

. L
g G = | Potem Pect Pran <—) PP, Pool (3.12a)
- p det - Q li Qmsr
i z w T prSI‘7fer
kép:::;gn:sr = Pstempcelpwall ( ) PﬁPvaol (312b)
B det = QpCSTyQIIlSI‘

3.2.5 Detector Position within the Clinical Fields

For static fields, the detector-specific correction factors k&;]“n%‘;‘lr depends on the field
of interest, as well as the position of the detector within the field (see Section 1.3.3), with
the off-axis position having a larger effect on the correction factor than the depth or SDD.
Composite clinical fields in CyberKnife consist of many static fields superimposed on one
another; therefore in general, the l{;gll“né”m should depend on detector position for these
fields as well. In light of this, a standard procedure must be followed to select the detector
position within the clinical fields, so that differences between the kéllnn%”m for different fields
are not due to detector placement, but to the field properties.

In measurements of CyberKnife clinical fields, the detector is typically placed in the
point of maximum dose. For isocentric plans, this point corresponds to the point of inter-
section of all of the beam central axes. For non-isocentric fields, there is by definition no
point of intersection of the beam central axes, however, the point of maximum dose is still
typically chosen for the detector position. Since the dose from each contributing beam is

highest on the central axis, this point is near many of the beam central axes, although how

near depends on the size of the target and the collimator chosen.
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This point of maximum dose is a point at which the dose gradient is zero, however,
when clinical field measurements are performed in highly conformal dose distributions, the
setup uncertainty may contribute a significant amount to the total measurement uncertainty
at that point. Furthermore, this region may be quite different from the optimal PCSR
field, which has a low dose gradient in a volume surrounding the point of measurement as
recommended in the Alfonso formalism [13]. Therefore, a different approach is proposed to
select the point of measurement within clinical fields, seeking to minimize the dose gradient
in a region surrounding the detector.

This approach follows an iterative algorithm. First, the dose distribution D(7) of the
clinical field is calculated on the Bullet phantom using the ray-tracing dose calculation al-
gorithm of the Multiplan TPS from Accuray. Then, the integral I is defined for each point

7 in the dose distribution D(7):

by I/

This quantity is small at points for which the magnitude of the normalized gradient ’

6 ( ) —»/3
5 (3.13)

(™)

VD(r ) ‘

is small in a sphere of radius 2mm surrounding the point. The 2mm radius was chosen
to make the integrated volume comparable to the largest volume detector considered, the
A26 microchamber, which has a 3.3 mm diameter active volume. It was observed that for
non-isocentric fields, the exact position chosen by this algorithm was sensitive to the size of
the volume over which the dose gradient metric was integrated, therefore this method is by
no means presented as the only way to select such a point.

The optimal dose gradient metric point 77 . is found by searching for the point 7 for

min

which the integral I(7) is minimized:

I(71,,,,,) = min {I(7) | D(¥) > 80% - Dmaa} (3.14)

I’!?Ll’ll
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Only points that have a dose higher than 80% of the maximum dose D,,,, are considered. In
this way, low-dose areas that might be more uniform, but less relevant for the clinical field
measurement, are avoided.

The position of the detector is changed to the optimal dose gradient metric point 77,
by shifting the entire Bullet phantom. This constitutes the first iteration of the algorithm;
the phantom has changed position within the field, therefore strictly speaking, the dose
distribution has changed. The optimal dose gradient metric point within this new dose
distribution may not be at the same position as before. The dose is therefore recalculated for

the phantom’s new position, and the optimal dose gradient metric point 77 . is determined.

This procedure of shifting the phantom, recalculating the dose, and determining 7 . is
repeated until the optimal dose gradient metric point is stable to within one dose matrix
voxel from one iteration to the next. Typically no more than one iteration of this process
was required.

fclinvfmsr

The final 77, is the point at which the detectors are placed for the kg™ 5* —and

min

l{:g;ermr calculations. Simulations were also performed with the detector at the point

of maximum dose in order to determine the effect that the detector position has on the
correction factor. For the isocentric fields, the optimal dose gradient metric point coincided
with the point of maximum dose, and therefore the point of intersection of the beam central
axes. This is expected, since the region near central axis for small (and large) static fields
generally has a smaller dose gradient than the penumbra region away from central axis.
3.3 egs_chamber Settings

The egs_chamber user code was used to model particle transport within the phantom
and each detector studied for the calculation of the clinical field correction factors. Similar
settings were used for these calculations as for the beam modelling (see Section 2.4.2). Low-
energy particle transport thresholds of ECUT=512keV and PCUT=10keV for charged particles
and photons, respectively, were used throughout the egs_chamber simulations. The EGSnrc

particle transport settings were set to the egs_chamber default values.
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Variance Reduction

Every variance reduction technique available in egs_chamber was employed to improve
the efficiency of the calculation of the clinical field correction factors. Full descriptions of
these techniques are found in Section 2.4.2.

The IPSS technique [36,45] allowed for the efficient and simultaneous calculation of the
total and intermediate correction factors for all three detectors in a single simulation. The
IPSS volume was a cylinder of radius 3.176 mm and length 41.479 mm, just large enough
to enclose the entire volume of each detector. This first part of the particle shower was
done in the phantom (Bullet for clinical and PCSR fields, water for the MSR field) until
particles reached the IPSS volume. In the second part of the shower, particle transport is
performed in every intermediate geometry for each detector, and dose is calculated in the
scoring regions; the intermediate geometries and cavity doses are described in Section 3.2.4.
The use of this technique ensures that the phantom portion of the particle shower only occurs
once, which can significantly reduce the time required to calculate intermediate and total
correction factors for the three different detectors.

CS was used in conjunction with IPSS, in order to automatically and more efficiently
calculate dose ratios present in the total and intermediate correction factors. Large efficiency
gains are realized when the two geometries representing the numerator and denominator of
the ratio are similar and are therefore highly correlated [36,47|. This is the case for the
intermediate perturbation factors, where detectors components are individually replaced
with phantom material or air.

The XCSE technique was also employed for these simulations. For the first part of the
simulation, an XCSE shell of 10 mm thickness was defined around the IPSS volume. once
the second part of the simulation began, XCSE shells of the same thickness were defined
for each detector’s intermediate volumes, around the wall surrounding the chamber active

volume. An XCSE factor of 256 was used for these simulations.
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The final variance reduction technique used in the egs_chamber simulations was range-
based Russian Roulette. For the total and intermediate correction factors, the first RR
volume was the IPSS volume; any charged particle not able to reach this region was subjected
to RR. After reaching the IPSS volume, the RR volume was changed to include only the
active volume of the detector of interest. An RR parameter of N, = 512 was used for each

simulation, chosen in order to optimize efficiency.
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Figure 3-3: Three orthogonal views of the dose distribution of the clinical field used to
validate field delivery in the Monte Carlo simulation. Dose distributions were calculated by
the TPS and using egs_chamber. Each distribution was normalized to 1, and the colourmap
is scaled such that yellow corresponds to this maximal value.
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Figure 3-4: The intermediate dose volumes for the A16 microchamber are displayed. Differ-
ent colours indicate the materials of each component. In addition, the active volume of air
surrounding the central electrode is coloured differently than regular air (a)-(d), indicating
the region in which dose is scored. This is also done when air is replaced with air-dense
water (e) and water-dense water (f).
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CHAPTER 4
Calculation of Clinical Field Correction Factors: Results and Discussion

Total and intermediate correction factors were calculated for 21 composite fields in 6
clinical plan classes, and for three detectors: the A26 and A16 microchambers, and the
W1 plastic scintillator. The results of these calculations are presented and discussed in this
chapter.

4.1 Isocentric Clinical Plan Classes
4.1.1 Total Correction Factors

The total correction factors for the three clinical fields and the PCSR field within the
isocentric plan-classes IS1, IS2, and IS3 are presented in Figures 4-1, 4-2, and 4-3, respec-
tively. Figures 4-1a, 4-2a, and 4-3a show the l{;fll“nfélm correction factors, in which the
detector response is calculated relative to the MSR field, while Figures 4-1b, 4-2b, and 4-3b
show the kgli“n’%f:ﬁ, in which the detector response is calculated relative to the particular
PCSR field. The error bars represent the estimated statistical uncertainty in the calculated
correction factors. Since for each field in the isocentric plan-classes, the point of maximum

dose coincides with the optimal dose gradient metric point 7. (see Section 3.2.5), only one

set of data for each field is shown.

In general, the kélinn’f Ao correction factors were larger for the A26 than for the A16 mi-
crochamber, both requiring corrections greater than unity. The correction factors decreased
as the collimator size used in the clinical field increased, in agreement with the results found
by Francescon et al. [19]. The value of the A16 k! "”er correction factors for the clinical
fields are approximately 1% higher than the correction factors calculated for static fields in
that study (when adjusted for the dependence on the electron beam FWHM), as shown in

Table 4-1. It is important to note that the static field correction factors were calculated

for the detector in the parallel orientation, while for the clinical fields used in this study,
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Figure 4-1: Total l{;fl“n%”m and kgli“ fé}f correction factors for clinical fields in plan-class
[S1: isocentric delivery, skull path, and 5mm collimator used exclusively.
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Figure 4-2: Total kéll“n%”m and kg‘;“nfé;” correction factors for clinical fields in plan-class

[S2: isocentric delivery, skull path, and 7.5 mm collimator used exclusively.
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Figure 4-3: Total l{;gll“nfé’?n and kgli"nféf correction factors for clinical fields in plan-class

[S3: isocentric delivery, skull path, and 10 mm collimator used exclusively.
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the detector is rarely in this orientation relative to the beam. As Francescon et al. later

reported an increase in the l{;gll“fé)”m correction factor when the orientation was changed to
clin»

the perpendicular orientation [22|, a 1% increase from the static field, parallel orientation to

composite clinical fields is not unreasonable.

Table 4-1: Comparison of the calculated clinical field correction factors to published values
for small static fields for the A16 microchamber. The l{;g’p%m correction factors were
used to represent the three plan-classes using different collimator sizes. Francescon et al.
calculated the correction factors in static fields for a range of electron beam FWHMs [19] at
a depth of 15 mm and SAD of 800 mm, with the detector oriented parallel to the beam. The
values given below were found by interpolating these results using the beam FWHM used in
this study, 2.5 mm.

Collimator diameter (mm) Static field k/m  Composite field k/Pe/mer

chinmesr QpCsrmesr
) 1.110 1.124
7.5 1.025 1.035
10 1.011 1.014

The correction factors for the W1 plastic scintillator were closest to 1, with less than a
4% correction required for the clinical and PCSR fields within the IS1 plan-class using the
5mm collimator. The kgf;i,%ir for the W1 for the clinical fields in the other isocentric plan-
classes using the larger collimators were within 0.5% of unity. As shown in Section 1.3.3,
Francescon et al. calculated a correction factor within 1% of unity for the W1 for the 5 mm
collimator, through a range of depths and off-axis positions. The discrepancy between this
result and the kg;i.fm:br correction factors of fields in plan-class IS1 will be resolved by
analyzing the intermediate correction factors in Section 4.1.2.

The detectors respond similarly in the clinical fields within each plan-class to the PCSR
field representing the class, as seen by comparing the k&;]“n%‘;‘lr and kép:::rg’:sr correction
factors. The l{:glin%‘;r (ratio of the former to the latter correction factor) are within 1.5%,
0.6%, and 0.7% of unity for each clinical field within plan-classes IS1 (5mm), IS2 (7.5mm),
and IS3 (10mm), respectively. Therefore the chosen PCSR field fulfills the requirements

defined in Section 1.3.2 to be representative of each of the three clinical fields within its

represented class, for the three isocentric plan-classes investigated. This is true for all three
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detectors, including the A26, which requires the largest k:g;:%’:sr correction factor. This

demonstrates that for the isocentric clinical fields investigated, the collimator and beam
path used to define the field may be used to determine the kéci;l“n%":” and kép:::rg’;:r
4.1.2 Intermediate Correction Factors
The intermediate correction factors, as defined in Section 3.2.4, were calculated for the
PCSR field representing plan-classes IS1, IS2, and 1S3, and are presented in Figures 44,
4-5, and 4-6, respectively. The error bars represent the estimated statistical uncertainty in
the calculated correction factors. The intermediate correction factors for the clinical fields
in each plan-class are within 1.5% of the corresponding intermediate correction factor for
the PCSR field representing that plan-class. Therefore the intermediate correction factors
for the clinical fields are not shown here, as the PCSR field represents the class adequately.
The largest magnitude intermediate correction factors for both the A16 and A26 mi-
crochambers are the [Pp]g’pcrfssr and [onl]g’pfgm intermediate correction factors. This

agrees with the small field correction factors calculated by several authors [8,16,18]. As

explained in Section 3.2.4, these correct for the difference in density between water and air,

fpcsr 7fmsr

correction factor is due
Qpcsrmesr

and the volume averaging effect, respectively. The large [F,)]
to the lack of lateral CPE in the small fields composing the clinical field: the low-density
air cavity causes a large perturbation to the detector response relative to the situation in
which lateral CPE is established (see Section 1.3.1). Conversely, the [onl]gp;::rfgi;r correction
factor is due to the highly non-uniform dose distribution in the small field across the detector
volume.

The A26 microchamber has a larger air cavity than the A16 (3.3 mm cavity diameter
versus 2.4 mm). Therefore the lack of CPE in the small fields, as well as the non-uniform dose
distribution, have a greater effect on the [Pp]gpi;fénir and [onl]g’:zr’fg:sr correction factors
for this larger chamber. This causes these two intermediate correction factors to be larger

for the A26 than for the A16, resulting in the larger total correction factor for the former

detector shown in Section 4.1.1.
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Figure 4-6: Intermediate correction factors [P,
isocentric plan-class IS3 (10 mm collimator).
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Both the [P,] g’;:;fgzsr and [onl]g”::;’fg:sr intermediate correction factors decrease as the
collimator diameter used in the PCSR field increases. As seen in Section 1.3.3, the decrease
of [P,)] g;:rfél:sr can be attributed to an increase in the lateral CPE in the larger fields, while
the decrease of [onl]g;serZ is due to the more uniform dose distribution present in the
larger collimators. The decrease of these two intermediate correction factors in turn causes
the decrease of the total correction factors k:gj’;j‘nf oo and ké’::r%“:sr with increasing collimator
diameter, which is shown in Section 4.1.1.

The remaining intermediate correction factors are within 1% of unity for the microcham-
bers, with the exception of [Pwau]g";”fé“z This correction factor accounts for the difference
in dose scored in the chamber active volume when the plastic wall is replaced with solid wa-
ter. A 6% correction below unity is required for both microchambers for clinical fields using
the 5mm collimator, decreasing to 4% for the 7.5 mm collimator and 2% for the 10 mm.

With the exception of [onl]gp;:;fg:sr in the IS1 PCSR field (5 mm collimator), the inter-
mediate correction factors for the W1 plastic scintillator were calculated to be within 0.5%

fpcsryfmsr

fpcsr,fmsr fpcsr,fmsr Z w :
of 1. In the case of [Pstem]Qpcsr,Qmsrv [Pwall]Qpcsr,Qmsu and [(p)det Pﬂ:| Qo Qs this can be
attributed to the use of water-equivalent materials throughout the scintillator’s construc-
tion, as there is no significant perturbation presented by the detector components. The
active volume is comparatively small (1.0 mm diameter, 3.0 mm length) and constructed of

polystyrene, which has a density that is similar to water (1.05g/cm?); therefore this vol-

ume presents a minimal perturbation relative to a water volume of the same size. These

fpcsr 7fmsr

properties explain why although the small fields have a lack of lateral CPE, the [P, G O

correction factor is within 0.3% of 1 for the plastic scintillator.

The volume averaging intermediate correction factor is therefore responsible for the
approximately 3% under-response calculated for the W1 in clinical fields within plan-class
IS1, as all other intermediate correction factors are not significantly different from unity.
Indeed, [onl]ép::rfs:ﬁ for the PCSR field of this plan-class is equal to 1.046. As discussed

in Section 4.1.1, Francescon et al. did not observe such an under-response with the W1 in
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the parallel orientation, even when using the 5mm collimator in CyberKnife [16]. In this
orientation, the detector is presenting its smallest dimension (1.0 mm diameter) to the beam:
minimal volume averaging is observed. However, in CyberKnife clinical fields, the detector
is rarely in this orientation; instead, it is at a non-zero angle with respect to the beam. At
these orientations, the active volume can appear as long as 3 mm from the beam’s perspective
(this being the actual length of the active volume). The averaging of the dose distribution
in the active volume for fields using the 5 mm collimator results in the non-unity values of
the k:gj"';j‘nf oo and k:g’:j;%ir for fields in plan-class IS1.
4.2 Non-Isocentric Clinical Plan Classes
4.2.1 Total Correction Factors

As described in Table 3-1, three non-isocentric plan-classes were investigated: NT1
(trigeminal neuralgia path, 5mm collimator), NT2 (trigeminal neuralgia path, 5mm and
7.5 mm collimator), and NS1 (skull path, 5mm and 7.5 mm collimator). The total correction
factors for the three clinical fields within each plan-class are presented in Figures 4-7, 4-8,
and 4-9, respectively. The error bars represent the estimated statistical uncertainty in the
calculated correction factors. As mentioned in Section 3.2.5, the selection of the detector
position is non-trivial, therefore kgiil"n%‘;;r correction factors were calculated at two points
within each clinical field. The point of maximum dose coincides with the optimal dose
gradient metric point 7 . for each field within plan-class NT1, therefore only one set of
data for each field is shown. However, with the exception of field 2 in plan-class NT2, the
clinical fields in plan-classes NT2 and NS1 did not have this property. Figures 4-8a and 4—
9a show the k:g;j‘nf Hor at the point of maximum dose within the field, while Figures 4-8b
and 4-9b show the correction factors at the optimal dose gradient metric point 7, . .

The correction factors for clinical fields in plan-class NT1 represented the largest l{;gl;n’g‘:
observed for all non-isocentric fields. The variation of the correction factors between fields

in this class was high when the A26 was included, at 3.5%. When the A26 was omitted,

the agreement improved to less than 1%, meeting the ideal requirements for consideration
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isocentric delivery, trigeminal neuralgia path, and 5 mm collimator used exclusively.

of a PCSR field in Section 3.1.2. The decision to not create such a field for this plan class is
discussed below.

The l{;gl;n’g‘: correction factors for clinical fields in plan-class NT2 were calculated at
two points within the field: the point of maximum dose (Figure 4-8a), and the optimal

dose gradient metric point 77, , (Figure 4-8b), described in Section 3.2.5. For clinical field

2, these two points coincided, while they were distinct for the other fields. As expected,
correction factors for these fields are smaller than those for fields using the 5 mm exclusively
(plan-classes IS1 and N'T1), and greater than those for fields using only the 7.5 mm collimator
(plan-class 1S2); the W1 plastic scintillator still requires as much as a 1% correction above
unity, due to the use of the 7.5 mm and the smaller 5 mm collimators. For field 1, kéllnn%”m
is larger at the optimal dose gradient metric point than at the maximum dose point, by as

much as 3.8%, while kg;:%”:sr for field 3 is lower at the optimal dose gradient metric point

by as much as 1.0%.
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Figure 4-8: Total k:gj’;j‘n%":sr correction factors for clinical fields in plan-class NT2: non-
isocentric delivery, trigeminal neuralgia path, and both 5mm and 7.5mm collimators used.
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In addition, the intra-plan-class variability of the total correction factor is decreased
when moving from the point of maximum dose to the optimal dose gradient metric point,
from 3.5% to 1.7%. This suggests that the notion of grouping non-isocentric clinical fields
in which detectors require similar correction factors performs better at this optimal dose
gradient metric point for these fields. Unlike the non-isocentric fields in plan-class NT1,
these fields utilize two different collimators. Therefore the kéci;l“nf Ao correction factors for
fields in plan-class NT2 cannot be easily compared to a those of a corresponding isocentric
field, as the ones investigated in this study used only a single collimator.

The results of the total correction factor calculation for clinical fields in plan-class NS1
can be found in Figures 4-9a and 4-9b for the maximum dose point and the optimal dose
gradient metric point, respectively. For each field within this plan-class, these two points
are distinct. The ké‘l“nfgm is larger at the maximum dose point than at the optimal dose
gradient metric point for fields 1 and 2 by as much as 4.8%; there is a negligible difference for
field 3. For fields 1 and 2, the ké};:‘n%:sr are within 1% of unity at the optimal point, with all
detectors having a correction factor less than 1 for field 1, while for field 2 (and field 3) this is
true of only the W1 plastic scintillator. This is unintuitive behaviour for microchambers, as
it seemingly contradicts the under-response typically observed in small fields, as explained
in Sections 1.3.1 and 1.3.3. This also leads to a larger intra-plan-class variability of the total
correction factor at the optimal dose gradient metric point compared to the maximum dose
point (4.2% and 1.9%, respectively).

It is useful to recall one of the properties of clinical fields in this plan-class, particularly
the distribution of dose around the target: the beams were delivered in such a way that the
centre of the target receives less dose than the periphery. In certain clinical fields, the central
region of the target may therefore constitute a low-dose gradient area, which is selected by
the algorithm defined in Section 3.2.5 to be the optimal dose gradient metric point 77, .

This was the case for fields 1 and 2, while the optimal dose gradient metric point for field

3 was on the high-dose edge of the target. The difference in dosimetric conditions in this
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Figure 4-9: Total kgiil"n%‘;;r correction factors for clinical fields in plan-class NS1: non-
isocentric delivery, skull path, and both 5mm and 7.5 mm collimators used.
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low-gradient centre compared to the edge of the target, where the point of maximum dose
for these fields lies, will be investigated in Section 4.2.2. These conditions will help explain

the differences seen in the l{:gx‘n%‘;;r between the two points for fields 1 and 2, as well the

absence of a meaningful difference for field 3.

Table 4-2: The beam statistics of fields in plan-class NS1 are shown at the maximum dose
point (Maximum) and the optimal dose gradient metric point (Optimal). Fields have been
split into the 5mm and 7.5mm collimator portions. The average off-axis distance of the
detector in the beams defined by each collimator is calculated, as well as the proportion of
MU that is delivered using that collimator. The volume of the target for each clinical field
has also been calculated.

Point in field Collimator diameter (mm) Off-axis distance (mm) MU ratio
Clinical Field 1 (Target Volume = 598.1 mm?)

Maximum g 0.1 67%

7.5 6.1 33%

. 5 4.9 67%

Optimal 7.5 5.1 33%
Clinical Field 2 (Target Volume = 540.0 mm?)

Masdmm ) 6.0 73%

e 7.5 5.3 27%

) 5 4.9 73%

Optimal 7.5 19 27%
Clinical Field 3 (Target Volume = 806.1 mm?)

Maximum g 54 44%

7.5 6.5 56%

) ) 5.9 44%

Optimal 7.5 6.1 56%

Some of the differences between each field are further illustrated in Table 4-2, where the
beam statistics for each field in plan-class NS1 are shown at the maximum dose and optimal
dose gradient metric points. A larger difference is observed in the detector distance off-axis
between these two points for fields 1 and 2 than for field 3: for beams defined by the 5mm
collimator, the off-axis distance changed by approximately 1.2mm in fields 1 and 2, but
only by 0.5mm in field 3; for beams defined by the 7.5 mm collimator, the off-axis distance
changed by an average of 0.7 mm in fields 1 and 2, and by 0.4 mm in field 3. This, combined

with the variation of the l{;gll“n%’m correction factor with the off-axis distance, confirms that
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the difference in dosimetric conditions between the two points is larger for fields 1 and 2
than it is for field 3.

A PCSR field was not created or considered for the non-isocentric plan-classes, although
the fields plan-class NT1 met the relevant criteria defined in Section 3.1.2 for the A16 and W1
detectors. The kg‘i“an: correction factors for clinical fields in the non-isocentric plan-class
NT1 are similar to the ké’::rf oo of the PCSR field representing the isocentric plan-class
IS1 (found in Figure 4-1a), to within 2.2%. The agreement increases to 1.2% if the A26
microchamber, having the largest correction factors, is excluded. Clinical fields in both
plan-classes use the 5mm collimator exclusively, however they do differ in certain ways.
As the names imply, fields in plan-class IS1 are isocentric and planned on the skull path,
while fields in plan-class NT1 are non-isocentric and planned on the trigeminal neuralgia
path, having a smaller SAD of 700 mm versus 800 mm and utilizing a different set of beams.
As described in Section 1.1.2, the beams comprising the clinical field in a non-isocentric
delivery are not constrained to point at a common position; therefore the detector must be
away from central axis in the beam penumbra for some subset of these beams. Francescon
et al. have shown that the kgclﬁ‘nf 5 increases with decreasing SAD [22], and decreases for
microchambers and the W1 as the respective detector moves away from central axis. This
combination of effects results in a likely coincidental similarity of kg‘i“anmr for the fields in
plan classes IS1 and N'T1. The creation of a non-isocentric PCSR field for this plan-class
is non-trivial and must be done in careful consideration of the effect of overlapping beam
penumbra on the kép:::r%“:sr correction factor.

The kéi;‘%’msr was found to depend on the position within the field for clinical fields
in plan-classes NT2 and NS1, especially so for the latter. Furthermore, the intra-plan-class
agreement was also seen to depend on this position, as there was better agreement at the

optimal dose gradient metric point for plan-class NT2, while the variability was better at

the maximum dose point for plan-class NS1; at each respective point, the variability in the

kfclinvfmsr

oo was less than the maximum tolerable variation of 2%. Finally, the value of the
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correction factors for fields in NS1 are lower in general than those for fields in NT2, despite
both sets of fields using the same set of collimators. The major difference between the two
plan-classes is the distribution of dose around the target: the dose is higher in the centre
than on the periphery for fields in NT2, while the opposite is true for fields in NS1.

Since the l{;gl;nfé“;: depends not only on the set of collimators, but on the dose distri-
bution and by extension the selection of the dose gradient metric used to select the optimal
point, the creation of a PCSR field that adequately represents the clinical fields within its
plan-class must be done by considering this dose distribution. Situations such as field 3 in
plan-class NS1, in which the dose gradient metric point was determined to be on the pe-
riphery of the target instead of near the centre, pose further problems. If the optimal dose
gradient metric point in a potential PCSR field for plan-class NS1 is near the centre, then
fields such as field 3 will not be represented well by this PCSR field: the kj5™ /s will be
greater than from the k:g’:j;%ljlr by as much as 3%. Conversely, if the optimal dose gradient
metric point in the PCSR field is on the periphery, then fields 1 and 2 will not be adequately
represented, as the kéll“n%’m will be less than from the l{:g;ermr by as much as 3%. Further
work must be done in order to investigate the creation of representative PCSR fields for
CyberKnife clinical fields having these irregular dose distributions.

4.2.2 Intermediate Correction Factors

The intermediate correction factors, defined in Section 3.2.4, were calculated for fields
1, 2, and 3 in plan-class NS1, and can be seen in Figures 4-10, 4-11, and 4-12, respectively.
The error bars represent the estimated statistical uncertainty in the calculated correction
factors. Figures 4-10a, 4-11a, and 4-12a show the correction factors at the maximum dose
point in each field, while Figures 4-10b, 4-11b, and 4-12b show the correction factors at

the respective optimal dose gradient metric point. The intermediate correction factors for

fields in plan-classes NT1 and NT2 were similar to those shown for the isocentric clinical

fclin:fmsr

chiQOsr and

fields using similar collimators (see Figures 4-4, 4-5, and 4-6). In general, [P,]

[onl]éj‘;fgj;r presented the largest contributions to the total correction factors, representing
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a density correction which is enhanced by a lack of lateral CPE in the smallest fields, and
volume averaging in a non-uniform dose distribution, respectively. These two intermediate
correction factors were larger for fields in plan-class NT1 than they were for fields in plan-
class NT2. The latter plan-class used both the 5mm and 7.5 mm collimators, whereas the
former used only the 5mm collimator, explaining the difference observed here.

The intermediate correction factors for clinical field 1 in plan-class NS1 share this be-
haviour at the maximum dose point only; this was also the point at which the total correction
factor kéci;l“nf o> for this field was greater than 1 for the microchambers (see Figure 4-9a). At
the optimal dose gradient metric point, as seen in Figure 4-9b, the total correction factor was
less than 1; the intermediate correction factors in Figure 4-10b reveal why. The [Pp]gll[:nfgmsr
intermediate correction factor, indicating the degree of lack of CPE;, is reduced to a value of
approximately 1.2% above unity for the microchambers, from 4% and 5% (for the A16 and
A26 microchambers, respectively). This suggests that at this optimal dose gradient metric
point, the individual beams comprising the total clinical field probably combine in such a
way as to bring about a situation of approximate CPE. This is true despite the fact that
lateral CPE is never achieved in any singular beam, as each one utilizes a small collimator.

The [onl]gl‘lnfé“: is also greatly reduced when moving from the point of maximum
dose to the optimal dose gradient metric point. This intermediate correction factor is less
than 1 for each detector investigated, implying that the dose in the centre of the detector
active volume is less than the dose averaged over the entire active volume. This is due to the
selection of the optimal dose gradient metric point in the central region of the target, receiving
a lower dose than the periphery. This, along with the approximate CPE established at this
point, defines dosimetric conditions that are highly unlike conditions typically observed in
small fields (see Section 1.3.1).

Clinical field 2 was similar to field 1, as the optimal dose gradient metric point was

also chosen to lie in the lower dose central region of the target. The intermediate correction

factors for this field, shown in Figure 4-11, reveal a similar pattern to field 1, in which the
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Figure 4-10: Intermediate correction factors [F,]
at the point of maximum dose and the optimal dose gradient metric point.
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Figure 4-11: Intermediate correction factors [P,]
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at the point of maximum dose and the optimal dose gradient metric point.
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[Pp]g“lf"fgzsr and [onl]gi?lféz“f;r decrease from the point of maximum dose to the optimal dose

gradient metric point. Unlike field 1, however, the [onl]éllnnfgm is greater than 1 for all

detectors, though only by as much as 0.4% for the A26 microchamber. Though not less
than unity, these values are nevertheless unlike typical volume averaging correction factors
for small clinical isocentric fields using the 5mm and 7.5mm collimators (see Figures 44
and 4-5 for the isocentric field intermediate correction factors), for which [PVol]gC;?js:sr can
be as large as 8.1% above unity for the A26.

For field 3 of plan-class NS1, the optimal dose gradient metric point was calculated to
lie on the high-dose periphery of the target instead of the low-dose centre, as was the case
in fields 1 and 2. Because of this, each of the intermediate correction factors, including
the [Pp]éci‘:nfg:sr and [onl]écflifgf;r, were relatively constant between the point of maximum
dose and the optimal dose gradient metric point, to within 0.4% (see Figure 4-12). The

fclin:fmsr

chin:Qmsr ’ VOlume

lack of lateral CPE is present at both points, as evidenced by the large [P,
averaging also perturbs the detector response to a similar degree at both points. Therefore
the dosimetric conditions at the optimal dose point can be considered to be equivalent to

those at the point of maximum dose, and to typical small field conditions. This is unlike fields

1 and 2, for which dosimetric conditions at the two points are highly unlike one another.
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Figure 4-12: Intermediate correction factors [P,]
at the point of maximum dose and the optimal dose gradient metric point.
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CHAPTER 5
Conclusions and Future Work

In this study, total and intermediate correction factors were calculated for 21 CyberKnife
composite fields employing the smallest collimators, 18 clinical and 3 PCSR. Calculations
were done using the egs_chamber Monte Carlo user code. First, a model of the CyberKnife
beam was constructed in BEAMnrc and subsequently verified by comparing measured dose
distribution data to the corresponding Monte Carlo calculations. The large field (60 mm)
PDD and small field (5 mm, 7.5 mm, and 10 mm) OARs and OFs were chosen for this compar-
ison. These calculations were performed using a full model of the detector used to measure
the data: the A16 microchamber.

Fields were grouped into plan-classes according to easily identifiable characteristics,
such as the set of collimators that were used, the type of delivery (isocentric versus non-
isocentric), and the beam path set used. A PCSR field was created for each isocentric
plan-class, having the same characteristics as the class that it represented. The suitability
of using this PCSR field as a representative field for dosimetry was explored, by calculating
k:g’:j;%ljlr and kg;:%f;r correction factors. Correction factors were calculated for three
detectors: the A16 and A26 microchambers, and the W1 plastic scintillator.

T

Both microchambers were found to require large ké‘l“nfgm _factors greater than unity in

order to correct for the differing chamber response in these fields relative to the MSR field,
the 60 mm collimator. With the use of the intermediate correction factors, this difference

in response was attributed primarily to the low density of the active volume of the mi-

fpcsr 7fIIlSr

Qpesr,Qmsr and

crochambers relative to water and the volume averaging effect, through the [P,
[onl]g’;”fs: correction factors, respectively. As expected, the magnitude of the correction
factor decreased as the collimator size increased, and the A26 chamber required larger cor-

rection factors than the A16 due to its larger active volume. For isocentric fields, correction
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factors varied from 1.014 to 1.124 for the A16, and from 1.023 to 1.193 for the A26, depend-
ing on the collimator used. The values of kéll“n%’m for the A16 agree well with correction
factors reported in the literature for this detector in static fields using the same collimator.
While the A26 microchamber exceeds the requirements defined in the addendum to TG-51
for a reference-class ion chamber, the large correction factors calculated required for certain
CyberKnife clinical fields may discourage its use as a dosimeter for patient-specific quality
assurance.

The W1 plastic scintillator requires a correction factor only in clinical fields utilizing
the smallest 5 mm collimator. In fields employing this collimator exclusively (i.e. fields in
plan-classes IS1 and NT1), the correction factor may be as high as 3.6% above unity, and
in fields using the 5 mm collimator in combination with the 7.5 mm collimator (i.e. fields in
plan-classes NT2 and NS1), the kéll“n%”m is within 1.3% of 1. In all other fields (plan-classes
IS2 and IS3), the correction factor is within 0.5% of unity. The small correction factors
required for the W1 plastic scintillator can be attributed to its exclusive use of nearly water-
equivalent materials, as well as a small active volume (1 mm diameter, 3 mm length). Indeed,
for every field investigated, the volume averaging correction factor [onl]g’::r’fg:sr was the sole
contributor to the W1 total correction factor; this correction factor can be avoided if the
dose to the bare active volume filled with water is considered instead of the dose to a point,
as suggested by Bouchard et al. [8]. These results imply that the W1 plastic scintillator may
be used to determine dose to water for the measurement of the l{;gll“n%’m correction factor
specific to other detectors, for CyberKnife small clinical fields. This neglects the accuracy of
the Cerenkov light removal calibration, which has not yet been verified for arbitrary clinical
fields.

For the isocentric plan-classes, the PCSR field was determined to represent all three

kfclinvfpcsr

clinical fields evaluated in each class: the Qo O correction factors were within 1.5% for

fields using the 5mm collimator, which is less than the maximum tolerable variation of 2%
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(see Section 3.1.2). The l{:gx‘n%:sr were within 0.7% for fields using the larger 7.5 mm and
10mm collimators, below the ideal variation of < 1%.

A PCSR field was not considered for the non-isocentric clinical fields in plan-classes
NT1, NT2, and NS1, employing the 5mm and 7.5 mm collimators. Although clinical fields
in plan-classes NT2 and NS1 employed the same collimators, the correction factors for fields
in class NT2, for which the dose was higher in the centre of the target than the periphery,
were generally larger than those for fields in plan-class NS1. In addition to this, the point
of measurement within the field was found to affect the value of the kgfiif;%";l, correction
factor, as well as the intra-plan-class agreement of the correction factors. For plan-class
NT2, the variability was reduced to 1.7% at the optimal dose gradient metric point 77, . ,
while the variability was best at the maximum dose point for plan-class NS1, at a maximum
of 1.9%. Preferably, the agreement would be best for both plan-classes at the same point
of measurement in the clinical field, either maximum dose or optimal dose gradient metric
point, so that the calculation of kg;:%’:sr for clinical fields in new plan-classes could be done
at one point only.

The selection of the optimal dose gradient metric point for fields in plan-class NS1 was
especially problematic, as this caused the relatively large variability of 4.2% seen in the
l{;gl‘lng‘: For fields 1 and 2, this point was chosen to lie close to the centre of the target, in
a low-dose, low-gradient region. The dosimetric conditions at this point in the field are such

that the lack of lateral CPE is less severe than in the small static field case, and the volume

averaging effect is negligible. This causes a decrease of the [Pp]g’;:;’fg:sr and [onl]g’::;’fg:sr

intermediate correction factors, respectively, and by consequence the fletinJmsr o orrection
’ ’ chuansr

factor is reduced to be less than or equal unity, depending on the field and detector. This is
contrary to the usual behaviour for ion chamber correction factors in small fields, for which
the correction factors are typically large and greater than 1. This behaviour is restored
for field 3 in plan-class NS1, as the optimal dose gradient metric point was placed on the

periphery of the target instead of the centre.
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A solution to this problem is to simply select a point in a local minimum of the dose
gradient distribution for each field in this plan-class; then the kéll“n%”m may be approximately
equal to 1 for every clinical field. However, a robust algorithm is required to select this
point, and such a point may not be available in all plans, some of which are more or less
heterogeneous in dose throughout the target. The algorithm presented was anticipated to
reduce the variability in k:gj’;j‘nf oo, but has failed in this respect, causing the large variability
of the total correction factors between fields 1 and 2 and that of field 3 of the non-isocentric
plan-class NS1. In addition, the point of measurement for the PCSR field must be selected
in a dosimetrically similar region of the dose distribution, so that this field represents each
clinical field within its class.

The problems outlined above arose only in clinical fields using multiple collimators;
special consideration may therefore be required for these fields. One possible area of future
investigation is the splitting up of the total clinical field into subfields only comprising beams
using a single collimator. As seen in the isocentric plan-classes, the k:g;:%’:sr depends heavily
on the collimator used, therefore calculating the correction factor separately for each colli-
mator could provide some insight as to the differing behaviour seen at the maximum dose
and optimal dose gradient metric points for plan-classes NT2 and NS1. An additional benefit
to this method is that clinical fields are delivered in such a way that all beams employing
each fixed collimator are delivered sequentially. Therefore correction factors may be applied
to the detector readings for each collimator, instead of to the reading for the entire field. It
should be noted that this method is only applicable to fixed collimators: this solution is not
possible for the iris variable aperture collimator or the InCise MLC version of CyberKnife.

An additional problem facing the application of the PCSR field to non-isocentric fields
especially is the large complexity and variation in CyberKnife clinical fields. Table 4-2 lists
the target volume, average off-axis distance, and ratio of MU delivered by each collimator
for the three clinical fields in the non-isocentric plan class NS1. A large variability of these

properties, and thus in the k{f““’f 5% correction factors, is observed. This is true despite the

clianmsr
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fact that these clinical fields employ the same set of collimators, and treat the same target
(acoustic neuroma) with a similar dose distribution (high dose on the periphery, low dose in
the centre of the target). A much larger variation in field properties is seen when considering
all CyberKnife clinical non-isocentric fields. This may be accompanied by a large variation
in the kg‘;“an:, implying that a large number of plan-classes and PCSR fields are needed,
with only a small number of clinical fields in each plan-class. This could potentially limit the
benefit of the plan-class formalism for non-isocentric clinical fields delivered by CyberKnife,
as applied in this study. Kamio and Bouchard have demonstrated a correlation between a
uniformity index, representing the variation of photon fluence within a field, and the upper
bound of the l{;gl;n%": correction factor for small and composite IMRT fields [52]. A similar
study may be carried out for CyberKnife fields in order to investigate if this behaviour can
be replicated.

It has been shown that the W1 may be used to determine dose to water without cor-
rection for the measurement of the k:g;:%’:sr correction factor for CyberKnife small clinical
fields not employing the 5mm collimator. These measurements of the ké‘l“nfgm should be
performed for the A16 and A26 microchambers for a select number of isocentric and non-
isocentric fields. This will accomplish two goals, the first of which is to prove the feasibility of
using the W1 plastic scintillator as a dose to water detector in these clinical fields. Although
this detector requires corrections for the Cerenkov light contamination, it is nonetheless more
simple to operate than other dosimeters which have been used for this purpose, including
alanine, radiochromic film, and ferrous sulfate dosimetry. Second, and more importantly,
the experimental measurement of the microchamber l{:gil:ln%’msr correction factors will provide
a means to validate the Monte Carlo results presented in this thesis. This will permit the

application of these correction factors, and this formalism of correction factor calculation, to

measurements performed within actual clinical fields. The accuracy of the experimentally
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determined absorbed dose to water for patient-specific quality assurance will therefore im-
prove in the dosimetrically challenging conditions present in small field treatments routinely

delivered by CyberKnife.
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