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ABSTRACT

This dissertation descrihes and evaluates a thesis about the means of

identifying verhs carly in learnint; a language, and a first language in particular.

The thesis is presented hrieOy in the first section. The second section provides a

critical review of theories ahout children's early part-of-speech identifications.

Section 3 presents a new theory of verh identification. 1 argue that learners

initialiy identify memhers of a category, predicator, that subsumes verbs and

adjectives. Predicators have argument structures. Learners identify a predicator

through an inference that the word must take noun-phrase arguments because the

phrase containing the word is interpreted into a nOl/separable phenomenon - a

property or relation that exists or occurs only by virtue of one or more individuals

(i.e., the hearers of the property, or the participants in the relation), the

referent(s) of the argument(s). Actions are prototypical of that which is

nonseparable (being dependent for their realisation upon one or more

participants), and so words for actions will usually be identified as predicators.

This tendency will he augmented when an unfamiliar predicator appears in an

utlerance with its one or more noun-phrase arguments, and the noun phrases are

interpretahle (hy the learner) :nto the one or more individuals that are the

participants in an ongoing action (or other nonseparable phenomenon); under

these conditions, the learner should readily divine that the novel word is a

predicator and the noun phrases are its arguments. These conjectures form the

I/ol/separability hypothesis. 1'0 identify verbs in particular, a learner must first

discover a distinction between verbs and adjectives, where it exists in a language,

through distributional analyses within phrases. Subsequently, details of syntax and

morphology will reveal to the learner a predicator's subcategory (verb or adjective).

Section 4 contains reviews of literatures that provide support, in varying degree,

for the theory's assumptions, proposaIs, and predictions. Section 5 lays out the

major predictions generated by the nonseparability hypothesis. Section 6 describes

the positive results of three experiments that tested these predictions. The final
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section prcsents a sUl11l11ary and I11Y conclusions. which arc gcncrally positivc alHlllt

the prospects for thc thcory.
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RESUME

Dans ce mémoire, on décrit et évalue une thèse qui porte sur des moyens

d'identifier les verbes au début de j'apprentissage d'une langue, et d'une langue

maternelle en particulier. La thèse est présentée brièvement dans la première

section. Dans la deuxième section, on trouve une critique de la littérature traîtant

du problème de l'identification des différentes parties du discours chez les jeunes

enfants. Dans la troisième section, on présente une nouvelle théorie sur

l'identification des verbes. Je soutiens que les débutants identifient, au début, les

membres d'une catégorie supérieure aux verbes et adjectifs, que j'appelle

prédicatif. Les prédicatifs sont les mots qui acceptent des arguments. Les débutants

identifient un prédicatif au moyen de l'inférence que le mot doit prendre des

syntagmes nominals comme arguments, puisque le syntagme qui contient le mot

est interprété par un phénomène lIoll-séparable, c'est à dire une propriété ou une

relation, qui n'existe que gnîce à un ou plusieurs individus (c'est à dire ceux qui

ont la propriété, ou ceux qui sont les participants de cette relation), les réÎérents

des arguments. Les actions sont prototypiques de ce qui est non-séparable (étant

dépendantes pour leur réalisations d'un ou de plusieurs participants), donc les

mots interprétés par les actions seront identifiés, en général, comme prédicatifs.

Ces identifications seront plus fréquentes quand un prédicatif inconnu apparaît

dans une déclaration avec ses arguments (des syntagmes nominals), et les

syntagmes nominals peuvent être interprétés (par un débutant) par les individus

qui sont participants d'une action en cours (ou d'un autre phénomène non

séparable); dans ces conditions, le débutant peut deviner facilement que le mot

inconnu est un prédicatif et que les syntagmes nominals sont ses arguments. Ces

conjectures forment l'hypothèse du lIoll-séparable. Pour identifier les verbes, en

particulier, un débutant doit découvrir, premièrement, une distinction entre verbes

et adjectifs, si une telle distinction existe dans une langue donnée, par les analyses

distributionnelles à l'intérieur des syntagmes. Par la suite, les détails de la syntaxe

et de la morphologie vont révéler au débutant la sous-catégorie du prédicatif

(verbe ou adjectif). Dans la quatrième section, on fait un résumé de la littérature
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qui vient corroborer, plus ou moins. les suppositions. propositions. et prédictions

de la thèorie. Dans la cinquième section. on présente les prédictions majeures de

l'hypothèse du non-séparable. Dans la sixième section, on décrit les résultats

positifs de trois expériences qui ont testé .:es prédictions. Dans la dernière section.

on présente un sommaire et des conclusions, qui sont, en générale, positives quant

aux perspectives de la théorie.

'1!ll",
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Identifying Verbs Early in Language Learning:

The Roles of Action and Argument Structure

1. THE THESIS

[A verb or adjective] is a sign of tbose tbings that are attributed to
something else; ... and it is always a sign of those things that come
to be in dependency, of things of the sort that are attributed to a
subjeet. (Aristotle, 011 Illterpretatioll 3, 16"7-10)1

The thesis of this dissertation is that people in the early stages of learning a. .
language (e.g., young children just learning their first language) identify a novel

word as a predieator (i.e., a verb or an adjective) through an understanding that

the word must have an argument structure if that which is signified by any phrase

it heads is to he revealed in an utterance. A prototypical circumstance in which

the word requires arguments is one in which any phrase headed by the word

signifies an action of a particular type, because actions occur only by virtue of

their participants, namely the entities that perform the actions, and sometimes

entities that are the objects of the actions. (Additional participants, such as

instruments, may also be involved.) More generally, a word's use in the

signification of any relation or property necessitates its having an argument

structure, for the relation or property cannot exist independently of the individuals

signified by the noun-phrase arguments of the word. In an utterance containing an

unfamiliar verb, identification of the word as a predicator will be facilitated by the

presence in the utterance of noun phrases that signify the participants in an

ongoing action (for instance) and that can be interpreted, therefore, as arguments

of an action word (or, more generally, of a word for a property or relation). The

verb category is discovered, as a subcategory of the predieator eategory, through

distributional analyses within phrases, where the phrase boundaries are identified

by means of prosodie clues or otherwise; subsequent to the diseovery of the verb

subeategory, verbs ean be identified from their linguistie eontexts.

1Whcrcvcr 1 present '1 quo!"lion from Arislo!lc thu! is my own lr"nslulion of his Grcck lelt!, us
in lhis cuse, 1 huvc uscd lhc Oxford edilion of his leXI.
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The theory is intended primarily as a description of prcdicator ami vcrh

identification during first-Ianguagc lcarning, hut the thcory should abo apply to

the early stages of language learning in adults (e.g., in second-Ianguagc learning,

or in learning a miniature artificial language in an experilllent) when that lcarning

occurs under conditions similar to first-Ianguage learning - in particular, when the

learning occurs as a result of immersion or simple exposure to the language in

everyday situations, without explicit instruction, and where opportunities for direct

translation from the language being learned to a more familiar language are

absent (i.e., where synonymous words in the learner's native tonguc cannot hc

looked up in a bilingual dictionary, and where the learncr Illakes no use of a

translator). The theory does not suppose that children usc any learning Illcthods to

which an adult would not have access. The discussion will focus on young childrcn

learning a first language, but most points should apply equally weil to adults in thc

early stages of learning a language under conditions similar to those prcscnt

during first-langllage learning.

A detailed presentation of the theory will be preceded hy a critical rcview

of alternative theories about young children's identification of memhers of purt-of

speech categories. None of these theories is specifie to verhs; they aim to accollnt

for ward classification in generaI.
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2. EXISTiNG THEORIES OF PART-OF-SPEECH IDENTIFICATION

2. I. Distributional Analysis

Words have characteristic distributions, that is, they appear in certain

positions in sentences with respect ta other elements (either tokens or types).

Gleason (1961) describes the distribution of a morpheme as "the sum of ail the

contexts in which it can occur in contrast to ail those in which it cannot occur" (p.

56). Z. S. Harris (1951) describes the "distributional relations among the features

of speech" as "the occurrence of these features relatively to each other within

utterances," and he describes distribution per se as "the freedom of occurrence of

portions of an utterance relatively to each other" (p. 5). For a morpheme, the

"features" or "portions" of speech that are relevant to its distribution include root

morphemes, affixes and inflexions. These definitions were provided in the context

of descriptions of a set of methods supposedly used by descriptive linguists,

methods known collectively as "distributional analysis." Linguists were purported to

use distributional analysis of a corpus of utterances as a preliminary to describing

a tentative grammar for a language. Prior to describing a grammar, they would

need to determine the elements that would be used in describing linguistic

structure. Z. S. Harris states that "to be relevant, these elements must be set up on

a distributional basis: x and y are included in the same element A if the

distribution of x relative to the other elements B, C, etc., is in sorne sense the

same as the distribution of y" (p. 7). In other words, x and y will be identified as

members of the same c1ass (A) if they can be freely substituted for one another in

a set of frames (e.g., a set of utterances) in the sense that such substitution

preserves the well-formedness of the word string.

As it turned out, these supposed discovery procedures do not work; they do

not operate at a sufficiently abstract level (Chomsky, 1979). Consider the frame

" is good," which might be expected to facilitate a linguist's discovery of an

element we cali a noun phrase through considering strings that substitute freely for

one another in this frame (e.g., "The man is good"; "My milk is good"; "Democracy
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is good"). But as Lees (1964) points out. ail of the following (ul1llcrlined) strings

ean be substituted for one another in this frame: "The man is tall and is good"; '1

don't know whether he is good"; "They said that the man is good"; "Either the man

is bad or is good." None of these strings is a noun phrase. (See Pinker, 1979, for

other problems with distributional analysis.) But for a time, the notion that

elements such as parts of speech and phrases could he discovered through purely

distributional analyses held sway.

The earliest answer to the question, "How do children acquire the parts of

speech?" was that children behave like a descriptive linguist was imagined to

behave; They examine a corpus of utterances to discover distrihutional regularities

in the form of sets of items that can substitute for one another in a set of

environments, and they classify words on this distrihutional hasis. Perhaps the first

theorist to suggest this solution to the acquisition prohlem was Jerry Fodor (1966):

It may be that the teehniques of substitution and classification
traditionally employed in attempts to formulate linguistic discovery
procedure will prove useful here. . .. 1 am proposing ... that the
child may employ such relations as substitutahility-in-frames to arrive
at tentative classifications of elements and sequences of elements in
his corpus .... (p. 117).

He argued that children might employ

... a process [that will] provide tentative abstract representations of
the derived structure of the corpus by employing techniques that
wouId, presumably, depend in part upon the assumption that
distributionally similar sequences often belong to the same class (p.
117).

He further suggested that,

It is ... unreasonable to deny a priori that in learning his language
the child may take advantage of distributional regularities in his
corpus. Such regularities would be good guides to the tentative
analysis of the corpus into classes, and it is preciscly such tentative
analyses that are required if he is to employ rules that project
putative descriptions of underlying structure (p. 118).

Children differ from linguists in that they do not have a corpus of

utterances stored on audiotapes, and the literature on memory suggests that they
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coulu not have a complete (or even large) corpus storeu in memory either; not

even auults store the surface form of the sentences they hear (see Braine, 1988;

Sachs, 1967). Perhaps for this reason, the existing fully uevelopeu learning theories

haseu on uistributÎonal analysis uo not require the chilu to memorise utterances as

such. In these theories, woru strings leau to the immeuiate creation anu

mouification of storeu representations of worus or storeu formulae (tentative

rules), anu analysis proceeus over these representations, not over utterances - or

cise it is implicit in the acquisition process. 1 will uescribe two such theories in

uetail.

2.1.1. Kiss's Model

Kiss (1973) uevelopeu an explicit moue! of distributional!earning and

tested it in a computer simulation. Kiss took issue with Braine's (1963b) claim that

hecause a word's position can he defined meaningfully only with respect to

elements of phrase structure, word classes can be extracted on a .distributional

hasis only through learning words' positions relative to phrase structure units. Kiss

argued that children do not have access to the form-class information needed to

describe phrase structure early in their acquisition of language, and that "sorne

simpler mechanism is n'~eded ... to get the 'bootstrapping' under way" (p. 14).

Kiss defined a word's context more simply, in terms of neighbouring words aione

(and ignoring inflexions). Like earlier stimulus-response (S-R) chaining models

(e.g., Jenkins & Palermo, 1964), Kiss's model takes associations between adjacent

words as the hasis for learning; his model differs from SoR models in that he

allows internai representations for the parts of speech. For the purposes of

computer simulation, Kiss uefined a word's colltext as its immediate successor. In

his mode!, internai representations of words are connected by "transmission links"

in a representational network. The strengths of transmission links are correlated

with transition probabilities; the strength of a Iink between two word

representations is a function of the frequency in the input of transitions from one

of the words to the other.
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Kiss incluùes in his model a mechanism that forms and n:presents wonl

classes on the oasis llf the similarity of a given word's strengths of links to other

worùs, or rather on the basis of similarity in the set of other words aetivated when

the worù is activateù. (The worù's activation causes other words in the network III

become activateù in proportion to the strength of its links with them.) In this way,

worùs that tenù to be followeù by worùs l'rom a given set (e.g., determiners, whieh

are followeù by worùs in the class 1l00m) will be placed in the same class (i.e.. they

will be linkeù to the same worù-class representational noùe).

Kiss's learning mechanism leaùs to graùeù membership in part-of-speech

categories. The representation of a worù category is more strongly linked with

worùs that are, on average, more similar to other words in the category in terIns

of their capacity to activate other worùs. So some nouns will be more "noun-like"

than others.

Kiss testeù the moùel with a computer simulation of learning. using as

input a 15,000 worù corpus, which was a transcription of the speech of seven

mothers talking to their chilùren. Kiss applieù the grouping mechanism to the

high-frequency worùs in the corpus. The simulation succeeùed in grouping

together nouns, anù in grouping aùjectives, but nouns anù aùjectives also

developed strong interrelations. The simulation was less successful with verbs,

although they did show some cohesion. The simulation failed to group

prepositions, creating stronger links between prepositions and verbs than among

prepositions. Tbis finding can be attributed to the tendency of botb transitive

verbs and prepositions to be followed by a noun phrase. The simulation did weil

for pronouns and determiners.

One of the major problems with Kiss's model is the inclusion of a

mechanism that analyses patterns of activation in order to determine what classes

exist and to establish the links between word representations and class

representations. Any theory in which classes must be discovered through an

analysis or series of analyses before words can be assigned to them raises the

following question: When is the analysis performed, and what triggers it? Is the
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analysis performed daily? Or just once after sufficient information has been stored

(but how does the system know when it contains enough information)? Does a

child go ta bed one night with no parts of speech in his or her grammar, and wake

up the next morning with a full set of parts of speech and ail words in the lexicon

ideolified as members of one or another sucb category? Il seems more plausible

that children identify words as members of existing categories in the grammar one

hy one as they are learning the words (i.e., lhat the part of speech of a ward is

identified "on-Iinc").

Anothcr prohlem with the model is the equation of membership with an

associative link to a representation of a category. Kiss points out that words can

helong to more than one part-of-speech category (e.g., "walk" can be a noun ar a

verh), and his model accounts for dual membership by allowing associative links

with two c1ass "nodes." He seems ta ignore the fact that membership in two

categories implies two separate but related meanings for a ward. The verb "walk"

is used to signify activity of a certain type, but a noun phrase containing the ward

"wai~:" signifies an il/stal/ce of performing activity of that type, with boundaries

(e.g., temporal boundaries) distinguishing that instance from others. If a ward is

represented as a single node but has two distinct meanings, each associated with a

different part of speech, how does "activation" of the associative link ta the verb

category signal that the verbal meaning of the ward is in force?

The graded mernbership in a category that results frorn the learning process

is also problematic. Membership is realised in the rnodel as a link with a

representation of a part of speech, and graded rnembership implies that sorne

links are stronger than others. Variations in strength translate into variations in

the capacity ta activate a category node, such that the category node is activated

ta different levels by different words. Rules of gramrnar are forrnulated over parts

of speech, though, in an ail-ar-none fashion. An English noun phrase, for exarnple,

contains a noun slot - a slot for a ward that is a noun, not for a ward that is

"noun-like" ta sorne degree. If rnernbership in the category noun is graded, is there

sorne arbitrary threshold of activation of the noun node that must be exceeded for
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a word to become eligible to fill a noun slut'! Or will any amount of activation of

the noun node qualify a wnrd for this position in a noun phrase? Given the

associative nature of the network of nOlks for words and categories in Kiss's

model, with direct or indirect links between ail words ami ail eategory nodes.

might we not expect that a verb, adjective. determiner. or preposition might

sometimes activate the noun node to some degree. even if only very slighlly'!

Would the word then become eligible for entry into a noun slot'! Graded

membership in part-of-speech categories seems incompatible with mies of

grammar, which are stated over discrete categories.

2.1.2. Maratsos and Chalkley's Them) of Acquisition

The best known advocates of grammatical-category learning on a

distributional basis are Maratsos and Chalkley (191\0). lronically, their theory gives

a central role to semantics as weil, namely to the interpretation of ail the varÎous

elements of a sentence.

Maratsos and Chalkley propose that the relevant "input" 10 the learning

mechanism is the parsed utterance along with a complete description of its

meaning, so that ail inflexions, words l'rom c10sed classes, and so on, arc

interpreted. They argue that interpreted elements of utlerances allow children to

discover similarities in the distributions of words, similarities that permit word

classification. (Gordon, 1985, and P. B1oom, 1990, 1994a, 1994b, make a similar

c1aim for count nouns and mass nouns in particular, namely that a word is

c1assified as a count noun if it appears with the ending -s which the child has

interpreted as the plural marker, or if it appears after the word "one," which the

child has interpreted as a discrete quantifier, etc. They do not explain how a child

would be able to learn the correct interpretation of these elements prior tn noun

classification.)

Maratsos and Chalkley's theory depends crucially on the availability tn the

child of a complete interpretation of an utterance; otherwise, the distributions of

words would lead to incorrect classification. Take, for example, the ending -s in
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English. This ending can signal plurality or the possessive when il appears on a

noun, or the third person singular when it appears on a verb. If the child did not

have aecess lO the inlended meaning of this ending for any given utterance. then

the child migbl place nouns and verbs into one category on the basis of

distributional evidence.

Maratsos and Chalkley do not explain how a child is able to interpret every

clement of an utterance before any parts of speech are established in the child's

grammar. Available evidence suggests that ehildren are not able to interpret

c1osed-c1ass words (e.g., determiners and prepositions) or inflexions in the early

stages of learning a language. If Maratsos and Chalkley's theory were accepted,

then wc would have to eonclude that young ehildren without a full command (in

comprehension) of 'Ill the clements of sentences have no parts of speech.

Moreover, children would have to be able to learn the interpretations of c1osed

c1ass words and inflexions without the benefit of part-of-speech information about

the open-c1ass words with whieh they appear; children would have to learn to

interpret the plural and possessive markers before they had the category 1l011ll, the

third person singular conjugation before they had the category verb, and so on.

This implication of the theory seems implausible. Imagine a young girl learning

her first language. For the girl to learn the semantic force of the plural marker,

for instance, it would seem that she would have to notice its occurrence with

words for atomic individuals of some kind when and only when entities of the kind

signified by one of those words were present in quantities greater than one. If the

child notices that ail these wards are words for atomic individuals of some kind,

then she already has a basis for uniting these words into one class (i.e., the nature

of their referents). If she does not notice that these words are for atomic

individuals, then she will not be in a position to notice that multitudes of atoms

are the referents of these wards whenever they end in /s/. And if she does not

treat such words as members of a single class, she will have no reason to seek a

common interpretation for the ending /s/ whenever it occurs with these words 

or to seek some other interpretation when it occurs with words in some other class
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(e.g., with verbs in the third person singular). ln any plausible account of Icarning

ta interpret intlexions, word classes arc presupposed. So it seems likely that somc

categorisation of words must have occurred bcfme children can arrive al

something approaching a full comprehension of ail clements of utterances.

The authors give a central role to a wonl's contexts because they arc

unable to discover any viable semantic definition for any part of speech. They

argue that words in different part-of-speech categories (e.g., "like," amI "be fOlld

of') overlap in meaning to such an extent that semantic analyses alone could never

lead to correct categorisation:

There exists, simply, no semantic boundary which can adequately
deal with the protligate crossover of meanings of terlns of different
syntactic categories. (p. 178)

Humility would demand that the authors ,:JOllld have claimed, instead, that they

were not able to discover any semantic boundary that would adequately

differentiate words in different part-of-speech categories. Macnamara and his

colleagues (La Palme Reyes, Macnamara and Reyes, 1994h; Macnamara, 1991;

Macnamara & Reyes, 1994) claim to have discovered semantic definitions for Ihe

categories praper IlOWI, COl/lit I/oWI and IIU/SS 1l00/ll that apply to ail and only

members of those categories.

Maratsos and Chalkley do not define parIs of speech in adult grammar in

purely formai terms, or in purely semantic ones. lnstead, they Ireal part-of-speech

labels as summary statements aboul correlalions among inlerpreled contexts for

words:

Syntactic categories such as verh and adjective, or gender class. arc
actually summaries of the productive systems of correlated sels of
distributional-semantic-phonological contexts into which such classes
of terms fit. (p. 189)

It is not the contexts themselves that are defining, hut the correlations among
them:

... Grammatical categories such as verb, adjective, gender c!ass, or
grammatical subject stand for the convergence of a number of
correlated semantic-distributional patterns on a set of lerms or
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constilulents. We find thal such categories cannot be defined by the
inherent semantic characteristics of their members; they are instead
dcfined by, and partieipate in, productive processes because of tbe
speaker's knowledge (somehow encoded) of the correlation to one
another of different semantic-distributional frames: knowing one
often arbitrarily assigned pattern use of a term or constituent, we
know other possible uses. (p. 182)

And later,

... Categories come to be defined as a result of semantic
distributional patterns coming to specify their appropriate general
scope of application. Because of the frequent overlap in terms to
which various sets of patterns apply (such as verb tensing and
negation uses), category specifications of certain large sets of
semantic-distributional patterns come to be connected to, and thus
predict, each other. Participation in such a network of mutually
predicting category specifications we then cali being a verb, or an
adjective, or a member of an arbitrary gender c1ass - that is, being a
member of a syntaetic category. (p. 195)

According to this definition of parts of speech, a word is not a (common) noun

becal/se it can appear after determiners such as "a" and "the," after quantifiers, or

"fter a combination of one of these with one or more adjectives; rather a word is

a noun because its appearance after "the" predicts its possible appearance (in well

formed utterances) after "another," or after "a," or after a determiner-adjective

combination, and so on. 1 think that this sort of definition is favoured by the

"lIthors because the overlap in contexts for words belonging to one part-of-speech

category is less than complete. If verbs were dejilled as words that can appear with

the past-tense marker -ed, etcetera, then the word "bring" could not be a verb. But

if, instead, we say that "bring" is a verb because its pattern of use in contexts

"cccptable for other verbs predicts its appearance with -ed - even though a

convention of English blocks that use - then an irregularity in the language cannot

bar "bring" from membership in the verb category.

The motivation for this type of definition becomes c1earer upon

considemtion of the type of explicit learning model the authors advance. They

propose the existence in a child's mind of a "scanner" that analyses the relative
~.

~\

\~.

\

\
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positions of morphemes in a sequencc and registers the meanings of those

morphemes. They further suggest that the child stores a general formula that is an

abstraction l'rom an observed sequencc; for instancc. upon hearing the wonl

"spilled." the child analyses it as .If/il! + -l'do and then records the formula X + -l'ci.

where X is a variable ranging over words. (One might ask why the child does not

instead store the formula .If/il! + X; the authors do not explain how the child

recognises -l'd as an affix. or at least as a c1osed-c1ass morpheme. and spil! as an

open-c1ass member. For that matter. why does the child not rcgister X + X. or

spill + -l'd. as the relevant formula?) This formula is stored together with its

interpretation: "past occurrence of the mcaning denoted by X." ln addition. the

variable X is "connected to" a reprcsentation of the word spil!. Over timc. a givcn

word becomes linked to severaI variables X in diffcrcnt formulae (or "scmantic

distributional patterns," to follow the authors' terminology). Othcr words bccomc

linked to the same set of formulae (or sorne subset of that set). Maratsos and

Chalkley argue that, with use, the "pathways" betwecn any two variablcs within

formulae, ail of which pass through representations of lexical itcms, bccomc morc

numerous and "stronger" - in sorne abstract sense. Thcy arguc that

overgeneralisation can occur wben a word such as "know," which appcars in many

"verb contexts" but cannot appear with -l'd, activatcs a pathway that runs l'rom the

word's representation through one or more variables within formulac, thcn back

through the representation for another word, and then to the variablc slot in thc

formula X + -l'd! If the child seeks a method of communicating that an act of

Jknowing occurred in the past, the child is likely to utter thc ungrammatical word

"knowed" because an indirect pathway exists betwecn the represcntation or "know"

and the formula X + -l'd. (The authors argue that ovcrgcneralisation stops whcn

inhibitory blocks are placed on certain pathways, blocks that might bc cffcctcd
'''-.,

through modifications in connections, for example.)

In this model, the links to a common set of variables within formulae

constitute part-of-speech category membership. We say that "know" is a mcmber

of the same category as "run" because these words are linked to a cornmon sct of
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formuiae, such as the set containing the formula didn't + X. What the words have

in common is that appearance in one context is predictive of appearance in a

particular set of other contexts - hecause they are linked to many of the same

formulae.

Maratsos and Chalkley (1980) argue that adult parts of speech (and other

grammatical categories, such as sl/bject) are "Iargely arhitrary and 'formaI'

distinctions among sets of semantic-distrihutional patterns" (p. 185). This c1aim

raises the following question: If part-of-speech distinctions (e.g., nOl/n versus verb)

are arhitrary in adult grammar, why do they correlate so weil with conceptual

distinctions (e.g., abject versus action) in child, or even adult, grammar? The

authors descrihe the problem in this way:

But there is an underlying problem to be dealt with. For there are
sorne striking temlencies towards c1ustering around various semantic
poles in form c1ass categories, or, within languages, in subject versus
ohject NP [Le., noun phrase] uses. If agency is not somehow a
central organizer for NP argument grammatical properties, why does
il predict as weil as it does the c1ustering of grammatical privileges
such as case marking, NP argument position, pronominal usage, and
number agreement in Indo-European languages? Why do the major
form c1ass categories of adjective, verb and noun c1uster as strongly
as they do around the poles of action, state, and object reference, if
not because of a correspondence to a basic conceptual division
among actions, qualities, and ohjects which is being marked by the
grammatical system? (pp. 185-186)

The solution favoured by the authors is that parts of speech were originally (at

sorne time in the past) defined in conceptual terms (e.g., object words, state words,

and action words for nouns, adjectives, and verbs), but as new words were

introduced to languages, words that could arguably fit into either of two categories

(according to the authors), speakers disagreed about the relevant conceptual

elements for part-of-speech classification, so that the words within a given part-of

speech category becameprogressively more diffuse in meaning from any given

speaker's point of view. Ultimately, semantics proved too unreliable for it to form

part of the definition of any category, leaving formai properties as the only source

of viable definitions:
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. .. We finù it natural for speakers to use hoth selllantic and
correlateù ùistrihutional analyses. However. in current languages and
perhaps increasingly so ùuring the evolution of language. selllantic
baseù ùefinitions are not reliable hecause the selllantics of the
category members have become too ùiffuse. This diffusion of
meaning results in the speaker heing lert with only one reliahly
accurate system of analysis: the use of the corrclated sets of
grammatical privileges to ùefine grammatical categories. (p. IlN)

Maratsos anù Chalkley argue that, for this reason,

The chilù encountering the I.mguage for the first time lllight thus
tenù to rely more heavily on an analysis employing the correlations
of semantic-ùistributional patterns in which terms appeared. (p. Il!!!)

One wonùers, though, why the chilù woulù not reselllhie its anccstors in crealing

an initial ùivision of worùs along conceptual lines. If one equates a selllantic

description of parts of speech with a description hased on ontological distinctions

such as those among objects, states, and actions, then one must indeed conclude

that words in adult part-of-speech categories arc diffuse in me.ming; hut this is not

the case for the words young children use and hear. The vast majority of such

words fall rather nicely into such ontologically hased categories (e.g., Macnamara,

1972). This property of child vocabulary was the impetus for a number of theories

of part-of-speech acquisition, which 1 will now ùescrihe.

2.2. Approaches Based on Correlations with Ontological Categories

Il is weil known that most of children's early worùs can be ùescrihed as

words for physical objects, physical stuff, actions, and properties or altrihutes of

objeets. This fact of early language bas been interpreteù hy several tbeorists as an

indication that children make use of ontologically hased categories in early part

of-speech identifications.

The first author to make such a suggestion was John Macnamara (1972,

1982). Macnamara argued that children begin with word categories such as "words

for kinds of objects," "words for kinds of stuff," "words for types of actions," and

"words for types of attributes." Over the course of learning a language, these

ontologically based categories evolve into linguistic categories defined in terms of
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details of word combination and innexion. Words that signify a kind of object or

stuff become nouns, words for a type of action !Jecome verbs, and words for

attributes become adjectives. Macna:nara (1982) describes the acquisition of the

category 1l01l/1 as follows:

The mature grammatical category noun and its subdivisions ... is a
Iinguistic category of words, not a semantic one; it is distinguished
from others by the particular phrase structure and morphological
rules of the language. The learning begins on the semantic basis.
This yields a division of bound morphemes and of sentence
structures. Suhsequently, for linguistic purposes, the child abandons
the semantic description of the divisions while holding onto the
divisions. (p. 142)

The child abandons the semantic description of the category that will become the

part of speech /101/11 after hearing words in the same contexts (e.g., in possessive

form) that do not signify an object or sorne stuff of sorne kind. The parts of

speech come to be defined distributionally, that is, in terms of syntactic and

morphological rules that are specifie to the language being learned.

A related approach to learning, which has come to be known as "the

semantic bootstrapping hypothesis," was first suggested by Grimshaw (1981) and

later developed in detail by Pinker (1982, 1984, 1987). Sorne of its underlying

assumptions appear to have their source in modern linguistic theory. Linguists

generally assume that parts of speech are innate (i.e., part of universal grammar)

and undefined prior to the learning of their language-specifie morphosyntactic

correlates, or that they are defined as heads of phrases (e.g., a noun is the head of

a noun phrase), a type of definition that is of Iittle use because of its circularity

(Macnamara, 1991): What is a noun phrase except a phrase headed by a noun?2

2Chomsky (t965) offers a noncireular delinition of the category verb, but one restricted to
transilive verbs: The lexical calegory of words that oblain their fealures, such as +animate or
+abslract on lhdr subject or object argumenls, "from selcctional rules involving two or more N's
ILe., nouns)" (p. 116); in his lheory, nouns "select' for verbs wilh a subcategorisation frame tbat
malches them in fealures on ils arguments sueh as animaey. He delines the lexical category 1101111 as
"the one lhat is sclcctiollal/y dOlllillallt in the sense that ils feature composilion is determined by a
eontext-free subcalegori7':llion rule, ilS features being carried over by selectional rules 10 olher lexical
categories' (p. 116). Chomsky conceptualises a word's fealures as purely "syolactic fealures' (p. 82)

(conlinued...)
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Semantic definitions of the parts of speech are not considered heo:ause syntax is

helieved to be autonomous of semantics (due to Chomsky. 1(57).

If the categories noun. verb. and adjective are innate and initially

undefined. what distinguishes them in the child's mimi? How is a child 'lble to

determine which of the undefined parts of speech matches up with a particular

class of wards in the input language? And secondly, how does a child dassify

words in such a way that the ward classes formed will correspond to parts of

speech? These problems appear to provide the primary motivation for the

semantic baatstrapping theory. Grimshaw says,

It is universally agreed by linguists that the syntactic categories of a
language are defined in structural not semantic terms. Syntactic
categorization is autonomaus, since syntactic category mcmbcrship is
not reducible ta meaning.

How are syntactic categories identificd? Thc problcm falls
into two parts: LAD [Le., the "Ianguage·acquisition dcvicc"] must
group wards and phrases together into classes, and must assign the
appropriate labels to those classes. UG [Le.• universal grammar]
simplifies the task considerably: if LAD can analyze words correctly,
X [Le" "x·bar"] theory will project the categorization of phrascs from
the lexical categorization . . .. But UG does not provide a universal
structural definition for lexical categories.

Sorne developmental psychologists ... have argucd that LAD
can successfully determine category membership on the basis of
purely distributional evidence.

. . . Even if a purely distributional analysis could result in
successful division of wards into grammatical classes, it is not at ail
clear that the classes wouId be labeled appropriately. It is onc thing
to know that words fall into three major (open) categories, quitc

2(...continucd)
comparable 10 phonetic fcalures such as voicing, so that his definitions arc intended to be syntaclic
ones; but his charactcrisation of a noun amounts to a formaltrclttmcnl of the consequences of
certain semanlie facts, namely Ihe faclthal nouns signify kinds of individuals (sec seclion 3.1)
whereas predicalors (Le., verbs and adjectives; sec section 3.2.2.1) arc used in signifying prnperties ur
relations (sec seclion 3.2.2.2), the fact thal nouns type predicaturs bUI not vice versa (sec seclion
3.2.5.5), and the fact that this typing is ilself a consequence of the dependence of properlies and
relalions upon tbe individuals by virlue of which lhey exisl (sec sections 3.2.1, 3.2.2.2, and 3.2.5.5) so
thal the nalure of a properly or relation depends upon the nature of the kinds of individuals by
virtue of which il can come to be.
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another to discover which class is the class of nouns, which the class
of verhs, and so forth. (Grimshaw, 1981, pp. 172-174)

If syntax is autonomous of semantics, such that universal parts of speech cannot

have universal semantic definitions, and if parts of speech (and other grammatical

categories) are defined in purely formai terms, hut universal grammar provides no

universal formai definitions of parts of speecil, then the innate category labels

must he undefined prior ta language learning. The theoretical problem created is

that of explaining how classes of words, however they are identified, are matched

up with the innate category lahels in the right way.

Pinker is also concerned ahout how a child might match word classes to

grammatical-category labels correctly, even though he does not view innate

category lahels as completely devoid of any characterisation prior to learning. For

him, too, the innate grammatical category labels must be i.mdefined prior to

learning. He acœpts the notion that grammatical categories are defined in

structural terms; he says, for instance, that "grammatical entities do not have

semantic definitions in adult grammars" (Pinker, 1984, p. 39), and that "the child

uses formai categories at ail stages" (p. 42); further, he calls the syntax of adult

language "autonomous" (Pinker, 1982, p. 679); so he seems to accept the idea that

grammatical categories are defined by language-specific details of syntax and

morphology. But he daims that something other than a definition keeps one

innately specified grammatical category separate from others, something he calls a

family resemblance structure; he argues that for each grammatical cate,l!ory, sorne

set of phenomena must exist, a subset of which any language must exhibit, for

otherwise it would be nonsense to speak of universal grammatical categories:

... In using a single name to refer to symbols in grammars for
different languages, one is committing oneself to the hypothesis that
there exist symbols with universal properties across languages. On
pain of circularity, this hypothesis must be translated into the
hypothesis that certain phenomena tend to be correlated with one
another across languages, the names themselves merely denoting the
symbols that enter into the correlated set of phenomena. The
correlations need not be perfect, and it is not strictly necessary for
there to he sorne subset of phenomena that invariably accompany



•

•

IX

the symhol; a family resemhlancc structure will suffice to give
meaning to the concept of a universal grammatic;t1 symhol. (Pinker.
1984. p. 43)

Of course. if there are no truc suhstantive universals - that is. no
family resemhlance structures involving collections of semantic and
formai phenomena - then the semantic hootstrapping hypothesis
cannot he true. (Pinker. 1984. p. 45)

Pinker cannot have in mind thm a family resemhlancc structure for a grammatical

category is its definition. for he allows semantic phenomena 10 he part of such

structures (e.g.• the correlation between agents of actions and grammatical suhjects

in active sentences, and the correlation hetween names for individuals and nouns),

and yet he daims that grammatical categories arc always formally defined. He

cannot make these hypothetical sets of correlated phenomena dcfinitional if he is

to maintain the stand that synt:Lx is autonomous of semantics, unless, of course, he

exdudes semantic phenomena in his description of the family resemhlance

structures; but he cannot exdude semantic phenomena, for these arc possihly the

only universal (or nearly universal) phenomena characteristic of the categories!

Take, for instance, the category verb. What purely formai phenomena might

characterise verbs uniquely and universally? Pinker does not descrihe Iinguistic

p;,,::nomena that might be part of a family resemblance structure for any specific

part of speech, such as verb; it might be difficult, if not impossihle to do so; even

such prototypically verbal phenomena as tense and aspect murking arc not unique

to verbs across languages, that is, nouns can he marked for tense and aspect in

sorne languages, such as the Nootkan languages; even the property of heading a

verb phrase is not universal, for sorne languages have no phrase structure (sec

section 4.1); moreover, the circularity of the notion of "heading a verb phrase" duc

to a verb phrase being defined as a phrase headed by a verb robs this verbal

property of any utility in characterising verhs. In section 3.2, 1 describe the

semantic character of verbs in a way that makes their semantic characterisation

(or definition) universal and that explains their universal property of taking

arguments (a property that cannot properly be regarded as purely formai, since its
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oasis is purely semantic, and toc formai consequences of the fact that a vero takes

arguments arc very far from universal, e.g., in sorne languages the arguments

appear in surface structure as noun phrases, in others, such as the Nootkan

languages, they can appear as morphemes contained within the same word [see

section 4.1], in pro-drop languages such as Japanese one or more of the arguments

typically find no realisation in surface structure, and so on).

Pinker's adoption and development of the semantic bootstrapping theory

appears to oe motivated by a consideration in addition to those that were of

concern to Grimshaw. He says that,

... the semantic bootstrapping hypothesis ... is intended to explain
how the child knows wlziclz formai categories to posit in response to
particular input sequences. .., [The hypothesis] claims that children
always give priority to distributionally based analyses, and is
intended to explain how the child knows wlzicll distributional
contexts are the relevant ones to examine. (Pink,~r, 1984, pp. 42-43)

For Pinker, then, the child is faced with the task of discovering the distributional

regularities that characterise words in one class and that enter into ils definilion,

but the child needs sorne means of Iimiting the contexts for distributional analyses.

This limitation of contexts can be accomplished if the child has sorne means of

placing words into classes that are, if not identical with grammatical categories, at

least subclasses of grammatical categories so that the distributions of words in

individual classes can be examined by the learner. In addition, Pinker shares

Grimshaw's concern that the word classes identified are properly matched up with

innate grammatical category labels.

Grimshaw's and Pinker's solution to these problems is a built-in procedure

that maps from a set of conceptual categories into the set of innate Iinguistic

categories. Words for kinds of objects are mapped into the category noun; words

for types of actions are mapped into the category verb; and so on. (Actually,

Pinker and Grimshaw do not speak of words being identified as members of part

of-speech categories, but rather of words being assigned a part of speech, that is, a

label; but their treatment of parts of speech as labels rather than sets of words
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should not have any impact on my analysis of thc theory.) Grimshaw t1escribes the

process as follows:

There is pienty of evidence that at an early stage of linguistic
development, children have ready command of semantico-cognitive
categories like "object" and "action." Suppose then that LAD uses
these categories as the basis for assigning syntactic categories to
wards. If a word is the name of an object, it is assigned the category
N. If it describes an action, it is assigned the category V [Le., perl> J.
Thus certain cognitive categories have what 1 will cali a Canonical
Structural Realization (CSR): CSR (object) = N, CSR (action) = V.
LAD employs a CSR principle: a word belongs to its CSR, unless
there is evidence to the contrary. (Grimshaw, 1981, p. 174)

Once sorne words have been categorised in this way, the rules of phrase structure

can be learned by analysing the contexts of instances of categories. These rules

can, in turn, be used to categorise wards that do not conform to the innale

principle, and to learn closed categories such as determiller which are not

associated with any innate mapping:

LAD can construct phrase structure rules for NP and VP [Le., verh
phrase], by drawing on example sentences whose lexical items can be
assigned category labels by the CSR principle. In so doing, LAD will
in effect be establishing a set of structural generalizations governing
the distribution of N, V, and so on. These can be used as evidence
in the analysis of any new categories (such as Det, Modal) for which
no CSR is defined. The rules will also make it possible to assign
category labels to words Iike "belong": "belong" is a verb because it
behaves Iike one with respect to the phrase structure rules.
(Grimshaw, p. 175)

Pinker (e.g., 1982, 1984, 1987) goes further than Grimshaw in suggesting

mappings between conceptual and grammatical categories for the closed

categories such as preposition and detenlliller - categories that couId, in principle,

be defined over their members. Pinker borrowed l'rom Pylyshyn (1977) the term

"bootstrapping" to describe the mapping process that gets the learner into the

Iinguistic categories. He regards "semantic bootstrapping" as part of a parameter

setting process in which an initial identification of the grammatical categories of

words in utterances allows parameters such as word order to be set; once ail the

parameters are set, the structure of a sentence provides clues to the grammatical
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categories of its constituent worùs, anù so semantic bootstrapping is no longer

neccssary. He ùescribes the bootstrapping process as a temporary expeùient whieh

is later abanùoneù (although he ùoes not explain how or why the mechanism is

abanùoneù):

Grimshaw ... [1981] anù Macnamara ... [1982] have suggesteù one
way to give learners access to information about which aspects of
their innate schemata shoulù be brought ta bear on the current
inputs. The proposaI is to "f1ag" the elements of each syntactic
schema with sorne feature in the semantic representation of a
sentence (since most people agree that the chilù can construct sorne
version of a semantic representation of an ullerance by perceiving ils
nonlinguistic context). These universal "semantic f1ags" woulù not
have to represent invariant meanings of syntactic elements in the
aùult grammar; they woulù simply serve as parts of the learning
mechanism that coulù become ùormant as soon as they haù fulfilleù
their function in selling the relevant parameters. Once a set of
parameters was "bootstrappeù" into the grammar by these semantic
means, the mies thereby fixeù coulù be useù in conjunction with
further ùata to set the rest of the parameters in the grammar.
. . . Let us cali rule acquisition relying on semantic f1ags semalllic
bootstrappillg anù further acquisition relying on existing mies
distributiollal leamillg. (Pinker, 1982, p. 678)

Both Grimshaw anù Pinker are forceù to restrict semantic bootstrapping to

an early phase of learning because of their assumption (after Chomsky, 1957) that

syntax is inùepenùent of semantics in aùult grammar:

Il is a consequence of the autonomy of syntax that syntactic form
anù semantic type will not be in one-to-one corresponùence in any
principleù way. . .. UG ùoes not permit ùeùuction of a syntactic
analysis from an analysis of the semantics of a phrase, and of course
the same point holùs for categorization of words. Thus the child
must learn the two kinùs of information separately; he must figure
out what a worù or phrase means, anù what its syntax is. (Grimshaw,
1981, pp. 167-168)

If the autonomy of syntax is to be realised, "semantic bootstrapping" must be

abandoned, leaving no links between meaning and syntactic structure.

These theories have the advantage of being grounded in observation of

children's early use of language, in which the ontological categories seem to

adequately capture children's vocabulary. But the theories fail to explain the
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relations of ontological categories to linguislic (part-of-speeeh) l'ategories. Why

should words for objects be associated with count nouns'? The eategory COI/III 1101/11

includes many words that do not signify an object kil1ll. but this is not the main

issue. If the category COI/III /101/11 has no semantic or conccptual basis in adult

grammar, why should words for objects end up in this calegory and not in the

category l'erb? Why should words for actions tend ln be verbs'? Why should not

action words map into the category /IOI/I/? (Sorne action words, inc\uding the wonl

"action," are nouns in the mature use of language.) ln short, what grounds the

mappings? The links appear arbitrary in these theories hecause the mature

categories are defined independently of ontological considerations - and. more

generally, of any semantic considerations. As these theories stand, nothing

logically bars action words from being placed in thc category preposilioll. The map

from action words to verbs looks Iike an accident of evolution. (1 will Iry ln

establish the reasons for the apparent links between ontological and grammatical

categories when 1 prescllt the theory explored in this disscrtation.)

The semantic bootstrapping hypothesis suffers from an additional weakness.

The proposed innate procedures that map from ontological catcgorics to

grammatical categories are supposed to be universal, by virtuc of thcir innatcncss,

so that they will operale in children exposed 10 any language. This supposition

creates a problem for the theory. Consider sorne of the usual assumptions implicit

or explicit in accounts of semantic bootstrapping, namely that, (1) the child

perceives the relationships of words and sentences to the situations with which

they are paired in a way that will evoke the mappings (Le., whcn observing an

action, the child must interpret any verb as a word for the ongoing action; when

looking at an.object or stuff, the child must interpret any adjcctivc as a word for a

perceived attribute, etc.); (2) the innate maps are the only available means of

identifying the part-of-speech categories of words during the bootstrapping stage

of acquisition (e.g., so that syntactic or morphological clues do not yet play a rolc);

Pinker (1982) calls this assumption an idealisation, but he does not provide

evidence regarding the amount of and the' timing of overlap between
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bootstrapping anu uistributional learning; (3) worus in the source categories, or

dOlllains, of maps (e.g., worus for objects, worus for actions) will be encountereu

in any culture, anu (4) the operation of the mapping proceuures is mechanistie

anu autolllatie (as suggesteu by PinJ..er's, 19H4, talk of "acquisition meehanisms"

anu "language inuuction meehanisms" [p. 2H], anu by Grimshaw's, 19H1, use of

Chomsky's, 1965, term "the language-acquisition uevice") so that any encounter

with a woru in the uomain of a Illap inevitably triggers a mapping into the

associateu target eategory, or couomain. Given these assumptions, the procedures

will map into a fixed set of innate categories, regardless of the natural language

being learneu. If we accept the bootstrapping hypothesis as it is usually stated,

then we might be forced to conclude that Mandarin Chinese and Chinook bath

contain an open c1ass adjective that is distinct from the category verb, despite the

lack of evidence in syntax and morphology for such a categorical distinction.

Semantic hootstrapping seems to imply universality for ail of the grammatical

categories (and for ail of the parts of speech, in particular) that are supposed to

he innately specified - a universality that is not supported by the findings of

comparative Iinguists. Most Iinguists agree that only two parts of speeeh are

universally present in natural languages: /lOWl and predica/or (see Lyons, 1966b;

Iinguists sometimes cali the category predicator "verb"). Il might be possible ta rid

the semantic hootstrapping theory of this weakness by adding provisions sa that

innate parts of speech such as verb and adjective eould be collapsed into one part

of speech (e.g., because their distributions do not differ). The theory would also

have ta provide a means for rewriting the rules initially stated over the categories

verb and adjective, stating them over the category predicator, instead - or perhaps

the rules stated over adjectives in particular could be expunged somehow. Also,

some of the parameters set by the distributions of actions words and attribute

words in the input might have ta be reset or turned off when the verb and

adjeet ive categories were merged. Suppose, for instance, that a ward-arder

parameter for attributive adjectives relative ta nouns was set upon exposure ta

sentences in which a ward for an attribute followed the subject noun phrase, sa
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that the language \l'as deduœd to be one like French in \l'hich most attributive

adjectives follo\l' the noun they modify (e.g.. "Le chapeau noir"). Suppose. though.

that adjectives do not actually form a class separa te l'rom verbs in the input

language. and that the appearance of a word for an attribute al'ter the subjt"t

noun phrase reflects a verb-like usage, as in the sentence "The girl mns"; that is.

suppose that the sequence of the noun followed by the attribute wonl is to be

interpreted as something comparable to "The hat blacks" where the meaning is

'The hat is black: If the learning procedures allowed the verb and adjective

categories to merge at some point in the face of distributional evidence (for

instance), what would happen to this adjective-specific parameter'? Wou Id it be

turned off'? Without a great deal of further ado. the specilïcatiun of a fixed set of

innate parts of speech that encompasses ail the cross-linguistically common

subcategories of nouns and predicators poses a problem for the semantic

bootstrapping approach.

2.3. Mixed ModeIs

Maratsos (1981, 1982) and Braine (1987) suggest that grammatical

categories are acquired on the basis of a mixture of distributional and

nonlinguistic (semantic) information.

2.3.1. Maratsos's Categorical Evolution Model

According to the model proposed by Maratsos (19/l1, 19/12), children

register each two-word sequence to which they arc exposed as "a rule for ordering

two sequential nodes, X and Y, each of which is defined by just the properties of

the terms defining them" (p. 248). A child exposed to the sequence "daddy walk"

associates these two words with two nodes whose ordering constitutes a rule or

schema, and each noùc is associated with properties of the word with which it is

linked. The node linked to "daddy" is associated with properties such as animale

and /zuman, for example. In addition, the schema is described in semantic terms,

such as X + Y = "movement of X initiated by X, including manner of movement
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de~crihed hy v." Maratsos assumes that children are predisposed to attend to and

register certain properties that will he useful in combining words into categories.

This assumption is necessary hecause the learning mechanism he proposes relies

on Piagetian assimilation, such that words are assimilated to (i.e., become linked

to) nodes hy virtue of their similarity to other words linked to those nodes. The

schema X + V, where X is initially associated with properties of "daddy" and V is

associated with properties of "walk," evolves when the utterance "mommy walk"

causes "mommy" to he assimilated to the X node because both daddy and mommy

are animate and human. Eventually, the X node will come to be linked to many

words characterised hy the feature animale, and the V node will become linked to

many words for types of movement.

Like ail theories relying on assimilation based on similarity, Maratsos's

theory of acquisition raises many questions about what constitutes similarity and

when assimilation will occur. Maratsos asserts that the sequence "Sally drop vase"

will he assimilated into a schema described as "cause of activity + activity" on the

basis of "sufficient similarity" even though ail previous sequences assimilated into

this schema involved intent on the part of the agent who caused the activity (e.g.,

"daddy sing"). He does not explain why the intentional nature of the activity does

not become encoded as part of the schema, and as an essential part of it, 50 that

the verb "drop" is barred entry as an instance of a node in that schema. Perhaps

he would appeal to another innate bias, one toward causes in general versus

causes involving intent. But he allows such biases to be overridden later in the

evolution of the nodes, such that structural information affects judgements of

similarity and guides assimilation. This structural information is ultimately

responsible for the creation of word categories such as noun and verb.

Mature word classes come into being as follows:

... Over time, terms originally described for major constitutent
purposes as action-terms and object-terms acquire linkages to
smaller-scale grammatical operations. When non-action and non
object terms are used in grammatical configurations similar to the
new operations, they become similar enough in nature for
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assimilation ta the already exisling categorical nodcs to take place.
This process resulls in adult verb and noun classes. (pp. 251-252)

The verb category in particular begins as action terms that fOrIn part of an "actor

action" schema (which presumably evolves from earlier schemas such as "animate

being-movement"):

... Over time, members of the original actiona\ predicate c1ass
come to be linked to grammatical lod for smaller-scale grammatical
patterns such as use of do-forms, cali 't, will, and various tensing
operations. (p. 253)

Initially dissimilar categories such as actional words (e.g., "sing;' "kick," and "go")

and experience words (e.g., "like," '\vant;' and "need") bccome "more similar

because of shared properties such as taking do-forms, tensing morphemes, and

other auxiliary forms" (p. 255). Words that once belonged to the eXfJeriellce

category are assimilated into the actioll category such that the laller category

evolves into the verb category. Maratsos assumes that the action category absorbs

members of the experience category rather than the other way around becausc

action terms are more frequent, "making this category more available for active

assimilation" (p. 255).

Maratsos's proposed acquisition process leads to categories with a

prototype structure in the sense that sorne members are "heller" examples of the

category because they have a larger number of properties that are characteristic of

category members. A verb such as "kick" is among the "beller" verbs because it

signifies a type of action in addition to appearing in structural contexts

characteristic of verbs. Grammatical categories end up being "codefined both hy

semantic and structural similarity" (p. 251). In this theory, the category verh is

always linked to action because many of its members are characterised as actional,

and those members are prototypical for this reason. But structural properties of a

verb are suffident for membership in the category. Mature categories are

characterised by a network of properties which include formaI ones, but structural

properties have no special status in the characterisation of the category (even if

they are the only ones that are shared almost universally hy category members).
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Maratsos's model of acquisition Jacks parsimony in that the child must

alternately create and ahandon a large numher of schemas (perhaps one for each

two-word sequence the child hears) until words once linked with any schema end

up heing assimilated into a mature part-of-speech category. Assimilation based on

similarity requires a large numher of innate biases toward properties that will

promote the correct collapsing of categories (i.e., the correct linking up of nodes)

as members of one category are assimilated into another hecause of shared

properties of members of the two categories. If word categories were formed in

this way, one might expect to see a greater number and variety of errors in

category formation at intermediate stages of language development than

researchers have observed. Available evidence from children's early use of

inflexions and negation with verbs suggests that children do not distinguish action

verbs from experience verbs, as one might expect if those words belonged to

separate categories (i.e., if they were linked to separate nodes) at sorne stage.

Maratsos, Kuczaj, Fox, and Chalkley (1979) have shown, for example, that the past

tense marker -ed is applied to a similar proportion of action verbs and experience

verbs (sueh as "think" in the sense of 'have an opinion,' "know," "see," "hear," and

"feel" - even though the resulting word is ungrammatical because these verbs are

irregular). Overgeneralisation of the past tense marker occurs rather late in

language acquisition (e.g., around age 2;6 to 3;0), and Maratsos (1982) suggests

that the overgeneralisation reflects a rule specific to the verb category (versus any

semantic subcategory), whieh forms late because its formation depends on

extensive experience with words in this category. But in Maratsos's (1981) theory,

categories corresponding to experience verbs and action verbs should he formed

quite early because their formation is independent of distributional analyses; why

does the past tense mie not become productive with members of one or both of

these categories earlier in acquisition? In Cazden's (1968) examination of the

speech corpora of three young children (the now famous Adam, Eve, and Sarah),

she noted five inflexional errors in which an inflexion appropriate for verbs with

action or process meanings was used with a verb with an experience or state
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meaning (e.g., "[ seeing Fraser"), suggesting that these two types of words formed

an equivalence class. [n her examination of negation, Bellugi (19h7, as eited in

Maratsos, 1981, 1982) found uses of "don't" ;md "can't" with experience verbs sueh

as '",vant" and "Iike" (e.g., "[ don't want il" and "[ dOll't like it") as weil as with

action verbs. Maratsos (1981, 1982) interprets such findings as evidenœ for the

learning of inflexions on a word-by-word basis, thereby discounting such evidenœ

as a problem for the theory. Even if inflexions and other markers arc initially

learned word by word, nothing in Maratsos's theory precludes the chiltl's

realisation that such markers can appear with all members of a category bcfore

various categories such as that containing action words and that containing

experience words have collapsed into the verb category. The theory does not

explain why assimilation into the verb category is complete by the time children

begin to use verb inflexions productively. Structural properties arc as much a part

of the category of actional words as they arc a part of the verb category, and

assimilation on the basis of shared properties yields no special status for structural

properties in any category.

Maratsos claims that parts of speech end up being defined conjointly hy

semantic and structural commonalities among their mcmbers: "... The

grammatical locus will come to be defined hy a set of properties clustering around

a central set, but imperfectly" (Maratsos, 1981, p. 251); but clearly no

characterisation applicable to all and only the words in one category is possihle,

for the properties by virtue of which any given word cornes tu be linked to a part

of-speech node (e.g., by virtue of ils use in signifying action) need not be uniquely

charaeteristic of that part of speech (e.g., sorne action words are nouns), which

means that no definition is possible (for one cannot properly cali something a

definition if il fails to define or delimit or determine the class). In reality, the

categories can only be defined over their members, because the words in a given

category are so classified for a variety of reasons. For an open class such as noun,

a definilion over ils members precludes any fixed definition; the set of words in

the category expands throughout life. Defining the categories over their members
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alsn precludes any universal definition - that is, any definition common to ail

speakers of a language.

2.3.2. 8raine's Semantic·Distributional Model

Braine (1987) describes a theory of acquisition that is perhaps closest to the

one 1 will propose, although it differs From mine in certain critical ways.

Braine assumes that children have a distinction between a "predicate" (in

the sense that cornes From standard modern symbolic logic) and an argument of a

predicate by the time they are ready to begin learning a language (and in fact he

argues that this distinction is psychologically primitive and unlearned; see Braine,

1988). He assumes, further, that this distinction is linked to a distinction between

relations and properties on the one hand, and objects on the other.

. . . At the time of acquiring language, children see the world as
having objects that bear properties and are related to other objects,
and they distinguish the objects From their properties, and relations
From the entities related. (p. 70)

Braine further assumes that children expect arguments and predicates to be

rcpresented in utterances as phrases, and that the relevant phrases are somehow

marked for their function (Le., as argument or predicate) independently of

learning. Noun phrases are assumed to be marked as arguments, and a verb or

predicative adjective or noun together with any auxiliary verb is assumed to be

marked as the predicate. (Braine's "predicate," which he calls a "verbal phrase," is

thus not equivalent to the grammarian's sentential predicate, which may include

an object noun phrase, a prepositional phrase, and so forth, and which does not,

by most accounts, include the copula or auxiliary verb.)

Braine suggests that a learning mechanism performs distributional analyses

lVitlzill these phruses which lead to the discovery of the parts of speech of the

language (e.g., 1101/11, detenlliller, verb, allxiliary, and adjective). Limiting the

contexts for distributional analysis to argument and predicate phrases eliminates

many of the problems with distributional analysis, at least for English. Discovery

of the category 1l0WI within noun phrases is trivial given a means of discovering
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positions in short strings of words, and Braine cites evidence frolll artifidal

language experiments showing that people arc capable of discovcring sudl

regularities. The distinction between auxiliaries and predicators (Le.. vcrbs and

predicate adjectives) is equally simple to acquire in English because the laller

always appear al'ter any auxiliary in a predicate phrase.

The distinction between verbs and predicate adjectives presents learners

with a more complex task, but not one that is beyond the capabilities of people

(according to the results of artificial-Ianguage studies). Braine argues that any

conceptual differences between verbs and adjectives (e.g., actional versus stative)

will not be useful to learners because they are not sufficiently consistent across

members of these categories. Braine also points out that sOllle natural languages

do not distinguish verbs l'rom adjectives in surface structure, and he concludes that

the only basis for distinguishing them in acquisition is a distributional one. Other

nonuniversal categories, such as gender subcategories of the category noun, will

also be acquired on a distributional basis.

Braine's theory has many advantages over the others described in this

section. The distinction between predicates and arguments is superior to the

distinction between action words and object words as the basis for learning

because verbs retain their predicator status and nouns (or noun phrases) retain

their argument status in the mature grammar regardless of whether or not they

are used in signifying actions or objects. So Braine's theory brings the child and

the adult c10ser together conceptually, and, further, il requires no special

mechanisms for language acquisition that must be abandoned during development.

In contrast to the semantic-bootstrapping hypothesis, Braine's model does

not presuppose a full set of innate part-of-speech categories. In his model, ail

categories are acquired on a distributional basis. He attributes the universality of

the noun category (if such universality exists) to the universal appearance of a

noun slot wilhin noun phrases (except where pronouns or proper names constitute

noun phrases), with words that appear in that slot being labels for classes of

entilies (entities that support the properties and relations signified by predicates).
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'1'0 c1arify: The universality of the noun category and its inevitable discovery by

learncrs are said to he explained by the combination of (1) a universaltendency to

expect words for kinds to appear in phrases that are an argument of a predicator

(because the individuals of those kinds possess the properties and relations that

predicates signify; see La Palme Reyes et al., 1994b, regarding the category of

kinds as a universal component of natural-Ianguage semantics), and (2) the noun's

universal property of fixed position within a noun phrase, a property that permits

its discovery through distributional analyses, and a property that arises, according

to Braine, because of "the convenience of identifying an argument by making sorne

reference to the c1ass of the entity or entities that constitute the argument"

(Braine, 1987, p. 72). The noun category, as a part of speech, is not innately given

in the theory, but it arises universally because of a universal need to talk about

scenes in the way we understand them, attributing properties and relations to

individuals that are understood to be members of classes. When the individuals

that are the referents of arguments are named as members of classes, each

argument (i.e., noun phrase) must contain a noun slot, and this noun slot occurs in

a position that is fixed relative to other elements of the phrase (i.e., determiners

and so on; Braine does not explain why fixity of position within a noun phrase

charaeterises noun slots universally). The fixed position of the noun in the noun

pli rase permits the discovery of the word class on a distributional basis. The

distinction between verbs and adjectives is not universal because il has no

consistent semantie underpinnings, and since both verbs and adjectives ean appear

in Braine's "verbal phrase" (which is interpreted as a logical predicate), they will

only be distinguished through distributional analysis, and only when they differ in

their distributions in the language. Similarly, noun subcategories such as nouns of

different gender will be acquired only where the language provides distributional

evidence for their existence.

The major weakness of Braine's model is the assumption that noun phrases

and predicate phrases come marked for their functions as arguments and

predicates prior to any distributional analysis. Since phrases are typed according to
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their heads. it would seem that the only way tll identify an argument phrase or a

predicate phrase would he to identify the head as a class (or killll) lahel m as a

predicator - hut in Braine's model, the classes of the individual words within a

phrase are discerned suhsequent to distrihutional analyses that distinguish

members of open classes such as llO/ill and l'criJ l'rom memhers of closed classes

such as determiner and {//Lriliary, so the discovery of the head (Le., open) category

comes al'ter the phrase is analysed for distrihutional regularities, and its part of

speech is identified partly on the hasis of the type of phrase it heads. Il seems

implausible that phrases could he marked for their function prim to the discovery

of word classes within them through distrihutional analyses, and prim to the

identification of their corresponding parts of speech.

80th the Maratsos model and 8raine's model suffer l'rom a weakness of the

ones deseribed earlier, namely that they l'ail to account for the links hetween, on

the one hand, parts of speech such as 11011/1 and l'eriJ, and, on the other hallll,

ontological categories such as oiJject and action, or semantic categories such as

indil'idua/ entity and relation or property, or funetional categories such as arglllllcllt

and predicate. If mature categories are defined distrihutionally (Braine) or hy a

mixture of structural and conceptual properties where none of the conceptual

properties has any privileged status with respect to the category (Maratsos), why

are nouns associated with objects, individual entities, and arguments, and why are

verbs associated with actions, relations or properties, and predicates? Braine notes

that (common) nouns have a universal conceptual basis (Le., they lahel classes of

entities, or kinds), but he does not go 50 far as to define the noun category on this

conceptual basis (Le., as names for kinds or members of kinds; see La Palme

Reyes et al., 1994b; Macnamara, 1991; Macnamara & Reyes, 1994). By defining

nouns as those words that occupy a particular position within an argument phrase,

he provides a link between arguments and noun phrases, but none between

arguments and nouns. Without taking the further step of defining nouns as names

for kinds or their members, and explaining why these entities are linked with

arguments (see section 3.2), he cannot account for the appearance of nouns
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(versus veros, adjectives, or prepositions) in argument phrases any more than

Maratsos can account for the link oetween nouns and words for objects. A similar

problem exists for verbs and adjectives, which Braine defines distributionally and

which Maratsos defines in terms of a combination of distributional and conceptual

properties (such as movemellt), with none of those conceptual properties being

central to the definition. Unless these categories of words are defined in terms of

their predicator status, and some semantic basis for such status is given, their

relation to predicate phrases appears arbitrary. (Note that other words appearing

in prcdicate phrases hcaded by predicators, such as the copula, are not

predicators.) Similarly, if verbs are not defined as action words, their initial

relation to action words is mysterious. Why should the structural properties

associated with verbs coincide with the tendency to be used in signifying action?

No existing theory accounts for such correlations.

Braine's theory has one other weakness. Noun phrases cannot or should not

be marked universally as argument phrases because they do not always serve the

function of an argument. In the sentence, "Natasha is a cat," the noun phrase "a

cat" is a predicate and part of a predicable, namely "is a cat" (see La Palme Reyes

et al., 1994b). There is no predicator in the sentence for whieh the noun phrase

could be an argument. (The copula "is" cannot be considered a predicator unless

wc are willing to cali ail auxiliary verbs predicators, but their lack of argument

structure suggests otherwise. And would we really want to cali "be" a predicator in

the sentence, "Natasha is a cat," but not in the sentences, "Natasha is running" or

"Natasha is beautiful," where "Natasha" is the only noun phrase, and it is an

argument of "running" or of "beautiful," not of "be"? Sorne auxiliary verbs, such as

"be" und "huve," can, at times, act as main verbs, of course, as in the sentences "1

have two cats" and "Peace is.") Further, there are argument phrases that do not

contuin nouns as their heads. In the sentence, "1 want my grandmother to get

well," the object argument of "want" is the clause "my grandmother to get weIL"

This argument phrase contains a noun, but that noun is not the head of the

argument phrase. Il is the gettil/g well of the grandmother that is wanted, not the
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grandmother. So Braine's reliance on argument phrases as the context for

distributional analyses that lead to the discovery of the noun category is bascd on

the l'aIse assumption that noun phrases and argument phrases stand in one-to-one

correspondence.

2.4. Evolution and Merging of the Argument Types

of Relations of Individuals to Their Properties and Actions

Schlesinger (1982, 1988) discusses children's acquisition of what he calls

"relational categories," that is, categories of relations of individuals to their

properties and actions, and categories of the argument types for thcse relations;

examples of the relations with which he is concerned arc agellI-actiol/, patielll

action, and attributee-attribute (relations comparable to the linguist's "thematic

relations"), and examples of the types of arguments of such relations arc agelll,

patielll, and action. Schlesinger has outlined a theory of acquisition for parts of

speech that is based upon such relational categories.

Schlesinger daims that parts of speech such as 1/01lll and l'eril "are defined

in terms of the arguments of relational categories" (Schlesinger, 1988, p. 169) such

as agetlt and action, where the latter are descriptors for the arguments of the

agetlt-action relation, that is, a and il in the formula Agelll-Actiol/(a, il). Initially,

the child will create one dass for each type of argument: agent words, patient

words, action words, and so on. The category flOUfl emerges in a child's grammar

when the child notices that certain words can appear in sentences as instantiations

of the arguments of different relational categories, For example, the word "dog"

can instantiate an agent argument of the agetlt-action relation (e.g" ''The dog was

running") or a patient argument of the patietlt-action relation (i.e., the relation of

an object argument to an action argument instantiated by a verb in a scntcn'.'e

such as "The boy hit the dog"). Schlesinger argues that after children notice this

phenomenon, they will generalise to other words that instantiate agent or patient

arguments, inferring that any agent word can also appear as a patient word and

vice versa, The dass of agent words and the dass of patient words will merge
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because of tbis overlap. If tbe overlap extends to otber argument types (e.g.,

illJtntmelll, l/lIrihlllee, and possessor), then classes of words associated with those

argument types will merge with agent and patient words as weIl. Eventually, he

argues, the extension of the c1ass formed through such merging will be identical

with the extension of the mature c1ass nOUlI. The parts of speech arc constructed

from such merging of argument classes.

Merging al one cannot aceount for mature categories, Schlesinger argues. In

addition to merging, another process figures into the creation of grammatical

categories: semantic assimilation. As part of the formation of the category verh,

the category of action words must come ta assimilate words that do not signify

actions, such as "find" and "like." Initially, the child may analyse a non-action verb

as signifying an action, as in Macnamara's (1982) example of Kieran thinking that

"sleep" meant to put one's head on something and close one's eyes. Alternatively,

the child may see a simill/rity between the activities signified by action and non

action veros oecause the activity signified oy a non-action vero may involve

actions. For example, finding something can involve wilful acts of looking for it

that, though not directly relevant ta the meaning of the word "find," occur as part

of the context of finding. So the child may initially analyse non-action words as

instances of the action argument of the agelll-action relation. The similarity of

ward order and other contextual information in sentences containing non-action

veros will also encourage the child to put action and non-action verbs into a single

category. Over the course of such assimilation, the agellt-action relation will evolve

into a suhject-predicate relation, according to Schlesinger. (Il is not clear from his

writings how children could distinguish among predicates containing verbs,

adjectives, and noun phrases.) The end point of such evolution depends on the

natural language to which one is exposed. The formaI categories of the language

oeing learned guide the process of semantic assimilation to shape relational

ciltesories. As the relational categories evolve, so do the classes of arguments. For

example, the category of action words cornes to include non-action words such as

"find" and "like" through semantic assimilation, and this assimilation entails that
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the meaning of "action" (i.e .. of th;;t type of argument) changes to inc!ude non

actional featmes. (Schlesinger restricts his treatment of the emergence of the

category l'('rh to discussion of relations containing an clctioll argument. 1 douht that

he intends ln create the impression that verhs necessarily emerge l'rom the

category of action words. and his theory does not demand it. If a relation other

than agellI-actioll forms the hasis for NI'-VI' constructions. any perceived similarity

in the significations of words associated with an argument of this relation aud the

actioll argument would cause the two argument classes to merge. The similarily of

sentential contexts for words expressing the two types of argument would also

favour a collapsing of the two categories. In theory, the category Iwh would

ultimately emerge.)

Schlesinger's theory suffers l'rom severai difficulties. As he himself points

out (Schlesinger. 1988), it shares with theories hased upon distrihutional analysis a

serious problem created by tracing the identity of a word through its phonological

realisation. In many languages a word can shift between the categories 1101111 and

verb without any change in its sound (or in its appearance in written form). The

merging process that Schlesinger describes should lead to a eollapsing of action

words and patient words when the ehild hears the word "find" used as both a verb

and as an object noun (e.g., "Wc find a niee shell on the beaeh almost every day"

and "Wc store our find in this cabinet"). Ultimately, nothing stands in the way of a

merging of nouns ail(( verbs into one category. Schlesinger offers the vague hope

that sueh merging is prevt.nted by requirements about the kind and degree of

overtap t'lat can lead ta merging, but he does not make any suggestions about the

nature of such requirements.

Another weakness in the theory stems l'rom Schlesinger's desire to keep

semantics (of the thematie-relational sort) at the core of linguistic categories.

Nouns never Jose their status as arguments (e.g., agent, patient, instnlment,

possessor, and attributee arguments); nor do verbs (e.g. action arguments) or

adjectives (e.g., attribute arguments). But the argument classes lose sa much of

their original meaning through semantie assimilation, with new clements of
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mcaning aùùcù aimost every time a new worù enters into the class, they hecome a

hoùge-poùge of semantic "featmes" that hear no ohvious relationship to one

another. The so-calleù actio/l argument evolves into the set of semantic featmes of

which a worù in a verh context can have a suhset! Il woulù seem simpler to

ahanùon the semantic ùefinitions of the categories altogether anù ùefine them in

ùistrihutional terms. The theory also implies that categories have ùifferent

ùefinitions across inùiviùuals anù within inùiviùuals across times. The whole thing

seems a hit messy,

Schlesinger gives semantic assimilation the key role in the evolution of

worù categories, distinguishing his theory l'rom ones emphasising contextual

analysis. The examples he gives of semantic assimilation based on similarity at the

earliest stages of a category's evolution are not wholly implausible, but making a

case for similarity-driven assimilation at later stages might be harder. il seems to

me that category membership would typically he determined by similarity of

sentential context (anù Schlesinger orten seems ta be saying that similarity of

context inclines the child to notice, or dream up, a similarity in meaning,

contrihuting to the evolution of the argument classes). Ali that distinguishes

Schlesinger's theory l'rom those focusing on distributional analysis is Schlesinger's

insistence that the categories retain their semantic nature, with, for instance, ail

verhs hcing conceptualised as "action-Iike" once the nature of the action argument

has evolved to encompass non-action-Iike events such as thinking, feeling,

reiterating, anù encumbering.

2.5. PI;,mok>gically Signalied Category Identification

There is now considerable evidence in support of the hypothesis that

children lcarn the gender suhcategories of the noun eategory partially on the basis

of phonological clues, at least in French (Tucker, Lambert, Rigault, & Segalowitz,

1968), Russian (Popova, 1973), German (Bôhme & Levelt, 1979, as cited in Levy,

1983b, 1988) and Hebrew (Levy, 1983a, 1983b, 1988) - languages in which gender

is correlated \Vith such clues - although distributional evidence also plays a role
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(sec Mills, 19R~, for a studv of German, and Smoczynska, IllR:'i. for a stmly of- - -
Polish). Data for languages in which gender has no stmng phonological corrt'lates

(e.g., Icclandic; sec r-.mlford, 19R3, 19R:'i) sh!'''- that gender categories arc Icarned

relatively late in such languages, after children acquire the concept of natmal

gender (as late as their fOl'rth year; sec Hem, 19RI).

Cassidy and Kelly (1991) argue that children's identification of wonls as

members of part-of-speech categories in general, and of the verh category in

particular, might be grotlnded in phonological inf,lrmation. They helieve that the

presence of correlations between parts of speech and phonology has been

underestimated by theorists in this field, and they allempt to show that such

correlations arc numerous. They provide convincing data in support of the

hypothesis that English verbs tend to have fewer syllahles than English l'ommon

nouns, with verbs being monosyllabie much more frequemly (when intlexions such

as oing are excluded from conside:ation). In addition, among disyllahic English

words, stress tends to fall on the first syllable if the word is a noun, hut on the

second syllable if the word is a verh. They argue that these ùifferenccs ean guide

ehildren in identifying words as verhs. They cite evidencc from Kelly (19!lH)

showing that adults use a disyllahic nonce word in a senlence as if it were a verh

when the word receives stress on the second syllahle, hut they tend to use it as if it

were a noun when the stress is on the first syllahle. Cassidy and Kelly show that

both adults' and four-year-olds' part-of-speeeh ident'-fieations are also sensitive to

the number of syllables in a word. The adults and four-year-oilis in their sampie

tended to identify monosyllabie words as verbs more often than disyllahic or

trisyllabic words. (The stuùy with four-year-olds ùiù not incluùe a measure of part

of speech per se, but c.f the inferred meallÎilg of the word: a type of action or a

kind of object. The four-year-olds concluded that a nonce worù signified a type of

action more frequently when the word was monosyllabic.)

Cassidy and Kelly provide no data relevant to the universality of a tendency

for verbs to be monosyllabic. If verbs do not tend to be monosyllabic in other

languages, or do not even tend to have fewer syllables than members of other
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part-of-speech categories, then the use of variation in the number of syllables as a

guide to category membership would have to be a learned tendency, and the

variation across categories would itself have to be learncd. For children to learn

about sllch variation, they wOllld seem 10 need sorne illdepelldent lIlean.~ of

identifying words' parts of speech, so that they cOllld notice that words in one part

of-speech category (e.g., lIerb) differed from words in a distinct part-of-speech

r.ategory (e.g., 1l0UIl) in the average number of syllables. In the absence of

universality for part-of-speech differences in syllable number, this property alone

cannot accollnt for category identification.

To test the hypothesis that verbs have fewer syllables than nouns, on

avent!!e, for ail natural languages, 1 examined verbs and nouns in one other

language: Spanish. The words in my sample were the 150 most frequent verbs and

nouns found in a sample of 500,000 Spanish words from written texts (Juilland &

Chang-Rodriguez, 1964). 1 followed the methods used by Cassidy and Kelly in

excluding pronouns (and proper names, which did not appear in Juilland &

Chang-Rodriguez). Spanish verbs differ from English verbs in that they are always

inflected (for person and number, at the very least), sa that the root of the verb

never appears in isolation. Inflexions marking persan, number, and tense cannat

be ignored in an analysis of Spanish aimed at understanding child language

acquisition. English verb inflexions (such as -illg) are unstressed, creating the

possibility that children often ignore them and process just the roots of verbs. But

in Spanish, stress often falls on an inflexion, rather than on the root syllable. 1

calculated the number of syllabks in a verb as the mode of the number for the

simple present tense across persans and numbers. The number of syllables for

person and number combinations that differ from the mode in the number of

syllables (e.g., the first and second persans plural) always exceed the mode, and

other tenses almost always involve additional syllables, sa the calculated number is

a conservative estimate of the aClual number of syllables children would hear in

everyday speech. The mean number of syllables was not significantly different for

verbs and nouns (t [150] = 1.62, p = .11). The mean for verbs (2.55) was sIightly
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higher than the mean for nouns (2.42). The results of this analysis suggest that the

observed difference in syllable numher for verhs and 1l0UllS in English is not a

universal property of language. Nonuniversality implies that children must !carn

about it where il is present in a language, which in turn implies that children most

likely have some independent means of identifying parts of speech so that they can

notice this and other properties of words in the different classes. If they have

some independent criterion or criteria for part-of-speech identification that

preexist(s) their knowledge of syllable-number differences for parts of speech, thcn

syllable number cannot be the primary criterion. The same argument applies for

any learned phonological properties of verhs. Without independent criteria for

c1assifying words, the phonological properties of words in one class would have to

be highly typical of members of the c1ass, highly atypical of members of other

classes, and strongly correlated with one another for c1assicat;on to succced on a

purely phonological basis; even then, one suspects that word classification might

be difficult unless the words in the c1ass shared some other property, such as

uniformity in word distribution (e.g., French feminine nouns have a strong

tendency to end in a consonant sound, and they ail appear after the determiner

"la").

It does not appear that the phonological properties of verbs, or at least

English verbs, are sufficiently uniform to permit learning on a purely phnnological

basis. In partieular, syllable number alone does not appear plausihle as an

expIanation of ehildren's ability to identify verbs. Cassidy and Kelly's analyses

show that the difference in the average number of syllables for nouns and verbs is

small, although signifieant. This highlights the difference between statistical

significance and theoretical significance. With a mean syllable number for nouns

of 1.96, and a mean number for verbs of 1.68 (see Cassidy & Kelly, 1991, Table

1), syllable number is not a very reliable indicator of the part of speech! ln adult

speech to children, the difference was only slightly larger (see Cassidy & Kelly,

Table 2), and the proportion of verbs (relative to verbs and nouns combined)

containing just one syllable was only about 60 percent (see Table 3). Moreover,
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when adults used a monosyllahic nonce word in a sentence, it appeared in verh

eontexts in just half the trials (Le., they were equally likely to interpret the word as

a verh or a noun), and when four-year·old children were asked to guess the

meaning of :.L monosyllahic nonce word, they chose the action option on just two

thirds of the trials. So the evidence suggests that the difference in mean number of

syllahles for verhs and nouns is neither a reliahle clue to category membership,

nor do people use it as such. There is sorne tendeney to correlate part of speech

and syllahle numher, hut people do not appear ta have a mie for category

identification hased on syllable number.

One might argue that syllable number alone cannot account for the

identification of verbs, but its use in combination with other phonological clues

could explain verh identification. For instance, the stress pattern characteristic of

English verhs couId, perhaps, provide the additional information needed to

categorise words correctly. Suppose that children identified ail monosyllabic words

as verhs, hut identified disyllabic words as verbs only when the stress was on the

second syllable (as in the case of the verb "record"; the noun "record" receives

stress on the first syllable). This procedure would obviously lead to incorrect

identifications (hecause sorne nouns are monosyllabic, and because sorne words

have an idiosyncratic stress pattern, e.g., the verbs "twinkle," "study," "bargain,"

"amble," "twiddle," "ambush," "trickle," "placate," "twitter," and "dazzle," and the

nouns "harrette," "disguise," "account," "pipette," "supply," "tureen," "rebuff,"

"velour," "display," and "charade") - but a more serious j.iroblem exists for this

hypothesis: Stress patterns are not universaI. With Spanish disyllabic words, the

position of stress is independent of the part of speech, but instead depends on the

final phoneme (the first syllable is stressed if the word ends in a vowel sound, or

in the sound /n/ (or /s/; the second syllable receives stress if the word ends in a

consonant sound other than /n/ or /s/; there are sorne exceptions, which are

marked orthographically with an aeute accent on a vowel in the stressed syllable).

If stress patterns are not universal, one must conclude that patterns of stress are

learned from exposure to the language - and existing evidence suggests that stress
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patterns are, in fact, learneù (Hochberg, 191\1\; H. Klein. 191\4; Leopold. 1(47). '1'0

learn which syllable is stresseù for words belonging to one part-of-speech category

(if any such association exists), children must have, it seems, some Îndependent

criterion or criteria for identifying words as members of that category. If stress

patterns are language-specific, then we have no reason 10 believe that children

have an unlearned tenùency to expect worùs in any particular c1ass to follow any

particular pattern of stress.

Unless universal and uniform phonological properties of verbs can be

discovered, an account of early verh identification cannot rest on phonology alone.

The sort of correlations observed by Cassidy and Kelly may assist a child in a

situation of ambiguity if the child has learned about them, hut these correlations

cannat explain the child's ability to identify verbs with a high degree of accuracy.

Even within languages, no single phonological property or combination of

properties is unique to this part-ol'-speech category or universal among its

members.

Children's observed ability to learn gender categories l'rom phonological

(and distributional) regularities may appear to contradict my conclusions. But

verbs differ l'rom gender categories in that verbs are memhers of a major open

lexical class, whereas gender categories are subcalegories of a major open class

(Le., common nouns). McPherson (1991) showed that two-year-old children can

identify a novel word as a count noun or mass noun hy ohserving the nature of its

apparent referent, such that a label for a kind of object is identified as a count

noun, and a label for a kind of stuff is identified as a mass nOlIll. (The measure of

the part of speech was the interpretation of the string "a liule" in "a liule

vok/vox"; two interpretations are possible: the indefinite article conjoined with the

adjective "IiUle" - an interpretation consistent with a count-noun identification 

and the continuous quantifier "a liule" - an interpretation consistent with a mass

noun identification.) Gordon (1985) obtained similar results with a production

measure, showing that, among young learners, exposure to words applied to

atomic objects and masses is sufficient for identifying count nouns and mass
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nouns. Soja anù her colleagues (Soja, 1992; Soja, Carey, & Spelke, 1991) obtaineù

results suggestive of the same conclusion, although their concern was with worù

meanings rather than parts of speech; they useù a measure that ùistinguisheù

worùs for inùiviùual ohjects (i.e., atoms) from worùs for portions of stuff. But

given the semantic ùelïnitions of count nouns anù mass nouns (see Macnamara,

1986,1991; Macnamara & Reyes, 1994; see also section 3.1), the tenùency among

Soja's young suhjects to interpret a worù applieù to an atom as a worù for a kind

of atoms, and to interpret a word applied to a portion of stuff as a word for a kind

of stuff (and often independently of syntactic clues) - this tendency amounts to

intcrpreting a ward as a count noun or mass noun respectively. Dickinson (1988)

obtaineù results similar to Soja's with somewhat older children. Il appears, then,

that learners can iùentify count nouns and mass nouns from extralinguistic

perceptual information about their referents. With words identified as members of

the common noun category in this manner, the task of subdividing those words

along gender lines is relatively simple - especially because the task is aided by

strong regularities in phonology and in the distributions of nouns of one gender

type (e.g., their appearance after a particular form of a determiner, or in

particular inflexional forms, or both). Subdividing an existing category on a

phonological basis or distributional basis or both is much easier than attempting to

discover a category of words by analysing complete utterances, because the task

reduces 10 an analysls of very limited contexts (e.g., noun phrases; see Braine,

1987, for a similar argument). In addition, the proportion of words with

phonological characteristics typical of a category is higher for gender categories

than for verbs (and especially for uninflected verbs), at least in languages with

which 1 am familiar, (E.g., in Spanish, those common nouns that end in a vowel

tend to be feminine when they end in -a, and masculine when they end in -0, and

a large proportion of nouns end in a vowel. Other re-Ilularities exist; e.g., nouns

ending in -i611 are feminine.) Even when phonological clues to gender are strong,

children seem not to learn gender categories per se through phonological analyses;

instead, they place in one category ail words with a given phonological property-
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or at Icast hchave as if they have donc so. \n particular. their dlOicc of plural

markcrs and articles is hased on phonological propertics ,t\onc prim to thcir

discovery of real gcnder categories. which arc defined over distrihutio,lS (Biihme

& Levelt. 1979. as cited in Lcvy. 191\3h. 191\1\: Karmiloff-Smith. 1979: Levy. 191\3h:

Popova. 1973). This finding suggests that the phonological correlates of the verh

category might permit children to idcntify words as memhers of phonologieal

categories such as "monosyllahic words" and "disyllahic words that reccive stress on

the second syllahle," hut not as mcmhers of the verh category itsclf.

2.6. Conclusion

Eaeh of the existing theories sun'ers l'rom serious weaknesses. suggesling a

need for an alternative. Most of the theorics arc driwn partly hy one aspect of

early ehild language. namely thc seemingly natuwl division of carly vocahularies

into ontologically motivated categories. The tlh;Orists creating these theories

reeognised that the mature categories do not match the onlologieal categories. a

fact that led to the inclusion in their theories of categorisation hased on

distributional analysis at sorne stage. Any theory must account for these facts, hut

alternative means of accounting for the nature of early vocahulary and for the

membership of mature categories must he explored.
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3. A NEW THEORY OF VERB IDENTIFICATION

3.1. Lcssons from a Theory of Noun Classification

Macnamara (19H6, 1991; La Palme Reyes et al., 1994h; Macnamara &

Reyes, 1994) argues that the categories count noun anù mass noun are ùefineù

accorùing to semantic criteria. In particular, a count noun is a worù that signifies a

kinù with memhers that are atomic inùiviùuals. By "atomic," he means that the

inùiviùuals cannot he comhineù (or ùiviùeù) to form a larger (or smaller)

inùiviùual of the same kinù. A mass noun is a worù with an extension that ùoes

not contain atomic inùiviùuals. To put it another way, the signification of a mass

noun is a kinù with members that are not inùiviùuateù in any eharacteristie way.

Lumps of clay, for instance, come in many shapes anù sizes, and their laek of

atomicity is clear: We can combine two lumps into a larger lump, or make two

lumps from one, anù the worù "clay" is still applicable. (Quine, 1960, first

ùescribeù Ihis property, calling it "cumulative reference.") In more recent work (La

Palme Reyes et al.; Macnamara & Reyes), the extension of a mass noun is

conceptualiseù as a sup-lattice of portions or masses.

Maenamara (1986, 1991; Macnamara & Reyes, 1994) argues that children

idelltify worùs for objects as count nouns because an objeet presents itself

perceptually as a ùistinct, atomie inùiviùual. Worùs for physical stuff (such as milk

or pudùing) are identified as mass nouns because the stuff lacks any eharaeteristie

form, and portions of stuff do not, therefore, present themselves as atomie

individuals (although they do present themselves as individuals, i.e., three

dimensional figures ag:linst a perceptual ground). In other words, physical objects

and portions of stuff are prototypical examples of atomic individuals and

nonatomic individuals respectively.

Notice that the semantic definitions work for adult grammar as weil as for

child grammar because they do not restrict count nouns to words for kinds of

objects or mass nouns to words for kinds of stuff (e.g., the count noun "way"

names a kind of atoms, for two ways combined do not form one larger way, and
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one way cannot be ùiviùeù into two ways; the mass noun "contemplation" has a

sup-Iattice structure because any instances of contemplation can be clllnbined aod

calleù "contemplation," anù tbe contemplation occurring over a given periml. for

instance, can be ùiviùeù into instances of contemplation occurring over shorter

perioùs within that given perioù, such that eaeh such instance can be called

"contemplation"). Anù yet the nature of the definitions is such as to explain why

objects anù stuff are relevant to the categories count noun and mass noun. This

theory ùiffers in an important way l'rom those making use of ontologically based

worù categories as (1) early grammatical categories, (2) the domains of maps. or

(3) the prototypical "centres" arounù whieh mature categories are organised,

where, in each case, the mature categories arc supposed to be defined largely or

wholly in formai terms. In those theories, the links between ontologieal categories

anù grammatical categories seem arbitrary. In Macnamara's newest theory, the

links between objeets anù count nouns anù between stuff and mass nouns are

principleù; they follow l'rom the ùefinitions of the categories.

A theory of verb identification along similar Iines would supply a definition

of the category that holds at ail stages of maturity and that gives rise to an

explanation for learners' tendency to identify action words as verbs. 1 now present

sueh a theory.

3.2. The Nonseparllbility Hypothesis

The fact that early verbs tend to be words for actions has led to the

creation of theories in which the set of words for types of actions is either the

precursor of the verb class or the domain of a map for which the coùomain is the

category verb. 1 will argue that actions play a different role in identifying verbs.

3.2.1. Nonseparability

Actions - as weil as activities, processes, states, changes of state, properties,

qualities, and attributes - have an existence that is parasitic on, or dependent

upon, members of kinds. They cannot be separated l'rom the individuals in which
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they come to he or hy virtue of which they occur. They have no independent

existence. Aristotle makes this point very c1early in his Metaphysics:

[Aside from heingness or "suhstance," ol/sia, i.e., basic-Ievel kinds or
individuals of such kinds, which are calied "beingness" because they
exemplify heing best) other things that are get sa calied because
sorne arc quantities of that which is in this way [Le., in the way
beingness is), others qualities of it, others sufferings [or affections) of
it, others sorne other such thing [attributed to it].

Wherefore one might even raise the que:;tion whether
'walking' and 'being healthy' and 'sitting' signify in each case being,
and Iikewise in any other case of this sort; for none of them is either
responsible for its own existence by nature or able to be separated
from its heingness [or "substance"), but rather, if anything, it is that
which is walking or sitting or being healthy that is something among
those things that are; and these [Le., walking, being healthy, and
sitting) are made to appear more Iike beings because that bounded
[or defined, or delimited] thing which is the underlying thing [Le.,
the substrate] for them is something; and this is the beingness [or
"substance"] and the individual, the very thing which is [noetically]
apparent [Le., implicitly brought to Iight; emphailletai] in such an
accusation [Le., predication; see Appendix B; something like walking
cannot be unconcealed to the mind's eye unless its substrate is
simultaneously unconcealed]; for that which is being good or that
which is sitting does not get so called without this [Le., underlying
beingness]. il is plain, then, that il is through this [Le., beingness]
that each of those [Le., walking, being healthy, being good, and
sitting] actually is.

. . . Of the other accusations [Le., categories of predicates and
being; tOIl katëgorëmatoll; see Appendix B), none is separated [or
separable, Le., capable of existing separately; choriston], but it alone.
And ... in the definition [logos) of each [thing] the [definition] of its
beingness is necessarily inherent. (Z.I, 1028°18-36; the translation is
mine)

Aristotle also points out that variation in the intensity of a quality or a

transformation of a quality into its contrary (e.g., as hot becomes cold) is a change

in the individual in which the quality exists; the quality is not separate from the

individual, so when the quality changes, the individual changes, such that the

change in the quality is understood only when the change in the individual is

understood - because the quality is in the individual (Categories 5, 4°10-4b19).
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Aristotle called that which is incapable of existence separate fmltl a basic

level individual that which "is in an underlying thing [or substrate)" (l'I/

Izupokeimel/oi esti; see Categoril's 2. 1"20-25). 1 cali it IlOl/sl'parabll'. and the

property of being nonseparable I/ollseparability.

1 will argue that children's identification of verbs depends. in part. on the

intuition that certain phenomena, induding actions. cannot exist separately l'rom

the members of kinds involved in their munifestation (e.g., the agent of an action).

1 eall this the Ilollseparability Izypotllesis.

Nonseparability differs in one important way l'rom Aristotle's idea about

the parasitic nature of properties and relations. Il is the differencc between a

psyehological daim and a metaphysical daim.

Aristotle makes the metaphysical daim that primary substance is

ontologically privileged in the sense that ull else depends upon it for its existence

(e.g., Categories 5, 2"3-6). It is also conceptually or eognitively privileged in that it

can be understood (or l'ully known) without reference to any other entity lhal

underlies it (e.g., Metaplzysics Z.I, 1028"36-1028103). Now, a substal/ce is

characterised by tlzislless (ra r6Se n, 'that which is this something') and

separability (ra x~plar6~, 'that which is separated,' or 'thal which is separable' or

'the separable'). Gill (1989) translates r60e n as 'this something,' and attrihules

ta it two possible meanings: a particular member of a kind (e.g., "this man"), or a

kind (species) understood as a subdivision of a more general (superordinate) kind

(genus; e.g., "this animal," referring to the kind MAN). So thisness implics a kind

or a particular member of a kind. In the Metapllysics, Aristotle uses the term

"separated" or "separable" (x~plar6~) with two meanings, which Gill calls

"separation in being or account," and "simple separation or separation in

existence." The former implies conceptual independence - the possibility of

definition without reference ta something in which it is realised. Aristotle uses the

example of snubness as something that l'ails this criterion for separability; snubness

must be defined with reference ta the nases in which it is realised (e.g., "concavity

in a nase"). If something is simply separate, or separate in existence, then it is not
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pretlieatetl of a suhjeet, where pretlieation is untlerstootl as an attrihution of

responsihility for the existence of a thing - for its eoming ta he (see section 3.2.4

antl Appentlix B) - antl not as a syntactic relation of the part of a sentence we

call the pretlicate (or of its higher projection, which indutles the copula or an

auxiliary) to the part we call the suhject (see Posterior A/la/ytics A.4, 731>5-9 antl

Metaplzysics Il.Hl, 1022"16-18,30-32). In other wortls, that whieh is simply separate

tloes not tlepentl for its existence upon something else. Thus, a cat is simply

separate, hut the colour of its fur is not.

The entities that meet the criteria to he a primary substance (i.e., those

that are simply separate) are recognisahle to motlern psychologists as intlivitluals

of the psychologically privilegetl hasic-Ievel kinds discovered hy Eleanor Rosch

and her colleagues (e.g., Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976).

The Greek word for a hasic-Ievel kind is eidos. This means 'that which is seen,'

'appearance,' 'look,' 'shape,' or 'figure.' A basie-Ievel kind is also sometimes called

an idea, which has a similar meaning, namely 'look,' 'semblance,' 'form,' or

'outward appearance.' The Latin word speciës, which is the conventional

translation for eidos, has the same meaning, namely 'outward appearance,' 'shape,'

elcetera. These words reveal that the kind signified is the kind that is presented to

us direclly in perception - the kind revealed in the shape or appearance of the

thing; it is the kind that corresponds to the perceptual type. Members of a basic

level kind (Le., primary substances) are readily identified as such by their

appearance (and, for atoms in partieular, by their shape). Aristotle's metaphysical

daim amounts to this: Properties and relations depend for their existence on the

hasie-Ievel individuals in which or by virtue of which they are realised.

The daim 1 wish to make is a psychologieal one, namely that we conceive

of properties as inhering in or being present in individuals, and of relations as

being part of one individual's being with reference to sorne other individua\. These

individuals need not be conceptualised as mernbers of basic-Ievel kinds. In fact,

the typing of predicators by kinds may irnply that sorne individuals must he

conceptualised at a level other than the basic one; a good teacher need not be a
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goou person. Goouness. when typeu by the kind TEACIIER, can be realiscd on\y

in members of tbe kiml TEACHER. It uoes not malter tbal the IHlun "teacher" is

ueriveu l'rom the verb "teaeh," anu that a goou teacher is a member of the kiml

PERSaN who teaches weil. Aristotle's metaphysical daim may weil be truc: Good

teaching may uepenu for its existence on its rea!isation in a person, a primary

substance. But the human minu is able to conceive of an individual, a tcachcr,

who comes into being, in some scnsc, when a pcrson takcs up tcaching, anu who

ceases to be when the person gives up teaching. The idcntity of that inuividual is

traced unuer the kind TEACHER, anu he or she is not identical with a mcmbcr

of the kinu PERSaN (because a person can exist prior to bccoming a teachcr and

continue to exist al'ter having ceased to he a teacher). And that individual can he

the support or hasis for any property that is capahle of finuing its realisation in

members of the kinu TEACHER, 1 daim that this way of thinking is fundamental

in our mental lives.

This psychological daim entails a view of separation that differs l'rom

Aristotle's. A teacher is dearly not simply separate, for the existence of a teacher

is parasitic upon the existence of a person. Nor is the kind TEACHER separate in

account, for any uefinition of "teacher" must induue a reference to members of

the kind PERSaN. When one speaks of "a goou teacher," the individual is not a

primary substance (or even a substance). While the goodness is understood as

belonging to an individual, and while the existence of that goodness is dependent

upon the individual in which the goodness is realised, the individual is not a

primary substance. And so the daim that the goodness depends for ils existence

upon the existence of a teacher is not a metaphysical daim. It is a daim about the

way we understand kinds, their members, and the properties and relations tbat are

typed by kinds.

For ail that, the psychologieal daim approaches the metaphysieal daim if

we al10w mappings l'rom named individuals (e.g., "the teacher") into tbe substances

that underlie them (sec La Palme Reyes et al., 1994b; Macnamara, 1994). Even

when "good" is typed by the kind TEACHER, the goodness of a teacher qua
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leaeher ean he atlrihuleu to the person who unuerlies the teacher (see Appendix

fi) - a person who has the property of heing a good teaeh~r - hy virtue of the faet

lha' ï leacher is an individual concomitant with a person, an inuividual that came

10 he in depenuency upon a person for his or her very existence. So to say that a

good teacher is a teaeher who teaches weil is eql;ivalent lU saying that he or she is

a pl'rJOII who teaehes weil. Goodness of teaching can thus h~ regarded as

something that is present in, and nonseparahle from, a person - a sub~tance. The

possihilily of mapping from concomitants into their underlying substances makes

the psychological notions of separation and nonseparahility ident:ca1 with

Aristotle's metaphysical accounts of them.

3.2.2. Verbs as Predicators

Before 1 can describe the theory of verb identification, 1 must take a detour

and examine the category l'l'rh, for my conclusions about the nature of this

category arc basic to the theory. 1 claim that this category is prototypical of a

more inclusive category which 1 will cali, following Lyons (1966b) and others,

predicator.J

3.2.2.1. The Categol)' Predicator

Predicators are single words (i.e., lexical units) that are used in signifying

properties of individuals (whether they be permanent or transitory) or relations of

individuals with regard to other individuals; that is, predicators head phrases that

signify properties or relations (phrases that coincide with predicates in

propositions). (The word class predicator is distinct from the grammarian's notion

of a predicate, which is a larger constituent of a proposition that signifies that

J.rhe lerm l'redicalor is nol idea\ for my purpuses, for il suggesls lhat predieators l'redicale. 1 will
dmntelerise predicalors in terms of nonseparabilily or dependence for existence. Nonseparabilily
invo\ves beiog ill a sabject (not as a pari of it, hut as something lhat eannot be separated from it).
As Aristot\e shows (Calegories 2, l'ZO.lbS), being ill a subjeet is distincl from being predicable of a
subjeet (in lhe sense of predication given in Appendix B). But 1 will adopl the term predicalor
nonelhcless, in keeping wilh a tradition in Iinguislics.
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which is pr"dicatcd of a subjec!. Except where predieators wincide with

predicates, they are not, by themselves, predicated of an imlividual, although they

do have some privileged statlls in the predicates of sentenccs, and their nature bas

points of contact with the nature of predicates; sec section 3.2.4 ami Appendix B.)

In English and many other languages, thcre are two general categories nI'

predicator: verbs and adjectives. Case grammarians (e.g., Fillmore, 196Ha, IlJ6Hb)

and generative semanticists (e.g., G. Lakoff, 1970, 1(72), whose goal was to

describe the universal semantic hase of natmal languages, did not distinguisb verbs

l'rom adjectives, because they were not able to find any semantic distinction

between them. (For George Lakoff and Paul Martin l'ostal's arguments 1'01 the

existence of the C:ltégOry predicator, see sectian 4.1 regarding evidcncc for the

cntego.y.) In languages containing a distinction between verbs and adjectives,

words in the two classes have different distrihutions - and in fact those different

distributions are the basis for the c1aim that a language contains the distinction.

3.2.2.2. Nonseparability and Argument StruclUre

Predicators are distinguished l'rom other open classes of word in one way

that is critical ta the theory, namely by their unique requirement of an argument

structure.4 The requirement ûf arguments stems from the nature of what

predicators are used ta signify. Verbs and adjectives are used to signify properties

or relations (e.g., actions, activities, processes, states, changes of state, or relatively

stable properties such as colour), properties and relations tl~;;t cannot exist in the

absence of the individuais (or surfaces, etc.) signified hy (he arguments of the verb

or adjective (whether the individuals are count or mass, that is, atomic or

4Some linguists argue that noun phrases within a prepositional phrase arc the arguments of the
preposition, probably because linguists link arguments with theta-marking, a rote prepositions arc
said to play. J follow M. C. Baker (1988) in assigning the prepositional phrase to the verh as an
additional argument in most cases. Baker provides evidence from linguislie data that henefactive and
instrumcntal as weU as certain locaûve prepositional phrases arc arguments of a verb (sec M. C.
Baker, pp. 239-243). PUlling aside the c10sed c1ass of prepositions, wc lind no disagreement that
among the open classes, verbs and adjectives alone (or possibly also nouns derived from them) take
arguments.
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nonatomic). An action occurs hy virtue of an actor and, somctimes, an object of

the action. Whencver running occurs, thcre is a runncr. Whenever hitting occurs,

there is a hitter and a hittec. Similarly, attributes such as colour and texture (or

cven beauty and spirituality) cannot exist except as they reside in individuals; they

have no scparate existence. Attributes inhere in or occur in atoms, stuff, or

surfaces. For blueness to exist, there must be something that is blue. This

depcndence of properties and relations (including actions, activity, and so on) on

bearers of the properties or on participants in the relations is the source of the

neccssity of an argument structure for a word that heads a phrase that signifies a

property or relation. This dependency is also the reason Aristotle says that a verb

or an adjective (a rhëllla) 'is a sign of those things that are attributed to something

cise; ... and it is always a sign of those things that come to be in dependency, of

things of the sort that are attributed to a substrate' (or, more literally, it 'is a sign

of those things that are spoken against something else [i.e., as accusations];

... and it is :,.lways a sign of those things that come to be in dependency, of thil1gs

of the sort that are [spoken] against [or because of] an underlying thing';

"[rhëma] esti ... ton kath' heterou legomenon sëmeion.... kai t!ei ton

huparchouton sëmeion estin, hoion ton kath' hupokeimenou"; see Appendix B; On

Interpretation 3, 16"7-10; the translation is mine). Being that is dependent for its

being upon the being of its substrate cannot appear to the mind's eye if its

substrate is not known, so any statement about the nonseparable must explicitly or

implicitly (e.g., through the discourse context) reveal the substrate, the referent of

one of a predicator's nmlll-phrase arguments. For relational being, both the

substrate and the individual to which the substrate is referred must be named (or

implied) in an utterance if the being is to be revealed through that utterance (see

setion 3.2.3.1). 1 define a predicator as a word that takes one or more arguments

because the phrase it heads signifies the 1I0nseparable or that which is dependent

for its being upon one or more individuaIs.

The idea that properties and relations depend for their being upon the

individuals that a predicator's arguments signify is implicit in the meaning of the
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word "argument." This word is dcrivcd from the Latin til)ililll<'I11I11I1, a nouu dcrivcd

from the vcrb argua, which mcans 'hlamc,' 'accuse,' 'de:nonstrate,' 'revcal,' or

'prove gui1ty' (among other things):' The nominalising sutTix -111('1/111111 signais lhe

means hy which, or the place where, an action occurs. An argtilll<'l/IulII is thus lhe

means hy which something is accused or hy which guilt is revealed for something,

or the place where one reveals guilt or respunsihility. (See Appendix B reg.mling

the connection hetween accusation and predication.) The singlc argumenl slol of a

one-place predicator is filled with the name of the thing hlamed or helieved

responsible for the heing of the property that a predicate headed hy the predieator

SThc words argua llncl UT},,,imCIIIUm may have lhe mcanings Ihcy du fOf .1 sOlllcwhal cSlltcric
fcason. The Grcck \\lord for bringing a charge againsl somconc rcgarding prnpcrty is plU/s;s. \Vhcn
p/rosis is dcrivcd Crom phëmi rather than phu;nv, il signifies a propo"iililll1 (sec Appcndix Il; I,hasi.\'
comprises kataphasis and apophasis, that is, affirmations and denials (lf prcllicHtcs III suhjcCIS). 'l'Ill'
primary mcaning of this word wlte" il is dcrivcd from plwini) is "Ippcarancc· (i.e .. an appcarillg of
what was c"ncealed). The use of Ihis doubly derived wurd for propositions llIay he intended 10 be
doubly meaningful beeause propositions were believed 10 unconceal bcing (sec Al'l'emlix Il). This
same word was used for the appearaoce ouI of hiding of the Moon and other cclestial h",lies, Ihal is,
for thc heliacal rising of a star or planel after il has he"n hidden hy the rays of the Sun for a numher
of days; the word was applied to diurnal risiogs of hodies ahove the horizon '1S weil. Il was also used
for the appearances of different Iypes of Moons, which wc cali lhe M",,"'s "phases"; l'aulus
Alexandrinus (378/1993) lisls len lunar phaf''': "Conjunclion, Coming Forlh Ii.e., l'assing Ihe Sun, mt
'appcaranr.c) "lo the cosmos" or an inlclligibh.. appcarancc, hut nol a sensihle i1ppcnrmlccl, Rising,
Crescenl, Half, Doubly Convex, Whole Moon, Doubly Convex again, Second Half, and Second
Cresceol" (p. 34); he also mentions an elevenlh phase of which some had spoken, oamely "With Full
Light or Full Moon" (i.e., when Ihe Moon is 1511 degrees ahead of Ihe Sun, and hegins 10 look like a
disk; sec pp, 34-36). These phases were helieved 10 he relleclions of heing ~~ signs of mundane
events (sce, e.g., Valens, 150/1994, pp. 71·73), and so the phases arc appearances Ihat give rise 10
appearances to the mind's eye (i.e., unconcealmenls of heing 10 lhose who can read the signs). The
Moon, with ils silvery white and shining appearance, \Vas linked symbolically with silver - a melill
Ihal has an intercsting power to reveal, by rellcclion, when il is smooth and polished. The Cireek and
Lalin words for silver arc U'I,""OS and u'lieIllUm; the words for Ihe shioing whilcness characlerislic of
silver and the Moon arc utgës and u'liell/ells. The verh U'I,"IO and the nmm U'I,';/I/1<IIIIII/I ,,,e
derivalionally relaled to these words. The word U'I,"'O may have bcen chosen 10 express 'reveal,'
'accuse,' 'prove,' and so on bccause ail of these lhings involve hringing something hidden 10 lighl,
unconcealing somelhing, or making being (i,e., what is) appear to the mind's eye, through voiced
ratio or logos (i.e., proposilions, or argumenls - syllogistic or olherwise - formed from conjoined
proposilions, bath of which arc inslances of logos, according to Arislolle; sec 0" Ill/apretut;o/l 5,
17"8-9, 15-22; Prior Allulyl;es A.l, 24!J18). Logos acts much like a mirror of polished silvcr, revealing
being as a kind of rellcclion of"' or like Ihe Moon, "bringing 10 lighl" what was hiddc~ by
"rellecting" being (as the Moon appcars oUI of hiding by rellecling Ihe lighl of Ihe Su,,), or making
whal ;s appear to the mind's eye by giving signs (as the Moen's pbase is a sign of con,:omilanl events
of a certain kind - a sign of what ;s at Ibat lime). So I1'1,,,ëll.\· ('arguing'), whelher il he accusing or
proving or dcmonstrating or rcvcaling, produccs a p/JOsis of hcing, as do silvcr and the Moon.
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signifies - its Ilasis or reason for Ileing. In the case of a two-place predicator, both

arguments, together, give rise to tlle relation signified by tbe predieate, with t,le

argument named as subject heing held responsible for the relation, where the

nature of the relation is determined by referring the signification of the subject

argument to the signification of the abject argument (see section 3.2.3.1). In

mathematics, a", early and still current use of the ward "argument" is for the

ljuantity upon which :rlme other quantity .depends or by virtue of which it cornes

to Ile. Given a function F(a), the value of the function F depends upon the value

of a; the function has no value whatsoever un~ess its argument is a constant, that

is, a specifie number. By tbe same token, a formula in predicate logic containing a

symbol for a property has no interpretation into extramental being unless its

argument is a constant - sorne noun phrase interpretàble into one or more

individuals; GENTLE(x) does not signify any realised gentleness, but

GENTLE(Lllql) does, if the statement is true, because gentleness is realised in the

individual named Lucy; it is Lucy that gives rise ta and is responsible for the being

of gentleness in this instance.

3.2.3. Nonseparability and Relations

The dependence of a relation upon individuals is more campIex than the

dependence of a property upon a single individual or a set of individuals. Ta see

how, we must explore in detail the nature of a relation.

3.2.3.1. What is a Relation?

The word "relation" is a nominalisation of "relate," which is derived from a

participial stem of the Latin verb refera, 'refer.' The ward refera is from re- and

fera; the latter is cognate with the Greek verb fera. The Greek and the Latin fera

have many possible meanings, the most relevant of which are 'bear,' 'carry,'

'convey,' 'bring about, produce, give rise to,' and 'stretch, extend (toward).' The

Latin prefix re· suggests movement back or in reverse, a reversai, or a response or

opposition. So the word refera suggests a response or opposite action to a
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conveyance, to something borne or carried to one. brought about in one. or

extended toward one. A relation is always relative to sometbing. rcferrl'd to that

thing; the thing conveys upon one that which is opposite to that which one COIlVCYS

upon the thing. with the consequence that the relation of A tll Il is not identÏl'al

with the relation of B to A. For instance, 2 conveys upon 4 doublcness. so lhal 4 is

double relative ta 2. whe ..eas 4 conveys upon 2 halfness. so that 2 is hall' of 4.

where hall' is the opposite of double. In each case. the relation resides in 0Il<:

individual as a part of its being. but only by virtue of the other individual. to which

it is referred.

For any asymmetric relat.ion, the nature of a relation cannot be understollli

except l'rom the point of view of one of the individuaL, involvcd (and 1 argue laler

that the same is true of symmelric relatioœ;). Take. again. the rational relatioos of

the numbers 2 and 4. From the ppint of view of 4. it is in the relation of ciol/Me 10

2. But l'rom the point of view of~, it is in the relation of 1/Il1! to 4. Double ami

hall' are distinct relations. Given 2 and 4. we cannot say what rational relation

exists for them without taking the point of view of one number or the other. In

propositions, the point of view taken is l'vident in the choicc of a subject of

predication. We say "Four is double relative to two" and "Two is hall' of four."

Likewise, considering a relation involving a hitter and the recipient of a hit. the

nature of the relation depends on whether the point of view of the hitter or the

hittee is taken; the nature of the relation follows l'rom the choice of the suhject of

predication in a proposition. If we wish to take the point of view of the hitter, we

say, for instance, "Tom hit the bail," because the hitting of the bail is an aspect of

Torn's being (sel' Appendix B); but if we wish to take the point of view of the

hittee, we say, for example, "The bail was hit (by Tom)," because the undergoing

of hitting is an aspect of the ball's being. The relation is different in the two cases.

ln the first sentence, the relation is one of hitting. In the second sentence, the

relation is one of undergoing hitting, or suffering hitting. Until the verh "hit" is

ernbedded in a proposition, we cannat tell whether it will be used to signify hitting

or the undergoing of hitting. For this reason, it would be misleading to say that a
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preùicator with two arguments signifies a relation. As a lexical item, it signifies

nothing (although it may hring to minù a mental representation); the preùicate it

heaùs signifies a relation. (The same conclusion is tu he reacheù from a

consiùeration of nonseparability, anù so tbe same conclusion is reacheù for one

place preùicators. For ail preùicators, nothing i;] extramental heing is signifieù

unless the incliviùual[s] possessing a property or relation are nameù, or somehow

implieù, for a propert)' or relation exists only hy virtue of the individual[s] in

which or through which it is re:.:ised. Just as nouns fail to participate in signifying

inùiviùuals in extramental being until placed in a suhject noun phrase in a

proposition or in sorne other noun phrase not equivalent to the predicate, so

predicators fail to participate in signifying any aspect of extramental being until

they arc elllbeùded in a phrase within a proposition. Consequently, 1 do not say

that predicators signify properties or relations, but rather that they are used in

signifying properties or relations, or that the phrases they head signify properties

or relations.)

Lest the reader think that 1 am Illerely distinguishing sYlllllletric From

as)'mmetrie relations, or that 1 am merely pointing out that relations have

converses, let me tllrn, for a moment, to symmetrie :elations. Take the relation of

being married to someone. If John is married to Joyce, then Joyce is married to

John; the relation is symmetric. But we must nonetheless take the point of view of

one of the two persons, and treat the relation as an aspe.::t of that person's being,

if we are to lInderstand the nature of the relation. "John and Joyce are married"

does not necessarily imply that John and Joyce are married to one another; we

cannot interpret being married ta sorneone as a property that exists in both parties

as sllbjects withollt any reference to one another - with Jt reference to any other

individllal. Even symmetric relations must be attributed to individuals as subjects

relative to other individuals. John is married to Joyce, such that being married to

Joyce is a part of John's being, and not a part of Joyce's being. The thing to which

one is related determines, in part, the nature of one's relation to il. Being married

to John is distinct from being married to Joyce.
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My conclusion ahout the nature of a relation (i.e., lhat it is an aspect of a

suhject's heing and has a nature that ùepemls upon the suhject) may seem to

contradict my earlier c1aim that the arguments of a two-pl:lCC predic;llor arc

interpreted into the individuals upon which a relation depcnds for its existcnce. If

the nature of the relation changes with the suhject, so that it differs for cach

argument as suhject, how then can there he any relation that depends for its

realisation upon both individuals illlo which the predicator's arguments arc

interpreted? The solution is that no unique relation depends for its heing upon

both individuais, but each of the two relations that phrases headed hy the same

predicator can signify depends upon the existence of hoth individuais hecc1use any

relation is always defined relative to or \Vith regard to something. As noled earlier,

the relation of double is determined hy the relative size of another individual, so

that we can say "Four is double relative to two" hecause the quantity two defincs

the relation of double that is an aspect of the quantity four's heing with regard to

two; four is not double by virtue of itself alone; it is only hy virtue of two that four

can be double. So the relation of double depends for its existence upon both four

and two, in this case; it has no existence except by virtue of the two individual

numbers. Along similar lines, the relation of hitting depen';, for its existence hoth

upon a hitter and the thing hit; without the latter, the suhject is just ninging his or

her arms about. Likewise, the relation of being hit depends not only upon the

thing hit, which has the relation as a part of its being, but also upon the hitter, for

being hit cannot come into being without someone hitting. Strictly speaking, a

relation can only be considered nonseparable l'rom the individual that has the

relation as part of its being, that is, the subject (or substrate) of the relation. So

the dependence of a relation upon the other individual is of a distinct sort; it is

not nonseparability per se. So, if we take the noun phrase interpreted into that

individual as an argument of the predicator, then we must allow that the need for

an argument cannot always be explained by nonseparability; for arguments

appearing in object position, the need may have its source in this other sort of

dependency, dependency upon the individual to which the subject of a relation is
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referrcd. (Any additional arguments of a predicator will he associated with

different sorts of dependency again. The nature of the dependency will he

signalled hy prepositions in sorne languages, such as English, and hy case forms in

sorne languages, such as Latin; for arguments signifying instruments withcut which

an action or activity could not he performed, the nature of the dependency is

signalled hy "with" in English, and hy ahlative case in Latin; for arguments

signifying the recipients \)f things, the transference of which could not oecur

without recipients, the nature of the dependency is signalled by "to" in English,

and hy dative case in Latin; for arguments signifying goals toward whieh aetivities

tend, the nature of the depenriency is signalled hy "to" in English, and by

accusative case or by the preposition "ad" in Latin; for arguments signifying the

source locations of actions, the nature of the dependency is signalled by "from" in

English, and by ablative case with or without a preposition in Latin; and so on.)

The point 1 have been making, that a relation exists as part of a subjeet's

being and its nature depends on the subject, is not to be skipped over lightly. The

conventional modern understanding of a relation vacillates between eonsciousness

and unconsciousness of the fact that a relation is always relative to something, so

that a relation's nature is only understood from the point of view of one of the

individuals (or sets of individuals) involved, the individual that has the relation as

part of its being. Conscil'tlsly, modems regard a relation as something separate

from the individuals involved, a third thing that is independent of any subjeet,

something that exists belween two individuals and that links them together in sorne

way. (See Appendix A for an explanation of how this conceptualisation of a

relation arose.) The nature of the relation is derived by unconsciously or implicitly

taking the point of view of one individual, say the agent of an action, as if that

individual were the subject of the relation, but the relation, with its nature thereby

established, is then abstracted away from the individual and treated as something

that exists in neither individual or in both somehow.

This modern view of a relation C'ln be seen in mathematics. A1though

logicians use a syntax that recognises tacitly the relativity of relations (by placing
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the suhject first in the order of arguments). they speak uf relatiuns holding

helll'eell individuais. Inclusion. for instance. is saitl to he a relaliun Ihul holtis

hetweell Iwo sets (e.g.• Tarski. 1(46). But if one set is included in another. it does

not follow that the latter set is included in the former. If ·1 is included in H. then

B illcllldes A; heing included in a set "nd including a set are different relations. Il

makes no sense. therefore, to say ihat inclusion (either as heing included or as

including) is a relation holding helll'eell two sets. as if \t were a part of the heing

of both sets treated as a single suhject. or something separate from the two. or

something "holding" equally of each. Mathematician~ handle the suhject-dependent

nature of relations such as inclusion hy using a fixed order of symhols. such that

the symbol for the included set always appears on the left, implicitly taking the

point of view of the included set and interpreting the inclusion re!;.tion as the

relation of being included.

The absence of an explicit recognition and full understanding of relations

as subject-dependent affects the way mathematicians formalise natural-Ianguage

statements. In modern predicate logic, no distinction is made hetwecn hitting and

undergoing hitting; both "Tom hit the hall" and "The hall was hit by Tom" would

be stated formally as HIT(Tom, the hall). As noted in Appcndix B, Frege

(1879/1952a), an early developer of symbolic logie, claimed that the semantic

content of any two such related sentences is identical, and mathematicians in

general seem to have aàopted this view. But this conventional view nies in the

face of our intuitions. Would you rather hit something with a bat or he hit by

someone wielding a bat? If you have a preference for one or the other, then the

two must be distinct types of phenomena. Hitting is not identical with being hit.

The experience of the two is completely distinct (e.g., the latter is more likely to

involve pain). In modern logical thinking, "hit" is a "two-place predicate" signifying

a relation, implying that hitting has one leg of its heing in one individual and

another [eg of its being in another (to borrow a way of speaking from Leibniz),

with the point of view of the hitter taken implicitly and unconsciously so that the

relation is understood as acting rather than the undergoing of action.
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Modern lingllisls seem to have followed the lead of mathematicians in their

failure to distingllish acting from lIndergoing action. ln general, lingllists treat a

slatement ahout lIndergoing hitting as a syntactic variant of a "deep-structure"

statemcnt ahout hitting; "The bail was hit by Marcus" is considered to be the

product of a syntactic transformation ("the passive transformation") of "Marcus hit

the bail," implying no change in meaning; the two sentences arc believed to be

interpreted into the same phenomenon, namely hitting (i.e., action of a certain

type). This view is implicit in discussions of the subject of a proposition, as in this

one from Lyons (1968):

· .. Many lingu~sts have drawn a distinction between the
'grammatical' and 'Iogical' subject of passive sentences; saying that in
"Bill was killed by John" the 'grammatical' subject is "Bill" and the
'Iogical' (or underlying) subject "John" whereas in the corresponding
active sentence "John killed Bill" the noun "John" is both the
'grammatical' and the 'Iogical' suhject (and "Bill" the object). (p. 343)

Katz and Postal (1964) made this distinction between an underlying subject and a

surface subject, and this way of thinking played a large role ir: the creation of

transformational grammars:

A crucial syntactic fact about languages is that there are sets of
sentences whose underlying P-markers [i.e., phrase-markers, or
lahelled hracketings of sentences] are similar or identical although
their derived P-markers may be radically different and conversely
that there are other sets of sentences whose derived P-markers are
similar or identical although their underlying P-markers may be
'luite diffcrent. Of overwhelming importance here is the fact that
similarities and differences among the fundamental grammatical
relatiol/s like 'subject: 'object: 'predicate: etc., correlate ol/ly with
the features of underlying P-markers. For an example of the first
type, consider these sentences: [1] John drank the milk, ... [2]
the milk was drunk by John, [3] who hit someone, ... [4] who
did someone hit. lt is evident to any speaker of English that in both
· .. [1] and ... [2] the relation of both Jollll and the milk to the verb
dral/k/dnlllk is the same, i.e., in each case Johll is the 'subject' of this
verb while the milk is the 'object.' Yet there is no feature of the
otherwise formally motivated derived P-markers for [1] and
· .. [2] that cao represent this relation. Similarly, in [3] it is
evident that who is the 'subject' of llit while in ... [4] the pronoun is
the 'object' of that verb. Further, in these cases it is evident that in
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· .. [3] SOI//('olle is the 'ohjec!' of hit while in ... [-lI it is the
'subject.' Yct again there arc no features of the deri'ied P-markers of
· .. [3] anù ... [4] which ean rl'present in a non-CIel hoc way the
relational equivalence hetween II'ho in ... [3] aml.HJII/cOIIC in ... [-lI
anù II'ho in ... [4] anù SOII/elm(' in ... [3]. (pp. 33-34)

The same view of subjects has been expressed by Chomsky:

· .. Consiùer such sentences as ... : ... "John was perslladl'd hy
Bill to 1cave." .. , "Bill" is the ('Iogical') Suhject-of the Sentence,
rather tl1<ln "John," which is the so-calleù 'grammatical' SlIhjecl-of
the Sentence, that is, the Suhject with respect to the surface
structure. (Chomsky, 1965, p. 70)

ln this now-stanùarù linguistic view, the sClbjl'ct 01 a proposition is equated with

the agellt of the action associated with the verb, implying that the verh rather than

the preùicate is regarùeù as signifying a relation, and that the relation significd is

always an action, anù never a suffering of an action." ln considering a means of

defining "subject of a sentence," Chomsky (1982) equates suhjects with agents

explicitly: "... The grammatical subject is the (usual) agent of an action and the

direct object the (usual) patient .. ." (p. 10).

The identification of agents of actions with suhjects carries over inlo

psycholinguistics and the psychology of language acquisition. A good example l'an

be found in Maratsos (1978):

In Johll was kissed by Mary, the initial NP Joi/ll stands in the same
relation to the verb kis.\' as the postverbal NP Johll in Mary kisseel
John; in both sentencp.s John is the logical object of the verb.

6Unguists might nol care ta cali an aClion a relalion, because lhe word -rclalioll," as used by
Iinguists, sccms to have bccomc the exclusive province nf relations of worùs ur phmscs ln nne
another. Evidence of lhis is seen in the use of the lerrns "Iwo,place rclalion" 'lIId -one-place rclalion"
for lhe "logical argumenl struclure" of a lransitive verb and an intransitive verb respecl ively (e.g"
Bresnan, 1978, pp. 14-15). The lerm "one-place reh,tion- cannol be intended 10 signify an inlransilive
action, for such an aClion can be allributed ta a subjecl wilhoul reference 10 or regard 10 any objeel.
What seems ta be meant is the relation of a verb 10 ils single argumenl, or vice versa, If such a
relalion is taken la be whal Hnguisls cali a lllclIIUlic rclalion, lhen the argumenl is an agent or aelor
(for inslance) with respect la Ihe verb (or perhaps with rcspecl to an aclion lhe verb is bclieved 10
signify; but sorne Hnguists insist thal thematic relations arc purcly synlactic beings, having nothing 10
do wilh lhe inlerprelalion of verbs). When Hnguisls cali predicalors -relational; they seem to have in
mind parlicularly "grammatical relalions," such as lhal of a verb 10 ils subjecl argumenl or object
argument.
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Corrcspondingly, in botb scntenc~s Mary is tLe one who kisses, the
logical sllbject of the sentence. (p. 247)

ln apparent contradiction to this way of thinking, Maratsos himself argues for the

position that neither children nor adults Ireat the agent as if it were the "Iogical

sllbject" in a passive, that is, as if the passive sentence were a syntactic variant of

some active sentence (in "deep structure"). Maratsos even cites evidence in

support of his position; he reviews findings suggcsting that neither children nor

adllits trcat a passive sentence as if it were a version of some other, active

sentence. For instance, children have more difficulty wmprehending and

prodllcing passives that inclllL!e a "by" phrase naming the agent of the action than

passives that fail to name the agent. Adllits find passives with no named agent no

more dirficllit to process than passives with named agents. If a passive sentence

were creatcL! hy transforming an active sentence, then a passive created by

performing such a transformation and, in addition, deleting the noun phrase that

names the agent should place greater demands upon the speaker; similar':J, if

comprehending a passive requires a transformation of it into an active sentence,

then passives with no named agent should create difficulties in effecting this

transformation and thereby hinder comprehension; but, in fact, passives with no

named agent secm, if allything, simpler to produce and comprehend. Further,

four- and five-year-olds who have become competent with passives for actional

verbs fail to generalise this knowledge of passives to nonactional verbs such as

"like" and "know," suggesting that they have not acquired a transformational

syntactic procedure for the formation of passives, since any such procedure couId

presumahly he employed with any verb. Maratsos concludes :hat,

The picture of initial acquisition (and acquisition for sorne time
afterward) that these data suggest is that children do not initially
relate passive grammatical structures to underlying activelike
structures in which logical relations [Le., subject, object, etc.] are
uniformly represented. Apparently they make more surfacelike
grammatical analyses of ... passives ... (Maratsos, p. 256)
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and that.

. . . Evidenœ l'rom adult langlla,;e use l'ails to provide support for
uniform grammatical representation of llnderlying relations.
(Maratsos. p. 2(2)

ln short, neither children nor adults treat the agent of an action (for instance) as

if it were a "Iogical suhject" in a passive construction; nnr do they lreat the ohject

of the action, named in suhject position in the passive. as if it were a "Iogical

ohject." This finding implies that they do not interprt~t an action verh into the

acting that is part of an agent's heing. hut ralher that they interpret the pl'<'tiim/<'

headed hy the verh into some aspect of the named suhject's heing. and. further.

that they are sensitive to the distinction hetween acting and undcrgoing action and

willing to attrihute the undergoin; of action to the individual acted upon as its

suhject. This suggests, in tum. thli! they undersland a relation as l!n aspect of one

individual's heing, with a nature that depends upon its suhject. There is no

indication that they understand a relation as something that exists hetween two

individuais, or as something that is independent of any suhjeet, or as something

with a nature that is tied to its heing an aspect of an agent's heing regardless of

whirh individual is named as suhject in surface structure.

A number of linguists and psycholinguists have questioned the idea that a

passive sentence is a syntactie variant of an llctive sentence, one formed in "deep

structure" and then transformed. Their reasons for douhting the existence of a

passive transformation differ l'rom mine, that is, they have no trouble with the

modern concept of a relation that motivates the transforlllationai view of passives;

but they provide sOllle interesting additional arguments for rejecting the notion

that a passive is a syntactic variant of an active sentence.

R. Lakoff (1971) points out that passivisation would seem to have no point,

if a passive is merely a syntactic variant of an active sentence:

Why passivize a sentence at ail? Passivization is one of the few rules
1 know of that, while apparently [Le., supposedly) adding little
semantic material to the 'basic' active sentence, considerably
complicate it syntactically and Illorphologically. (p. 149)
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The use of passive, and their use in so many languages appear strange if they do

not difTer in meaning l'rom the active sentences that arc supposed to underlie

them.

Lyons (1966a) points Ollt that the passive in some languages differs l'rom

the English passive in ways that suggest it is not derived by a transformation; in

particular, an agent phrase (comparable to an English "by" phrase) is rarely

present in the passives of sorne languages, such as Turkish; in addition, the

Turkish passive (for instance) is not restricted to use with transitive verbs, as is the

English passive. Lyons also points out the counterintuitiveness of the notion that

"Thomas was killed" is syntactically more cornplex than "Thomas was killed by

Adam" (because, according to the transformational theory, the latter is the product

of the transformation, so that the former involves an additional operation, namely

the deletion of the agent "by" phrase; see Lyons, p. 130; the same point is made by

Fodor & Garrett, 1967).

Langacker and Munro (1975) question the asslImption that an agentive "by"

phrase appears in some passives as the result of postposition of the subject noun

phrase of an active sentence that exists at the level of "deep structure." Such

postposition would imply that the preposition heading an agentive "by" phrase is

semantically empty (or at least redundant; Chomsky & Lasnik, 1977, would

require "by" ta be semantically empty since it can, according to the

transforrnational theory, be deleted in truncated passives, and deletion is restricted

to elements with no semantic content; see below); in the theory, the individual

nametl in that phrase is untlerstood to be the agent of the action, and the same

selcctional restrictions (e.g., ANI~. <\L) apply to that noun phrase as to the subject

noun phrase of the related active sentence, by virtue of that noun phrase having

been the subject in an active sentence l'rom which the passive is supposed to be

t1erived (and not by virtue of the meaning of "by"). Langacker and Munro argue

rather that "by" (as in "Homer "las executed by the terrorists") can convey the

notion of agency, and thereby imp!y an animate individu:!!, just as easily as the

expressions "at the hanJs of' (e.g., "Homer was cxecuted at the hands of the
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terrorists") and "throllgh the actions of' (e.g.. "llomer was execlited throllgh thl'

actiens of the terrorists"). Tlle preposition "hy" certainly seems to convey meaning

in the sentence "This sonata is hy Vintellil" where no main verh is present to

impose selectional restrictions lIpon the nOlln phrase that follows "hy" (sec

Langacker & Munro, p. RIR). Langacker and Munro cone\ude that agentive "hy"

phrases cou Id easily have an external source, implying that they need not he

formed through postposition of a subject noun phrase.

Watt (1970) attacks the idea of a passive transformation from a differenl

angle. Transformational grammarians argue that de \ct ion, ine\uding the deletion of

an agentive "by" phrase, is permissible only when the de\cted e\cment is

recoverable, that is, when the deleted clement cOlild he supplied by any listener

because it is somehow implicit in the utterance (e.g., Chomsky, 19(4); otherwise,

the meaning of the utterance wou Id change by virtue of the deletion, hut since

meaning is supposedly assigned to the deep structure version of a sentence prior

to any deletion of elements (Chomsky & Lasnik, 1977), such a loss in meaning is

incompatible with the theory (for it would imply that the final surface structure

had a meaning different from that of the deep structure; sce Watt). Chomsky

describes the problem in terms of amhiguity in surface structure:

... If il is true that the interpretation of a sentence is determined hy
the structural descriptions of the strings that underlie it (as is
supposed in the theory of transformational grammar), thcn the
degree of ambiguity of a sentence should correlate with the number
of different systems of structural description underlying il. In
particular, if ... [the deleted element is not recoverahle, that is, if
no unique element suggests itsclf for recovery], the "elliptical
sentences" ... should be multiply, in fact, infinitely ambiguous, sincc
they should each have infinilely many sources. Thus "the car was
stolen" cOll.1d derive from "the car was stolen by the boy," "... by the
tall boy," "... by the tallest of all the boys in the school," ctc.
(Chomsky, 1964, p. 42)

In the case of passives, the recoverability condition implies that a deiclion will be

permissible only when the selectional restrictions of the verb uron its subject in an

active sentence permit an inference about the nature of the deleted elem~nt (i.c.,
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an ~:g~ntiv~ "hy" phrase). The requirement tha: the deleted element he

recov~rahle so that meaning is preserv~d leads to the conclusion that the deleted

noun phrase in a passive must he inùefinite (or "unspecific," e.g., "someone,"

"something"), revealing just those features of the subject that are relevant to the

verh's selectional restrictions (e.g.. PERSON or OBJECT). Chomsky argues that

each part-of-speech category has one sucb indefinite pronominal element

"designated" to participate in the underlying (Le., "deep-structure") strings from

which the element will be deleted:

Each major category has associated with it a "designated clement" as
a member. This designated element may actually be realized (e.g., il
for abstract Nouns, .l"Ollle (olle, Ihillg», or it may be an abstract
"dummy clement." Il is this designated representative of the category
that must appear in the underlying strings for those transformations
that do not preserve, in the transform, a specification of the actual
terminal representative of the category in question. In other words. a
transformation can delete an element only if this clement is the
designated representative of a category, or if the structural condition
that defines this transformation states that the deleted element is
structurally identical to another clement of the transformed string. A
deleted element is, therefore, always recoverable. (Chomsky, 1964, p.
41)

Chomsky asserts that any sentence with a deleted element, such as a truncated

passive, "is derived from a single source with an unspecified [Le., indefinite] Noun

Phrase instead of from infinitely many sources with different Noun Phrases,

consistently with the manner in which these sentences are interpreted" (Chomsky,

1964, p. 42). Chomsky and Lasnik give a criterion for deletion that guarantees

recoverability of the indefinite pronoun by virtue of a rule: "... Items from the

lexicon cannot be deleted unless they are explicitly mentioned in the deletion rule"

(p. 447). But, as Watt points out, few verbs have selectional restrictions that would

permit recovery of the deleted element. Notice that Choms"..y's (1964) candidate

for the designated element for cornmon nouns is sOllle (Olle, Ihillg), such that it can

be either "someone" or "som\~thing"; the ambiguity is even greater than Chomsky

lets on, for the element could equally \Vell be plural (e.g., "some people," "sorne

things"). Linguists usually assume that "Bob \Vas hit" is a truncated version of "Bob
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was hit hy sorneone"; but that which hits sonwthing need not he a person (c.g.. we

can say, "Bob was hit hy the frishee"). and so the deleted noun phrase need not he

"someone"; also, it need not be singular, so it could equally well he "something" or

"sorne people" or "sorne things"; in the language of "semanlic markers" (Katz &

Postal, 1964) or "syntactic features" (Chomsky. 1965). wc cannot say if the delcted

element is + human or -human, + plural or -plural. making recovery of the

appropriute indefinite pronoun impossihle. Chomsky and ulsnik refined the

reeoverability ~Jndition on deletion, asserting thl.t an elemelil. Cllll he deleted only

if it lacks semantic content entirely; the deleted clement can have purely syntaclic

features, such as case, number and gender, hut no semantic features, such as

+human (unless they are redundant, that is, present in a realised noun phrase

with the same referent, as when "whom" is deleted from "the man whom 1 saw" to

yield "the man 1 saw"; see Chomsky & Lasnik, p. 447, fn 46). This condition

implies that the deleted element of a passive construction cannot be an indefinite

pronoun such as "someone" or "something," for these have semantic content (Le.,
.• 1

in the linguist's jargon, the former has the feature +human, and the latter

-human), content in the form of semantic features that are not redundant (Le., not

present in any coreferential element realised in surface structure). In taking this

theory to its logical conclusions, one must invent a hypothetical pronoun (e.g.,

SOME-PRO) that carries only syntactic features - an invisible pronoun tlmt is

present in deep structure, and that undergoes deletion in the creation of truncated

passives (see Radford, 1981, p. 275, regarding such a hypothetical pronoun for

constructions involving wh-deletion, and sec Chomsky, 1982, p. 20, regarding an

abstract pronominal element which carries only the features of person, number

and gender). One wonders, though, why a semantically empty clement would ever

appear in deep structure. The need to invent hypothetical, meaningless pronouns

to save the theory highlights the inelegance of the transformational account of

passives. An alternative account based on the view that relations are suhject

dependent, and that they are the significations of predicates rather than verhs,

would render transformations unnecessary.
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Outsiùe lhe realm or the passive, psycholinguists anù researchers of

languag~ acquisition show themselves to have aùopteù the moùern concept of a

relation, br not only ùo they accept the linguist's iùentification of agents with

suhjecls, hUI they also aùhere to the moùern view that a relation exists be/Weell

two inùiviùuals, resiùing in neither, as if it were a thirù thing anù inùepenùent of

any suhjec!. For actional relations supposeù ta proviùe a link of some sort

hetween the participants, the nature they ascrihe ta the relation, through an

unconscious process, is the nature of that relation which is an aspect of the agent's

heing (perhaps hecause of an iùentification of agents with subjects borrowed l'rom

linguists, or perhaps hecause of a psychological hias toward interpreting actional

events as events of acting rather than events of undergoing action; see Appendix

B). Braine (1988), for instance, says that,

A scene of a boy kicking <: b"ll would be perceived as an action
relation of kicking (predicate) hetween two abjects, the boy and the
bail (arguments). (p. 234)

Braine, like linguists, anù Iike other psychologists studying language, l'ails ta

recognise that the scene can be interpreted in two ways, either as kicking or as

unùergoing kicking, ùepending on whether the observer takes the point of view of

the boy or the bail.

The prevalence of the modern view or' a relation among Iinguists,

psycholinguists, and logicians is surprising given the complete absence of evidence

in support of it in natural language, the domain of their studies. The structure of

natural-Ianguage propositions reflects the fact that a relation is an aspect of the

being of the individual(s) into which one argument of a predicator is interpreted 

namely that urgument which appears as the subject noun phrase. In any

proposition containing a two-place predicator, just one of the predicator's

arguments appears as the subject of predication, and the predicate signifies a

relation that is an aspect of the subjeet's being (and not an aspect of the being of

the individual[s) ir.!0 which the predicator's other argument is interpreted; see

Appendix B). In the sentence "Mareus hit the bail," the predicate "hit the bail"
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signifies an aspect of Marcus's being. and in the sentence "The bail was hit by

Marcus," the predicate "hit by Marcus" signifies an aspect of the ball's being.

There is no subject-independent way of expres,;ing a relation in natural language.

Modern symbolic logic and modern Iinguistic theory. by treating hitting ami being

hit as equivalent. fail to capture the nature of relations. or tbe nature of natura\

language statement, attributing those relations to subjects.

The picture of relations 1 have presented is not original. Relations were

understood in just this way in ancient times. The modern view of relations as

subject-independent arose because of changes in certain concepts central to

mathematics. A deep understanding of the modern view can come only through an

exploration of historical change in the concept of a relation. an exploration ihat

reveals the motivation for the new view. It will be seen that the motivation was

independent of ~)oth Iinguistic and psychological consideraI ions. sllggesting Ihat the

modern view of relations has no place in a theory of language acquisition.

3.2.3.2. The ClassicaI Concept of a Relation and Its Disappearance

The nature of a relation, as an aspect of a sllbject's heing wilh rderencc 10

something else, was weil understood in c1assical times. 1 will iIIuslrale Ihe c1assical

concept of a relation by d~scrihiI.g the way in which certain species of relations

were understood.

In early Greek mathematics, the relations known as ratios were always

conceptualised in terms of one individual magnitude or numher referenced to

another, with the latter magnitude or number determining the nature of Ihe

relation that was a part of the being of the former magnitude or nllmher. It was

understood that the nllmber 2 determines or Iimits Ihe nllmher 4 to being ils

double, whereas the number 4 defines !he numbe. "l's relation wilh regard to it as

that of being half; for this reason, a ratio was called a logos from the verb lego. R.

Schmidt (personal communication, February 15, 1995) gives th,e ,cp(e meaning of

lego as 'determine' or 'bring to a limit.' Heidegger (1951/1975a, p. 60) gives the

core meaning ~s 'Iay down and lay before,' 'collect and bring logelher.' Most of
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the possible meanings of tbe wonJ that appear in Liddell and Scott's (1968) Greek

1:'I1}ilisil Lexicoll can be understood in terms of a gathering or collecting or bringing

togetber that yields or permits a determination or definition, sueh as a measure or

evaluation.7 As an instancc of log~)s, a ratio is a bringing together of two numbers

or magnitudes in a way that permits a determination of the relation of one to the

other, with the nature of the relation that is in the subjeet (Le., the antecedent)

determincd by the ohject (Le., the consequent).

ln Greek astronomy, a relation of angular separation such as opposition or

conjunction involving two planets was not conceptualised, as it is now, as

something bctwecn the two planets, belonging to neither planet (or both; il is

difficult to get a handle on the modern view). To the modern astronomer, "The

Moon is opposite the Sun" is equivalent to "The Sun is opposite the Moon." Both

propositions are taken to mean that the Sun and Moon are 180 degrees apart. But

the fact that a different luminary is the subject in each case should, by now,

suggest that the relation must belong to one luminary or the other, and cannot be

the same relation in the two propositions. The Greeks c1early distinguished the

two relations. Given two planets separated by 90 degrees, for instance (which the

modern astronomer would say are in quadrature), the planet behind the other

planet on the ecliptic was said to be lookillg al the other planet as something 90

degrees ahead of it (or, actually, it was said to be looking at the other planet by

square or in accordance with a square; see Antiochus of Athens, 175/1993 and

Hcphaistio of Thebes, 415/1994); the planet that was ahead of the other planet on

the ecliptic was said to be looked al by the other as something 90 degrees ahead

7Counling "",1 reckoning involve collecting individuals or collcctions into well-defined groups that
yield a count or sum or tolal; pleading one's c"use involves gathering togclher and laying out
evidence "nd "rgumenls which delermine ev"luations of guilt or innocence; speaking or telling a
story in\'ol\'cs combining words and sentences 50 that they dcfinc or dctcrminc one anothcr's
mcaning. pcrmitting jUllgcmcnls about rncaning and truth.
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of it (or to he lookeù at in accordancc with a square).' The relation was alway'

unders!Ood as the relation of one planet rL,lative III another - as a relation from

the point of view of one planet - anù the nature of the relation differed

depending on which planet was the suhject. This way of tlllnking may appear

unnecessary !O a modern reader; after ail, if one planet is l)0 degrees fmm

another, and the latter planet is also l)0 degrees fmm the former planet, so that

the nature of the relation does not change with a change in the suhject, why Ilot

just say that the two planets are in the relation of heing l)O degrees apart'! The

wisdom of such a move is ca' .d into question hy the fact that the l)O-degree

interval between the two planets is not as aspect of the hein!; of either planet, ami

so the relation cannot he said to be a relation of the two planets (Le., a relation

belollgillg to the two planets). The same 90-degree interval exists hetween two

invisible points at the planets' cores. The planets need not even exist for the

interval to exist; it is a distance along an arc, and not a relation at aiL

In Aristotle's logic, he distinguished c1early actions upon ohjects fmm the

undergoing of actions, treating these two relations as two distinct types of

predicates. Acting and undergoing or suffering action are distinct categories in his

logi\: (see Aristotle, Categories 4, (1)25-2''4, and Topies A.9, 1031>22-23); his

categories (katëgoriai) are types of predication or types of predicates (sec

Appendix B). A predicate is attrihuted to a subject of predication in a proposition

such that the predicate signifies some aspect of the subject's heing (sec Appendix

B), and Aristotle recognised that this attribution entailed different relations in

propositions we would cali "active" and "passive" containing verhal predicates. For

events involving actions, he recognised that distinct relations arc signified hy the

B-rhe terminology 1 have used is nol 'luite eorreel. When une pl,,"et was hehind the ulher it was
said to "behold" or "look upon" (cpitlrcorcu ur cp/lOrao) or "bear witness tu" (cpimartllro) the uther
planet, whereas when il was ahead of Ihe other planet il was said lu "hurl (ur easl) rays"
(aktillobolco) at it (sec Antioehus of Alhens, 175/1993 and Hephaislio of Thebes, 115/1994), perhaps
beeause of the popular optieal theory of Empeducles aeeording lu whieh a hudy heing viewed lhrnws
off a ray. The point is that the <JO-degree separaliun was nut a rclaliun "CtIVCCII the lwu hudies, hut
was, instead, a relation of one planet tu the uther.
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predieate when the aetor is the subjeet and when the one undergoing the action is

the subjee!.

By the last ccntury, the concept of a relation had undergone radical change,

resulting in the modern view of a relation. According to this view (which, though

largely unconscious, is implicit in the way modems talk about relations), a relation

is a thing separate from its subject and object; it is a third thing that resides in

none of the individuals involved; moreover, the number of individuals or sets of

individuals involved may exceed two (e.g., "give" is said to be a three·place

relation or predieate). In Appendix A, 1 examine sorne bistorieal changes in

mathematies that seem to have shaped the modern view of a relation. It appears

that the major force behind change in the concept was the reconceptualisation of

the ratio - the prototypical relation in mathematics - as a common fraction, that

is, as a number. In modern thought, the ratio 6:3 is the number that results from

the division of 6 by 3, namely 2. The number 2 is separate from both 6 and 3; it is

a third thing. The reconceptualisation of a ratio as a number seems to have been

tied to the reconceptualisation of number as continuous rather than discrete (Le.,

as magnitude rather than multitude); the modern number continuum permits the

division of a numerator by a denominator to yield a number even when the two

numhers are incommensurable. This possibility, coupied with a practice of

assigning numbers to ratios for computational purposes - a practice that began

with medieval assignments to ratios of "denominations" (Le., numbers and parts of

numbers that represent the multiple that the antecedent is of the consequent) 

resulted in the identification of ratios with numbers. Furthermore, the influential

mathematidan Leibniz waS explicit in describing a relation that is separate from

the individuals involved. He claimed that orders, arrangements of entities in tree

structures, and geometrical figures arc "reiations"; in other words, any arrangement

of things that contains implicit within it relations of pairs of things to one another

was, for him, a relation. His view is essentially the modern view. Later

muthematicians such as Hilbert came to include among "relations" mathematical

formulae und functions (see Appendix B) which are, too, armngements or
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combinations of cntities, where the arrangements or Cllmbinations ("relations")

reside in none of those entities individually.

The Leihnizian vic\\' of relations eannot aid our umlerstandin~of relations

as expressed in natural language. for their expression there does not relket an

understanding of a relation as any arrangement or Cllmbination whatsoevcr of

individuais, as of multiple individuals in an order, or of thuse represented in a tree

diagram, or of individual numbers entered into a mathematical formula. In this

dissertation, a relation is always to be understood in the c1assical sense, ami in the

sense that is reflected in the structure of propositions (sec Appemlix 13), that is. as

an aspect of a subject's being that is understood with regard to or in rd"erencc 10

some separate object.

3.2.4. Predication

The idea of nonseparability, or, more generally, dependence for one's

realisation, captures one relation ()f a property or relation to individuals, but it is

not this relation that warrants the predication of a predieute to a subject. In a

proposition, a predicate is affirmed or denied of a single subject of predication,

regardless of the number of arguments taken by any predicator in lhe predicate,

and regardless of whether the predicate is nominal (e.g., "The rabbit is an

animal"), verbal (e.g., "The rabbit is hopping"), or adjectival (e.g., "The rabbit is

white"), or even a locative phrase (e.g., "The rabbit is in the garden") - and so

onY Further, although a predicate often signifies something that is nonsepamble

from the subject of predication, it does 'lot always do so.

The term "predicator" would seem to imply that predication is somehow

central to the nature or definition of a predicator. Il is c1ea~ that, among open

c1ass words, predicators have some privileged status in heading the predicate of a

9Note that many sentences arc nol propositions and do nol involve predication. Propositions arc
sentcnccs thal can be judged lrue or false. Among the types of sentenccs Ihal cannot he so judged
arc rcqucsts (e.g., "Please close the door"), demands (e.g., "Stop thal!"), and prayers (e'6" "C;ranl me
wisdom"). Notice that no subject of predication is named in sueh senlences.
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sClllcncc; as evidence of this, let one phenomenon stand for ail: Given a

proposition in which the predicate is headed by a predicator, the nonseparability

of that which the predicate signifies has the consequence that one cannot usually

switch the subject noun with the predicate to obtain a meaningful utterance (e.g.,

"That woman is dancing," but '''That dancing is a woman"; 1 am not eonsideriog

reversais in the order of the subject and predicate that are made for purely

stylistic purposes and that imply no change in meaning, as when one waxes poetie

and says, instead of "His eyes are blue," "Blue are his eyes"; the plural form of "be"

shows that the phrase "his eyes" is still to be regarded as the subject of the

proposition, for "he" always agrees in numher with the suhject noun phrase); but

given a proposition containing a nominal predieate, the nouns ean usually he

switehed so that the proposition, though not always direelly meaningful (Le.,

though direct interpretations of the noun phrases do not always give a meaningful

utterancc - amI the reason for this is made clear in Appendix B), the proposition

is nonetheless interpretahle hy virtue of a mapping l'rom the surface subjeet to

some underlying suhstanee (e.g., l'rom "That dog is an animal," we can obtain

"That animal is a dog," where we ean map from the signification of "that animal"

into the underlying dog so that the proposition is interpreted either as the

tautology 'That dog is a dog' or as a means of providing the Iistener with the name

of the suhstance's hasic-level kind, or else wc can map into a subspecies of dog,

Silch as PEKING ESE, say because the subspecies is so unusual in appearance that

the Iistener could not identitY the species independently of the proposition; l'rom

"That man is a teacher," wc get "That teacher is a man"; this sentence is not

directly meaningflll heeause, as explained in Appendix B, a teacher is something

concomitant with a person, and not itself a substance, so the form of a substance

cannot he aHrihuted to it; but, by virtlle of a mapping from TEACHER into

PERSON, the proposition can be interpreted as 'Thal person is a man' which, by

virtue of a fllrther mapping, becomes 'That man is a man,' which would not be

uselessly tautologous if the Iistener did not know the gender of the teaeher, for

instance, so that the proposition "That teacher is a man" permilled the Iistener to
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map l'rom pERSON to MAN instead of WOMAN; fllf a similar analysis. set'

AristOl!e, {\/"taphysics 6..7. \017"7-22). (Sec Appendix B for some reasons for the

privi\eged status of predieatllfs in predieates.) But 1 will daim thal th.: :!rgumc'nt

laking nature of predicalOrs depends on\y on the nonseparahilily am~ l!c'pemic'nc'y

of what the phrases they head signify; the mie uf predieators in predieatiun dues

not explain their taking of arguments (for noun phrases ean he predieates, huI the

nouns that head them take no arguments), and so that mie is not defining for

predicators. Nonetheless, predication may play a mie in verh learning. as Ive' will

sec.

3.2.4.1. What is Predication'!

The definition of predication has ehanged radieally over the centuries,

~ntrained with the changing Zeitgeist. lt is instructive to study the changes in Ihe

concept, so that one does not mistake any modern concept of predicalion for

something about which there has always been consensus. A partial history of the

concept appearsin Appendix B.

\n mathematical logic, the conventional viclV of predication, which was

already "est:lblished opinion" by the time of John Stuart Mill (IH06-IH73), is Ihal a

proposition states that the subject belongs to the c1ass that can be constructed by

considering ail of the objects of which the predicate is truc.

There are many problems with this view, the least of which is the fact that

the classes are eonstructed l'rom untyped or unsorted individuals, sometimes called

"bare partieulars" (sec La Palme Reyes, Macnamara, & Reyes, 1994a); because a

predicator, often the head of the grammatical predicate, is typed by kimls, such

that its meaning changes across kinds, the individuals included in its extension

must be members of a kind that types the predicator; otherwise, wc would include

in the c1ass of "running things" mammals that arc running, rivers that arc running,

sap that is running, and politicians running in an election.

The conventional approach in mathematics is also prohlematic because it

treats ail predicates as if they were predicators, and vice versa. And yet the subject
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of predication is an argumenl only in cases in which the predicate contains a

prediealllr; further, there is always just one suhject of predication, hut a predicatur

may take more lhan one argument.

There is another prohlem in addition to these: The construction of a c1ass

of individuals of which a predieate is truc, which is supposedly necessary for

predication tu oceur, presupposes predication of a different sort; as John Stuart

Mill (11l51) pointed out, one cannot construct the c1ass of ail white things without

knowing what it means for something to be white, that is, without being able ta

predicate of any given thing that it is or is not white.

But the c1ass-inclusion (or subkind-inclusion) approach suffers from a far

more serious difficulty: Il does not in any way speak tu our intuitions about

predication, ;lI1d yet this should be the first priority for any theory of predication

that finds its way into psychological theory. Consider the proposition, "The stove is

hot"; this slatement does not bring to mind ail the hot things that ever were, arc,

or will he; it hrings to mind just one thing, the one which the subject noun phrase

signifies. Suppose that we reinterpret c1ass or kind inclusion in terms of situations

rather tlHln individuals. According to that sort of account, "The stave is hot" says

that among ail the situations in which a certain stave is hot, this is one of them.

But this proposition does not hring to mimI ail of the situations in which this or

any other stove is hot, hut just this one. The conventional approach in

mathematics fails ta capture our intuitions about propositions. Il also fails to

capture what is stated explicitly in a proposition such as ""le stove is hot"; this

statement makes the c1aim that holness is currently an aspect of the heing ("is") of

a particular stove, the one signified by "the stove." If one were ta have a desire ta

communicate the idea that a certain stove helonged l.~ the subkind of hot stoves

(or hot ohjects), thcn one would say "The stove is one among ail hot Sloves (or ail

hot ohjects)," or "The stove is a memher of the subkind of stoves (or objects)

containing hot stoves (or hot ohjects)," or simply, "The stove is a hot stove (or hot

object)"; if one desired to communicate the idea that among ail the situations in

which a certain stave was, is, or will be hot, this is one of them, then one would
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say. "The current situation is onc al110ng ail thosc in which thc stm'c is hOI." or

"This is an instance nI' thc stovc bcing hot." or sOl11cthing silllilar. Spcakcrs do n"t

Jack the Iinguistic resourccs to make such slatcmCllls. So whcn somconc savs "l'hl'

stove is hot." wc must trust that the thought expresscd is the onl' intl'mlcd. that

thought being that hotness is prcsent in a certain stove. More ab"ut Ihis lall'r. lt

may weil be usefu\ for ccrtain purposes. such as syllogistic reasoning. to conSlrucl

a subkind of individuals for which the predicate is truc (or a sct of situations in

which the predicate is truc of the subject: e.g.. I~l Palme Reyes ct al.. Il)l).ja). bllt

such constructions are not the interpretations of predicatcs in thc everyday use of

language, nor is the membership of the subject in a subkind the inlemlcd meaning

of a propositional utterance in ordinary discourse. (1 note. in passing. thal

Aristotle's theory of the syllogism did not indude a notion of predication resting

on dass inclusion or subkind inclusion; his notion of predicalion will be revealcd

shortly.)

The modern view of predication as resting on c1ass inclusion went through

a transformation around the turn of the century duc to a new understanding of a

predicate. The modern convl''''''''lal view of a predicale in mathematies, whieh

seems to have originated with Hilhert under the iotluence of Frege (sec Appendix

B), blurs the distinction between a predicate and a predicator. so that

mathematieians speak of one-place. two-place. und lhree-place "predieates,"

thereby adopting Hilbert and Ackermann's (193/!/ 1950) view that predicates ean

have "several subjeets" (p. 45), and hlurring the distinction betwcen a subjcel and

an argument. With "predieates" permitted to take multiple "subjeets," predication

came to be viewed as a c1aim about membership in classes or sets consisting

either of individuals (for one-place predicates) or of couples, triples, etcetera (for

many-place predieates).

Unfortunately, the modern mathematician's conceptualisation of a

predicate is often imported into psychological theory, apparently upon the

authority of logicians and for no other discernible reason. Rispoli (1995), for

instance, says that in the sentence, "1 took a spoon l'rom the druwcr," "look is a
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verb that subcategorizes for an NP, {/ .l'POOlI. and a Iccative prepositional phrase.

frolll the drall'er. At the semantic level. lOok frolll is a predicatc predicated of threc

arguments: l, spoon, and drawer" (p. 333) - this despite the fact that the sentenc.:.

like all propositions, contains a single grammatical predicate and a ~inglc suhject

noun phrase. Rispoli states explicitly that the term "predicate" when used in this'

sense "is borrowed from predicate calculus" (pp. 332-333). Il is typical of such

borrowing that no justification is given for it.

ln modern linguistics, the notions of a predicate, predication and a subject

of predication have ail but dropped from sight, repiaccd with purely syntactic

notions such as noun phrases and verb phrases with particular locations in a

syntactic tree. Where the terms "subject," "predicate:' and "predication" arc used,

they have purely syntactic definitions (e.g., Chomsky, 1965, defines a subject as the

noun phrase immediately dominated by the sentence node, and a predicate as a

predicate phrase dominated by the sentence node, where a predicate phrase

consists of an auxiliary verb and a verb phrase; notice that he defines buih the

subject and the predicate in terms of a relation of a phrase to a sentence, and not

in terms of a relation of the predicate to the subject); sometimes the notion of a

subject is also included among the so-called grammatical functions (subjeet, direct

object, indirect object), which are in one-to-one correspondence with the

arguments of a verb in a particular sentence, and which make no room for the

distinction of a subject from a predicate (or for predication, per sc) because a

predicate may contain sorne of a verb's arguments. Largely due to Chomsky's (e.g.,

1965) influence, the traditional grammarian's distinction between a subject of

predication and a predicate has been abandoned because it was deemed

semantically incoherent. In the modern view, if the subject-predicate distinction

has any meaning at ail, it is a distinction between a topic and a comment, or

between a thing talked about and something said about it, or between old and

new information. Chomsky cites Wilson's (1926) demonstration that a noun in the

subject noun phrase or in the predicate can be either the subject in the sense of

topic or thing talked about, or the predicate in the sense of new information.
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There is no douht that an acceptance of the modern notions of what the subject

prcdicate distinctiOi. might mean renders the distinction meaningless, but this fact

dncs not imply that the distinction is indeed without meaning. 1 will dcscribe a

dcfinition of predication that seems to me to be meaningfuI.

Having found no revealing analysis of predication in the modern literature,

1 turned to older sources. The only u:;eful and meaningful account of predication 1

found was Aristotle's, and his ideas on predication may have been unique to him.

These ideas are almost complètely lost in published English translations of

Aristotle, and do not appear in any available commentaries on Aristotle's writings,

so 1 found it necessary to undertake an exegesis of his Greek tex!. A complete

exposition of Aristotle's theOl"y of predication and a description of some of.its

implications for psychology, Iinguistics, and logic appear in Appendix B. 1 will

provide just a brief summary of his theory here so that the role of predication in

verb learnillg can be addressed in a later section (3.2.5.6).

Predication occurs in propositions. A proposition contains a subject noun

phrase, a copula (which may be tadt), and a predicate. Every natural language

that has a phonetically realised copula uses the word or morpheme meaning 'be'

for the copula. The significance of this fact is this: Propositions are statements

about what is. They reveal being to us. Plato said that a speaker, in utlering a

proposition, "reveals something ... about that which is or is becoming or bas

become or is to be' ..." (Sophist 262d; the translation is mine). For languages with

tense marking, whether the being is, or is coming to be, or has come to be, or WIll

come to be is signalled by tense markers. Arnong ail types of utlerances, only

propositions can bé judged true or false. The Greek word for truth ftieans

'unconcealment'; truth is a revelation, or taking out of hiding, of being. 50, by

implication, those utlerances that can be true or false, namely propositions, are

those that can unconceal being; they can reveal what is. That is why propositions

contain the copula. And that is why propositions are at the core of logical

reasoning, which is aimed at discovering (or uncovering) what is.
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In Aristotle's account of predication, the act of predicating something of a

5übject is equivalent to attrihuting respol1sihility, for the heing of whatever the

predicate signifies, to the subject of the predication. ThllS, in the proposition ''The

stove is hot," the stove is c1aimed responsihle for its hotness. And so it is. if the

proposition is true. Hotness is nonseparable, and so it has heing, or is, only as an

aspect of some object's or surface's being, and only by virtue of that object or

surface, the thing in which it has come to be (and out of which it will depart when

it ceases to be). If the proposition is true, then hatness has come to be and

rernains within the stove signified hy the noun phrase such that the stove is

responsible for the hotness by vinue of being ilS substrate. If one predicales of a

woman that she is running, uttering the proposition "That woman is running," then

one attributes responsibility to a certain woman fo~ her running. Any being for

which a subject is responsible is a part of a situation of which the subject is

necessarily a constituent, and so the predicate signifies sorne aspect of the slIbject's

being. So a true affirmative proposition reveals sorne aspect of the subject's being,

for which the subject is held responsible. When this aspect of being is in the

subject, that is, when it is nonseparable l'rom it, the predicate in the proposition

will he headed by a predicator.

3.2.4.2. The RoIe of Predicators in Predication is Not Delining

Not all predicates are headed by predicators, in keeping with the fact that a

subject can be responsible for a predicate without the predicate being a

nonseparable aspect of its being (see Aristotle, Categories 2, In20-1b9); predication

can occur without predicators, and when it does, the predicate is not something

that is nonseparable from the subject per se (see section 3.2.5.6). Given that

predication need not irnply that the predicate is nonseparable from the subject,

andthat the predicate need not, therefore, be headed by a predicator, predication

cannot be defining for predicators. _
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3.2.5. Means of Identifying Predicators

Having characterised ail the fundamental concepts bearing upon my thesis,

1 can now present the theory of predicator identification.

Suppose that predicators are defined as words that take arguments, as a

reflection of the nonseparability or the dependency of what they are used ta

signify, and that this definition is unlearned. How could a child or other leamer

come to recognise which words in the speech stream belong to this category at the

earliest stages of learning a language?

The definition of the category predicator as the category of words that take

arguments suggests a general approach to learning that 1 cali the nonseparability

Izypotlzesis: For a young child or other learner to ,ealise that a word is a

predicator, he or she must understand that an expression of the word's meaning

necessitates an argument structure. In other words, the learner must realise that

any phrase headed by the word signifies a property or relation of sorne sort, such

as action, so that the word must take (implicit or explicit) noun-phrase arguments

to name the bearer(s) of the property or the participants in the relation - that is,

the individual(s) without which or without whom the property or relation could

not have come to be.

There are Iwo types of circumstance in which a child (or other learner) is

most Iikely to perceive a novel predicator's relation to something nonseparable

and realise that it is a predicator, such that Iwo different methods of identifying

predicators can be described. In both types of circumstance, a novel predicator is

used in an utterance that is intended (e.g., by a parent) as a comment on a

situation that the speaker and the learner are observing.

3.2.5.1. Nonseparability Method of Predicator Identification

The first type of circumstance is one in which the relevant property or

relation (e.g., an action) is the most salient aspect of a situation to which the child_

is attending (and about which a speaker is commenting) and the child knows no

word for that aspect of the situation. An example is a situation involving a familiar
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individual belonging to a farniliar basic-Ievel kind involved in sorne vigourous

activity, where the child knows a proper narne for the individual, a basic-level

noun for the individual's kind, hut no word for the type of activity. If the child's

hypotheses about word rneaning follow Clark's principle of contrast (Clark, 19HO,

1983a, 1983b, 1987, 1988), such that different words are expectcd to have different

rneanings, and if the activity is salient (due to properties of the perceptual system

or the cognitive system or both - properties not as yet unveiled to us), and if the

child has a natural tendency to type activities, then this situation couId lead to an

identification of the novel word as a predicator. 1 will call this means of identifying

a predicator the NOllseparability MetllOd of predicator identification because the

signification of the phrase containing the word is taken to be something

nonseparable, that is, a property or relation, and its nonseparability leads to

predicator identification. Except where a property or relation is highly salient, 50

that it cannot help but capture the learner's attention, a property or relational

meaning will probably be considered only if the learner can at least rule out the

most salient meaning hypothesis for a novel word, narnely that it signifies a basic·

level kind. Evidence suggests that this hypothesis is the first one that occurs to

young children, and other meaning hypotheses are entertained only when children

. are familiar with a kind and know its narne (Hall, 1991, 1994; Hall & Waxman,

1993; Hall, Waxman, & Hurwitz, 1993; Mervis & Crisafi, 1982; M. Taylor &

Gelman, 1988). For a human, or for an animal that is kept as a pet, or which is of

a kind that is commonly kept as a pet, a novel word may be interpreted as a

proper name if one is not already known for the individual (Hall, 1991, 1994). It

remains to be seen whether learners must have also ruled out other sorts of

nominal hypotheses (e.g., subordinate and superordinate nouns, situationally

restricted nounsincluding those restricted to a phase of life, such as "girl," and

those restricted to situations in which a certain activity is being undertaken, such

as "driver").
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3.2.5.2. Interpreted Noun Phrase Method of Predicator Identification

The second type of circumstance provides more favourable conditions for

identifying a predicator. Three conditions hold in such a circumstance. First, the

sentence in which a novel predicator is embedded contains a number of noun

phrases that matches the number of arguments taken by the predicator, and the

nouns in those noun phrases are ones with which the child is familiar so that their

status as nouns is known and the referents of the noun phrases can be irlentified.

The nouns can be common nouns, pronouns, or proper nouns; the type of noun

does not matter, as long as the child is able to identify the referent(s). Note that

the thesis states that learning will be facilitated by the presence of noun phrases in

an utterance, not by the presence of common nouns per se; common nouns do not

signify individuals in extramental being, but noun phrases, of whatever type, signify

specific individuais, say the participants in an action or the bearers of a property.

Il is interpretability into an individual that makes a noun phrase helpful in

learning, according to tht;; theory. Second, the sentence is uttered in a situation

where it transparently comments upon an ongoing action, activily, process or event

that involves a number of participants (e.g., objects or persons) that matches the

number of noun phrases in the utterance, and those participants are ones for

which or for whom the noun phrases are appropriate. Alternatively, the sentence

is uttered while the learner's and the speaker's attention are focused on an

individual, the obvious referent of the single noun phrase in the utterance, and

that individual possesses sorne salient property or attribute. Third, the child does

not know a word for the type of action, activity, process, event, property, or

attribute, and the predicator in the utterance is the only word that is both salient

(e.g., due to stress) and lacking any known meaning. Under these conditions, the

learner should readily form the hypothesis that the salient and novel word is a

predicator and each noun phrase is an argument of il. 1 will cali this type of

learning the Interpreted NOUlI Phrase Met/lOd of predicator id~ntification. In this

method of learning, noun phrases are interpreted into the individuals from which

a property or relation is nonseparable or upon which it depends for ils existence,
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and the noun phrases are interpreted as arguments of the word for the property or

relation. In this way, an argument structure for the novel word is inferred. Here,

the term "argument structure" need not be interpreted in the modern sense (e.g.,

as in Grimshaw, 1990), namely as a complete representation of ail the relations of

a predicator to its arguments or vice versa (e.g., government relations, thematie

relations, and 50 on). Although a ehild might, in an instance of learning, acquire

much of the information that concerns the modern linguist, the child need not do

50 in order to identify a novel ward as a predicator. The child need only infer an

argument structure in the older sense of the term, namely the fact of taking

arguments, and the number of arguments taken. il seems reasonable to expect,

though, that the child may also acquire at least a subset of the predicator's

selectional restrictions, that is, the ehilrj may identify a subset of the kinds to

which the referents of the word's arguments can belong.

An example will help illuminate the Interpreted Noun Phrase Method.

Imagine a young girl sitting with her mother by a window. Outside in the yard, the

family cat is c\imbing a tree. The cat's name is Mick. Suppose that as the girl and

her mother watch the event unfold, the mother utters the following words: "Mick

is climbing the tree." The stressed morphemes in this sentence are "Mick," "C\imb,"

and "tree," 50 these are the morphemes to which the child will likely attend the

most. Suppose further that the girl knows that "Mick" is the name of the cat, and

she knows that the word "tree" signifies the kind of abject the cat is c\imbing. If

she does not already know the meaning of the ward "C\imb," she should farm the

hypothesis that "C\imb" is a predicator which takes two arguments and which heads

phrases that signify instances of relations of the type she observes ta hold of the

cat to the tree at that moment.

This method of predicator identification will only work in cases where one

and only one salient relation holds of the referents of the noun phrases in the

utterance; otherwise, the learner may realise the wùrd is a predicator but be

unable to identify the relation ils phrase signifies, and therefore unable to learn

the word. Hirsh-Pasek and her colleagues (Hirsh-Pasek, Naigles, Golinkoff,
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G1citman, & Gleitman, 1988, as cited in Hirsh-Pasek & Golinkoff, 1991) have

shown that very young children (aged 1;6 to 1;9) cannot decide between transitive

and intransitive versions of an action as the signification of an utterance

containing two noun phrases that transparently signify the participants in both

types of action. They showed children two videos simultaneously while a voice

uttered the words of a sentence. One video showed Big Bird causing Cookie

Monster to do something (e.g., pushing him into a squatting position, or making

him turn around in circles); the second video showed both individuals performing

the carresponding intransitive action (e.g., squatting or turning) in simultaneity.

The sentence played contemporaneously contained the proper names of both

individuals as weil as a verb in either a transitive context or an intransitive context

(e.g., "look at Big Bird squatting Cookie Monster," or "Find Big Bird and Cookie

Monster squatting"). Children under the age of 1;9 showed no looking preference

for either video. Children between the ages of 1;10 and 2;6 showed a looking

preference for the causative video in the transitive-verb condition, but 1\0

preference in the intransitive-verb condition, suggesting that they had learned the

distributional features (including, perhaps, the word arder SYO) associated with

transitive verbs. (Word arder alone çannot account for the ability of children aged

1;10 to 2;6 to interpret a transitive context correctly and the absense of this ability

in children under 1;9. Hirsh-Pasek, Golinkoff, de Gaspe Beaubien, Fletcher, &

Cauley, 1985, as cited in Hirsh-Pasek & Golinkoff, showed that children under the

age of 1;6 were aware of English word order, and couId use this knowledge to

distinguish the case of Cookie Monster wasning Big Bird from the case of Big Bird

washing Cookie Monster on the basis of the positions of the nouns with respect to

the verb. Further, children within the age range 1;10 to 2;6 showed a looking

preference for a video showing an intransitive action when presented with the

sentence "Big Bird is turning with Cookie Monster" versus "Big Bird is turning

Cookie Monster"; this intransitive context orders the nouns in the same way as the

transitive context, but includes a preposition to signal the conjunction of the two

noun phrases.) The inability of children below the age of 1;9 to decide whether
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the verb phrase signified the transitive (i.e .. causative) or intransitive versions of

the action highlights the importance of a lack of amhiguity of the mie of noun

phrases in an utterance with respect ta a relation or property that is a possihle

interpretation of a phrase containiug a predicator. But children are unlikely to

encounter many situations in which the same individuals are simultaneously

involved in bath a relation of one ta the other and in intransitive actions or

activity of the same type.

The evidence presented by Hirsh-Pasek and her colleagues shows that for

the youngest learners, the number of nour.-phrase arguments and their intentional

relations ta observed individuals are initially the only available data relevant to

learning; the syntactic Mructure of the sentence is not relevant in carly learning

because children have not yet learned which aspects of sentence structure signa!

the presence of a transitive verb or an intransitive verh (see section 3.2.5.4). The

early identification of predicators cannat be supported by distributional analyses,

but just by semantic analyses - by analyses of the relations of noun phrases to

individuals, and analyses of relations of individuals ta one another, or of

properties of individuais - analyses that lead ta hypotheses about relations of

novel and salient words ta nonseparable phenomena (see also Grimshaw, 1994,

and Pinker, 1994).

3.2.5.3. The Role of Observability

For an action, activity, pracess, event, or state, the facilitating raie of an

interpretation of noun phrases into participants depends upon observable

participancy, and therefore observable participants involved in sorne observable

action, activity, pracess, event, or state. Although two participants are involved in

the state of liking, this state is not directly observable (but must be inferred fram

time spent together, habituai praximity of participants, positive facial and body

language clues, and 50 on). It would be difficult for a child just learning

predicators to acquire such a verb. This initial dependence on observable relations

helps to explain the common conclusion that children learn verbs by observing
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actions (e.g., Macnamara, 1982; Pinker, 1982, 1984, 1987), as weil as the

preponderance of action words among carly verbs; verbs for unobservable mental

processes (such as thinking, knowing, and remembering) are learned relatively late

(e.g., Abbeduto & Rosenberg, 1985; Bretherton & Beeghly, 1982; Furrow, Moore,

Davidge, & Chiasson, 1992; Johnson & Maratsos, 1977). Actions occurring in

situations that support le::arning involve physically present participants who are

moving through space-time and interacting in sorne physical and observable

fashion. The importance of actions to learning lies not in sorne unlearned

association with verbs, but in the observability and salience of actions and in the

transparent need for an argument structure for words used to talk about actions.

An advantage of the current theory over others is that it provides a principled Iink

between actions and predicators (which are superordinate to verbs). The

information upon which the child bases predicator identification, namely the

inferred argument structure of the action word, is tied c10sely to the definition of

the category.

For non-actional and non-activity one-place predicators (e.g., adjectives),

early identification may depend on the observability of the property (e.g., a quality

or attribute) signified by the phrase that the predicator heads. Further, the

property must be salient, either because it contrasts with a property that is

possessed by another object of the same basic-Ievel kind, or because it is one that

the perceptual system registers at an early stage (e.g., a particular colour; see

Treisman, 1986, 1988; Treisman & Patterson, 1984) and for which no word is

known. Macnamara (1972) suggests that words will be more readUy interpreted as

words for transient or varying properties of objects than as words for stable

(unvarying) attributes. Transience or change in an attribute or property might

augment its salience because of the existence of temporal boundaries and the

tendency of human observers to attend to novelty and change. In addition to this

salience, it is of course helpful if the sentence in which the predicator is

embedded contains a noun phrase that the chUd knows is appropriate for the

object that possesses the property, and if no other noun phrase is present in the
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sentence (which might suggest that the argument structure is that of a two-place

predicator).

It is possible that observability is gremest when the person carrying out an

action or activity or possessing a property or state is the child learning the new

word - especially when the relation or property does not involve movement or

any.thing directly perceptible (e.g., the state of enjoyment, the state of sadness, or

the relation of liking). Actions performed hy the child, as weil as actions

performed at the child's request or suggestion, have another advantage in the

learning situation: The child's attention is almost certainly engaged. (An ;ldvantage

for learning the conventional word order of noun phrases with respect to verhs

also obtains when one's own action is observed; the presence in one's <lwn

consciousness of an intention to act may help in learning the prototypical link

between agents of actions and subject position for noun phrases.)

Ali of these considerations lead to the prediction that children will learn

verbs most easily in situations in which they are the agent, actor or experiencer, or

at least directing an agent or actor. The available data are in line with this

prediction. L. Bloom, Lightbown, and Hood (1975) report that in one study,

"encoding relations between objects and persons or between objects appeared to

depend upon ongoing or intended action by the child or by another at the child's

direction" (p. 32). Huttenlocher, Smiley, and Charney (1983) found that infants

can perform requested actions long before they can identify instances of those

actions in others, suggesting that they learned the words for those actions while

they were performing them themselves (and they may not know what the actions

look like when another agent performs them). Huttenlocher, Smiley, and R.atner

(1983) examined parental utterances, and found that parents use a verb to signify

a child's action somewhat more often than to signify an action observed hy the

parent and child; this finding suggests that adults may be aware of the learning

advantage associated with commenting upon the child's action. (But Starr, 1974, as

cited in Huttenlocher, Smiley, & Ratner, found that only about 5 percent of adult

utterances are comments upon children's actions, so such learning opportunities
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may he relatively rare.) Children themselves utter verhs mos! often when

commenting upon their own actions and movements, or their own internai states,

such as wanting and needing - or when demanding action of others (Benedict,

1979; Bowerman, 1976; Huttenlocher, Smiley, & Charney; Leonard, 1976). When

they do comment on ohserved events, they tend to lise verbs for movements rather

than actions per se - that is, for phenomena that do not require an imputation of

agency to the person or ohject in motion (Behrend, 1990; Huttenlocher, Smiley, &

Charney); agency in others (Le., their intent) is not observable, but must be

inferred. Children use verbs and adjectives for internai phenomena such as

emotions, percepts, and hunger earlier for their own internai states than for the

internai states of others (Bretherton, McNew, & Beeghly-Smith, 1981). So it seems

that adequate observability of and sufficient intensity of attention to a relation or

property often entail the child being the agent, actor, possessor, or experiencer;

even for phenomena that are potentially observable in others, the child's

participancy increases the chances of the child's noticing the relation or property.

The ideal learning conditions may involve an adult commenting on the child's

action, as in a situation in which a mother says to her daughter, "You are pushing

the box," If the girl can interpret the pronoun "you" into herself (whether or not

she has mastered the speaker-dependent meaning of this word) and can interpret

the ('ount noun "box" so that she can determine the referent of the noun phrase

"the box," she might be able to deduce the meaning of "push" and identify it as a

predicator.

Sorne predicators may be easier to learn because of the nature of that

which is signified by the phrases they head. Actions involving two or more

participants may facilitate learning best of ail, whenever the participants are

named in an utterance; the actional relations of any one individual to another are

readily observed, and there is likely to be just one salient actional relation of that

individual to the other. Stable properties of individuals may lend themselves less

readily to being the interpretations of phrases headed by novel predicators. A

given individual has any number of observable properties, and none may stand
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out. One l11ight expect that children \carn vcrbs for transitive actions before lhey

learn adjectives for characteristic properties. This prcdicti()n receivcs support l'rom

descriptions of early vocabulary (e.g.. sec K. Nelson. 1973; Siobin, 1(111).

Adjectives for stahle properties are among the lasl open-c1ass words aCl)uired (e.g.,

K. Nelson).

3.2.5.4. The Role of Distributional Phenomena

When the first predicators are identified, the relative order of the noun

phrases in a sentence \Vith respect to the predicator and with respect to one

another should be irrelevant; ward order is language-specifie, ami it is specified

over parts of speech, including predicators, sa it must he learned hy noting the

order of words for whieh part-of-speeeh memhership is known. (The speech

eorpora of several ehildren show relatively free ward arder in their carly speech;

sec Braine, 1976, and Maenamara, 1982, for sorne examples.) So word order

eannot provide clues about the roIes of noun phrases with respect to a predieator,

or about the possible part of speech of a word in a certain position, until some

predieators have been identified sa that the word order of the language ean he

deduced. Inflexions on a predicator should also be irrelevant ta early predicator

identification; the status of sorne words as predicators must be known before

inflexional patterns for that category and its subcategories can be learned. This

assertion is based on the seeming impossibility of arriving at the category

predicator (or any other major part-of-speech category) by performing analyses of

sentences in search of distributional patterns prior to any unJerstanding of any

constituents in the sentence (which is why even the best-known proponents of

category learning through distributional analysis describe analysis over interpretcd

elements; see Maratsos & Chalkley, 1980). It is partly because of this problem that

sorne authors (Grimshaw, 1981; Pinker, 1982, 1984, 1987) have proposed a process

of "semantic bootstrapping."

Once a child has learned at least sorne of the language-specific rules of

phrase structure, agreement, and conjugation for predicators, words can be
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idcntified as members of this category or its subcategories (e.g., verb and adjective)

on the basis of their distributions in sentences. Evidence exists for children's

ability to identify words as members of semantically defined noun c·'tegories

(cou nt noun, mass noun, and proper noun) on the basis of their distributional

contexts once they have learned the distributional regularities associated with the

categories (P. Bloom, 1990, 1994a, 1994b; Gordon, 1985; N. Katz, Baker, &

Macnamara, 1974; McPherson, 1991). Presumably they can do the same for verbs

and adjectives.

Identifying the part of speech of a word on a distr;butional basis need not

imply that the part of speech has come to be defined in purely formai terms. The

distributions of words belonging to semantically defined part-of-speech categories

are symptomatic of the semantic definitions, or, more generally, of the semantics

of the words, and learners are likely to expect semantics to go hand in hand with

distributions. The appearance of English count nouns, for instance, with the plural

marker, with the indefinite article "a," with "another," and with numerals is

symptomatic of the atomic nature of the individuals signified by noun phrases

headed by count nouns - a nature that is central to the definition of the category

COU/If noun. The distributional fact that English transitive verbs can be followed by

a noun phrase is symptomatic of the semantic fact that two-place predicators head

phrases that signify being which depends upon Iwo individuals for its realisation.

The distributional fact that sorne verbs end in -ing is a symptom of the semantic

fact that these verbs head phrases that signify being that is not inherently enduring

(e.g., because it is not an end state of sorne process or action, but is itself a

process or action). The agreement of the copula, an auxiliary verb, or a .verbal

predicate with the subject noun phrase in person, gender, and number (for

instance) is symptomatic of the fact that the predicate signifies an aspect of the

subject's being. The appearance of forms of "do" and "will" with verbs is often a

symptom of the fact that such predicators head phrases that signify something that

cornes to be only by virtue of a subject's acting upon an intention (or will; see

Appendix B). In any language, the distributions of words signal sorne aspects of
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their meanings, often including thase aspects that are central to the dcfinitions of

their parts of speech; exceptions are facts of distrihution assaciated with parts of
.'

speech that are defined independently of semantics, snch as gender suhcategories

of noun.

3.2.5.5. The Deoendence of Predicator Identification Uoon Knowledge of Nouns

The nonseparability hypothesis may explain the late appearance in

children's speech of verbs and adjectives relative ta nouns. For learning to (.ICCur

according to the Nonseparability Method, the learner must know a hasic-Ievel

noun for an individual (and a proper name, for certain animate heings) if the

learner is to entertain the hypothesis that a phrase containing a novel word

signifies a property or relation that is realised by virtue of that individua\. For

learning to occur according to the Interpreted Noun Phrase Method, the learner

must be in a position to interpret the noun phras~s in an utterance into the one or

more individuals involved in a relation or possessing a property, and so the learner

must have learned the nouns that head those noun phrases at an earlier time.

Both methods of predicator identification presuppose a knowledge of certain

nouns, and the relative lateness of predicator learning may be due to this

presupposition of sorne noun learning in predicator learning. The early

appearance of nouns has led sorne investigators to the conclusion that the

concepts associated with nouns are somehow more basic or simpler to acquire (see

Gentner, 1978, 1982). 1 do not reject thi~ possibiHty, but thè theory described

herein provides an alternative explanation for the delayed learning of predicators.

The presence of noun phrases in an utterance as a realisation of the

arguments of a predicator may be helpful to learning for a reason other than the

one 1 deseribed in section 3.2.5.2. Predicators, both verbs and adjectives, are typed

by the kind(s) to which their arguments can belong (for verbs, see Cruse, 1986; La

Palme Reyes et al., 1994b; for experimental evidenee of verb typing, see Gentner

& France, 1988; for adjectives, see Bolinger, 1967; J. J. Katz, 1964, 1972; Lahav,

1989; J. R. Taylor, 1992; for experimental evidence of adjective typing, see Halff,
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Ortony, & Anderson, 1971i; Medin & Shoben, 1988; Murphy, 1988; Murphy &

Andrew, 1993; Sharpe, 1994). The kinds that type a predicator are oot always

basic-Ievei kinds. The prerJieator "good," for instance, can be typed by many non

basic-Ievel kinds, sorne of which are the domain of an "underlying" map (see La

Palme Reyes et al., 1994b; Macnamara, 1994) with the basic-Ievel kind PERSON

. as its codomain, kinds such as STUDENT, MOTHER, and THIEF. Basic-level

kinds are associated with perceptual types, but the kinds that type a predicator

need not be. A child cannat be sure, just from noting the perceptual types of

individuals, which kinds type a novel predicator in a given instance of its use. If

the utterance containing the predieator also contains argument noun phrases,

though, then the kinds that type the predicator are explicit (or at least subsets of

those kinds are expIicit). (This is true even if the noun phrases consist of proper

names or pronouns - including indexicals such as "1" and demonstratives such as

"this" - because such words are necessarily interpreted into individuals in basic

level kinds such as PERSON and CAT; the kinds, which correspond ta the

perceptual types, individuate the referenls of the expressions; see La Palme Reyes

et al.; La Palme Reyes, Macnamara, Rey~s, & Zolfaghari, 1993; Macnamara;

Macnamara & Reyes, 1994; sa the appearance of a proper name or a pronoun as

a predieator's argument implies that the basic-level kind that individuates the

referent of the noun is among those that type the predicator.) Children might be

more inclined ta enter a predieator into their lexicon if they can fully represent its

inferred meaning, including the kinds that type it in that instance. (Later, upon

hearing the ward used with different nouns but without any apparent change in

meaning, they may expand the set of kinds that are treated as equivalent in the

typing. For evidence showing that children initially understand a verb ta take, as

its arguments, noun phrases headed by a restricted set of nouns, see Anglin, 1977;

Feifel & Lorge, 1950; and Gallivan, 1988.)

Berman makes a similar point, using the functional language of

mathematical logie, and following the convention in modern linguistics of

characlerising predicators as "relational," not because of their use in signifying
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relations in extramental heing, but because linguists conceptualise them as words

that stand in relations to their arguments (sec footnote 6):

Semantically, predicates are Jess autonomous than arguments. As
relational terms, their interpretation depends on the arguments with
which they are associated. Thus intransitive verbs arc interpreted by
reference to their subject nouns: compare the verh is lI'orking in
association with NP subjects such as that man, the l!Orse, our car, illY
!Vatch, on the one hand, or the system, our nell' project, on the other;
transitive verbs are interpreted in terms of their object nouns:
compare the verb play when it occurs with NPs like tennis, c/zess, the
piano, on the one hand, or with expressions Iike a role, the fool, or
havoc, on thè other; and adjectives are interpreted relative to the
noun arguments to which they are assigned: Compare the sense of
fresh when used to modify nouns like eggs, air, cOlllplexion as against
ones like starts, ideas, and talk respectively (Keenan, 1979). This
relationality of verbs and adjectives compared with nominal
arguments will affect the task faced by children in distinguishing the
categories in question. Nouns may have a privileged status in
acquisition, since they constÎtute tht: .constants with which V and A
[adjective] will be associated as functions. (Berman, 1988, pp. 47-48)

3.2.5.6. The Role of Predication in Predicator Learning

So far, l have dealt exclusively with the role of nonseparability or

dependency for being in predicator identification. What about predication? Does

it a1so play a ro1e? l argue in Appendix B that predication plays a role in

determinations of predicator meanings; in particular, predicators are interpreted,

wherever possible, as words for that which cornes to be by virtue of an intentional

act of the subject of predication, leading to the misinterpretation, for example, of

intransitive verbs as transitive verbs. But l will argue that the role of predication

in predicator identification per se is secondary.

1 argued earlier (in section 3.2.4.2) that predication does not enter into the

definition of a predicator. l then argued that predicator identification is guided by

that definition. 1 will now explain in detail why predication, in the Aristotelian

sense, cannot play any central role in predicator identification.
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When the predicate of a proposition contains a predicator, the subject of

predication will be an argument of the predicator, and it will be an individual

from which that which the predicate signifies is nonseparable (in the case of a

true, affirmative, active proposition). In this case, responsibility for the being

signified by the predicate will coincide with nonseparability. But in other cases of

predication, no such coincidence occurs. For instance, wht'n the predicate. is a

nominal one, the subject may be respons:ble for the being signified by 'the

predicate when the being is not of the sort that is nonseparable. The form of a

kind that is predicated of a subject when the predicate is nominal cannot properly

be said to be in the subject; it is, rather, either coextensive with it, being that

which individuates (or informs) the subject, or else it is concomitant with that

individuating form. Consider first predicates headed by basic-Ievel count nouns. In

the proposition, "Constance is a person," the person Constance, here the subject of

predication, can be heId responsible for the being of the form of a person - that

is, the intension10 of the basic-Ievel kind PERSON, the actual shape and

1000he word "intension," from the Latin illtellsio(lIem), a noun derived from the verb illtelldo
('stretch,' 'strain,' or 'aim toward,' as weil as 'bring a charge against [somcone]'), means Iitcrally a
tending or tensing or stretching within (or toward) something. Il is best applied to dimensional
qualitieqhat can vary in intensity, existing as gradations between opposites (e.g., hot and cold) that
"pull" against o.:e another - qualities (e.g., hotness) that come ta be in an individualthrough
intcnsification toward one contrary of a pair (e.g., hot), and cease to be through a relaxation of the
tension toward that extreme, falling away in intensity. The'ward has come to mean the set of
allributes that characterise whatever falls under a word's signification, with a word's "intension"
contrasted with its "extension," that is, the particular instances of ils signification; 1 use the ward
more or less in this sense. Whenever the predicate is headed by a predicator, that which is
predicated of the subject is ill it, though not always as a dimensional quality ta which wc could assign
an intensity. My use of the ward "intension" serves ta contrast what is in a subject, prototypically
intending toward one or the other pole of a dimension within the subject, with the subject itself,
which is an extended being that provides the substrate for that which is predicated of il. When a
basic-Ievel kind or form (eidos) such as "person" is predicated of a subject, the form is not ill the
subject (but is, rather, coextensive with it, being that which informs or individuates the subject; sec
Aristotle, Categories 5, 3b19-23), but the form is an intension in the sense that individuals tend
toward the perfection of the forro that informs them or individuates them (e.g., as a person grows
into a mature person) and they deteriorate away from that relatively perfected state (e.g., as a person
who has matured ages) in a play between the realisation of a form and the want of it or the privation
of it that is analogous to the tension between opposite qualities. (Aristotle calls the want of a statue's
shape that is in bronze or gold or marble the opposite of the shape: '..• The want of figure and the
want of shape and the want of order [are] that which lies over against [i.e., the opposite]'; Pilysics

(continued...)
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structure of a persan, and its general nature as a memher of that kind - hecause

when Constance came ta he, the form of a persan came to he. But the form of a

persan is not nonseparable; it is not presellt in the suhject as whiteness is prcscnt

;n a white body (see Aristotle, Categories 5, 3"7-15); the form encompasses thc

wllOle being and the whole body of the subject, sa that the (spatial and temporal

and qualitative) boundaries of the persan that define its heing as a person arc ticd

up with ils form (Le., its shape and structure, as weil as its general human nature).

Because an atom ceases to be when its form is destroyed, as a hall or a dog ceases

to be (as a bail, or as a dog) when flattened by a steamroller, the form of an atom

is not a nonseparable aspect of the atom's being (Le., it is not in the atom), hut

rather something that defines its being as a certain kind of atom. To put it

another way, the form of a person is the whole kind PERSON in the sense that an

individual person is individuated by the kind's extension, since what constitutes an

individual person can be determined with reference to those individuals that are

members of the kind (e.g., what constitutes a hand can he determined with

IO(•••eontinued)
A.7, 190bI5-16; more generally, he calls the privation of a form (eidos) ils opposite, aeeording to one
reading of his teX! as it survives: '... The form or delinition is one [principle, or eommanding origin,
or governing source; arcilë), but further [therc is)the opposite to this, lhe privation'; Pilysies A.7,
191313-14; the translations are mine.) A form ean be present in dirrerent degrees, where the
gradations are different degrees of perfection in realising the form. A fmm ean he prediealed of a
subjeet if the subjeet is, to any degree, a realisation of that form. Arislotle (Merapilysies li.7, 1017"(·
9) gives, as one example, our use of the noun 'corn" for corn that is not yet ripe; wc even speak of
'planling corn' when we sow corn seed, beeause the seed is informed by corn in the sense that it has
the potenlialto beeome corn - to be something individuated by the fmm of a corn plant. For the
same rcason, we ean predieate "person' of a newborn infant, or perhaps even of a fertilised ovum (if
wc take a physicalistie view of persons, or if wc believe that the spirit or anima enters the body at
conception, rather than at the lirst inspiration when the animal lirst beeomes animated). (This
intensional interpretation of a noun phrase applies only to nominal predicates. A noun phrase in
subjeet or objeet position refers to an individual qua individual [as individuated by the named kind),
whieh is not the sort of thing that can vary in degree; see Aristotle, Categories 5, 3b33.439.) By
rcgarding the realisation of something and its privation as opposites toward whieh a subjeet ean tend,
we can understand other sorts of predicates as intensions as well; the signification of a locative
predicate, for instance, sueh as 'in the room," can be viewed as an intension (even though that whieh
the predicate signifies is not ill the subjeet), for there is a transition between being in a room and its
privation, that is, being out of the room, sueh that in leaving a room, a subjeet makes a transition
from being in the room to being out of the room, beeoming, in inereasing degrees, the privation of
being in the room; in entering the room the subjeet is beeoming bcing in the room while not yet in
the room eompletely, so that the subjeet is in the room only to sorne degree.
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rcfcrcncc to those individuals that are members of the kind HAND; each such

individual is a part of an individual of the kind PERSON; see La Palme Reyes et

al., 1994b). A whole kind is certainly not in one of its members. (See Aristotie,

Categories 1, 1"20-22, regarding the predicate "man" not being in an individual

man, even though it can be predicated of a man.) Aristotle makes the same point;

he says that the kind terms that can be predicated of primary substances signify

certain qualities, but not qualities Iike warmth that are in a subject; they signify,

rather, qualities that define the boundaries of subjects and their kinds (Categories

5, 3b13-16, 19-23).

A similar argument can be made for the predication of a subject's genus

(or superordinate kind). In the proposition, "A cat is an animal," for instance, the

form of an animal that is predicated of a cat is not something that exists in the cat

as a nonseparable aspect of it; something has the form of an animal only by virtue

of the fact that it has the form of sorne specifie animal, such as a cat. Whenever a

cat cornes to be, the form of an animal cornes to be; for this reason, a cat can be

held responsible for the coming to be and the being of the form of an animal. But

among cats, that which is an animal is identical with that which is a cat, so the

form of an animal is not in a cat as sorne nonseparable aspect of it. The form of

an animal that is predicated of a cat is just the form of a cat; that form is not

sorne nonseparable aspect of being present in a cat; it is, rather, that which

individuates the cat.

For nominal predicates headed by nouns for kinds of concomitants, such as

"passenger" or "teacher," the intension of the kind named is also something other

than what is properly called nonseparable. When we say, "Bob is a teacher," we

understand the teacher to be an individual concomitant with a certain person, such

that the whole body of the person is also the body of the teacher; there is not just

sorne part of Bob's body that is a teacher. The teacher is not identical with the

person, because the person existed before the teacher came into being. But the

spatial boundaries of the teacher are identical with the spatial boundaries of the

person, and any property possessed by a teacher is possessed also by the
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underlying persan (even if the pruperty is typed hy the kind TEACHER, so that

it's nature can he understood only in reference to this kind; if a teacher is a good

teacher, then the underlying persan is also a good teacher). If the form of the

persan is destroyed, sa is the form of the teacher. Underlying every teacher is a

persan, and the definition of a teacher (e.g., "a person who teaches") includes a

persan, sa the existence of a teacher is parasitic upon the existence of a person.

Because a teacher is necessarily concomitant with a person throughout its

existence, and coincides with the whole body of the person, and ail of its

properties are properties of the persan, its form is not something nonseparahle,

per se.

Nonseparability also diverges l'rom predicahility for predicates consisting of

prepositional phrases. In "Tristan is in the room," the predicate "in the room"

signifies an aspect of Tristan's being, and one for which he can he held

responsible (for being in a room cornes ta he hy virtue of the thing that is in the

room), but the being in the room is not a nonseparahle aspect of Tristan's heing;

unlike the colour of his skin or the kindness of his manner, his heing in the room

is not in him. In general, any predicate headed by a word that is not typed by

kinds and that takes no arguments does not signify something nonseparable.

Aristotle (Categories 5, 2a I9-34, 3a7-28, 3h2-5) provides a test for

nonseparability, or being in a subject: If the definition (logos) of something can be

predicated of a subject, then that thing is not in the subject as something

nonseparable l'rom il. The definition of "a persan," namely "a rational animal," can

be predicated of any individual of whom the predicate "a persan" is true (e.g.,

"Stephen is a persan" implies "Stephen is a rational animal"), so the predicate "a

persan" does not signify something nonseparable that is in an individual person.

Suppose that the definition of "a teacher" is "a person who teaches"; this definition

is clearly predicable of anyone of whom the predicat~ "a teacher" is true (e.g.,

"Rhonda is a teacher" implies "Rhonda is a persan who teaches"); so the predicate

"a teacher" must not signify something nonseparable - something that is in a

subject. Similarly, the definition of the locative predicate "in a room" (e.g.,
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"contained within the boundaries of a room") is predicable of something that is in

a room (e.g., "Elena is in a room" implies "Elena is contained within the

boundarie~ of a room"), showing that "in a room" signifies something that is not

present in a subjec!. By contrast, the definition of "white" (e.g., "the colour with no

hue at the bright extreme of the gray dimension") is not predicable of a subject in

which whiteness inheres (e.g., "That rabbit is white," but '''That rabbit is the

colour with no hue at the bright extreme of the gray dimension"; a rabbit is not a

colour in the sense of actually being identical with a certain colour, understood as

an individual colour among colours). Similarly, the definition of "running" (e.g.,

"coordinated movement of the legs resulting in rapid forward motion") is not

predicable of a subject who is running (e.g., "James is running," but '''James is

coordinated movement of the legs resulting in rapid forward motion"; James is not

movement of a certain type). For the relational predicator "double," the definition

(e.g., "a ratio of 2: 1") is likewise not predicable of a quantity that is double relative

to sorne other quantity (e.g., "Four is double relative to two," but '''[Relative to

two] four is a ratio of 2:1"; four is not a ratio). For a transitive verb such as "kick,"

the definition of its associated active relation, say of "kicking" (e.g., "sharp

movement of a foot 50 as to make impact with sorne object"), is not predicable of

a subject to which an active predicate headed by "kick" applies (e.g., "Delia is

kicking sorne object," but '''Delia is sharp movement of a foot 50 as to make

impact with sorne object"). For the associated passive relation (i.e., that which is

signified by a predicate consisting of the verbal participle "kicked"), the results of

this test seem to indicate an absence of nonseparability; given the definition of

"kicked" as "impacted by the foot of someone who moved his or her foot sharply in

[one's] direction," then the truth of the proposition "Edwin was kicked" would

seem to warrant the predication of the definition of "kicked" to Edwin (e.g.,

"Edwin was impacted by the foot of someone who moved his or her foot sharply in

[his] direction"), suggesting that a passive relation is not present in a subject. If

this conclusion is correct, sense might be made of it as follows: The sensation of

another's foot against one's body that results from being kicked is certainly present
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in oneself, but the kicking that exists as movement in the person kicking goes on

entirely outside oneself when one is being kicked; so predicating the undergoing of

kicking (rather than the feeling of the impact of a foot) is predicating being of a

type that does not exist in the subject, even though it is an aspect of the subject's

beingY

11A dcl1nition is ncccssarily a prcdicalC, 50 this test requires convcrling a prcdicatc Înlo a suhjcct
so that the attributability of the definition ean be evaluated. For adjectival predicates, this may or
may not necessitate the affixation to the adjective of a nominalising suffix (e.g., -lIess). For verbal
predicates, the verb must be converted to a gerund (e.g., "running") or, alternatively, a nominal
infinitive (e.g., "to run"). Noun phrases move freely between predieale anù subject position. Loc"tive
phrases such "s "in a room" can be nomin"liscd only if " nominaliseù form of "be" (i.e., its gerunù or
infinitive) is inc1uded (e.g., "being in" room" or "to be in " room"). The s"me is truc for passive
verbal predicates; "kicked" c"nnot appear in subjecl position by itself, hut "hcing kiekeù" anù "to he
kickeù" can. (For past participles that arc adjeclival in nature, i.e., that have the semantie force of a
perfect participle, so that they arc used in signifying the enù stale of an action, aetivity or process
rather than the undergoing of the action, activity or process, e.g., "tired," the pariicipIe can he
nominalised with affixation, e.g., "tiredness.") For locative predicatc.~ anù pw;sive verb,,1 preùiclltes,
then, one must nominalise, not the predic"te, but the preùic"ble (or predic"le phrase). As "n
"Itern"tive, one m"y put the predicate anù the definition in quotation marks to indieate that they arc
to be understood as Iinguistic entities (i.e., entities that refer to phmses maùe up of those worùs, anù
not to the aspects of extramental being that the phrases woulù signify in a proposition) and place
"means" rather than Ois" between the subjeet noun phrase anù the ùefinitional preùieate (e.g., "'In"
room' means 'contained within the boundaries of a room'''). This amounts 10 showing that the two
phrases arc paraphrases of one another, so that they have the same meaning (anù it does not involve
attributing to the signification of the first expression the signification of the seconù expression).

The results of this test seem to ùepenù on the nature of the change in meaning that oecurs
when a predicate is nominaliseù and placed in subject position. When aùjeetives or infinitive forms of
verbs appear in subject position, they seem to behave semantically Iike proper names for properties
or relations understood as individuals in a genus of properties or relations (e.g., in the genus of
COLOUR, whieh inc1udes White, Red, anù Purple, or the genus of MOVEMENT, whieh inc1uùes
To Run, To Walk, and To Somersault, or the genus of RATIO, which inc1uùes Double, Triple, anù
Quadruple). The genera that arc nameù as part of their defÎnitions (e.g., COLOUR, MOVEMENT,
and RATIO) arc genera to which substances eannot belong, so the ùefinitions cannot be preùieateù
of substances that possess the defineù property or relation as aspects of their being. Gerunùs anù
predicators nominalised by afftxation (e.g., "dancing," "smm,thness; anù "construction") seem to
behave Iike mass nouns signifying instances of qualities or aetivities taken collectively. The ùefinition
of any such worù will inc1ude the name of some genus (e.g., MOVEMENT, TEXTURE,
ACTIVITY) to which no substance that is the substrate for the quality or aetivity unùer
consideration can belong. When a nominal predicate is converteù to a subjeet nOUn phrase, the
meaning changes from intensional to extensional, but any kinù or genus nameù in the ùefinition will
be one to whieh an individual named as subject belongs because the intension is that which
individuates the extension, anù th" extension will be sueh that membership in it implies membership
in the kind named in the definition, either because the ùefined kinù is a subkinù of that kind (as
PERSON is of ANIMAL) or because the defined kind is a kind of concomitant (e.g., TEACHER), a
member of which comes to be in dependency upon an unùerlying substance of the kinù named in the

(continueL)
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It is clear, then, that the responsibility for being characteristic of a subject

of predication need not coincide with the predicate's signification of something

nonseparable. For this reason, predication per se does not imply that the subject

of predication is an argument of the head of the predicate. A subject noun phrase

will be interpreted as an argument only when the predicate signifies something

nonseparable. It follows that novel nouns heading nominal predicates will not be

interpreted as predicators (if their meaning is correcily divined),12 and that

predication plays no central role in predicator identification.

Predication may facilitate predicator identification if il increases the

salience of the link between the subject noun phrase and the predicator heading

the predicate. When an individual is both the ground for something nonseparable

from il and responsible for its being, and especially when the responsibility for

being goes beyond nonseparability (e.g., when responsibility is due to an

intentional act; see Appendix B), the salience of the Iink between the predicator

and this argument may be especially great. The fact of being responsible for an

action (for instance) should increase the perceived participancy of an individual in

an action event. This greater salience may promote a tendency to include the

noun phrase in the novel word's structure, as its argument, and this in turn would

facilitate an identification of the word as a predicator. Such facilitation might help

expIain the apparent advantage of action words over other predicators in learning.

11(•..continucd)
delinition (e.g., PERSON). Predicates that do not undergo conversion to noun phrases (e.g., locative
predicates and passive verbal predicates) fail to undergo any change in meaning, so the delinition is
naturally attributable to them.

120ther factors may prevent learners from misinterpreting a noun heading a nominal predicate
as a predicator (i.e., from interpreting the subject noun phrase as the noun's argument, and
consequently taking the noun to be a predicator). Distributional clues may faeilitate an identification
of the noun as a noun; very carly in language learning, the indelinite article (for instance) cornes to
serve as a signal to count-noun status for the word with which it appears (e.g., N. Katz et al., 1974).
The dependence of predicator learning on noun learning (sec section 3.2.5.5) may also help prevent
the identification of a noun as a predicator. Because many nouns have been learned before many
predicators come to be learned, learners beginning to acquire predicators are Iikely to be familiar
with many of the nouns they hear in nominal predicates, so that their status as nouns is already
known.
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In addition to being observable and perceptually salient. actions occur by virtue of

an intentional act of the individual who is usually named as the suhject of

predication. Because the suhject is responsible for its action in the strongest sense

of responsibility (see Appendix B). the perceived link between the subject noun

phrase and the predicator (Le., the action word) will be strong. and prcdicator

identification will be facilitated. Notice. though, that such facilitation docs not

imply that a subject noun phrase is any more an argument of a predicator than

any other argument. Argument status is solely a function of nonseparability or

dependency for being.

3.3. How are Verbs Distinguished From Adjectives?

Sorne languages do not have formally distinct open categories of predicator

that correspond to verbs and adjectives (e.g., Chinook; see Dixon. 1982; another

example is Mandarin Chinese, which has a small closed class of adjectives, but no

open class; see Li & Thompson, 1981). In effect, such languages treat ail

predicators alike.

In most languages, though, the two categories reveal themselves in distinct

patterns of syntax or morphology. It is possible that children learn to distinguish

verbs from adjectives on a purely distributional basis. If distributional analyses

proceed within phrases (e.g., within the subject noun phrase and the phrase

containing the copula or auxiliary verb and the predicate), they should succeed in

discovering the relevant contextual information (Braine, 1987; Morgan, Meier, &

Newport, 1987). Braine points out that the distributional differences between verbs

and adjectives are highly salient (at least in English), making it plausible that

children could distinguish the two categories just by noticing the contexts in which

predicators appear. Attributive adjectives are particularly distinctive because they

can appear within a noun phrase, but even predicative adjectives are relatively

easy to distinguish from verbs because they follow different rules, rules reflected in

their morphology (e.g., in English, adjectives have no agreement, but verbs are

marked for tense and aspect with distinctive morphemes) and distributions (e.g.,



•

•

104

vcrhs can appcar without any auxiliary verhs, as in "Boh wrote the hook," and in

front of a noun phrase).

Before concluding that children distinguish verbs from adjectives on a

distributional basis, let us explore the possibility that verbs and adjectives differ

semantically in ways that could facilitate their differentiation in utterances. Does

any aspect of meaning distinguish them?

The ontological approach proposes that verbs signify tyres of action or

changes of state and adjectives signify relatively stable properties (attributes). This

account fails for adult language (e.g., "think," "know" and "like" are not words for

actions), but it may provide a clue to more stable semantic properties of verbs and

adjectives.

First, actions often involve an object. Grammarians distinguish transitive

verbs from intransitive verbs to capture the difference between verbs that require

a direct object argument (where "object" signifies, in this instance, a type of

grammatical function) and verbs that do not. There is much movement betwecn

these two categories. So-called intransitive verbs can take an object argument

(e.g., "She sang an old song," "He walked a mile," "They danced a jig"), and

transitive verbs can appear with no explicit object argument (e.g., "1 kicked as hard

as 1 couId"). Many verbs move freely between these two categories. One might

argue, then, that verbs are characterised by the possibility of taking an object

argument. In fact, they may also take additional arguments that appear in

prepositional phrases. (M. C. Baker, 1988, argues that the preposition assigns a

thematic role to the noun-phrase !lrgument to indicate the function of the

argument, but that the phrase is an argument of the verb in most cases.) "1 ran"

can be expanded to "1 ran to the store." ln this sentence, "the store" indicates the

target of the running. The store cannot be understood as a target in the absence

of sorne action directed toward it. The same is true of instrument arguments. In

"She painted it with a roUer," the roUer can only have the function of instrument

(signaUed by the preposition "with") if sorne action is carried out. The action of

painting can occur only when there is an instrument with which the action can be
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performed. so the possibility of adding an instrument argument to the argument

structure of the verh "paint" is essential. By contmst. prepositional phrases related

to adjectives do not typically add an argument to thc adjective. but function.

instead, to narrow the referent (for instance). The prcpositional phrase in "She

was red in the face" serves to indicate that only part of thc surface of the woman

signified by "she" had the property of being red.

As an aside, the possibility for verbs of a number of arguments greater than

one creates another difference between verhs and adjectives: Verhs (but not

adjectives) can be typed (sorted) hy more than one kind in a single instance of

use. The verb "run" differs in meaning when it is typed by the kinds PERSON and

WATER (e.g., "Bill ran sorne water"), from when it is typed by the kind PERSON

alone (e.g., "Bill is running"), and from when it is typed hy the two kinds PERSON

and RISK (e.g., "Bill ran a risk when he made that decision"). The meaning of an

adjective is determined hy just one kind (or set of kinds) in a given use, that is.

one kind (or set of kinds) sorts it in any given instance.

The picture 1 have pninted is too simple. Some adjectives do take an objecl.

which appears after a preposition (usually "or'): "1 am fond of John"; "1 am

desirous of happiness"; "1 am cognizant of that fact"; "1 was ohlivious of that fact";

"1 am aware of the problem." Braine and Hardy (1982) argue that only one of the

arguments of an adjective taking oblique arguments is "essential" (namely the

subject argument), but this is not necessarily so. The adjective "fond," for instance,

takes two arguments obligatorily. Other languages, and especially those with

productive case marking, have many more transitive adjectives (e.g., German,

Icelandic, Old English, Old High German; see Maling, 1983). SA perhaps ail we

can say is that the appearance of arguments that number greater than one is more

infrequent among adjective ~ ",han among verbs.

Adjectives differ from verbs in other ways. In sorne languages, they can

appear next to a noun as weil as in the predicate. When they do sa, their function

is typically ta pick out a subkind of the kind associated with the noun (Bolinger,

1967; Lewis, 1976; J. R. Taylor, 1992; Warren, 1989; for experimental evidence,
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see S. A. Gelman & Markman, 1985). Exceptions include certain adjectives

derived from verhs, such as "alleged" in "the alleged criminal." If the person is not

a cri minai at ail, then "alleged cri minai" does not specify a subkind of the kind

CRIMINAL. But Wasow (1977) argues that such words are not, in fact, true

adjectives (or "lexical" adjectives). The adjective "concerned," derived from the

verb "concern," does function like an adjective; for example, it can take adjectival

degree modifiers ("He was very concerned"); it can be prefixed by un- ("He

appeared unconcerned"); and it can appear with verbs that take adjectival

complements ("He acted/hecame/looked/remained/seemed concerned"). But

"alleged" retains verbal properties, or rather, it does not behave Iike an adjective,

aside from its prenominal position; it resists the attachment of the adjectival prefix

U/l- (""He was an unalleged criminal when we met him"13) and cannot appear

with verbs that take adjectival complements (""He became alleged when witnesses

placed him at the scene of the crime"; compare this sentence with the well-formed

"He became suspect when witnesses ..."; ""After the charges were laid, he

remained alleged until he produced an alibi"; compare this with "... he remained

suspect until ..."). In general, then, a genuine attributive adjective conjoined with

a noun picks out a subkind (and even a verbal participie combined attributively

with a noun picks out a set of individuais, although not necessarily a subkind). Any

proposition entails a subkind in sorne sense (e.g., "The men are sleeping" entails

the existence of certain sleeping men as a subkind of MAN), but the conjunction

of an attributive adjective and a noun (and a determiner, if necessary), when

appearing in subject position or as any argument of a predicator, actually rejers to

a subkind. For a verb to be used in referring to a subkind or to a set of

individuals, it must appear in a relative clause, as in "Ali the women who are

running"; this option is also open with adjectives, as in "Ali the cats that are

13( follow linguistic convenlion in inserting an astcrisk in fronl of any scnlence Ihal is likely la be
judged ungrammalical by native speakers of the language.
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black," as weil as with nouns, as in "Ali the men who are carpenters," and

prepositional phrases, as in "Ali the people who are in this room."

Adjectives differ from verbs in another way, one related to their ahility to

appear attributively. Many adjectives have distinct interpretations when applied to

members of distinct kinds Uust as verbs do), and one such kind can he in an

underlying relation to another such kind (see La Palme Reyes et al., 1994h). The

adjective "beautiful" can be applied to a dancer either as a dancer (i.e., as a

member of the kind DANCER) or as a woman. When the former is intended,

"beautiful" must appear attributively (e.g., "What a beautiful dancer she is"). When

the latter is intended, "beautiful" may appear in the predicate (e.g., "That dancer is

beautiful"), although it can also appear attributively, at the risk of amhiguity (e.g.,

"That beautiful dancer is my wife"). The use of an adjective to attribute a quality

to a member of the kind associated with the surface noun in the subject noun

phrase, as opposed to the kind underlying that kind, requires attributive position

for the adjective. If the attribution is to be to a member of an underlying kind,

such as WOMAN (where possible), the adjective can appear attrihutively or in the

predicate (although it usually appears in the predicate). No such phenomenon

exists for verbs, which always appear in the predicate. The sentence "That

politician is running" is ambiguous in meaning because the verb "run" differs in

meaning when it is typed by the kind POLITICIAN and the kind MAN. Where a

verb can be typed by the kind associated with the surface subject noun or by a

kind underlying that kind, the sentence cannot be disambiguated by placing the

verb in the subject noun phrase - although sorne non-lexical form derived from

the verb, such as the participle "running" in "the running politicians," might appear

in the subject phrase, but the lexical verb itself does not. Thl: possibility of

appearance in the subject phrase of the lexical form of the predicator is restricted

to adjectives. This phenomenon further highlights the role of adjectives in picking

out subkinds: The possibility of attributive use facilitates identification of the

appropriate subkind.
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Adjectives differ from verbs in that they are usually associated with

dÎl;'ension.l' of quality, such that what they are used in signifying is usually capable

of varying in intensity, that is, in intensive magnitude. For this reason, most

adjectives take degree modifiers such as "very." High-frequency adjectives tend to

fall into antonymous pairs such as "good" and "bad," "fat" and "thin," and "rough"

and "smooth," with the members of a pair representing the opposite poles of a

single dimension, where one pole is marked (e.g., tall in the tall-short dimension;

"How tall is she?" can be answered "Very tall" or "Very short," but "How short is

she?" cannot be answered "Very tall"; see Givon, 1984). In tests involving free

associations to words, the most common response to an adjective is its antonym,

that is, the word for the opposite pole of the dimension (Deese, 1964, 1965; G. A.

Miller & Fellbaum, 1991). Many languages contain a set of devices for expressing

the opposite pole of a dimension associated with an adjective; in English, many

lower-frequency adjectives can take a prefix that serves this function (e.g., un- and

dis-, as in "unfit" and "dishonest"; see La Palme Reyes, Macnamara, Reyes, &

Zolfaghari, 1994). The dimensions associated with adjectives fall into three types:

(1) continuous dimensions for a single quality (e.g., warmth, smoothness, beauty,

intelligence, size), (2) continuous dimensions along which qualitative differences

emerge, giving rise to separate adjectives that signify the different qualities (e.g.,

colour), and (3) discontinuous dimensions associated with two or more discrete

values, sorne of which are ordered dimensions (e.g., relative place in time as

signified by the adjectives "former," "present," and "future"), and sorne of which are

unordered dimensions (e.g., nationality, gender). Even adjectives derived from

verbs have a dimensional quality and take degree modifiers (if they are true

adjectives, e.g., "tired," "interested," and "interesting"; see Wasow, 1977 regarding

participles that resemble such adjectives in morphology, but retain verbal

properties and cannot be considered true, or "lexical," adjectives). Verbs are not

associated with dimensions per se. One person might be running more vigourously

than another, but the dimension along which the two people differ is vigour;

running is not a dimension. You cannot be slightIy running or extremely running;
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outside the brief period of transition between not running and running, or betwecn

running and not running, you are either running or you are not (although there

might be sorne fuzziness at the boundary between walking and running, just as

there is fuz~iness at the boundary between ponds and lakes; but running is not a

higher degree of walking; the type of movement differs).14

ln many languages, tense, aspect and mood (mode) are marked on the

auxiliary-verb and main verb. 1 have argued elsewhere that these categories cannot

be involved in a universal semantic definition of the category verlJ (McPherson,

1989), and so they cannot provide an unlearned means for distingui~;hing adjectives

from verbs. 1 will briefly reiterate sorne of the arguments. First, linguistic

realisations of tense, aspect and mood are far from universa!. Where they do exist,

there is great variability in their use. Some languages have two divisions of time

marked as tense, and the two divisions vary across languages (e.g., past versus

non-past in sorne languages, future versus non-future or present versus non

present in others, etc.; see Lyons, 1968); sorne languages have three divisions of

time, and sorne have more. Sorne languages do without tense, using realis and

irrealis mood in its place - a possibility occasioned by the fact that past events are

certain, whereas future events are still just possible (Comrie, 1985). Second, in the

modern theory of syntax known as X' or X ("X-bar") syntax (Chomsky, 1970;

Jackendoff, 1977), tense, aspect, and mood appear as features in the inflexional

component of the auxiliary. Its next higher projection is the sentence itself, and so

tense, aspect, and mood become features of the sentence as a whole. Semantically,

it makes sense that a feature like tense should be a feature of the sentence rather

than a feature of the verb. Tense places the situation or event signified by the

sentence at a time specified relative to sorne other time, such as now. In the

sentence, "Jane ran around the park," the past tense version of "run" places the

whole event, inc1uding Jane and the park, in the pas!. It was true of Jane in the

. 14pairs of opposilional verbs ClOsl, such as "fall"-and "ris,;;....'àscénd" and "descend; and "fail" and
"succeed" (sec G. A. Miller & Fellbaum, 1991); bUI Ihe acti.lities or evenls of an opposed nalure arc
nol Ihe poles of a dimension.
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past that she was running; the sentence does not assert that it is true of Jane now

that she is running. Tense, when it exists in a language, may tend ta be marked on

the verb for purely syntactic or morphological reasons (e.g., because of the

structure of the syntactic or morphological "tree" and the possibilities for the

"movement" of "features" such as tense within the tree - ta borrow " IiUle

linguistic jargon). In languages with unusual structures, such as many of the native

Canadian languages of British Columbia that lack a copula or any auxiliary verbs,

nouns playing the role of a predicate are marked for tense, aspect, and maad (e.g.,

Jacobsen, 1979; the author also points out that in Northern Paiute [Uto-Aztecan],

nouns can carry a past participle suffix ta indicate that the referent of the noun no

longer exists; e.g., the suffix -pi appearing on the word for house indicates that the

ward is ta be interpreted as 'ruins of a house'; see p. 149, fn 17). Third, aspect

marking on a verb occurs only when the verb does not have inherent, or lexical,

aspect; for verbs with inherent aspect, aspect marking produces ungrammatical

uUerances (e.g., '''He is liking me"). Il happens that adjectives are Iike certain

verbs (e.g., "like," "know") in that they have inherent aspect. As a result, no aspect

marking is needed to convey the ideas of duration across a region of time and

atelicity (i.e., the lack of any distinct end point or completed goal; see McShane &

Whiuaker, 1988). Aspect marking may be unique to verbs because of the nature

of that which sorne of them signify; non-dimensional properties (l'.g., activities

such as running) and relations involving multiple individuals, for instance, are not

conceptualised as necessarily enduring for any length of time or lacking a distinct

end point. The events and processes that phras,~s headed by verbs signify often

contain an ordered series of changes (e.g., running consists of a series of

movements that differ qualitatively, so that snapshots of various instants of a

person's running may reveal different positions and movements), which may

prevent their conceptualisation as qualitatively constant states that can persist, or

as something that has no natural finishing point.

1 have identified three major differences between verbs and adjectives.

First, verbs can take more than one argument (and can be typed by a set of kinds
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with a cardinality greater than one), whereas most adjectives take just one

argument (and are typed by one kind). Second, lexical adjectives hut not lexical

verbs can be used in referring to a subkind (when used attrihutively in a suhject or

argument phrase) without the need for a relative clause. And third, adjectives are

associated with dimensions of quality along which intensity can vary.

ln passing, 1 note that from these facts of semantics, the link between verhs

and actions follows. Actions very often involve an object of the action, and

perhaps other entities (such as a source, target, or instrument) that create a need

for additional arguments. Actions are usually too transitory for a speaker to have

any desire to use them as a means of picking out a subkind (how often do you

need to refer to ail the people who are running at this instant?). And actions are

not dimensions. In short, actions are prototypical of what a phrase headed by a

verb signifies, just as physical objects are prototypical of what a phrase headed by

a count noun signifies and masses of physical stuff are prototypical of what a

phrase headed by a mass noun signifies.

If young children have the concept of the cardinality of a set of

participants, the concept of a subkind determined by a quality, and the concept of

a dimension of quality, then they have the potential to distinguish verbs and

adjectives whenever they are able to discern the meaning of an utterance - on the

assumption that they are predisposed to identify words as members of part-of

speech categories with these concepts in mind. A predisposition of this nature

appears to conflict with the nonuniversality in surface structure of the distinction

between verbs and adjectives. It turns out, though, that many languages that lack

the open class adjective have a small closed class of adjectives that signify values

on dimensions such as colour, size, and goodness-badness - aithough sorne

languages have neither a closed nor an open class of adjectives (see Dixon, 1982).

In any case, the existence of these two parts of speech in a person's grammar

would in no way necessitate any difference in the distributions of words in the two

classes at the level of surface structure (unless we were to insist that parts of

speech be defined by characteristic distributional patterns).
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ln the absence of research addressing adjective identification under

conditions involving systematic variation of the number of surface arguments, the

relevance of subkinds, and the presence of qualitative dimensions, no conclusions

can be drawn regarding the possibility of distinguishing adjectives from other

predicators without distributional analyses. For the time being, 1 will maintain the

hypothesis that distributional analyses are necessary.

3.4. Refining the Theory

1 have argued that children (and other learners) identify a word as a

predicator if they realise that its meaning implies the involvement of one or more

individuals (as the bearer[s) of a property or as the participants in a relation) so

that the word must have an argument structure, as in the case where the phrase

headed by the word signifies action of a particular type. 1 claimed that the

identification of a predicator is especially facilitated when the utterance in which it

appears contains one or more noun phrases that are its arguments - noun phrases

that the child is able to interpret into the participants in an ongoing action or

activity or into the bearer(s) of a salient property. The picture 1 have presented so

far hides certain subtleties that can be revealed by examining the possible

interactions among a predicator, noun phrases, and an action (as prototypical of

that which is nonseparable) in a situation in which a sentence containing a novel

predicator and its noun-phrase arguments is uttered as a comment on an ongoing

action.

1 will describe the most psychologically plausible relationships among these

three - a predicator, noun phrases, and an action - and only those that could lead

to the identification of predicators. (And 50 1 will not consider situations in which

a novel word's status as a predicator is determined independently of actions and

noun phrases, sayon a distributional ba~is or a phonological basis or both.)

1. In one possible sequence of interpretive events, (i) the child (or other

learner) realises that a phrase headed by a novel word signifies an action of a

certain type (perhaps because of the perceptual salience of the action in the
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situation, or perhaps because words are known for the participants' basic-\evd

kinds and so on, or for both reasons combined), (ii) the child identifies the word

as a predicator because actions occur only by virtue of individuals (and so the

word must take arguments), and then (iii) the child interprets the noun phrases as

arguments of the predicator (because their referents are participants in the

action). The first link in this chain (fror.; li] to [ii]) is similar to the notion of

semantic bootstrapping, except that the "mapping" from action words to

predicators is not a built-in procedure, but is instead a principled deduction based

on the child's understanding of the nonseparability of actions, and, further, the

word is not identified as a verb in particular.

2. A second possibility is that the child (i) decides the word signifies an

action (e.g., for the reasons stated above), (ii) realises that the noun phrases

signify the participants in that action and interprets them as arguments, and then

(iii) identifies the word as a predicator because it takes arguments.

3. The remaining possibility takes as its starting point the child's

interpretation of the noun phrases in an utterance: (i) Suppose the child notices

that the two noun phrases in an utterance signify two objects that are present, and

that those objects are involved in sorne relation (e.g., one is performing an action

on the other); (ii) the child might then realise that the phrase headed by the novel

word in the utterance signifies the relation (Le., the action); (Hi) this realisation

might then lead the child to identify the action word as a predicator (not because

of sorne innate mapping procedure, as described in the semantic bootstrapping

theory, but, in line with the nonseparability hypothesis, because the child

understands that action interpretations imply predicators because of the

nonseparability of actions; the fact that the word's arguments are explicit in the

utterance could also serve to confirm the word's status as a predicator).

These three possible learning scenarios generate different predictions about

learning.

The first scenario (action word - predicator - noun phrases are arguments)

predicts that an action word will be identified as a predicator even when no noun-
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phrase arguments appear in the surface structure of the utterance (e.g., "Look

dancing!"), as long as the action is salient and the child has no word for it (and

the child knows a word for each participant's basic-level kind, etc.).

The second scenario (action word - noun phrases are arguments 

predicator) predicts that action words will be interpreted as predicators only when

their arguments are realised in surface structure as noun phrases. Otherwise, they

will be identified as members of sorne other part-of-speech category (e.g., noun),

or perhaps of none.

Both of these accounts lead to the prediction that children should be no

more inclined to interpret the word as an action word when the utterance contains

noun phrases than when it does not - that is, the presence of noun phrases should

not increase the likelihood that the child will interpret the word as an action word.

The third scenario (noun phrases signify participants in a relation - action

word - predicator) predicts that the presence of noun phrases in an utterance will

increase the likelihood that the word will be interpreted as an action word and

that it will be identified as a predicator. If one assumes that learning can occur in

just this way, then a novel word should never be interpreted as an action word or

as a predicator unless interpretable noun-phrase arguments appear in the surface

structure of the utterance containing the word.

There is sorne overlap among the predictions of these three learning

scenarios, but the number and pattern of different predictions is sufficient to allow

a reduction of possibilities if relevant data can be obtained. In particular, the first

two possibilities can be eliminated if it can be shown that children of the relevant

age or aduhs just beginning to learn a new language will conclude that a word or

its phrase signifies action only if noun phrases that signify the participants in the

action are included in an utterance. If they are instead just somewhat more likely

to draw that conclusion when noun phrases are present, then the possibility will

remain that ail three accounts describe learning in different instances. If a

measure could be found for the part of speech of predicators in young children's

grammar, then evidence could be obtained to distinguish instances of learning
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described in the first account from those descrihed in the second and third

accounts: If when a word's phrase was taken to signify an action, explicit noun

phrase arguments were necessary for the word to he identified as a predicator,

then the first scenario could be ruled out; if, instead, the presence of noun phrases

just increased somewhat the frequency of predic'ltor identifications in these

circumstances, then ail three accounts would remain as possihle descriptions of

learning in different instances. As an alternative to measuring the part of speech

in the grammar of young children, relevant data could he ohtained from adults

(from whom part-of-speech data are relatively easy to ohtain) if they were placed

in a learning situation that mimicked that of a young child learning a first

language (or that of a second-language learner in an immersion setting). (See

section 6.3 for such a study with adults.)

3.5. Assumptions and Proposais of thc ThcOl'Y

1 have given a general picture of a few related means of identifying

predicators, as weil as a means of identifying members of the verb subcategory. ln

this section, 1 would Iike to make explicit the assumptions hehind the theory and

my proposais about learning.

1. First, 1 assume that children have an unlearned ahility to distinguish

individuals (members of kinds), on the one hand, and properties of individuals and

relations of individuals to one another, on the other hand.

2. 1 propose that children expect this distinction to show up in language as

a distinction between words that head phrases that signify kinds or their members

(nouns) and words that head phrases that signify properties or relations

(predicators). '-

3. 1 assume that children can identify individual words. See section 4.2 and

Appendix C for evidence relevant to this assumption.

4.1 assume (after Macnamara, 1982, 1986, 1991, and Macnamara & Reyes,

1994) that children identify nouns as words applied to individuals (Le., as the

open-class words in noun phrases used to signify individuals). 1 propose that they
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idcntify prcdicators as novel words in utterances that contain one or more noun

phrases that plausibly could be the arguments of a predicator (because they

obviously signify individuaIs that are present and that are involved in sorne

observable relation or that possess sorne salient property). Alternatively, in

situations where sorne relation or property is particularly salient, and where basic

level nouns (and proper names, for animate beings) are known for ail individuals

that are present and to which attention is directed, children could identify a novel

word in an utterance as a predicator even when its arguments are not realised in

surface structure.

5. 1 assume that children are able to discern the boundaries of phrases by

attending to prosodic variations associated with phrasai boundaries, or by other

means. 1 present, in section 4.3, evidence in support of the daim that children

have this ability.

6. 1 propose that children can perform distributional analyses within phrases

to discover subcategories of /I0U/l and predicator that are nN universal (e.g.,

gender subcategories of /lOU/l, and the verb and adjective subcategories of

predicator). Analyses of noun phrases - that is, phrases identified as noun phrases

because they are headed by a noun - will lead to the discovery of gender

subcategories. Analyses of the grammatical predicate - that is, that phrase

identified as the predicate because it contains a predicator as ils head - and of

the higher-Ievel phrase headed by the copula or an auxiliary verb and containing

the predicate, will lead to the discovery of verbs and adjectives. When the

predicate contains an object noun phrase, the analysis will not involve the

relations of elements witlzi/l that noun phrase, but it will involve the noun phrase

as a constituent, the position of which relative to the predicator is relevant. (1

assume that adjective phrases such as "the black cat" are a subtype of noun

phrases because their semantic function is the signification of a subkind. But the

presence of adjectives within sorne noun phrases suggests that the discovery of the

category adjective will depend on analyses of both predicates and noun phrases.)
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See section 4.4 for evidence in support of the hypothesis that distrihutional

analyses within phrases can lead to the discovery of parts of speech.

7. As an alternative or adjunct to distrihutional analysis in dividing

predicators into distinct classes, children may he predisposed to put into a

separate class those predicators that never take more than one argument, that arc

used, in sorne cases, to pick out a suhkind (a function thm is concomitant with

appearance within a noun phrase), and that signify dimensions or values along

them - that is, adjectives.

3.6. Novel Aspects of the Theo!)'

The nonseparahility hypothesis differs l'rom prior theories of verh

identification in severaI ways. In it, words are identified as memhers of the

category predicator hefore they are identified as verhs. ln contrast to the scmantic

hootstrapping theory, children are not ohliged initially to identify words as

members of the categories verb and adjective even if those parts of speech are not

manifest in the surface structure of the language.

The theory gives a critical role to the interpretations of words, but the

relevant aspect of meaning is not couched in terms of actions in particular; any

word with a meaning implying the involvement of individuals will he identified as

a predicator. The semantic component of the predicator category remains constant

throughout a speaker's life.

The theory is the first that provides an explanation for the Iink between

actions and verbs: Verbs are predicators, and actions are prototypical of the type

of thing for which a predicator is needed to reveal its being in an utterance,

because actions occur only by virtue of one or more participants whose existence

and kind(s) can be signified only through the arguments of a predicator. The

importance of actions in particular to learners has its source in the ready

perceptual availability and salience of actions (in contrast to other types of

relations, such as liking and desiring, and to stable properties that do not draw

attention to themselves or that are not perceptually availahle, e.g., wisdom).
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The theory differs from those involving distributional analyses over entire

utterances (Maratsos & Chalkley, 1980) or distributional analyses of contexts that

are, as often as not, structurally meaningless, such as adjacent words (Kiss, 1973).

As in Braine's (1987) theory, the categories verb and adjective are discovered

through distributional analyses within a phrase - but they are not on equal ground

with othcr words within the phrase, as they are in Braine's theory. Instead, they

are identified as subcategories of the category predicator. Their discovery would

appear to be even easier than in the learning scenario Braine describes, because

the predicator category provides a focus for the distributional analysis, an analysis

that is already simple by virtue of its restricted context. The theory presented here

differs from Braine's in another respect: Phrases are not labelled as noun phrases

or predicates prior to any interpretation of their contents. The identification of

nouns and predicators occurs prior to the identification of noun phrases and

predicates of different types (e.g., predicator phrases or nominal predicates). The

nature of a phrase (Le., noun phrase or predicator phrase of sorne type) is

determined by the part of speech of the word that is its head (where prosodie

factors such as stress and the inferred openness of the class will reveal to the

learner which word is the head of the phrase).
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4. EVIDENCE FOR THE THEORY'S ASSUMPTIONS AND l'ROI'OSALS

4.1. The Category PredicaJor

Evidence for the psychological reality of the category predicator comes l'rom

several sources, the primary source being the work of comparative linguists. There

is almost universal agreement among comparative linguists that two parts of

speech are present, in sorne form, in ail natural languages: llO/III and predica/or

(where the latter is sometimes called "verb"; e.g., Hockett, 1963, 196!!; Lyons,

1966b, 1968; Sapir, 1921). 1'0 determine whether their conclusion is valid, wc must

first ask about linguists' methods for determining which parts of speech exist in a

language. The specification of universal parts of speech is tricky; the

demonstration of universality for a category presupposes universally applicable

criteria for identification of the category (Robins, 1952). While no such criteria

have ever been stated explicitly, comparative linguists appear to use the following

procedure in practice: They search for allY distributional or formai differences

across sets of words, and, if any are discovered, they determine whether the words

in a given formally distinct category can, in general, be translated into the

linguist's first language using words belonging to one part-of-speech category. If

the words tend to correspond to adjectives in the linguist's language, then the

linguist calls the category "adjective." Insofar as a part of speech is semantically

defined, this procedure amounts to the implicit use of semantic criteria, evcn

though the formai distinctions leading to the discovery of the category becomc the

"official" criteria for the category - in keeping with the orthodox view in linguistics

that parts of speech have no universal semantic characterisations (Langacker,

1987; Robins). Greenberg (1963), despite his expression of faith that any universal

category or phenomenon must have sorne universal formaI characteristic, describes

the possibility of translation from words in a c1ass in one language to words in a

class in another language as the ultimate criterion for differentiating ward classes:

1 fully realize that in identifying ... phenomena [such as subject
predicate constructions and distinct ward classes) in languages of
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differing structure, Dne is basicalI:-' employing semantic criteria.
There are very probably formai similarities which permit us to
equate such phenomena in different languages. . .. [But] the
adequacy of a cross-linguistic definition of 'noun' wouId, in any case,
be tested by reference to its results from the viewpoint of the
semantic phenomena it was designed to explicate. If, for example, a
formaI definition of 'noun' resulted in equating a class containing
such glosses as 'boy,' 'nose,' and 'house' in one language with a class
containing such items as 'eat,' 'drink,' and 'give' in a second
language, such a definition would forthwith be rejected and that on
semantic grounds. (p. 74)

As long as no absolutely universal and purely formaI characteristics of parts of

speech can be identified, universality for a part of speech would seem to imply

that its definition is semantic. Robins puts it this way:

Classifications and categories made wholly in formai terms are of
necessity peculiar to each language, and cannot of themselves lay
any claim to kinship with the formaI categories of other languages.
The insistence by present-day linguists on purely formaI techniques
as the only sound method of grammatical analysis makes the
question of universals in grammar very pertinent. Previous theories
of general grammar ail, consciously or unconsciously, employed
external, nonformal criteria for the establishment of at least their
most important grammatical categories.

. . . FormaI analysis, however, expressly excludes
classifications made in terms of logical force, lexical meaning, or
other extra-linguistic criteria, as being irrelevant and possibly
harmful to the study of language. No consistent appeal can be made,
therefore, to [semantic] criteria ... for the purpose of establishing
and defining any word-class.

. . . Are we then able to say that there are any universal
categories in grammar other than purely segmental ones [e.g.,
morp/zeme and word]? Or must we, in strictiy adhering to the
principles of descriptive linguistics, say that nouns and verbs in the
widely diverse languages of the world have nothing necessarily in
common save the name, and that the assumption of a universal
semantic content is but a relie of the uncritical ethnocentric theories
of the past?

Against such a negative answer must be set the fact
that ... when two formally differentiated word-classes are
established in any language as the basis of its grammatical system, a
large proportion, at least, of the words in those two classes can be
translated into the nouns and verbs, respectively, or nominal and
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verbal phrases, of the analyst's language, to the satisfaction of a
bilingual informant or of someone competent in the two languages
concerned.

. . . So far as the words of two fprmally distinct classes in one
language:; are found translatable into the nouns and verbs,
respectively, of other languages, this must be attributed to a
comparability of relations between words of these classes in different
languages and their non-linguistic contexts. (Robins, 1952, pp. 293
297)

Relevant features of the nonlinguistic contexts are kinds and individuals of those

kinds (into which noun phrases can be interpreted), and properties and relations

that are realised by virtue of individual members of kinds (and into which phrases

headed by predicators can be interpreted). While linguists have not consciously

looked for words for kinds and words for properties and relations, their usual

method of analysing a corpus of utterances would lead them to these classes in

spite of themselves if the universal parts of speech, noun and predicator, are

defined in these terms. In claiming otherwise, a linguist would be confusing his or

her method of discovery with a definition. Langacker makes this point:

ln the orthodox view, basic grammatical categories are defined for a
particular language according to their morphosyntactic behavior
(e.g., the class of verbs in English might be identified by their ability
to inflect for tense and for subject agreement). This is eminently
reasonable as a matter of analysis and practical description, since it
is the parallel grammatical behavior of a set of expressions that
alerts us ta their status as a category. However, the behavioral
properties responsible for our initial discovery of a category must be
distinguished from its ultimate c1laracterization. 1 maintain that the
grammatical behavior of the noun or verb class is best regarded as
symptomatic of its semantic value, not the sole or final basis for a
criterial definition. (Langacker, 1987, pp. 54-55)

Because the use of formaI criteria for the demarcation of ward classes does

not prevent the discovery of parts of speech with a semantic basis, the findings of

comparative linguists about parts of speech are relevant ta the question of

universality for the parts of speech that we take ta be defined semantically.

(As an aside, 1 note that the modern, Chomskian, definitions of parts of

speech in terms of pairs of "syntactic features," namely +/-N and +/-V, by
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analogy with phonological features, might be appealed to as an alternative to

semantic definitions as an explanation for universal parts of speech. But such

distributionally motivated features cannot provide universal definitions for parts of

speech because the syntactic impact of such features will differ from language to

language, depending on the formai properties of parts of speech in a given

language. In other words, the features themselves do not have universally

applicable definitions or characterisations.)

Following the procedure outlined above, linguists have been able to

discover, in almost ail languages, a formally distinct category corresponding to

nouns and a formally distinct category corresponding to predicators. For several

languages of native North American nations, such as the Nootkan languages

Nootka, Nitinat, and Makah, the Salish languages including Squamish and

Clallam, the Kwakiutlan languages, the Chimakuan language Quileute, and Hopi,

a formai distinction between nouns and predicators has been characterised as

elusive or absent (e.g., Bach, 1968; Boas, 1911, 1947; Hockett, 1958; Kuipers,

1968; Swadesh, 1939; Thompson & Thompson, 1971; Whorf, 1941, 1945), but such

a distinction reveals itself at the appropriate level of analysis (Dixon, 1975;

Hockett, 1963; Jacobsen, 1979; Kuipers, 1967, 1969; Malotki, 1983; Sapir, 1924). It

may appear at a level above the level of word stems or roots, such as at the level

of words, where words contain nominalising or verbalising affixes. This

phenomenon is not terribly weird among languages, despite what sorne of the

linguists studying these seemingly anomalous languages would have us believe.

One might think that an English word such as "walk" is c1early a verb (e.g.,

because it can take the aspectual marker -ing, the tense marker -ed, etc.). But in

fact, the part of speech of "walk" is indeterminate until the word is placed in a

sentence. It is a verb in the sentence, "1 walk downtown every day," but a noun in

the sentence "1 take a walk downtown every day." So there is nothing particularly

strange about a language for which the part of speech of a word cannot be

determined until it appears in a sentence with an afflx that signais ils noun or verb

status.
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A distinction between nouns and predicators may also occur at a level

below the word level, so that sorne part of a word (i.e., sorne morpheme) may

function as a predicator and annther part of the ward may function as one of the

predicator's arguments. In an especially excellent piece of scholarship, Jacobsen

(1979) shows that a word in Makah, a Nootkan language, can contain within it

parts that are in relationships to one another that we are accustomed to seeing

among words, relationships such as the relationship of a verb ta its object. For

instance, a word can consist of a verbal suffix added to a noun·like stem that

serves as the verb's object argument; the noun stem can appear separately in other

utterances, and the verbal suffix can appear within other words. In Nootka, too, a

predicator-like suffix may be added to a noun serving as its object argument to

produce a word that is comparable to a predicate: "~apac" ('canoe') conjoined with

"-o?al" ('see, perceive') yields "~apaco?al," which means 'see a canoe' (see Sapir

& Swadesh, 1939, p. 236). A single word in Makah may constitute an entire

proposition when a predicator-like actional suffix is conjoined with a noun-like

morpheme for the object of the action, and the form of the suffix signais, tacitly,

the subject argument by virtue of marking its person and number; for instance, in

"la'bi'd~s," "la'b(iY' means 'whiskey,' and "-duJ.<s" is the first person singular form of

the morpheme meaning 'look for,' so that the word can be taken to mean '1 am

looking for whiskey' (Jacobsen, p. 108).

The arguments of embedded predicator-like morphemes may also appear

as separate words in sorne of these languages. In Nootka, for instance, a word

within which is embedded a predicator-like morpheme may be followed

immediately by a separate word that is one of the morpheme's noun-phrase

arguments. The idea 'A man goes' is conveyed by two words, the finit of which has

embedded within it a morpheme meaning 'goes' and the second of which means

'man': ''wala'kma qO'?as"; "wala'k" means 'goes' and "qo'?as" means 'man' (Sapir

& Swadesh, 1939, p. 235). The suffix "-ma" seems to function roughly like a

copula; Sapir and Swadesh translate it as 'being' and translate the entire string as

follows: 'He goes, being a man.' (No morpheme corresponding to "he" is in the
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string; the authors appear to have translated the morpheme meaning 'goes' as 'he

goes' because it is marked for the third person singular; in other words, they

translated the morpheme as if it contained an implicit subject argument, as in pro

drop languages.) Jacobsen (1979) daims that Sapir and Swadesh translated the

copula-Iike ending as 'being' in this and sorne other instances (but not in ail

instances) to give the impression that any noun that follows a word containing a

predicator-Iike morpheme is a "frozen predication" (p. 87) rather than a noun

phrase argument, that is, to convey the impression that ail individual words in the

language are themselves Iittle predicables or propositions (such that, e.g., the

string under consideration is actually a proposition followed by something like a

predicable, or a "potential predication" [Sapir & Swadesh, p. 235], so that it means

'he goes' followed by 'being a man' - despite the fact that the sufflx they translate

as 'heing' is not attached to the word that means 'man'). If one translates the

copula-like ending as 'is' rather than 'heing,' and assumes no tacit pronoun, then

the sentence can he translated as follows: 'Goes-is man'; this differs liUle from the

English ''The man is going," or "The man goes."

Inuktitut is another language in which predicators do not appear as isolated

words; they are embedded in noun-like words. Ali quality-giving nouns have a

suffix ("-juq" or "-tuq") that means 'something,' 'sorneone,' 'it,' 'he' or 'she' in

various contexts. So "piujuq" means 'something or sorneone good,' and "ataataga

piujuq" means 'my father, someone good' (Dorais, 1988, p. 114). Similarly, "illu

aupartuq" means 'a house, something red,' or 'a house, a red object'; the idea 'the

house is red' is expressed by inserting a copula-like inf!x "-u-" meaning 'be': The

proposition "illu aupartuuvuq" means, roughly, 'the house, it is something red' (see

Dorais, p. 115).

The Iinguists who daimed that such languages lacked any noun-predicator

distinction appear to have heen confused not just by the level at which the noun

predicator distinction appears, but also for other reasons. Jacobsen (1979) gives

two reasons for Iinguists' blindness to the noun-predicator distinction in the

Nootkan languages: The belief that tense, aspect, and mood are categories of
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verbs alone (and the Nootkan languages mark these categories on nouns as weil as

on predicators; Whorf, 1940, 1945, used such marking as evidence for a lack of

any noun-predicator distinction), and the fact of distrihution that both nouns and

predicators can "act as predicates on the one hand and as subsidiary clements

[usually arguments] on the other, but that there is only one syntactic relationship

(that of 'supplementation') between predicates and subsidiary elements (or among

subsidiary elements), leaving us with no basis for discriminating among them" (p.

104); at the level of words, the relationship of, say, a predicate and a subject is not

syntactically or distributionally distinct from the relationship of a predicate and an

adverb modifying that predicate, for instance. But distributional differences are

evident at a level of analysis below the word level. Jacobsen argues, from the

evidence, that a sentence in a Nootkan language can be divided into two major

parts, which he calls "predicate" and "argument," and these parts are marked in the

languages; for words with an inflexional ending, different endings appear on

predicates and arguments. Words that Jacobsen takes to be nouns occur as

subjects and objects (i.e., as arguments), but words he takes to be verbs do so only

in nominalised form. He concludes his argument with the following:

... My argument basically accepts the premise that major words
may ail occur as predicates (while still noting gaps in the inflectional
possibilities available to sorne classes), and bases most of its
discriminations on differences of occurrence as arguments.

In saying that there are these parts of speech, however, 1 am
not excluding cases of multiple class membership, of sporadic
occurrence in atypical roles, and especially, of lexicalization
(internal1y verbal formations used as nouns), ail of which seem to
occur. (Jacobsen, p. 107).

Given a tendency to view words serving an argument function as nouns, and not as

predicators, and to view words for the nonseparable as predicators, and not as

nouns, and to view predicates as phrases headed by predicators, the appearance of

both kind terms and terms for the nonseparable as both predicates and arguments

in different instances could lead ta the conclusion that no distinction between

nouns and predicators exists in a language. This way of thinking stems from a

widespread misunderstanding about the structural characteristics of "normal"
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languages such as English. Any noun can be made into a predicable, such as "is a

cat" or "is a teacher," and can be predicated of a subject, and most if not all verbs

and adjectives can be transformed into nouns, such as "a walk," "the having,"

"destruction," "construal," "softness," and "tallness," and can appear as the

arguments of a predicator. Nouns, verbs and adjectives occur equally readily in

predicates, and predicators are freely transformed into nouns. The failure to

recognise this fact of language makes the Nootkan and Salish families of

languages appear anomalous, but they are not. They differ only in their lack of

part-of·speech specific affixation to signal most transformations from one part of

speech into another (but languages such as English sometimes fail to mark

transformations by affixation, as in the case of the noun "walk"), and in the

manner in which a predicator and its argument(s) are formally distinguished: by

their co-occurrence patterns with various affixes or inflexions or both, rather than

by their co-occurrence patterns with the copula or auxiliary verbs versus

determiners - that is, with separate words. Moreover, the standard modern

syntactic analysis of a proposition disguises the similarity between "normal"

languages such as English and the Nootkan languages because it does not treat an

expression such as "is running" as a predicable (containing the predicate

"running"), but rather as an auxiliary verb and a verb phrase (with inflexion for

present-progressive aspect), where the constituent equivalent to the predicable is

conceptualised merely as a higher projection of the auxiliary verb (or rather of its

inflexional componelit). Further, many propositions, such as "Natasha is a cat," do

not fit the standard syntactic tree structure for English and related languages, with

a subject noun phrase (NP or N") as sister to a higher projection of the inflexional

component of the auxiliary (INFL' or l'), with a verb phrase (VP or V') as

daughter to INFL' and sister to INFL, and with any object NP as sister to the verb

that heads the VP (e.g., van Riemsdijk & Williams, 1986). In phrase-structuraI

notation, Sentence .... NP INFL', INFL' .... INFL VP, and VP .... V NP. Predicates

and the possibility of them being created from a verb, an adjective, a noun phrase,

or a prepositional phrase are not represented in this structure.
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Bickerton (1981) argues that universality is not a good criterion for

deciding whether a feature of language is unlearned. L<lnguages can evolve, he

argues, in ways that obscure the contribution of the mind to the structure of

language; better evidence of what is unlearned can he found in creole languages,

which emerge spontaneously through children's efforts to communicate and which

are not subject to shaping by linguistic evolution. In creole grammar, one finds

nouns and predicators. These categories may even he present in gestural languages

that evolved among deaf people, such as American Sign Language and British

Sign Language; there is evidence to suggest that such languages contain categories

of signs comparable to nouns and predicators (e.g., Klima & Bellugi, 1979; Kyle &

Woll, 1985; Valli & Lucas, 1992). The distinction hetween nouns and predicators

becomes particularly c\ear in these gestural languages when comparing object

signs and action signs that are similar in form (and comparahle to noun-predic<ltor

pairs such as the mass noun "paint" and the verb "paint"); the noun-like sign

reduplicates the sequence of movements and holds that characterises the

predicator-like sign, while maintaining its handshape, location, and orientation

(Supalla & Newport, 1978). Profoundly deaf children of hearing parents who are

not exposed to any conventional gestural language invent their own signs, and

these can be divided into two types that seem similar to nouns (ur noun phrases)

and predicators (or predicates): deictic signs (e.g., pointing to an object) that seem

to signify members of kinds, and characterising or iconic signs for actions and

attributes (e.g., acting out a type of action, or forming a circ\e with the thumb and

index finger to convey the attribute 'round'; see Feldman, Goldin-Meadow, &

Gleitman, 1978; Goldin-Meadow, 1979, 1982, 1985; Goldin-Meadow & Feldman,

1977). These two types of signs are combined with one another as if the deictic

signs were arguments of the iconic signs. One deaf child of hearing parents who

was studied in greater depth expanded the c\ass of "nouns" in his language later in

development to inc\ude sorne characterising gestures in addition to deictic signs;

Goldin-Meadow, Butcher, Mylander and Dodge (1994) were able to show, through

a coding effort that can only be described as heroic, that morphological factors
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(such as inflexions and abbreviations) and discourse factors could be used to

distinguish nouns from verbs and adjectives (with interrater agreement for 94

percent of the tokens of signs). The dass of nouns came to indude abbreviated

versions of verbs and other non-deictic signs which could appear as arguments of

verbs or adjectives.

Must the universality of predicators and nouns rest on the semantic

definitions offered here (for predicators) and by Macnamara and his colleagues

(for nouns)? Other explanations have been offered. Sorne argue that the division

of words into nouns and predicators (or "verbs") is the minimum distinction

necessary for pragmatic purposes: One must have something to talk about and

something to say (e.g., Sapir, 1921; see p. 119). The noun specifies the topic, and

the predicator specifies the comment on that topic. (Hopper & Thompson, 1984,

propose a similar distinction; they argue that prototypical nouns and verbs serve

the discourse functions discourse-mallipulable participant and reported event

respectively.) But predicators, by themselves, do not say anything about anything.

To say something about an individual or set of individuals, one must use a

predicate. Perhaps we could regard the predicate of a sentence as a comment

upon the subject (e.g., Gruber, 1967). Chomsky (1965) makes this daim:

Il might be suggested that Topic-Comment is the basic grammatical
relation of surface structure corresponding (roughly) to the
fundamental Subject-Predicate relation of deep structure. Thus we
might define the Topic-of the Sentence as the leftmost NP
immediately dominated by S in the surface structure, and the
Comment-of the Sentence as the rest of the string. (p. 221)

Yet there is even something odd about this daim. The subject noun phrase does

not always serve just to pick out something to be talked about. In the sentence,

''The tall man is Iying," the phrase ''The tall man" might be viewed just as a means

of identifying an individual about which one has something to say; but in the

sentc:nce, ''That idiot wrecked my car," the noun phrase ''That idiot" seems also to

make a comment about the character of the individual whom it signifies. (Note

also that any noun can be converted to a predicable, such as "is a cat," and so any
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noun is tantamount to a comment.) 50 1 reject the view that the universality of

nouns and predicators is grounded in the need to have something to talk about

and something to say. 1 also reject the view that the distinction is a functional one,

a distinction between logical predicates and their arguments (e.g., Braine, \987;

Keenan, 1979); many types of constituents can be arguments, including verb

phrases (as in "She wants to open the door"), adjective phrases (as in "Sherrie likes

the red car"), and even complete propositions (as in "Tim believes Jane is a

wonderful person"; sometimes the copula appears in infinitive form, as in "Tim

believes Jane to be a wonderful person," and sometimes the word "that" introduces

the proposition, as in "Tim believes that Jane is a wonderful person"). AIso, noun

phrases are arguments of predicators, not of predicates (in the gramlllarian's

sense). And further, noun phrases have a semantics Illuch richer than their

potential status as arguments; in particular, they are interpreted into kinds or their

Illelllbers (see La Palme Reyes et al., 1994b; Macnamara, 1986, 1991). 1 have

argued, though, that the central characteristic of predicators is their taking of

noun-phrase arguments, which reflects their use in signifying properties of

individuals (or of sets of individuals) or relations of individuals to other

individuals.

While universality is not attributed to the category adjective, this part of

speech is present in Illany languages, and it warrants careful consideration. It is

possible that there exists a category of adjectives in ail languages, but that this

category is not formally distinguished from, say, the verb category in every

language. The lack of any formai distinction between verbs and adjectives would

obviate discovery of the category whenever the usual comparative linguist's

procedure was followed.

Particularly relevant to this question is the presence, in Illany languages

that lack a distinct open category of adjectives, a small closed class of words for

qualities, words that Dixon (1982) calls "adjectives." Swahili has a class of about

fifty adjectives, which signify values of dimensions such as speed (fast, slow), size

(big, small, long, short, fat, thin, etc.), goodness-badness (good, bad), age (young,
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old), and co)ours. The Bemba language has fewer than 20 adjectives; Luganda has

about 36 adjectives; Hausa has only about a dozen, signifying values of age, size,

goodness-badness, and colour; Acooli has about 40 adjectives, Hua has about 12,

Alamblak has about 40, Kiriwinian has about 50 - to give a few examples (see

Dixon). Adjectives in these closed classes tend to fall into a small number of

types: They signify values along dimensions of size, age, goodness-badness, speed,

physical properties (e.g., hot, cold; hard, soft), or colour. They more rarely signify

human propensities (e.g., 'jealous,' 'happy,' 'cruel'). In languages with a closed

class of adjectives, many properties signified adjectivally in English are signified

verbally (i.e., with verbs). So why do these languages not use verbal signification

for all nonseparable phenomena? What drives the formation of a distinct category

of adjectives for certain commonly discussed properties? The existence of these

closed categories suggests the existence of a distinct adjectival nature that often

forces its way into the structure of a language.

Suppose that the category adjective is part of the semantic structure of all

languages, whether or not il is evident in sentences as a formally distinct part of

speech. Perhaps, then, the part of speech verb could be viewed as pr~dicators that

are not adjectives. 1 will pursue this line of reasoning no further here.

The speech of young children provides another source of evidence for the

category predicator. Early speech may be relatively unstructured, or the structure

may be idiosyncratic to a given child; for this reason, evidence for a particular part

of speech may be difficult to come by. Nonetheless, we can at least inquire as to

whether or not any children appear to make any formai distinction between verbs

and adjectives, and to distinguish these categories from nouns, prior to learning

syntactic and inflexional rules that are specific to these categories (e.g., in the

early stages of telegraphic speech).

(1 note, in passing, that sorne researchers regard any discussion of parts of

speech in early language as nonsense. Their opinion follows from their belief that

all parts of speech are defined formally as distributional patterns or selectionai

rules that characterise a set of words. Gathercole, 1986, argues that children do
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not have, in their grammars, count nouns and mass nouns until they have

mastered the meanings and selectional restrictions of ail count and mass

quantifiers, inc\uding "much" and "many," and of ail distinguishing inflexions - a

mastery that is attained around the age of 5;0. Olguin & Tomasello, 1993, argue

that children of age 2;0 do not have the part of speech verb in their grammars

because they do not generalise newly learned action words ta unmodelled verb

contexts, such as ones with noun phrases ordered properly with respect to the

action word, or with the past-tense marker -ed. [An alternative interpretation of

their data is that children either failed to identify the actional nonce words as

verbs, or that the category verb is not constructed from experience, and the data

reveal only that the children had not yet mastered English-specific usage of verbs.]

Ninio, 1988, argues that no parts of speech can be attributed ta young children

because category symbols are "shorthand descriptions of the rule system as a

whole" [p. lOI]. The grammar of a young child is not the end-state grammar, but,

she argues, "the use of category symbols N, V, NP or VP, etc., ... is equivalent to

using the whole of endstate grammar to describe child language; and that is

unacceptable" [p. lOI]. Where a category is presumed to be semantic at the core,

these arguments have no purchase. Where a part of speech seems to be defined

according to distributional criteria or phonological criteria or both [e.g., gender

subcategories of noun], a complete lack of evidence in a child's speech of any

formaI distinction might imply that the part of speech was not yet present in the

child's grammar - although the possibility would remain that the child was

attentive to the formaI properties of the part of speech, but was unable or

unwilling to display this knowledge in utterances. The extreme view of Ninio and

Gathercole, that the part of speech is not in the grammar until ail of the rules

associated with that part of speech are mastered, seems unproductive. Among

linguists, common views about grammar include the idea that a grammar resides

in the head of an individual as a form of knowledge; see, for instance, Chomsky,

1980, and van Riemsdijk & Williams, 1986. If a grammar is viewed as a store of

knowledge belonging to an individual speaker - knowledge of the rules of a
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language - then the complete set of rules for a part of speech in the end-state

grammar cannot he specified until the individual speaker has reached a static

stage in his or her use of words in that category. Now suppose we were to accept

the position of Gathercole and Ninio that parts of speech are present only when

the end state of a grammar is reached. This position would lead us to sorne odd

conclusions. Suppose that, at the age of 50, a man acquires a new rule with

respect to count nouns - say by learning that "fewer apples" is considered more

grammatical than "Iess apples," and then incorporating this rule into his grammar

- then we would be forced to conclude that the man did not have the part of

speech count noun until the age of 50! And we cannot know ahead of time the

final state of the man's grammar, so the man's use of words at any given stage in

his life might or might not reflect the end-state grammar - and so we cannot

determine, at any stage, whether a part of speech is present in his grammar. A

cornmon alternative view of a grammar is that it is a structural account of a

language provided by a linguist; see Chomsky, and van Riemsdijk & Williams.

Such structural accounts depend on informants' reports of their linguistic

intuitions. But individual speakers of a language differ in their use of the

language, so the linguist's description of the language will depend on the

particular informants providing the linguist with data. Does it make sense to

impose upon ail speakers of the language the rules present in those informants'

linguistic competence as the necessary end point of learning - as the criteria for

judging the language to have been learned? Suppose we take yet another view of

a grammar, c1aiming that it is a summary statement about the mies known by the

members of a speech community in general; then we must decide from among sets

of mies instantiated in the minds of different speakers which is the "end-state" set

of rules that determines when a part of speech has been acquired. Is the relevant

set of mies for English to be found in the Queen's English? And do only those

who use a set of words in the manner of the Queen possess the part of speech in

their grammars? It would seem more productive to regard parts of speech as sets

or classes of words, rather than sets of mies, so that minimal evidence for a
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categorical division. Further, such a view would seem to he necessary in creating

accounts of learning the rules that are stated over a particular part of speech.)

Examples of child speech from puhlished studies are of limited relevance

because researchers tend to present instances of speech that demonstrate a

phenomenon that is predicted hy their pet theory. Sorne puhlished examples arc

relevant, though, to the present theory.

The literature contains several examples of apparent indifference hetween

verbs and adjectives. In Cazden's (1968) study of children's early use of inflexions,

she found only four cases of the use of an inflexional morpheme with a word of

the wrong part of speech, but of these four errors, three involved the

misapplication of a verb inflexion to an adjective (e.g. ''That greens"). Carlson und

Anisfeld (1969) observed two comparable errors; a two-year-old child used the

verb inflexion oing with adjectives ("ifs still soring," and "a louding plane"). Braine

(1971) describes the case of a child (Andrew) who initially distinguished transitive

(two-place) and intransitive (one-place) predicators, but who did not show

eviùence of a distributional distinction among various kinds of one-place

predicators; this class included adjectives (e.g., "hot," "all-wet"), intransitive verbs

(e.g., "come," "sit"), and passive participies (e.g., "broken"; passive forms can he

verbal, adjectival or ambiguous; see Wasow, 1977). Around 2;4, a distinction

emerged in the child's grammar between verbs and other predicators when he

learned the inflexion oing. Brown and Fraser (1963) describe a distributional class

in the grammar (at age 2;2) of one girl (Eve) that included three adjectives, two

intransitive verbs, and one transitive verb. The three words 1 am calling adjectives

("tired," "broken," and "ail-gone") were ail participles of verbs, but at least two of

them ("tired" and "broken") are adjectival (see Wasow). The words in this class

always appeared after a determiner and count noun, after a proper noun or a

human count noun, or in isolation (and these three distributional contexts defined

the c\ass). Leopold (1949) reports that Hildegard, at age 1;11, said "Meow ail wet

me" after being licked by a cat. The expression "ail wet" is usually used as an
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adjective, and Hildegard did use the expression in this way; at 1;11, she said "Papa

ail wc!." The word "open" was used both as a verb (e.g., in "open door" at 1;8) and

as an adjective (e.g., in "door open" at 1;11). Hildegard used "break" as an

adjective (equivalent to "broken" or "kaputt") at 1;10, and she used the past

participles of verbs as adjectives. Other researchers have also reported instances of

this phenomenon. Grégoire (1937, 1947), for example, notes that his children used

participles such as "parti" and "cassé" as adjectives. Other evidence suggests that

young children treat past participIes of verbs as adjectives. Antinucei and Miller

(1976) report that Italian children initially make the past participies of transitive

verbs agree in number and gender with the object of the verb, as if they were

adjectives modifying that noun; the past participie is supposed to agree with the

object only when it is a pronoun; otherwise, it is supposed to have a fixed ending

(-0); for intransitive verbs, the past participle is supposed to agree in number and

gender with the subject noun in adult grammar. So the agreement pattern used by

Italian children supports the view that verbal past participles are equated with

adjectives in children's grammar.

A similar conclusion is suggested by sorne other data on the use of past

participles, àata on their use in utteranees with the form of passive constructions.

Horgan (1975, as cited in Borer & Wexler, 1987) found that children between 2;0

and 4;0 produced passives in truneated form, that is, omitting an agent noun "by"

phrase, and they appeared to treat the past participle as a state description of the

object, as if it were an adjective; sorne examples are, "tree is blowed down," "tree

is broken," "a bail be kieked," "the car's parked," and "the tree's smashed." Even

among older children (aged 5 to 13 years), past participles appearing without an

explicit agent noun look very much Iike adjectives (see Horgan, 1978). Truncated

passives containing apparently adjectival past participies are much more common

at ail ages than full passives containing an agent noun phrase (after the

preposition "by"). Borer and Wexler conclude, from the evidence they review

(from English and Hebrew), that children learning passive (or past) participles

first learn only adjectival ones (which are lexical items, as opposed to transformed
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verbs; see Wasow, 1977); these participles tend to he the passive (or past) forms

of action vp.rhs (and many are ungrammatical l'rom an adult standpuint). Note that

verh participles can appear in positions typical of adJeu ,'''es (Le.• prenominally.

and al'ter a form of "be"). Assuming that children recognise sorne relationship

_ hetween a verb and its past participle (e.g., hetween "comh" and "comhed"), the

appearance of adjectival (Le., lexical) past participles in a position suitahle for

adjectives, bl't not of verbal (Le., transformationally derived) past participles in thc

same position, suggests that children define the adjective category primarily in

terms of the distributions of adjectives, so that they cxpect any word appcaring in

a distributional context appropriate for an adjective to have the distrihutional

privileges of an adjecti'. e (i.e., those that characterise lexical or adjectiva! past

participles, such as appcarance wit!! the prefix 1111-, after "very," aftcr verbs sucl: as

"remained," "became," "seemed" and "appeared," and in prenominal position; scc

Wasow; an example of an adjectival past p~(ticiple is "tired" as in "Thc man

remained very tired"); these distributional privileges rcflect the stative (versus

active) meanings of adjectives. When an inflecied verh appears in a position that

has come to be associated with adjectives, children seem to assume that it has

ceased to be a verb, and thereby lost both its ar-tional meaning and ail of the

distributional privileges of verbs (e.g., appearance with the verbal degree modifier

"very much," with an agent "by" phrase, etc., L<l., the distributions that characterise

verbal past participles; see Wasow; an example of a verhal past participle is

"given" as in "The teenager was given a car by her mother") - or rather that it has

lost those distributional privileges of verbs that are known to the childrcn; adults

have learned that the position of a verbal past participle in a passive construction

is a context in which a verb can appear, when il is in its past participial fo1'm. If

these conclusions are correct, then children seem to be defining the distinction

between verbs and adjectives in terms of their distributions (and their limited

knowledge about the distributions of past participles of verbs prevents them l'rom

treating a past participle as a verb when it appears in a known adjective position);

even though their use of past participIes as words for end states suggests that they
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link adjectives with states rather than the actions that lead to those states, it seems

that the position of a past participle determines that the wor(' will be given a

prototypically adjectival (i.e., stative) interpretation. In other words, it seems that

adjectives are dejined in terms of their distributions.

K. Nelson (1976) found that the earliest use of adjectives tends to be in

predicative position - a position that is common to verbs and adjectives (e.g., "It is

red"; "rt is running") - although her measure may have been biased by her

inclusion of isolated adjectives in the predicative class. Over time, the proportion

of adjectives appearing in attributive position increases (even when just those

adjectives appearing in multi-word utterances are considered).

Martin Braine and his colleagues (Braine, Brooks, Cowan, Samuels, &

Tamis-LeMonda, 1993; Braine & Hardy, 1982) have conducted several studies

with children and adults which seem to provide evidence for the early existence of

a common perceived role for the sl!Jject of adjectival predicables (e.g., "is red"),

locative predicables (e.g., "is behind the house"), and intransitive-verb predicables

(e.g., "is running"). They cali this role the "Subject of Attribution." This category is

distinct from the surface-structure subject of a sentence, at least among children;

five-year-old children do not place the subject noun phrase of a transitive verb in

this category. In effect, children treat the subject of ail nonrelational predicates

alike, which means that they treat the argument of ail one-place predicators alike.

This finding suggests a failure to make any general semantic distinction between

adjectives and one-place verbs. Alternatively, children collapse across types of case

or role for predicators with one argument, seeing the taking of arguments as more

critical to classification than the roles of those arguments.

Plato and Aristotle treated adjectives as a subcategory of verbs. Lyons

(1966b, 1968) argues that this position is correct, and that the differences between

verbs and adjectives are surface phenomena of inflexion and distribution 

features that are language-specific; in Lyons's view, verbs and adjectives belong to

a single category in "deep structure." Case grammarians (e.g., Charles Fillmore;

see Fillmore, 1968a, 1968b) and generative semanticists (e.g., George Lakoff; see
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G. Lakoff, 1970, 1972), whose concern was the universal semantic hase of

language, also argued that adjectives are a suhset of verhs (or predicators).

George Lakoff and Paul Martin Postal constructed a set of arguments for the

claim that "adjectives and verbs are members of a single lexical categllry (which

we will cali VERS) and that they differ only hy a single syntactic feature (which

we will cali ADJECTIVAL)" (G. Lakoff, 1970, p. 115). Syntactic features are

realised by subcategorisations, selectional restrictions, the applicahility of rules of

inflexion, and so on (e.g., Chomsky, 1965; Radfard, 1981), so the Lakoff-Postal

doctrine amounts to the assertion that adjectives differ frorr verhs only in their

distributions. 1 will summarise their nine arguments.

1. There are many pairs of sentences, one with a verh and one with an

adjective, that appear to mean the same thing (e.g., "1 regret that"; "1 am sarry

about that"; "1 like jazz"; "1 am fond of jazz"). Also, with many other pairs of

sentences, an adjective and verb seem to be "the same lexical item" (e.g., "1 desire

that"; "1 am desirous of that"; "Cigarettes harm people"; "Cigarettes are harmful to

people"). The only significant differences between the verb and adjective uses are

the inclusions of a form of "be" and of a preposition when the adjective is used.

Lakoff notes that a preposition is also introduced when a verb is nominalised, a

fact that leads him to the hypothesis that verbs carry an implicit preposition;

compare "1 fear rain" with "1 have a fear of rain," and "1 like jazz" with "1 have a

liking for jazz." Lakoff argues that this preposition is dropped when a verb is not

nominalised, and that the preposition appears with the nominal form of the word

as a kind of case marker. He also argues that a form of "be" is introduced with

adjectives to permit tense marking, just as "do" is introduced, apparently for this

reason, in questions and negative propositions.

(As an aside - modern linguistic theory a.sserts that the preposition is

needed for assignment of a thematic role to the abject noun; nouns cannat assign

thematic roles, and adjectives can assign just one thematic role, ta the subject

noun. Adjectives that take an abject must therefore appear with a preposition that

assigns a role ta the abject noun, i.e., that indicates the role of the noun relative
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to the adjective. This account provides an alternative to Lakoffs hypothesis about

the ellipsis of prepositions when verbs are used.)

2. Almost ail of the same selectional restrictions apply to both verbs and

adjectives. If the appearance of "be" in front of an adjective and the appearance of

a preposition after it (e.g., "be fond of') are viewed as superficial phenomena, then

we can speak of transitive and intransitive adjectives as weil as verbs (Le., we can

view both verbs and adjectives as taking or not taking an object). Further,

adjectival and verbal predicators can take subject and object arguments of the

same kind (e.g., we can use an animate subject with the predicators "know" and

"be aware of," an animate abject with "hurt" and "be brutal to," a physical abject as

subject with "weigh" and "be heavy," and an abstract object such as "idea" with

"understand" and "be receptive to"). Also, both types of predicator take the same

adverbials (e.g., "They were noisy ail night"; "They caroused ail night"; "They were

being noisy in the living room"; 'They were carousing in the living room"; 'They

were being noisy deliberately"; "They were screaming deliberately").

The next seven arguments show that many rules apply to both verbs and

adjectives, suggesting that these rules operate over a category superordinate to the

verb and adjective categories (i.e., that verbs and adjectives are part of a single

lexical category at sorne level).

3. Both verbs and adjectives can be classified as stative and submit to rules

governing the use of statives. Imperatives, for instance, can r~ used with

nonstative predicators (e.g., "Look at the picture"; "Don't be noisy") but not with

stative predicators (e.g., '''Know that Bill went there"; '''Don't be tall").

Construetions with "do" are also sensitive to the stative-active distinction (e.g.,

"What l'm doing is looking at the picture," but '''What l'm doing is knowing that

Bill went there"; "What l'm doing is being noisy," but '''What l'm doing is being

tall"). Likewise, progressive aspect is restricted to use with nonstative verbs and

adjectives (e.g., ''l'm looking at the picture," but '''l'm knowing that Bill went

there"; ''l'm being noisy," but '''l'm being tall").
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(This argument l'rom rules ahout the use of aspect can he restatcd without

reference to the stative-active distinction hy saying that hoth verhs and adjectivcs

may have inherent aspect, so that some verhs resist the affixation of aspectual

markers [e.g., '''1 am Iiking himn
; '''1 have heen knowing that fact for years"] and

so that the inherent aspect of most adjectives prevents their use, in grammatical

utterances, with auxiliary verbs or copulas marked for aspect [e.g., '''1 was heing

sad yesterday"; '''1 am being beautiful, am 1 not?"). Adjectives without inherent

aspect can be used with aspectually marked auxiliaries: "You are heing silly today";

"The boys were being noisy ail afternoon." But the notion of inherent aspect may

be less defensible than the notion of a stative-active distinction. Il is not c1ear how

one could separate the idea of inherent aspect in a predicator l'rom the possihility

of progressive aspect in a well-formed predicate containing the predicator. By

contrast, the possibility of progressive aspect, and, additionally, the well

formedness of imperatives and "do" constructions, can he predictcd through a

consideration of the nature of a state or activity; when a phenomcnon persists

over very long periods and involves no change or movemcnt [e.g., redness), a

predicable for it cannot appear with progressive aspect marking; when the

phenomenon is transitory [e.g., blushing) or involves change or movement [e.g.,

breathing], a predicable for it can appear with progressive marking; when the

phenomenon is, in addition, under the volitional control of an agent [e.g., kicking],

a word for it can appear in ail contexts said to be linked with the active or

nonstative feature, including imperatives and "do" constructions. This conclusion

suggests a three-way classification of stable properties, transitory properties and

non-intentional dynamic processes, and actions or activities that arise l'rom

intentions, rather than the two-way classification of states and activities.)

In rejecting this argument, Chomsky (1970) asserts that a stative-active

distinction is not characteristic of predicators in particular, but rather of lexical

categories in general because, he argues, it is characteristic of nouns as weil as

verbs and adjectives. In support of this claim, he offers the following pairs of

contrasting sentences as an illustration: "Be a hero"; '''Be a persan"; "He's being a
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hcro"; '''Bc's bcing a person"; "What be's doing is being a hero"; '''What he's

doing is being a pcrson." If the stative-active distinction is understood as a

distinction bctween stable properties that are not under one's control, such as

being a person or being tall, and transitory properties, dynamic processes, and

actions or activities that have their source in intentional states (beliefs and

desires), such as being a hero and being noisy, then Chomsky's c1aim appears to

be valid. Such a distinction may affect the use of aspect and mood (e.g.,

imperative mood) and the well-formedness of constructions with "do" for ail

predicates headed by an open-c1ass word, regardless of whether they are headed

by verbs, adjectives, or nouns. It might be more appropriate, then, to treat the

stative-active distinction (or the three-way distinction of stable properties,

transitory properties and non-intentional dynamic processes, and intentional

actions and activities) as one subcategorising predicates, rather than one

subcategorising nouns, verbs, and adjectives.

4. A relative clause containing a verb or an adjective can be converted to

an adjectival construction through the application of two rules: WH-deletion and

the "adjective shift" that reverses the order of the noun and predicator. By these

rules, "The man who is tall" becomes "The tall man," and "The child who is

sleeping" becomes "The sleeping child."

5. The same l'active, action, and manner nominalisations are undergone by

verbs and adjectives, suggesting the possibility of common nominalisation rules for

both types of predicator. When (sorne of) these ruIes are applied, "John knows

that fact" becomes "John's knowledge of that fact ... ," and "John is cognizant of

that fact" becomes "John's cognizance of that fact .. ."; "John distrusted Bill"

becomes "John's distrust of Bill ... ," and "John was wary of Bill" becomes "John's

wariness of Bill ... ."

6. For both adjectives and verbs, there appears to be a liansformation that

interchanges the subject and object nouns; evidence of this transformation can be

seen in the following sentence pairs: "What he did surprised me" and "1 was

surprised at what he did" (note that "surprised" is adjectival in the second case, so
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that the interchange of noun phrases accompanies a transformation of a verb to

an adjective; see Wasow, 1977, for tests for the adjectival nature of a past

participle, e.g., "very surprised," and "he appeared surprised"); "1 enjoy movies" and

"Movies are enjoyable to me" (where the interchange of noun phrases

accompanies, again, a transformation of a verb into an adjective). Lakoff and

Postal c1aim that this "flip" transformation can be applied in both directions, so

that il sometimes involves transforming a verb into an adjective, and sometimes

involves transforming an adjective into a verh. Because the interchange of noun

phrases or clauses can occur with verhs or adjectives, they argue, these words must

belong ta a single category.

7. The deletion of an indefinite abject can occur witb both verbs amI

adjectives. "John is eating something" can become "John is eating," and "The

results are suggestive of something" can become "The results are suggestive."

8. Agent nouns can be formed l'rom verbs and l'rom adjectives: By

transforming a verb or adjective ta a noun, "She is heautiful" becomes "She is a

beauty"; "He is idiotie" becomes "He is an idiot"; "John cooks" hecomes "John is a

cook"; "John destroys houses" becomes "John is a destroyer of houses."

9. Verbs and adjectives take the same variety of complements, and the

same rules for complements apply regardless of the type of predicator. Here are

sorne examples: "John wants to go"; "John is eager ta go"; "John knew that Bill had

done it"; "John was aware that Bill had dOlle it"; "John can llit a l}(lll 400 feet"; "John

is able ta hit a ball 400 feet."

Chomsky (1970) dismisses the above argument, c1aiming that nouns take

the same complements as verbs and adjectives. By this, he means that they take

complements satisfying the same syntactic descriptions, such as noun phrase and

sentence. Lakoff and Postal's c1aim is that verbs and adjectives with similar

meanings can take the very same complements, word for ward. Only a smail

subset of nouns can take the very same complements taken by verbs and

adjectives, namely those nouns that are derived from predicators. Consider, for

. t " J h ' d . t ". " J h ' , ".ms ance, '" 0 n s eSlre 0 go . .. , ... ons eagerness to go . .. ,
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"... John's knowledge Ihat Bill had dOlle il ... "; "... John's awareness Ihal Bill

llad d(me il ... "; and "... John's ability to llil a bail 400 feel ...." No general

claim can be made that nouns and predicators take the same complements.

G. Lakoff (1970) concludes that the existence of so many rules common to

verbs and adjectives can hardly be an accident. The coincidence of rules provides

evidence for a unified category (which Lyons, 1966b, and others have called

predicator).

4.2. Can Children Identify Words?

The classification of a word, or at least ils root morpheme, presupposes the

ability to identify word (or root morpheme) boundaries. This presupposition is not

unique to my theory; any theory of word classification depends upon it. For this

reason, 1 will not review here the evidence in support of the hypothesis that

children can locate word boundaries in the speech stream, but the interested

reader will find a review of the evidence in Appendix C. The review reveals that

children typically extract words as units fairly successfully, although they may

sometimes mistake a stressed syllable for the root of a word, and enter that

syllable into their lexicons; aIternatively, they may enter a complete word into

their lexicons, but they may produce just the part of the word that receives stress

(due, perhaps, to sorne production limitation). Whether or not they are able to

locate the boundaries of every word, they can, at the very Jeast, extract sorne

portion of the speech stream and treat it as a word. If they happen to extract the

wrong portion, the error may not be fatal; sometime during learning, their error

may be pointed out to them, and they could then replace the phonological

component of their lexical entry without losing any information about the word's

part of speech, meaning, and so on.

4.3. Can Children Detect Phrasai Boundaries?

1 have argued that the categories verb and adjective are discovered through

distributional analyses within phrases, where the status of a phrase as a noull
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phrase or a predieator phrase (e.g., a verh phrase) is evident from the noun or

predicator status of the stressed word in the phrase (and where the category

memhership of the stressed word is discerned through semantie means). For this

aecount of learning to work, children must have some means for identifying the

boundaries of phrases (e.g., noun phrases and predicator phrases). Phrases occur

within clauses, 50 ehildren must also be able to deteet clause houndaries.

There are eertainly many prosodie eorrelates of clause and phrase

boundaries available, if a listener could make use of them. Clauses are often

separated by a breath (Henderson, Goldman-Eisler, & Skarhek, 1965; Wehb,

Williams, & Minifie, 1967), and they are associated with prosodie changes such as

pausing, segmental lengthening, a fall or rise in the fundamental frequency, stress

marking at a clause boundary, and a blocking of phonologieal rules (Cooper &

Paccia-Cooper, 1980; Cooper & Sorensen, 1981; Garniea, 1977; Klall, 1975; Kutik,

Cooper, & Boyce, 1983; Martin, 1970; Stern, Spieker, Barnell, & MacKain, 1983).

(Bolinger, 1978, shows that the "meaning" of a rise and fall in fllndamental

frequency is nearly universal, such that a fall in frequency almost universally

signaIs the end of a constituent.) Many clues to phrase boundaries are also

available. The segments at the end of a phrase are lengthened (Klall, 1975, 1976;

Lindblom & Rapp, 1973, as cited in Klall, 1975, 1976; Morgan, 1986; Sorensen,

Cooper, & Paccia, 1978; Streeter, 1978). A unit called a "foot," eqllivalent to a

stressed syllable and the segments between it and the next stressed syllable, is

lengthened when it eontains a phrase boundary (Lea, 1980; Lehiste, 1977; Lehiste,

Olive, & Streeter, 1976); this lengthening has been found to be allributable to

lengthening in the "rhyme" of the final pre-boundary syllable, that is, lengthening

in the vowel nucleus and any coda consonants within the final syllable (Wightman,

Shattuek-Hufnagel, Ostendorf, & Priee, 1992). An increase in intensity often

accompanies an increase in duration at a boundary (Streeter). Pauses (i.e.,

silences) may be inserted between phrases (Lea, 1980; Wightman et al.), and in

particular between the subject noun phrase and the predieate phrase (Wilkes &

Kennedy, 1970). A fall in fundamental frequency often oceurs at the end of a
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phrase, followed by arise at the first stressed word in the next phrase (Lea, 1973;

Streeter), although this intonational boundary marker is present at only 33 percent

of the boundaries between a subject noun phrase and the auxiliary verb 0" the

predicate phrase (versus 95 percent for boundaries in front of a prepositional

phrase; see Lea, 1973).

Additional, non-prosodie clues can signal a phrasaI boundary (see Morgan

et al., 1987). Words belonging to certain closed classes often occur at the

beginning or end of a particular type of phrase. In English, members of the small

closed class of determiners appear only at the beginning of a noun phrase

(although not all noun phrases begin with a determiner). Predicate phrases begin

with an auxiliary verb or the copula. Prepositional phrases begin with a member of

the small closed class of prepositions. These "function words" occur with such high

frequency (e.g., Kucera & Francis, 1967) that they can serve as boundary markers

for phrases, once they have become familiar. Sorne languages provide another clue

to phrase boundaries: concord markers. In Spanish, for example, all the words in a

noun phrase may have the same ending, as in "Los ninos pequenos hablan" ('The

small children -"re talking'; see Morgan et al., p. 503). Across sentences, syntactic

transformations provide information about phrase boundaries because, for many

such transformations, all the words in a phrase move together when the sentence

is transformed; constituents are never broken up in transformations. And again

across sentences, the existence of pro-forms that replace an entire phrase provide

information about the boundaries of the phrase (e.g., "1 went to the store"; "1 went

there"; "1 have a ca!"; "1 have one"; "The young man went for a walk"; "He went

for a walk"; "She danced all day"; "She did il all day").

AlI languages have sorne subset of these clues available to listeners

(Morgan et al., 1987), so insofar as these clues are redundant, a child learning any

language should have available sufficient clues to phrase boundaries (although it

remains to be seen whether the child is able to use them; see below).

Many of these clues may be especially salient in the speech directed at

young children. Many studies indicate that adults Ilse steeper contours in
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fundamental frequency when speaking to children, and longer pauses (see Fernald

& Simon, 1984; Fernald, Taeschner, Dunn, Papousek, de Boysson-Bardies, &

Fukui, 1989); both of these prosodie features serve as clues to clause or phrase

boundaries. A prosodica11y distinct register in child-directed speech appears in

many languages (e.g., English, French, Italian, Arabie, German, Japanese, Spanish,

Marathi, Latvian, Sinhala, and Mandarin; see Fernald et al.). Infants and young

children show a preference for this brand of speech (Fernald, 1985; Glenn &

Cunningham, 1983; Mehler, Bertoncini, & Barriere, 1978), even when a11

segmental information is removed, leaving only prosodie information (Fernald,

1984); so young children may be particularly attentive to the prosodie features of

speech that signal clause and phrase boundaries. Further, the locations of pauses

in child-directed speech are more reliably associated with clause houndaries than

in adult-directed speech (Broen, 1972), and the phenomena of clause-final

lengthening (Bernstein Ratner, 1985, as cited in Kemler Nelson, Hirsh-Pasek,

Jusczyk, & Cassidy, 1989) and phrase-finallengthening (Morgan, 1986) are more

characteristic of child-directed than adult-directed speech.

Adults may assist a child's identification of phrase houndaries in another

way: recasting sentences. 1 mentioned above that transformed sentences and

replacements of phrases with pro-forms provide information ahout phmse

boundaries. It has been shawn that mothers often repeat their own ulterances or

those of their children, moving or changing or replacing phrases within the

sentence (e.g., N. D. Baker & Nelson, 1984; Hoff-Ginsberg, 1985; K. E. Nelson,

1977; K. E. Nelson & Bonvillian, 1978). Sorne pairs of utterances thus provide

clues about the boundaries of phrases. While the effect of recast sentences on

learning parts of speech has not been examined, several studies have shown that

recast sentences promote vocabulary growth and facilitate the acquisition of

syntax. Hoff-Ginsberg found that verb usage by two-year-old children increased in

relation ta the degree ta which their mothers repeated their own utterances,

breaking the first utterance at major constituent boundaries (e.g., substituting a

different noun phrase or substituting a pronoun for a noun phrase). K. E. Nelson,
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Carskaddon, and Bonvillian (1973) had experimenters utter recast sentences to

three-year-old children (i.e., recast versions of the children's utterances), focusing

mostly on the predicates of the sentences. This intervention facilitated language

growth in several ways; the children included more morphemes within a verb

phrase, they used auxiliary verbs more often, and they became better at sentence

imitation. K. E. Nelson exposed children to recast sentences in the form of

questions, or constructions with the verb in a different tense or mood (past, future,

or conditional). Recastings as questions facilitated children's acquisition of

question forms, and recastings involving verb constructions facilitated the

acquisition of those constructions. The acquisition of rules of syntax depends on

knowledge of the parts of speech over which the rules are stated, so this sort of

evidence suggests that recast sentences may facilitate the discovery of parts of

speech (such as verbs and auxiliary verbs), presumably by demarcating phrases

within which distributional analysis can efficiently proceed.

Phrasai boundaries are particularly clear when a phrase is presented on its

own. Caretakers often utter a phrase in isolation when speaking to their children

(Broen, 1972; Newport, 1977; Snow, 1972). These isolated phrases tend to be noun

phrases, but learning to identify noun phrases (e.g., as Det + N) will help in the

itlc!1tification of predicate phrases and predicator phrases (e.g., verb phrases),

which are boum!ed by a suhject noun phrase in many utterances. In pro-drop

languages, isolated phrases Il':lY he predicates, such that learners are aided in

finding the boundaries of these constituents, wh:::" will in turn help them find the

boundaries of adjacent noun phrases whenever they appear in ail utterance.

It is clear that many clues to clause and phrase boundaries are available to

a young learner, but can children make use of these clues? Adults certainly seem

able to do so. They have been shown to be able to take advantage of intonational

clues to segment speech (e.g., Nooteboom, Brokx, & deRooji, 1976; Wingfield,

1975). Prosodic features of sentences are as useful to adults in locating constituent

boundaries as the syntactic structure of the sentence, and have the advantage of

being resist:lnt to distortion; prosodie clues are still available even when a



•

•

147

degradation of speech (e.g., the deletion of small segments without leaving silent

gaps) makes words unrecognisahle, and these clues can he used in segmentation

under these circumstances (Wingfield). Adults have trouhle understanding and

recalling spoken sentences when prosodic clues and syntactic structure suggest

different phrase boundary locations (Darwin, 1975; G1anzer, 1976). Adults can use

pauses (O'Malley, Kloker, & Dara-Ahrams, 1973), phrase-final segmental

lengthening, a rise or fall in fundamental frequency at a phrase houndary, and, to

a lesser degree, intensity (Streeter, 1978) as clues to phrase huundaries in

ambiguous mathematical formulae read aloud, where the amhiguity resides in the

possibility of different bracketings of symbols in a string. Other studies show that

adults can use pauses and lengthening to disambiguate amhiguous sentences (e.g.,

Cooper & Paccia-Cooper, 1980; Cooper, Paccia, & Lapointe, 1978; Lehiste, 1973;

Lehiste et al., 1976; Macdonald, 1976), when and only when the ambiguity results

from different possible locations of phrase boundaries (and not when ambiguity

has sorne other source, such as the existence of homonyms; see Lehiste; Lehiste et

al.; Wales & Toner, 1979). Morgan et al. (1987) have shown that adults can learn

the syntax of a miniature artifical language far better when the input includes

sorne clue to phrase boundaries; prosodie clues to phrase boundaries (phrase-final

lengthening, frequency discontinuities, and pauses), phrase-initial constants

comparable to function words, and concord morphology were ail shown to

facilitate syntax acquisition. Ali of these clues were a\so shown directly to facilitate

the identification of phrase boundaries.

Older children also appear to be sensitive to prosodie clues to phrase

boundaries. Schreiber (1987) showed that, on various tasks, seven-year-olds rely

more on prosodic clues than do adults, allowing prosodie clues to override clues

present in syntactic structure.

Morgan (1986) found that somewhat younger children (mean age 4;7) were

far better able to echo the final words in a spoken string of nonce words when

they were asked to model themselves after a puppet who echoed, during sorne

pretrials, ail the words in the final phrase; they did far more poorly when the
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puppet echoed the word hefore the phrase houndary plus the words in the phrase.

In the latter condition, children almost always echoed the phrase. The only

cvidence lor phrase houndaries available to the children was in prosodie clues

(including phrase-final lengthening and pauses), so the children appeared to be

processing the strings of nonce words as sets of prosodically signalled phrases (and

found it easier to echo a phrase than a set of words not forming a phrase).

Gerken, Landau, and Remez (1990) showed that two-year-olds are sensitive

to English function morphemes (e.g., articles and verb inflexions) even though

they omit them in their imitations of adult speech, and these authors argue that

these morphemes might serve as clues to phrase boundaries for children. They

provide no direct evidence, however, l'or the hypothesis that children take function

morphemes to be signais of phrase boundaries.

There are data that indicate that infants are sensitive to prosodie clues to

clause and phrase boundaries. When pauses are inserted into samples of speech at

clause boundaries or within clauses, seven- to ten-month old infants show a

preference for the speech with pauses at clause boundaries (i.e., they orient longer

to the speaker over which speech of this nature is played; Hirsh-Pasek, Kemler

Nelson, Jusczyk, Cassidy, Druss, & Kennedy, 1987). This prefl\rence is present only

when the speech samples come from speech directed ta children ("motherese")

with its exaggerated contours; no preference is shown with sampies of adult

directed speech (Kemler Nelson et al., 1989); so the strong clause-boundary clues

in child-directed speech appear to facilitate the perception of clauses as units (or

gestaltell). Infants aged 0;4.5 show a preference for clauses uninterrupted by pauses

even with samples of foreign speech (Polish speech played ta American infants),

but they have lost this preference by age 0;6 (Jusczyk, 1989, as cit~d in Jusczyk,

Hirsh-Pasek, Kemler Nelson, Kennedy, Woodw::trd, & Piwoz, 1992), This finding

suggests that the perception of prosodie clues to clause boundaries is initially

language-independent, but that the perceptu&.1 system becomes tailored ta the

mother tongue, so that it is attuned to just those prosodie features that are

relevant to that language's structure. (The same sort of tailoring occurs in the
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phonetic domain, where infants lose their sensitivity to phonetic contrasts thm are

not meaningful in their caretakers' languag::; see Werker & Tee~, 19H4).

At the age of 0;9, but not at age 0;6, infants show a preferelice for speech

with pauses inserted at phrase boundaries over speech with pauses within phrases

(Jusczyk et al., 1992). These results hold for noun phrases and predicate verb

phrases (Le., when pauses are inserted within those phrases in creating the speech

sampies in which pauses do not ccincide with phrase boundaries), and for both

child-directed and adult-directed speech. Moreover, the same preference is

exhibited when the speech is low-pass filtered, removing most phonetic

information and making words unintelligible; this suggests that the preference is

based on prosodie clues to phrase boundaries in particular.

The sensitivity of infants to prosodic clues to clause and phrase houndaries

suggests that young children might weil be ahle to use such clues in locating the

boundaries of phrases. Direct evidence for this hypothesis awaits further research.

4.4. Can Children Find Part-of-Speech Categories Through

Distributional Analyses Within Phrases?

For young children and other language learners to he ahle to discover the

verb-adjective distinction among predieators through analyses of their distributions

in and across phrases, they would need to be able to learn contingencies between

word classes, and between words and function morphemes.

Several studies have addressed the question of what aduIts ',nd older

children can l?arn, through distributional analysis, about the structure of phrases

and sentences in mini~ture artificial languages. Let us look at each in turn.

Braine (1963a) conducted five experiments with children ranging in age

from 4;2 to 11;1. He found that the children were able to learn the position of a

nonce word in a string; if the string contained phrases, they could learn the

absolute positions of words within phrases, and the absolute positions of phrases

in the string. But learning the absolute positions of words within phrases will not
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always facilitate the discovery of classes of words. What about contingencies

among sets of words?

Braine (1965) found that teenagers and adults were able to learn the

absolute positions in a string consisting of two constants bracketing a member of a

set of words; they were able to learn the contingencies between pairs of constants

(Le., that "ane" always appears with "kivil" in a string, and "foo" always appears

with "slet"), but they were unable to learn contingencies between the pairs of

constants and overlapping subsels of the set of words (Le., that "ane" and "kivil"

can appear bracketing any of 12 words, and "foo" and "sIet" can appear bracketing

a word from a subset of six of those words, or bracketing any of six other words

that never appear with "ane" and "kivil"). This finding suggests that purely

distributional analyses might not permit the discovery of contingencies between

function morphemes and open classes (but see below regarding Braine, 1966), at

least when sorne of the members of two open classes can appear bracketed by the

same function morphemes (e.g., "He is singing in the show," "She is red in the

face").

Segal and Halwes (1965, 1966) presented adult subjects with pairs of letters

that conformed with one of two grammars: [S -+ A + B], or [S -+ A + Band S -+ B

+ C], where A, B, and C were smaIl sets of letters. The subjects presented with

letter pairs foIIowing the first grammar learned the grammar far better than

subjects presented with Ietter pairs foIIowing the second grammar. This finding

suggests that the subjects were able to Iearn the absolute position of a set of

letters in a two-Ietter string, but not contingencies between sets of letters (Le.,

hetween A and Band between Band C). K. H. Smith (1966) also showed that,

both for adults and for grade-school children, what is learned in such studies is the

position in which members of a class can appear (versus paired-associates

learning); no co-occurrence restrictions are Iearned (e.g., such that members of the

class N cal' appear only after members of the class M, and not after members of

the class P; K. H. Smith, 1969). Clearly this sort of learnin3 is not adequate for

naturaI language. To discover the category verb, for instance, one needs to learn
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its position relative to words in the category CIIL\'iliCII)' l'eTh and rclativc to noun

phrases and prepositional phrases; the ahsolute position within a prcdicatc phrasc

is not useful because sorne predicate phrases hegin with an auxiliary verh and

sorne begin with the main verb,

Braine (1966) tested nine-year-old and ten-year-old childrcn's ability to

learn a miniature artificial language with two types of phrases, each "markcd" by a

constant ("function word"). A phrase of one type contained, in addition to thc

constant, a member of one set of words; a phrase of the other type contained a

constant plus two words taken from two sets, with words from the two sets

appearing in a fixed order. A sentence could include a phrase of either type alonc,

or phrases of the two types together, in either order. The children were ablc to

learn the positions of members of sets within a phrase, and they were able to fmm

long sentences, showing that they had learned the two possible phrase

combinations. Their ability to learn the positions in phrases suggests that they

were able to learn the contingency between a constant and a class, as in Braine's

(e.g., 1963b, 1976) theory of a "pivot grammar." It still rcmained to he shown that

children could learn contingencies among classes of words.

Moeser (1969, as cited in Moeser & ~regman, 1972, 1973) and Moescr and

Bregman (1972, 1973) argued that contingencies among classes of words could be

learned only through an examination of the situation that a sentence descrihed;

the relations of properlies to entities in the world should reveal to the (earner the

relations of words for them to one another in the sentence. To test this theory,

Moeser and Bregman (1972) taught adult subjects a miniature artificial language,

but, unlike those used in the studies described above, their language was

associated with a "referent world" of sorts, Strings from a phrase-structure

language were paired with shapes that couId vary in colour and type of border

(single lille, double line, or dotled line). In one condition, words alone were

presented. In a second condition" ~~ass of words was paired with a class of

shapes that seemed to belong together perceptually. In a third condition, the word

classes were paired arbitrarily with shapes. In the fourth condition, the classes
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were related to one another; t!le referents of sentences were shapes whose colour

and border type were signified by separate words (comparable to "green dotted

border rectangle"). Even the most complcx grammar was learn"d weil in the latter

condition; less learning occurred in other conditions, with the worst learning in the

arbitrary-figures and words-alone conditions. Most importantly, subjects in the

condition in which syntdX reflected relationships of properties and shapes were

able to acquire co-occurrence :-estrictions. In other conditions, subjects performed

near chance level on measures of their learning of rules involving contingencies

among classes. Moeser and Bregman (1973) extended their results by showing that

teenagers could learn a phrase-structure grammar only with a reference world, and

that the grammar so learned could be used to classify words without referents; the

grammar, once acquired with the help of semantics, could provide clues to class

membership for novel nonce words.

Braine and his colleagues (Braine, 1987; Braine, Brady, Brooks, SudhaIter,

Ross, Catalano, & Fisch, 1990) have provided data suggesting that categories and

contingencies without any semantic correlate cannot be learned through

distributionaI analyses. In one experiment, Braine, working with Philip Arnsfield,

attempted to teach adults subcategories of "nouns" in an artificial language. A

"sentence" consisted of a "noun" plus a "number word," and the subcategorisation

of the nouns revealed itself in agreement markers on m:mber words (which meant

'one,' 'two,' or 'plural'). When, in the language the 5ubjects were taught, the

subcategories were partially correlated with conceptually distinct categories of

entities - namely men with "masculine" professions (e.g., soldier, baseball pIayer)

and women with "feminine" professions (e.g., nurse, airline stewardess) - the

distinction was Iearned. (Learning was gauged by asking the subjects to describe

pictures for which they had learned nouns for the kind of object pictured but had

not seen a description of the picture, that is, a noun combined with a number

word. If the subjects noticed that one set of number words were used with one

half of the nouns, and another set of number words with the other haIf, they couId

correctIy describe sets of objects of one kind regardless of the cardinality of the



•

•

\53

set - that is, even if they had not heard the appropriate numhcr word paircd with

the appropriate noun.) In the language in which the kinds of professional men and

women were distributed equally hetween the suhcategories, the distinction was not

learned, despite the presence of number-agreement clues. In anothcr expcriment,

Braine et al. tried ta teach adults and children (aged 7;9 ta \0; 10) a language in

which sentences consisted ai pairs of nouns. The referent world consisted of

pictures of 24 objects (paired with 24 nouns) and pictures of 72 events. Each event

involved a mcnkey, who \Vas named "Frippy"; the monkey was shown moving

toward or away from an object, or in or near the abject. A sentence describing an

event contained the proper 110un "Frippy" followed hy the noun for the abject. The

object words had a suffix attached. One subcategorisation of the suffixes had a

semantic correlate, and one subcategcrisation did not. For each of the three types

of movement/location of the monkey with lèspect ta an object (toward, away

from, in/near), there were two "locative" suffixes. One of the suffixes was paired

with 18 of the nouns; the other was paire(1 with 6 of the nouns. So the suffixes

were typed according to the monkey's movement/location, but they were also split

along lines determined by meaningless co-occurrence restrictions with arbitrary

subsets of nouns. In general, both children and adults were able to learn the

distinction among the three locative suffix types, but they were unable to learn the

semantically empty distinction between the two suffixes with co-occurrence

restrictions. They tended to generalise the suffix that appeared with the largest

number of nouns to ail the nouns. The results of these experiments suggest that

completely arbitrary co-occurrence restrictions may be difficult to learn, although

extremely high frequency of exposure may eventually permit rote learning.

Morgan and Newport (1981) point out that semantics cannot account for

many of the syntactic properties of language that children acquire. They argue that

another factor, not included in previous studies, may facilitate the acquisition of

co-occurrence restrictions. Languages are organised hierarchically, with

constituents within constituents, and this structure is not evident in the strings

subjects are taught in miniature artificial language studies. Morgan and Newport
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suggest that revealing the hierarchical structure of sentences to subjects by

providing clues tll phrase bllundaries will facilitate the acquisition of a phrase

structure grammar - including rules involving dependencie~ among constituents,

and even when the dependencies are not associated with relationships of the

referents to one another. To test this hypothesis, they ran an experiment very

similar to that run by Moeser and Bregman (1972), but they added a condition in

which the figures to which words referred were presented in groups, where the

figures in groups were in one-to-one correspondence with adjacent words that

formed phrases in the artificial languag\l. and where the groups followed the same

order from 1eft to right as the phrases. This condition provided, then, an odd sort

of clue to phrase boundaries, so that it could potentially reveal the hierarchical

structure of the language. They found that subjects run in this condition learned

the grammar as weil as subjects in the condition in which the relationships of

words were signalled by relationships of shapes and properties in the referent

world. Subjects in these IWO conditions did not differ in their rate of success in

learning dependencies among words classes, or in their ability to detect constituent

boundaries. Morgan et al. (1987; see also Morgan, 1986) ran a study in which

strings conforming to a phrase-structure grammar were spoken aloud to subjects

with prosody that gave no clues, misleading clues, or valid clues to phrase

boundaries. The referent world consisted of nonsense shapes, each paired with

one word, and the shapes associated with words in one category were similar in

sorne way. The subjects who received valid prosodie cIues to phrase boundaries

were far better than subjects in other conditions at learning contingencies among

classes of words (and markedly better at detecting phrase boundaries). In a second

experime::t, Morgan et al. tested the hypothesis that elements similar to function

morphemes could serve as phrase-boundary markers and facilitatt. syntax

acquisition. Phrases in the language began with an isolated vowel that was not

paired with a nonsense shape; different types of phrases began with different

vowels. In another condition, the placement of the "function words" was misleading

with respect to phrase boundaries, and in a third condition, no function words
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were present. The condition in which function words served as valid phrase

boundary clues facilitated the learning of contingencies among classes (and the

ability to detect phrase boundaries in tests of knowledge of constituency). In a

third experiment, Morgan et al. obtained the same results when the clue to phrase

boundaries was concord morphology (e.g., the word endings in "bifro pelro sogrira

facra lumri" signal the presence of three phrases in the string).

It appears, then, that dependencies among word categories in phrase

structure languages can be learned whenever some clue to phrase boundaries is

present. This conclusion implies that distributionai unalyses within prosodically

marked phrases should succeed in detecting the distributional regularities

characteristic of parts of speech, even when the contingencies among word classes

do not correspond to observable relationships in the accompanying scene.

4.5. Does an Assumption of Contrasting Meanings for Words Promote

Interpretations loto the Nonseparable?

ln the Nonseparability Method of predicator identification, knowledge of a

basic-level-kind term (and a proper name, if any) for each individual involved in a

relation or bearing a salient property is hypothesised to facilitate relalion or

property interpretations of phrases headed by novel words (which in turn facilitate

predicator identifications for the words because of the need for an argument

structure to reveal, in utterances, that which is nonseparable). Is there any

evidence in support of the hypothesis that relation or property interpretations of

phrases headed by novel words are more common when the participants or

bearers belong to familiar kinds for which basic-level nouns are known?

There is evidence suggesting that knowledge of a basic-level noun for an

individual facilitates interpretations of a novel word as a word for a non-basic

level kind (a superordinate, subordinate, or situationally restricted kind; see Hall

& Waxman, 1993; Mervis & Crisafi, 1982) or for an individual (so that the word is

taken to be a rigid designator, or proper noun; Hall, 1991). 1 know of no

published evidence in support of the hypothesis that the familiarity of an
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individual's hasic-Ievel kind promotes property or relation interpretations.

Relevant data are reported in section 6.3.

4,6. Do Actions Provide a Clue About the Part of Speech?

1 argued that the nonseparability of actions might lead to the hypothesis

that a novel word heading a phrase that is interpreted into an action is a

predicator because of the need for an argument structure in signifying the

nonseparable. Do novel words heard in the presence of actions, where the phrases

they head are interpreted into those actions, tend to be interpreted as predicators?

To date, no study h::s addressed this question directly. Perhaps the only

evidence for a Iink between predlcators and actions is the tendency for verbs (or

predicators) acquired early to be words for actions, and for action words to be

used as verbs (e.g., Bennett-Kastor, 1986; L. Bloom et al., 1975; L. Bloom, Miller,

& Hood, 1975). Also, among verbs with both actional and non-actional senses

(e.g., metaphorical meanings, as in "He Iifted my spirits"), children only use the

word with the actional sense (GaIlivan, 1988). But a possibility exists that the high

proportion of action words in children's verb vocabulary and their USt\ of action

words as verbs are a function of the words they hear. Rondal and Cession (1990)

studied sampies of mothers' speech to their young children, and found that 62

percent of the verbs used by the mothers were action words. (The rest were words

for states or mental functions.) Of the action words used, 100 percent were verbs.

Despite the preponderance of action words among early verbs, and the

preponderance among early action words of verbs, there does not appear to be

any one-to-one correspondence between actions words and verbs in early

vocabularies. A child studied by Brown, Fraser, and Bellugi (1964) knew 11 verbs

at the time of study, and five of these did not signify actions: "get," "need," "want,"

"see," and "find." Macnamara (1982) reported that somewhere between 8 and 12

percent of the verbs in the vocabulary of one two-year-old girl (Sarah) were non

activity verbs. Furthcr, an action word can easily fall outside the verb category.

Weir (1970), for instance, found that an infant used the words "dance," "bite,"
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"jump," "take" and "broke" as verbs and nouns interchangeahly. K. Nelson,

Hampson, and Kessler Shaw (1993) observed that children aged 1;1 to 1;8 used a

number of actions words in clear noun contexts; these words included "bath,"

"bite," and "cali" (Le., 'telephone cali'). In section 4.8, 1 report that 01guin and

Tomasello's (1993) child subjects sometimes intp'f'reted a nonce word as a word

for action of the type observe~I, but used the word in noun contexts. Braine (1971)

taught his daughter a made-up action word; she subsequently used the word both

as a verb and as a noun. Braine also noted that she used th;: Hebrew word "nafal,"

which is the third person masculine singular past tense form of the verb meaning

'fall,' in a verb context ("Naomi nafal"), and, in the next hreath, in a noun context

("Nafal didn't hurt"). While these findings present a prohlem for the "semantic

bootstrapping" theory, they are compatible with a theory in which any sort of

relation or property signaIs a lexical part of speech (predica(or), but in which

transformations from predicators to nouns are permitted under the appropriate

change in rneaning. They suggest that actions may indeed be related to the part of

speech (although we cannot know the word contexts in the adult utterances that

permitted learning), but that they have no special status except, perhaps, insofar as

they are more readily observable and salient than other types of relations and

properties.

A child's use of an action word as a verb does not, in itself, provide

evidence in support of the hypothesis that an action provides a clue to verb status

for a novel word. Without knowing the contexts in which the action word

appeared in parental utterances, one cannot determine if the mere presence of an

action led to part-of-speech classification as a verb or predicator, or if such

classification was rnediated by the presence of noun-phrase arguments in the

utterances.

4.7. Do Noun Phrases Provide a Clue to Meaning?

1 have argued that the presence, in an utterance, of familiar nouns in

phrases, where the referents of the noun phrases are involved in sorne observable
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relation, or where the referent of a single noun phrase has sorne salient property

or is involved in sorne salient activity, leads children to the hypothesis that the

remaining, unfamiliar, stressed word in the utterance is a predicator heading a

phrase that signifies a relation, property, or activity of the type observed. 1 will

here review the evidence that supports my claim that the surface-structure

realisation of arguments will influence ehildren's hypotheses about word meaning

for novel words.

Consistent with my thesis is the fact that children learning most languages

acquire many names for individuals and for kinds of objects - which investigators

usually take to be nouns (proper nouns and common nouns) - before they learn

many uction and attribute words - which investigators usually take to be verbs and

adjectives (e.g., Anglin, 1977; Benedict, 1979; Gentner, 1978; Goldfield & Reznick,

1990; Goldin-Meadow, Seligman, & Gelman, 1976; Huttenlocher, 1974; K. Nelson,

1973; Schwartz & Leonard, 1984; Weir, 1970; for Spanish, see Jackson

Maldonado, Thal, Marchman, Bates, Gutierrez-Clellen, 1993; for Russian, see

Chukovsky, 1925/1968; for conflicting evidence in Japanese, see Clancy, 1985). If

predicator learning and the concomitant learning of words for properties and

actions (and so on) is facilitated by the presence in an utterance of familiar nouns

as the heads of noun phrases that transparently signify individuals present in the

situation, then children must come to recognise sorne nouns before they can

readily learn predicators (Le., before they can use the Interpreted Noun Phrase

Method of predicator identification, which was argued to be more effective than

the Nonseparability Method, although the latter also presupposes a knowledge of

nouns, i.e., of basic-level nouns for the bearers of properties and the participants

in relations).

Gentner (1978) argues that verbs are learned more slowly than nouns

because, (1) verbs are used to signify relations of individuals to other individuals

(and here, she seems to have in mind transitive verbs in particular), such that their

meanings are more "abstract" than the interpretations of nouns (i.e., visible

objects) and less constrained by perception (or "the physical world," to use
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Gentner's words); (2) verbs are used more "broadly" than nouns - that is, they

have a greater number of (re1ated) meanings, depending on the nouns with whieh

they are used; the variability in their usage necessitates greater experience with

them ta master their meanings, and the breaèth of their usage may permit

children ta get away with learning a few verbs which can be used in many

situations (although Gentner provides no evidence in support of the assumption

that children's ward acquisition is subject ta considerations of parsimony); and (3)

verb meanings are componential, and must be learned bit by bit. Gentner's first

Iwo explanations, if they are correct, would provide support for my theory. Noun

phrases would be necessary bath ta signal the relational nature of what phrases

headed by verbs signify and ta permit learning of the different meanings of a verb,

which are Iinked with its typing by different nouns. (Gentner's third explanation 

Le., that verb meanings are componential - is independent of the assumptions and

predictions of my theory. A ward could be identified as a member of the category

predicator or verb without ail aspects of its meaning having been mastered.)

There are anecdotal reports of children's errors in the classification of

words that indirectly support the hypothesis that explicit evidence of argument

structure promotes predicator identification. Leopold (1949) reports that one child

took the adjective "white" to be a noun meaning 'snow,' presumably because the

child had heard the snow called white with the noun "snow" absent from the

uUerance. The same child thought that "hot" meant 'radiator.' Il is Iikely that such

errors will occur whenever an unfamiliar adjective is applied to an object or mass

of stuff whose kind name is unknown (see also Macnamara, 1972).

Several studies dem()nstrate that young children are able ta interpret a

novel word as a ward for a property of the type observed (e.g., a colour, a texture,

or a shape) when it appears with the pronoun "one" (e.g., "the zay one" or ''This is

a zay one"; Carey & Bartleu, 1978; Heibeck & Markman, 1987), and that they are

more likely to make a property interpretation when the ward appears with "one"

than when the ward appears in a noun context or in a context that is compatible

with any of three parts of speech, adjective, mass noun, and proper name, namely
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"This is zav" (e.g., S. A. Gelman & Markman, 1985; M. Taylor & Gelman, 1988);

this is especially the case when the property is perceptually salient (L. B. Smith,

Jones, & Landau, 1992). In the absence of the pronoun "one" (e.g., "This is a zav,"

or "This is "av"), children tend to interpret a novel word into a kind; if the object

paired with the utterance bc!ongs to a familiar basic-level kind, they interpret the

word into a subordinate kind, or else they interpret the word as a proper noun

(Hall, 1991; M. Taylor & Gelman); subordinate kind interpretations are also

facilitated when the basic-level noun for the object is mentioned in surrounding

sentences (Waxman, Shipley, & Shepperson, 1991; the context of the nonce word

also included a noun clue, namely the indefinite article). M. Taylor and Gelman

point out that Markman and Wachtel (1988) did not manage to produce an

adjectival (Le., material kind) interpretation of a phrase headed by a nonce word,

in a task similar to that used by Taylor and Gelman, when the kind of object was

unfamiliar (see Markman & Wachtel, Studies 4-6); children interpreted the word

into a kind when presented with an object of an unfamiliar kind, whereas, in

Taylor and Gelman's study, children often made a property interpretation even

when the kind of the object was unfamiliar; Taylor and Gelman attribute these

different findings to the nature of the stimulus sentences used by Markman and

Wachtel, which did not include the pronoun "one"; the context was of the form

"It's X." The inclusion of the argument "thing" (e.g., "the zav thing") also permits

interpretations of novel words as words for properties (Au & Laframboise, 1990).

For adjectives already acquired, the inclusion of the pronoun "one" is not

necessary to get a property interpretation; the effect of including the pronoun is

specifie to novel words (S. A. Gelman & Markman).

Hall et al. (1993) found that four-year-olds were more likely to interpret a

nonce word as a name for the kind of stuff out of whieh an object is made if the

word appeared before "one" than if it appeared in a noun context; note that the

name of a material kind can appear in adjective positions when the material is

understood as a property of an object (e.g., "This ring is gold"; "This gold

ring .. ."). There was no differenee in the frequency of material-kind
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interpretations for the two contexts "This is a zay one" and "This is a very zav-ish

one," suggesting that the distrihutional clues to adjectival status (i.e., "very" in front

of the word, and the ending -is") were less int1ucntial than the presence of the

pronominal argument "one." (Two-year-olds tended not to make material kind

interpretations in any of the conditions.) Waxman (1990) found that the inclusion

of the argument "one" (and of the adjective suffix -is") facilitated a suhordinate

kind (versus a superordinate-kind or a basic-Ievel-kind) interpretation, suggesting

that the nonce word was interpreted as an adjective modifying "one" (and

providing support for the idea that adjective-noun comhinations pick out

subkinds). Prasada (1993) found that contexts for adjectives derived from mass

nouns, such as, "This is a plastic plate," permitted material-kind interpretations for

words such as "plastic", suggesting that the inclusion of the basic-Ievel cOllnt nOlln

for the object may have facilitated a property interpretation (wherc being made of

stuff of a certain kind is considered a property) - althollgh Prasada included

another type of context in the same trials, one exemplified hy "This plate is made

of plastic," and this context might have been critical to learning.

In one particularly interesting study, Hall (1994) taught three- and fOllr

year-old children nonce words in the context, "This Y is X," where "Y" was a

famiFar basic-level count noun for the kind of the object that was paired with the

sentence, and "X" was a nonce term. This syntactic context is suitable for an

adjective or a proper name. (The nonce word always ended in -y, an ending that

appears on many adjectives and proper names.) When the abject was an artifact,

the majority of children favoured a property interpretation of the phrase headed

by the word (i.e., an interpretation of the word's phrase into a salient property of

the teaching stimulus) over an interpretation of the word into a basic-level kind,

into a subordiilate kind, or into one individual (i.e., an interpretation of the word

as a proper name). (When the object was an animal, and particularly when it was

an animal of a kind that people commonly take in as a pet, or when the

experimenter said that the animal belonged to him, children tended to interpret

the word into the teaching object, that is, they appeared to interpret the word as a
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proper nafTIe.) Hall did not manipulate the word's context, but the inclusion of the

basic-Ievel count noun for the teaching object in the sentence may weIl have

facilitated a property interpretation (at least when the object was an artifact so

that it would resist taking a proper name). This study is particularly important in

its provision for responses showing various sorts of interpretations. The fact that

property interpretations appear to have been favoured is therefore aIl the more

striking.

Hovell, Schumaker, and Sherman (1978) found that when a mother and

child were looking at pictures together and the child's mother "expanded" the

child's utterances containing isolated nouns (e.g., "chair") to adjective-noun

combinations (e.g., "blue chair"), the children began using the adjective-noun

combinations spontaneously in appropriate contexts (without any evidence of

previous spontaneous use). No such facilitation occurred·",hen mothers modelled

adjective-noun combinations, that is, when they said somtthing like "blue chair"

(while looking at a picture of a blue chair) without the child havÏllg said "chair." Il

is possible that the children did not have full comprehension of the modelied

nouns, whereas they surely did understand the nouns they had produced while

100king at pictures of the referents. This study thus provides suggestive evidence in

support of the hypothesis that combining a predicator with an interpretable noun

facilitates its acquisition.

The evidence with actions and activities is more slim and less direct.

Omette and Gleitman (as cited in Fisher, Hall, Rakowitz, & Gleitman, 1994) had

adults watch a video in which a mOlher interacted with her child. The audio

remained off throughout the viewing period. When the mother in the video

uttered a particular word, subjects heard a beep. Their task was to guess which

noun or else wl1ich verb was being uttereo by the mother at that instant. Subjects

did extremely weIl with nouns; the scene itself and the direction of the mother's

and child's attention seemed to provide enough information to determine the

referent of the ward. The task proved to be virtually impossible for verbs. Success

rates varied between 0 and 7 percent. But telling the subjects which nouns
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appeared in the utterance containing the verh allowed for much greater succcss in

guessing the verb uttered. Lederer, Gleitman, and G1eitman (1991, as cited in

Fisher et al.) found that knowing the nouns permitted suhjects to guess correctly

which verb was uttered for ahout 28 percent of the verhs used hy the mothers.

These findings imply that adults can frequently guess the mcaning of a predicator

if they know its noun phrase arguments in a given utterance. Children might he

able to do the same; upon hearing a novel, stressed word in an Ullerance

containing noun phrases that can be interpreted, at that moment, into particular

individuals, they may be able to guess the meaning of the novel word, realising

that its phrase signifies a particular relation of one individual to another, or a

particular property such as an activity.

Fisher (1993, as cited in Fisher et al., 1994) showed that children between 3

and 5 years of age can use the number of noun-phrase arguments in an Ullerance

to decide between a transitive and an intransitive action as the interpretation of a

verb phrase. The children watched one woman making another woman swivcl on a

stool by pulling on the ends of a scarf that was around the rotating woman's wais!.

Half of the children heard the sentence, "She's blicking around," and the other half

heard, "She's blicking her around." The pronoun arguments are ambiguous as to

thelr referents, so the only clues available regarding the meaning of the nonce

verb are the number of arguments and the syntactic structure of the utterance; the

major clue is the number of arguments, because the transitive sentence dirfers

from the intransitive one only in the addition of a second pronoun with the same

person and gender as the first one, leaving the referents of the pronouns

ambiguous, and thereby preventing the use of word order to work out which noun

signifies the agent and which the patient. Children who heard the transitive

context for the word concluded that its phrase signified the causative action of the

one woman on the other. Children hearing the intransitive context thought the

word's phrase signified the motion of the patient (i.e., the rotating woman). The

presence of Iwo noun phrases accompanied by a scene in which two women,

transparently the referents of the noun phrases "she" and "her," are involved in
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sorne observable relation, provided sufficient information for deducing the type of

relation or activity associated with the verh.

Most actions that produce sorne change can be interpreted in two ways: As

a causative action, with one object acting upon another to produce the change, or

as an intransitive action, with the change produced by the action being incidental.

Olguin and Tomasello found that with actions of this type (e.g., Cookie Monster

jumps on one end of a seesaw, sending Big Bird, who is standing on the other end,

flying into the air), children's interpretation of the event, as evident in their use of

a nonce verb for the event, was influenced by the number of noun arguments

present in an utterance. If children were taught a nonce verb with two noun

phrase arguments, they interpreted the predicate headed by the nonce word into a

causative action (Le., they sometimes used two arguments with the word in their

own utterances); if they learned the word with one noun-phrase argument (a

wbject noun phrase), they interpreted the word's phrase into an intransitive action

(Le., they never used the word with Iwo arguments). This evidence indicates that

children can use the presence of noun-phrase arguments not only to deduce that a

phrase headed by a novel word signifies a relation or property, but also to guide

their choice among relations and properties according to the number of arguments

present.

Shipley, Smith and Gleitman (1969) asked young children (aged 1;6 to 2;9)

to perform actions. Among several conditions was one in which a noun, the object

of the requested action, was uttered in isolation (e.g., "Ball!"); in another

condition, a nonce word was included with the object noun (e.g., "Gor ball!").

Children were more likely to perform the expected action (e.g., throwing the bail)

when the object noun was uttcred alone than when a nonce word appeared with il.

This result suggests that the children felt that the nonce word should be

interpreted as an action word, with the noun as ilS object argument, but that they

were unable to discern its intended rneaning (because they could not view an

instance of the type of action); they were therefore stumped as to what action they
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should perform (whereas in the noun-alone condition, they could perforl1l an

action typical of actions perforl1led with ohjects of the kind present).

McShane, Whittaker and Dockrell (1986) report that the children they

tested did not interpret a nonce word as an action word on the hasis of inl1exional

clues alone (e.g., "This is X-ing"). The children did interpret the word as an action

word when the indefinite pro:lOun "sol1leone" was added to the sentence (e.g.,

"This is someone X-ing"). This study provides sorne of the clearest evidence

available that children are sensitive to argument structure. 1 suspect i!',~! action

interpretations would be even more readily obtained if a definite noun was

inserted in place of the indefinite pronoun "someone" (and, likewise, in the

adjective-learning studies, if a definite noun appeared in the lItterance instead of

"oneU).

Experiments designed to test the hypothesis directly are reported in

sections 6.2 and 6.3.

4.8. Do Nouo Phrases Provide a Clue About the Part of Speech?

Very few studies of young children's interpretation or use of predicators

incl.ude any measure of part of speech, and for an obvious reason: It is very

difficult to determine the part of speech of a word in a young child's grammar.

This problem is especially acute with predicators; the aspects of language that

distinguish them (e.g., tense and aspect marking, agreement) are absent in early

speech production, even after sorne noun markers (e.g., plural and possessive

markers) appear in a child's speech. But a couple of studies have attcmpted to

determine the part of speech of children's words for relations.

Kean and Yamamoto (1965) obtained data that are suggestive regarding

the role of noun phrases in determining the part of speech. They presented young

children (the youngest being in kindergarten) with six low·frequency English words

that can be transitive verbs or count nouns, depending on their contexts. The

words were paired with pictures of someone thinking, so that the pictures gave no

clues about the words' meanings. In each of three trials, one of the words wa~
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prcscnted in a count-noun context: "Do you know what a cellSor is? This is a

picture of a littl~ girl thinking about a cellSor. Can you guess what this might

mcan?" ln each oi three trials, one of the remaining words was presented in a

transitive-verb context: "Do you know what it means to cellsor something? This is

a picture of a little girl who wants to cellSor something. Can you guess what that

might mean?" The children's task was to guess the meaning of the unfamiliar

word. If their suggested translation of the word was a verb, they were assumed to

have identified the word as a verb; if it was a noun, they were assumed to have

identified the word as a noun. The children showed a fairly strong tendency to

cheose the part of speech for the word that was compatible with the syntactic

conlext. The authors interpret the results as an effect of syntactic clues. In the

case of the verb contexts, the possibility exists that children were aided in their

part-of-speech identifications by the presenœ of the direct object noun phrase

"something." The CfJntext of the word lacked certain other distinctive verb clues,

such as tense and aspect markers (e.g., -illg or -ed). il is possible, though, that the

children responded primarily to the presence of the preposition "to" in front of the

word; this preposition forms part of the infinitive of a verb in English. One would

expect infinitives to be learned rather late, but the data showed an age trend

con~istent with such late learning: For verbs but not for nouns, older children were

more responsive to the word's context. To gauge the effect of noun-phrase

arguments alone, aIl other possible verb clues, such as verb endings, "to" in front

of the verb, and English word order, would have to be absent from a word's

context.

One other study provides data that address the relationship of noun-phrase

arguments to parts of speech. Olguin and Tomasello (1993) taught children nonce

words for novel (causative) actions using word contexts containing zero, one, or

two noun-phrase arguments in a within-subjects design. The experimenters then

observed the children's use cf the words. Ali of the eight children studied used the

nonce word in noun contexts on sorne occasions (e.g., "That's dacking") - if the

word in isolation (e.g., "Dacking") is counted as a noun use. Ali of the noun uses
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occurred when the word had appeared, during training, with zero arguments (e.g.,

"Dacking") or with just the agent argument (e.g... "Big Bird's dacking"; note that

this context is equivocal; it could he interpreted as a contraction of the noun

phrase "Big Bird" and the auxiliary verh "is" followed hy a verh in present

progressive form; alternatively, it could he interpreted as the possessive for111 of

the proper noun "Big Bird" ,allowed by a noun describing the activity of the

subject; but prosody may have disambiguated the ulterance, favouring the former

interpretation, because the experimenters intended the word to he a verh). Of the

51 clear noun uses occurring in these two conditions (i.e., excluding cases in which

the word was uttered by itself), 36 (or 71 percent) occurred in the zero-argument

condition (M. Tomasello, personal communication, July 27, 1994). Of the l'ive

children using the ward in clear noun contexts in this condition, three used it

exclusively as a noUl"! (aiid sometimes in isolation as weil - an equivocalusage). In

the agent-argument condition, four of the l'ive children using the word as a noun

on some occasions were also observed to use the word in wrb contexts (M.

Tomasello, personal communication, July 27, 1994). 50 the zero-argument

condition seemed to favour noun interpretations of the word much more strongly

than the other conditions, whereas the other conditions, in which arguments were

included in the word's context, favùured \ erb interpretations (i.e., they facilitated

the use of the word with arguments and in verb contexts - though not in a full

range of verb contexts). No noun uses occurred when the word had appeared with

the ohject argument alone (e.g., "Dacking Cookie Monster") or with both

arguments (e.g., "Big Bird's Dacking Cookie Monster"). When children used the

word as a noun, it appeared with the ending oing, which had been attached tn the

word in ail instances of use during training. This present-progressive or present

participial marker appears to have been interpr~ted, in th, e cases, as part of the

root morpheme (as it is in "herring"). The children showed no evidence of having

failed to interpret the word as an action word when they identified it as a noun;

they seemed, rather, to have taken the absence of arguments as an indication that

tne word was to be interpr.::ted into a kind consisting of instances of action of the
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type obs,~rved (cemparable to the kind named by "dancing" in the sentence, "Her

dancing is thrilling"). When no arguments appeared with the word, the children's

knowledge of proper names and basic-Ievel kinds for the participants may have

ruled out the most salient possible kind interpretations, leading them to consider

the action, which was made especially salient during training through repeated

participation of the child in making the characters (e.g., Big Bird and Cookie

Monster) perform the actions. The failure of the ending -ing to signal, on its own,

verb status for the word is interesting in light of Brown's (1957) finding that

children interpreted a nonce word as an action word when it ended in -ing, which

Brown took as evidence for an interpretive Iink between verbs and actions. Olguin

and Tomasello's findings suggest that an interpretation of a word as an action

word is, to sorne degree, independent of its identification as a verb, and that the

ending -ing does not serve as a verb signal per se. As Braine (1971) has pointed

out, Brown's "verb contexts" in which the inflexion -ing was attached to the word

were actually noun contexts; the word had the form of a gerund (i.e., "In this

picture, you can see sibbing," and "Now show me another picture of sibbing").

(Brown's remaining context, in which an apparent infinitive of a verb appeared,

was also not a genuine verb context, because the position of the infinitive

indicated that it was being used as a noun: "Do you know what it means to sib?"

That "to sib" is a nominal infinitive in this context is revealed by the fact that an

answer to the question would begin with "to sib" in subject position: "To sib

means ... ," or "To sib is to ....") 50 Brown's data do not pravide strong

evidence for any link between actions and verbs per se (but perhaps they pravide

evidence for a link between actions and actional nouns derived from verbs).

Olguin and Tomasello's data show that action words tend to be interpreted as

verbs (or predicators) when and only when they appear in sentences with explicit

noun-phrase arguments. This finding highlights the importance of argument

structure in identifying predicators; actions seem to play a lesser raIe, suggesting

that they have no special link with verbs or predicators.
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S. PROSPECTS AND PREDICTIONS

The nonseparability hypothesis states that a novel word will he identified as

a predicator when the discerned meaning of the phrase it heads is something that

exists only by virtue of one or more individuals (e.g., the agent, etc., ,)1' an action,

or the bearer of a property). 1 argued that two types of circumstance would

facilitate the identification of a predicator: (1) when a novel ward is uttered while

the Iistener's and speaker's attention are focused on an individual or a set of

individuals involved in sorne salient relation or possessing sorne salient propcrty,

and when the Iistener knows a basic-l el-kind term for each individual, and its

proper name (if any), but the Iistener does not know a word for the type of

relation or property; under such conditions, the listener might form the hypothesis

that the phrase headed by the word signifies the salient property or relation; the

nonseparability of the property or relation would in turn lead ta the hypothesis

that the word takes one or more arguments (whether or not they are realised in

the utterance) and is thus a predicator. 1 called this the Nonseparability Method of

identifying a predicator. This set of circumstances is not iùeal for learning;

predicators heading phrases that signify the nonseparable can be transformcd ta

nouns so thut they name kinds (e.g., kinds with instances of a type of action as

their members), and so that they no longer take arguments (or at least they no

longer take explicit arguments by necessity in a language that is not pro-drop).

The <econd type of circumstance is more favourable for learning: (2) If the

utterance in which a novel predicator appears contains one or more noun phrases

that are its arguments, and the Iistener is able ta interpret thrse noun phrases into

one or more individuals (because of familiarity with the nouns that head the

phrases), and the individuais possess, as part of their being, something

nonseparable that is observable and salient (e.g., they are involved in an action, or

they are the bearers of a perceptible and salient property), then the Iistener

should realise that the novel word is a predicator; in this set of circumstances, the

argument structure of the ward is explicit, sa the Iistener should not be tenlpted to
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interpret the word as a noun derived from a predicator. 1 called this type of

learning the Interpreted Noun Phrase Method.

1 furthered refined the theory by describing three possible sequences of

interpretive events. In two of them, the learner realises that a phrase headed by a

novel word in an utterance signifies a relation or property (e.g., an action or sorne

other nonseparable phenomenon), perhaps for the reasons provided in the

description of the Nonseparability Method. The learner then (1) identifies the

word as a predicator because of the nonseparability of that which its phrase

signifies, and then interprets any noun phrases in the utterance as the predicator's

arguments, or (2) realises that each noun phrase in the utterance signifies a

participant in the relation or a bearer of the property, interprets the noun phrases

as arguments, and identifies the novel word as a predicator. In the third possible

sequence of events, the learner interprets the noun phrases into individuals,

notices that those individuals are involved in sorne relation or that they bear sorne

salient property, interprets the phrase headed by the word into that relation or

property, and then identifies the word as a predicator because that which ils

phrase signifies is nonseparable (and because its arguments are cxplicit).

To identify a predicator as a verb in particular, a learner will have first to

learn the distributional differences between verbs and adjectives (through analyses

within phrases) so that the predicator's context can provide effective clues to ils

predicator subcategory.

Does the evidence 1 have reviewed provide support for the theory? Let us

look first at the Nonseparability Method.

To see whether relation or property interpretations and concomitant

predicator identification are facilitated when the participants in a relation or the

bearers of a property belong to kinds for which the learner knows common nouns

(and when their proper nouns, if any exist, are known), the familiarity of an

individual and its kind would have to be manipulated directly, and, for a novel

word paired with the retation or property, both the word's interpretation and its

part of speech would have to be determined. Sorne evidence exists to suggest that
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the familiarity of an individual facilitates interpretations other than hasic-level

kind ones (e.g., interpretations into other sorts of kinds, or interpretations as a

rigid designator), but no relevant evidence exists regarding actions or other

relations, or regarding properties, and no evidence exists regarding the role of

familiarity in part-of-speech decisions. A study examining, among other things, the

effect of familiarity on action interpretations and part-of-speech classification is

reported in section 6.3.

ln the Nonseparability Method, the identification of a predicator depends

on the nonseparability of what the phrase headed by the word is taken to signify.

No direct evidence exists for such a link between predicators and words for

relations (e.g., actions) or properties. The relationship of action words to parts of

speech is examined experimentally in sections 6.1 and 6.3.

For the Interpreted Noun Phrase Method, there exists sorne supportive

evidence, which was reviewed above. 1 discussed evidence in support of the

hypothesis that noun phrases facilitate interpretations into the nonseparable, at

least for properties. 1 also reviewed sorne findings that suggest that noun phrases

may promote predicator (or verb) interpretations of action words. The prospects

for the success of these hypotheses look fairly good, but no study has tested them

directly. Direct tests are reported in sections 6.2 and 6.3.

Stronger evidence exists for learners' capacity to discovt:r subcategories of

predicators through distributional analyses of the phrases in which they appear.

Even infants appear to be sensitive to clues to phrase boundaries, and people

seem able to discover, through analyses within phrases, the contingencies among

word classes t: ... characterise the distributiom· ""parts of speech such as verb and

adjective. 1 know of no evidence in support of the hypothesis that predicator

subcategories are actually discovered through distributional analyses in the normal

course of language learning, and 1 will not attempt to provide evidence in support

of this hypothesis in this dissertation.
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The various accounts of learning sketched above generate several specific

and testable predictions about the pairing of an utlerance with a situation of which

an action is a constituent:

(1) Given the presence of a salient action of unfamiliar type which is paired

with a novel word, the word will be interpreted as an action word more frequently

when the agent (and the abject) belongs to a familiar kind for which a basic-level

kind term is known - and especially if the agent's proper name (if any exists) is

also known.

(2) When the word is interpreted as an action word, it should often be

identified as a predicator because of the nonseparability of actions.

(3) When a word is taken to be an action word, it will not always be

interpreted as a predicator when its context lacks noun-phrase arguments, despite

the nonseparaLiiity of actions; while actions can serve as a guide to predicator

identification, they do not have any essential connection with predicators or verbs

(e.g., there is no one-to-one correspondence between action words and verbs);

action words can be nouns used to signify instances of a type of action; nothing in

the theory bars young children from accepting and using action words as nouns.

(4) In an utterance containing a novel predicator, the presence of noun

phrases that signify the participants in an ongoing action should (i) increase the

probability of an action-word interpretation, and (ii) increase the probability of

predicator identification.

(5) For learners who have learned the correlations between predicator

subcategories and morphosyntactic environments, the presence of syntactic or

morphological dues to the part of speech (e.g., in well-formed utterances) should

facilitate the identification of a predicator as well as its specifie subcategory.

The theory generates other predictions, but these ones are particularly

central. The next section provides experimental evidence regarding these

predictions.



•

••

m
6. EXPERIMENTAL TESTS OF SOME PREDICTIONS OF THE l'HEORY

6.1. Experiment 1

1 have argued that actions may play a special role in predicator (and verh)

learning because (1) they are protypical of phenomena that exist only hy virtue of

individuals (Le., the participants in the action), and (2) they are observahle and

salien!. But 1 have also argued that the category predicator has no special

relationship with words for actions in particular, as in Grimshaw's (1981) and

Pinker's (1982, 1984, 1987) "semantic hootstrapping" theory, according to which

action words are mapped inlo the verh category. The existence of such a map

would create the expectation that any action word should be a verb. at least prior

to any shift to a distributionally based procedure for part-of-speech identification.

As PiI,l-er (1984) puts il, "the child tentatively assumes [the] syntax-semantics

correspondences [such as verb-action/change of state] to hold" (p. 39); he also

points out that the theory implies that, early in learning a language, "ail the child's

nouns are object words, ail his or her verbs are action words, and Sv on" (p. 53); it

also implies that ail the child's object words arc nouns, and ail the action words

are verbs. In rejecting the bootstrapping approach, 1 leave open the possibility that

children will be willing to accept and use an action word in its nominal form

wherever the possibility exists for a transformation of the word from a predicator

to a noun. When a predicator is transformed into a noun, each argument is

"absorbed" (in the linguist's jargon), and the word's phrase cornes to be inlerpreted

into a kind or one or more of its members. For instance, when the action word

'Jump" is transformed from a verb to a noun (e.g., "That jump was really high"), il

gains an extension consisting of individual acts of jumping. If young children arc

willing to allow action words to undergo such transformations, they cannot be said

to expect a one-to-one correspondence between predicators (or verbs) and action

words.

An experiment was designed to test the hypothesis that children, at a young

age, are indifferen~ to the part of speech, verb or noun, of an action word.
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Chilùrcn werc askeù to perform actions, anù the requests containeù action words

that appeareù, on ùifferent trials, in verh or noun contexts. The children were also

askeù to ùescribe their actiClns after performing them so that their use of the

action words as verbs or nouns coulù be observed.

6.1.1. Method

6.1.1.1. Subjects

The subjects were 21 chilùren (13 boys and 8 girls) recruited through day

care centres in the Montréal area. Theil' mean age was 3;5 (SD = 0;7; ages ranged

from 2;2 to 4;3). Most children were bilingual (speaking both English and French)

with English as a first language; 3 children had sorne other language as a first

language (Cantonese, Italian, or Spanish) but had extensive exposure to English.

6.1.1.2. Materials

The toys used in the study were: a rubber bail, a toy vehicle with large

wheels, a smail drum and drumstick, a toy monkey, a toy bear, a toy piggy, a toy

dog, a baby doll, a push-button toy telephone, a doll (similar to a Barbie doll), a

toy bunny, and a rubber mouse that makes a noise when il is squeezed.

6.1.1.3. Procedure

Children were testecl individually in a room or hallway separate from their

classroom in a day-care centre. Each child was toid, ''l'm going to ask you to do

sorne things with sorne toys, okay? And if you don't know what 1 want you to do,

you just tell me, okay? And after 1 ask you to do something, l'm going to ask you

to tell me what you did, okay?"

The experimenter (E) pulled 12 toys out of the bag one at a time, and for

each toy she asked the child to perform an action on il. The actions to be

performed on each toy were: to punch the bail, to spin the wheel (on the car), to

hit the drum, to kick the monkey, to slap the bear, to tickle the piggy, to rub the
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dog, to kiss the baby (doIl), to push the hutton (on the tc1ephone), to slllile at tbe

doll, to hug the bunny, and to squeeze the mouse. The order of these actions was

randomised for each child.

The word for an action used in the request to perforlll the action was an

imperative verb as in "Kiss the baby" for 4 trials. This is the Ver" condition. The

action word was a noun as in "Give the baby a kiss" for 4 trials. This is the NO/III

condition. For the remaining 4 trials, which served as the COlllrol trials, the action

word was a noun but the order of the naun phrases was ungrammatieal and the

nouns were paired with the wrong determiners: "Give the kiss a baby." These trials

were included to control for the possibility that children Iisten prilllarily to the

stressed words in the sentence and work out the meaning ~lf the sentence from

those words alone, ignoring unstressed elements includi"g determiners that signal

noun status for the action word, and ignoring word order. In other words, these

trials controlled for the possibility that children cauld interpret the sentence and

perform the action without ever noticing the part of speech of the action word.

If a child succeeded in performing the action, he or she was then asked to

tell E what he or she had done. In the Verb condition, E asked, "What did you

just do?" In the Noun condition, E ask,;..', "What did you just give the (hall, wheel,

drum, etc.)?" In the Control condition, E asked both of these questions, asking the

"do" question first.

An observer recorded whether the child performed each action, and what

responses the child gave to the question(s). The sessions were audiotaped and

children's responses were Iater checked by reviewing the audiotapes.

6.1.2. Results

The children's responses to questions were encoded as (1) verb use of the

action word, (2) noun use of the action word, or (3) use of the action ward by

itself. Failures to respond or failures to use the action word in the response were

coded as missing values. A "verb use" of the word included the word with a subject

noun (e.g., "1 spin"), the word with an object noun (e.g., "spin it" or "spinned it"),
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and the word with both a subjeel and an objeet noun (e.g.. "1 spin il"). The

utterances were not required 10 be l'ully grammatical. A "noun use" of the word

always took the following l'mm: "a spin" (indetïnite article plus noun). l,vo

apparent noun uses of the word by one child were exdu•.Ied i,,,cause they were

elicited al'ter failure to respond in the desired way tll the quesiÎon. The ehild

responded by saying, "1 went like that." E then asked, "What do vou cali that'?" 10

wh:ch the child replied, on one occasion. "hugging" and, on another trial, "kissing."

These appear to be mass-noun uses of the action word, but because they arc not

completely lInambiguous and because they were elicited by a question that was not

asked of ail the children, these were not included as noun uses of the wonl.

For the Verb trials, a verb use was coded as Appmprill/(' and a noun use

was coded as Inappropriate (because the question asked was, "What did you just

do?"). For the Noun trials, a noun use was coded as Appropriate and a verb use

was coded as Inappropriate (hecause the question asked was, "What did you just

give the ... ?"). For the Control trials, a verh use was coded as Appropriate and a

noun use as Inappropriate for the "What did you just do" question; the coding was

reversed for the "What did you just give the ..." question.

On many trials, the child responded with the action word alone. The

percentages of trials, overail and in each condition, on which children responded

with the action word by itself follow. Across ail trials, 26.0 percent of the

responses were the action word by itself. For the Verb and Noun trials, the

percentages were 33.9 and 22.8 respectively. For the Control trials, the word alone

was given as a response to the "do" question ,)Il 26.2 percent of the trials and it

was given as a response to the "give" question on 17.5 percent of the trials. When

the action word was used by itself, the lack of context precluded discernment of its

part of speech. Given the high proportion of responses of this type, excluding

these responses altogether would have created too many missing values, reducing

drastically the power of the statistical analyses. 1'0 keep the number of missing

values to a minimum, it was decided to code isolated-word responses in two ways,

one way for each of two separate analyses: as Appropriate regardless of the
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condition, or as Inappropriate regi!rdless of the condition. This coding scheme

should not bias tbe resulls in any particlllar direction; it should just reduce the size

of any cffecls.

For statislical analyses, the Cl criterion for significance (i.e., the nominal

prohahility of type 1 error) was set at .05. The experiment's design necessitated the

use of a repeated measures (or within-sllhjects) analysis. For the analysis of

variance (ANOVA), a repeated measures analysis with more than two levels rests

on an assurnption of compound symmetry (Le., equal pooled within-treatment

variances and across-suhjects covariances of the repeated measures) and an

assumpti'Jn of sphericity (i.e., independence of the differences hetween levels of

the repeated-measures factor, so that the differences are not correlated acro~s

subjects, and so that ail the differences have the same variance; see Huynh &

Feldt, (970) in addition to the usual ANOVA assumptions. Because of suspected

violations of the sphericity and compound symmetry assumptions, a multivariate

approach to repeated-measures analysis was used (see Davidson, 1972, and

Romaniuk, Levin, & Hubert, 1977); this approach does not presuppose compound

symmetry or sphericity. Because the assumptions of normality and homogeneity of

variances and covariances for ail pairs of repeated measures were violated in the

data, the Pillai-Bartlett Trace Criterion, V (Bartlett, 1939; Pillai, 1955), was used

in evaluating significance; among the commonly used criteria, this one is the most

robust in the face of violations of the normality and the homogeneity of variance

and covariance assumptions (see OIson, 1974).

Let us look first at children's tendency to perform the requested action.

The measure is the mean proportion of trials on which the child performed the

action. The mean proportion differed significantly across the three conditions in a

multivariate repeated-measures analysis of variance: V (2, 19) = 8.70, p < .05.

Tukey's Honestly Significant Difference (HSD) post hoc tests indicated that the

mean proportion for the Control condition, in which the noun phrases were in the

wrong order (e.g., "Give the kiss a baby"), was significantly lower than the means

for the other two conditions; the means for the latter conditions did not differ
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significantly l'rom one another. Childrel~ virtually al",ays performed the action in

the two conditions in which the request was grammatical; for the proporiion of

trials on which the child performed the action, M = O.lJH (.'ID = O.m:) for the Verb

condition, and M = 0.92 (.'ID = 0.16) for the NOlln condition. When the reqllest

was ungrammatical, the mean proportion of tdals on which the children

performed the action (M = 0.79; .'ID = 0.24) was substantially lo",cr, hut still

fairly large. So even though children sometimes failed to perform the action

during a Control trial, presumably because they could not undcrstand the request,

the large proportion of trials on which they did perform the action in this

condition suggests that children often may havc attended just to the stressed words

and worked out what the request meant l'rom the combination of thc action word

and the object noun. They may not even hav~ noticed whether the action \Vord

was a verb or a noun on ail trials; alternatively, they may have been ul1concerned

about the grammatical structure of the sentence, and they may have assumed that

E intended to request of the child the action assocÎated with the action word, \Vith

the named objeet as the object of the action. If children were ohlivious to

grammatical structure, their perlormance of the action may have heen

independent of the perceived part of speech of the action word. If so, their

tendency to perform the action on any given trial may not he the ideal measure of

their willingness to aecept an action word as either a noun or a verh. The use of

the word as a noun did not prevent them l'rom understanding the requesl, hut the

possibility remains that they eould deduce the intended request whether or not

they took notice of how the word was used. Their own use of the action word as a

noun or verb may be more revealing.

For the responses to the questions, children were equally Iikely to use the

word as a verb when asked what they had done on the Verb trials and as a noun

when asked what they had just given the toy on the Noun trials, according tu 1

tests for dependent sampies; this result obtained for bath analyses; With action

words alone coded as Appropriate responses, 1 (19) = 0.21, p = .834 for the

difference in the mean proportion of trials on which an Appropriate response was
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made; the mean is .96 (SD = .13) for the Verb condition and .95 (SD = .23) for

the Noun condition. With isolated action words coùeù as 1nappropriate responses,

1 (19) = 0.34, p = .736; the mean for the Verb condition is .65 (SD = 040); the

mean for the Noun condition is .61 (SD = AS).

The responses from the Control trials are somewhat more interesting

beeause the request to perform the action contained neither word use that would

serve as an Appropriate response to either question (i.e., neitber "spin" as a verb

nor "a spin"). For the Control condition, children were equally Iikely to use the

word as a verb when asked what they had just donc and to use the word as a nour:

when askeù what they had just given the toy, aecording to 1 tests for dependent

samples. This finding obtains whether the action word by itself is coded as an

Appropriate response or as an Inappropriate response. In the former case, 1 (14)

= 0.67, p = .513; the mean for the "What did you just do" question is .85 (SD =
.28) and the mean for the "What did you just give the ..." question is .76 (SD =
.36); in the latter case, 1 (14) = 0.31, p = .761; for the "do" question, the mean is

.53 (SD = AS); for the "give" question, the mean is .57 (SD = .38).

Note that responses 1 have called "inappropriate" can themselves be taken

as evidence in support of the hypothesis that the chiltlren were equally willing to

use the action word as a noun or as a verb. When asked to supply a noun, they

sometimes supplied a verb. When asked to supply a verb, they sometimes supplied

a noun. The children seemed content to allow the action word to move freely

between the noun and verb categories.

6.1.3. Discussion

The children in this study did not appear to pay much attention to the

contexts of open-class action words. They were willing to perform the requested

actions regardless of the syntax of the request, and even when the request was

ungrammatical (although the ungrammaticality did reduce their tendency to

respond somewhat). They appeared to interpret the action word in the request as

a potential relation of themselves to the object for which a noun appeared in the
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request. Their apparent lack of serious conccrn for lhe grallllllalicalily of the

request suggests that these children were not, in general, dOlllinated hy syntactic

concerns in their comprehension of langm:ge. Il might he argued that their failure

to attend closely to synta.x weakens any claims ahout Icarning :hal have the chi Id

basing part-of-speech identification on details of syntactic structure (i.e .. on

distributional criteria) - assuming that discerning meaning lmd determining the

parts of speech of words both follow l'rom a single proccssing of a sentencc.

Otherwise, if we assume that children do attend to synta.x, and use it for part-of

speech ideniirication, then we must conclude that they place less value on synt:Lx

when interpreting an utterance; in this, they would differ l'rom adults, wholll wc

would expect to look bewildered when asked to "give the kiss a hahy," Adults

might be able to discern the intended meaning of such an utterance, hut they

would expect a tightel relation between syntlLx and meaning than the children

appeared to expect. So perhaps young children also expect no tight relation

between syntax and parts of speech,

When the children were asked to describe their actions, they were equally

willing ta use the action ward as a verb or as a noun (although the part of speech

of the word was indeterminate when the action word was uttered by itself, as it

was on about one quarter of the trials), They showed no hesitation whatsoever to

use a noun in describing their action. This finding suggests that action words arc

not associated strictly with verbs in early language use, as the "semantic

bootstrapping" theory would seem ta predict. Young children seem perfectly

willing ta allow action words ta undergo transformations l'rom verbs to nouns.

Their willingness ta do 50 supports the hypothesis that while actions may

sometimes promote predicator identification, no essential connection exists

between actions and predicators or verbs; actions are merely prototypical of that

which is bath nonseparable and observable.

A possibility exists that semantic bootstrapping occurs at a stage in

language learning that had been passed by the children in this study; that is. the

children participating in this study may already have begun ta identify nouns and
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verbs entirely on the hasis of their distrihutions - although the children's apparent

lack of attention to details of the syntax of the action requests militates against

such a conclusion. l'inker (1984) points out that,

... there is nothing in the [semantic-hootstrapping] theory ... that
specifies when in development the distrihutional proœdures could
hegin to opemte, other than that there must he enough semantically
induced rules in the child's grammar ta specify the phrase s,ructure
position of the unknown word. Distributional learning could even
proceed on the second input sentence .... (p. 53)

If distrihutional procedures for part-of-speech identification supersede semantic

hootstrapping procedures almost immediately, and do so completely, so that the

child's assumptions about syntax-semantics correspondences are utterly abandoned,

then the data from this experiment do not create a problem for the semantic

bootstmpping theory. But nearly immediate and complete supersession by

distributional procedures wouId seem to be incompatible with the fact that the

vast majority of children's words for a long time fall rather neatly into

ontologically based categories, with verbs, for instance, typically being words for

actions. Further, McPherson (1991) showed that some children of an age similar

to those tested in this study (1;9 to 3;10, with a mean age of 2;10) failed, for the

most part, to make use of distributional clues in identifying count nouns and mass

nouns, basing their part-of-speech identifications instead on the objeet- or stuff

like appearance of a noun phrase's referent.

6.2. Experiment 2

1 argued that, under favourable conditions for learning, the presence of

noun phrases in an utterance that signify the participar.ts in an action would

facilitate an action interpretation for a phrase headed by a novel word in the

utterance (and would promote identification of the ward as a predicator by the

Interpreted Noun Phrase Method). This experiment is aimed at providing evidence

in support of the hypothesis that young children are more likely to interpret a

phrase headed by a novel word into an action when the utterance in which it
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appears contains nou!] phrases that are interpretahk into the participants in an

ongoing action.

ln descrihing the possihle relationships among actions. predicalllrs. and

noun-phrase arguments in learning. 1 argued that three scenarios were relative!y

plausible: (1) The presence of an action when a nove! word is uttered may lead

directly to the hypothesis that the word is a predicator - hecause of the

nonseparability of actions - f~om which the ehild can deduce that any nmll1

phrases are the predicator's arguments; (2) observing an action might lead to the

hypothesis that the noun phrases in an accompanying utterancc arc the arguments

of a word for the action; the presence of arguments in surface structure may then

lead to the conclusion that the novel word in the utterance is a predicator; (3) the

appearance, in an utterance, of noun phrases that ohviously signify the participants

in an ongoing action will lead to the hypothesis that the novel word in the

utterance is an action word, which will in turn suggest that the wonl is a

predicator (because actions necessarily involve participants and action words must

therefore take arguments, and also because the word's arguments arc explicit}.

The third account leads to the prediction that nOlIn-phrase arguments appearing in

the surface structure of a sentence will increase the Iikelihood of a novel word

being interpreted as an action word. The other two accounts predict that the

presence of noun phrases that signify participants in an action should have no

influence on the word's interpretation; the presence of a salient action should, by

itself, suggest that a novel ward is an action word. If children arc found to be

more likely to interpret a novel word as an action word when the utterancc in

which it appears contains noun phrases, then support will have hecn obtained for

the third sequence of interpretive events; but if children sometimes make action

ward interpretations when the novel word appears without noun phrases in an

utterance, then the first two sequences of interpretive events will remain plausible

as accounts of learning covering sorne instances. The data from this experiment

can be used to help decide among these various learning scenarios.
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The experiment also includes conditions in which the word's context

contains distrihutional clues ln verbal status for the word. By comparing the data

from these conditions with the data from conditions in which the word appears

with arguments but not with distributional clues, the raIe of noun phrases

independently of verb clues can be gauged; it will he possible to determine

whether children of the age included in this study use verbal distributional clues in

interpreting a novel word, or if their interpretation is influenced only by the

presence or absence of noun phrases that could be the arguments of the word.

6.2.1. Method

6.2.1.1. Subjects

The subjects were recruited through day-care centres in Montréal. Ali

subjects spoke English as a first language. The sample included 13 boys and 8

girls. The mean age was 3;4 (SD = 0;7), and ages ranged between 2;2 and 4;3.

6.2.1.2. Materials

Six wooden toys that could be made to perform an action were used as the

visual stimuli: A toy rat, dressed in a prince outfit, who brandished a sword; a

bunny who f1apped its arms up and down in unison; a bear who beat with sticks

bath sides of a drum suspended from its waist; a clown who shinnied up a string; a

bird who pecked its way down the wire trunk of a tree; and a man who tipped his

stave-pipe hat. These toys were chosen because (1) the children were unlikely to

know a word for the specific type of action performed by the toy, and (2) the toys

represent animaIs of kinds familiar to young children, kinds for which they are

likely to know a basic-Ievel count noun. For these reasons, children might be

biased to interpret as an action ward a novel word uttered while one of the toy

animaIs was in action - assuming that their interpretations of words are guided by

a principle of contrast such that new words require new meanings, and assuming

that the action was more salient than any other nonseparable aspect of the toy's
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being and tll,ln any subordlllate or superordinate kil1ll to which the toy animal

belonged.

To deterllline the children's interpretat;on of the nonce wonl. fiw drawings

were created for each toy. One drawing showed the agent of the action (e.g.. the

rat) in ,~ static pose. A second picture showed the object of the action (e.g.. the

sword). :\ third picture showed another member of the same basic-kvd kil1ll as

the agent, and a fourth pieture showed another member of the basic-kwl kiml to

whieh the object of the action belonged. The fil'th picture showed the action being

performed by the other member of the kind to which the agent belonged on the

other member of the objec!'s kind. Choice of the firth pieture alone would indicate

an interpretation of the word as a word for the type of action. Choiœ of the first,

third, and fil'th picture would suggest that the word had been interpreted as a

word for the basic-level kind to which the agent of the action belonged. Choice of

the second, fourth and fil'th pictures would indicate that the child thought the

word was a word for the basic-Ievel kind to which the object of the action

belonged. Choice of the first picture alone would suggest that the child interpreted

the word as a proper noun for the individual performing the action. The set of l'ive

pictures for each toy was mounted on a single sheet of cardboard, and the rdative

positions of the pictures varied for each set.

6.2.1.3. Ward Contexts

For each toy, a nonce word was uttered while the toy performed the action.

The set of nonce words used was: "keef," "teg," "kag," "dake," "bick," and "kib." The

nonce word paired with a toy appeared in one of six contexts, with a different

context for each of the six toys. Three contexts for the nonce word contained noun

phrases that signified the agent and object of the action, and three contexts lacked

such noun phrases. The six Word Context conditions were as follows:

1. No noun phrases. The word was presented in isolation. (E.g., "Bick.") This

condition will be called Isolated.
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2. No nOllll phrases. I3cfore the toy performed the action, the child was taught a

proper name for the agent of the action and the child was reminded of the basic

level count nouns for the kinds to which the agent and object of the action

helonged. This condition was included to test Clark's constrastive hypothesis

(Clark, 19HO, 19H3a, 19H3h, 19H7, 19HH), which states that children assume

different words have different meanings. If the child knt" count nouns for the

kinds of ohjects and knew a proper noun for the agent of the action, the child

might he forced to conclude that the new word signified sorne property or

attrihute of one of the ohjects or, possihly, the action. In other words, this

condition was aimed at eliminating certain psychologically privileged hypotheses

ahout the meaning of the word. (E.g., "This is Tweety. That's his name. So your

name is <child's name>, my name is Leslie, and his name is Tweety. Tweety is a

hird. See? He's a hird. And this is a tree. Okay?" [Action begins.) "Look: Bick.")

This condition will be called the Colltrastive condition.

3. No noun phrases. The word was presented with the ending oing as if it were a

present participle. This inflexion can be attached to verb roots alone (but there

are cases in which the same morph is part of a noun root, e.g., in "herring"). This

condition provided, for children knowledgeable about this inflexion, a

distrihutional clue that the root form of the word was a verb. (E.g., "Bicking.")

Note that the inflexion oing was dropped during testing, providing a contrast

betwcen the root and the present participie, so that the ending couId. in actuality,

serve as a verb clue. This ending is the first verb inflexion that children learn, or

among the first (e.g., Berko, 1958; Bickerton, 1981; Brown, 1973; Cazden, 1968; de

Villiers & de Villiers, 1973a), so it is as good a verb clue as can be included in a

single-word utterance. This condition will be called Ward + ·ing.

4. Noun phrases present in utterance. If the new word were interpreted as a verb

and the noun phrases were interpreted as its arguments, then the noun phrases are

in non-English word order, in particular, SUBJECT-OBJECT-VERB (SOV). (e.g.,

"The bird the tree bick.") This condition will be called SOv.
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5. Noun phrases present in ulterancc. If the new wonl were interpreted as a verh

and the noun phrases were interpreteù as its arguments. then the nuun phrases are

in English word order. that is. SUBJECT-VERB-OBJECT (SVO). (e.g.. "The hi rd

bick the tree.") This condition will he called SVO.

6. Noun phrases present in ulterance. The word was presented as if it was a

transitive verb in a complete, well-formed ulterancc. (e.g.. "The hird is hieking the

tree.") This condition will be called Verb.

6.2.1.4. Procedure

The experiment was preceded hy a training session. The chitd w'.l~ shown

two sets of five pictures. The first set contained pictures of a dog. a second dog, an

apple, a second apple, and the first dog eating the first apple. The second set

included pictures of a girl, a second girl, a hall, a second hall, and the Iïrst girl

bouncing the first baIl. Before viewing the first set of pictures. the child was shown

a picture of one of the dogs (the one other than the one that is shown eating an

apple) and taught its name ("This is Fido. His name is Fido. My name is Leslie,

and your name is <child's name >, and his name is Fido. Okay'?"). l3efore

presentation of the second set of pictures, the child was shawn a drawing of one of

the girls (the one other than the one who is shawn houncing a bail), and taught

her name (Mary). While viewing a set of pictures, the child was asked to point out

(1) the individual signified by the proper noun just taught (Fido or Mary), (2) an

instance of a property (roundness or a colour), (3) an instance of the hasic-level

kind to which the agent of the action belonged (DOG or GIRL), (4) an instance

of the basic-level kind to which the object of the action belonged (APPLE or

BALL), and (5) an instance of an action of a certain type (the type shown in one

pieture: eating or bouncing). Each time the child pointed to one picture, he or she

was asked if there were any more pictures showing what the child had been asked

to locate. The form of the question addressed to the children was: "Arc there any

pictures that show what __ means?" (e.g., "Are there any pictures that show

what Mary/girl/ball/round/bounce means?"). This question does not contain any
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clues to the syntactic category of the word that filJs the blank, and so this question

could be used in the experiment without contaminating the results. During the

training session, children were correeted if they did not respond appropriately, and

E made sure the children understood the corrections and could respond

appropriately when asked again. When a child was asked to point out an instance

of a type of action, E explained in detail how the picture portrayed the action (i.<:.,

because the apple is in the dog's mouth, and the little lines in the picture around

the dog's jaws indicate that he is chewing the apple); this explanation was given

whether or not the child succeeded in choosing that picture. Young children

sometimes have difficllity recognising action in a static pictllre, and may not be

familiar with marks used by ilIl1strators to indicate action (Amen, 1941; Cocking &

Mel'Iale, 1981; Friedman & Stevenson, 1975; Leonard, 1975), so every effort was

made to facilitate a child's recognition of action in the pictllre.

When the training session was complete, and E felt the child understood

the task, the experiment began. For each of six trials, E, seated by the child's side,

held a wooden toy in front of the child and made it perform an action while she

fixed her gaze upon il. As she did so, she lIttered a nonce word in sorne context as

if she was commenting on what the child viewed. She repeated the word in its

context four times. For example, in the condition in which the word appeared with

the ending oing, she said, "Look: Bicking. Can you say bick?" (Child repeats word.)

"Good! Look: Bicking. See? Bicking. Bicking." E was careful to ensure that the

child's attention was focllsed on the toy while she uttered the word string. The

order of presentation of the toys, the pairings of toys with Ward Contexts, and the

pairings of nonce words with Ward Contexts were randomised across subjects.

After viewing the action and he:lring the word string, the child was shown a

set of Cive pictures showing the agent of the action, a member of the same kind,

the object of the action, another member of the object's kind, and the action being

perfarmed by the other member of the kind to which the agent belonged on the

other member of the kind to which the object belonged. As in the training session,

the child was asked, "Are there any pictures that show what means?" with
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the n:1nce worù filling in the blank. If the child pointed to one pieture. the ehild

was askfù. "Are there any more'?" A research assistant noted on pape~ th.'

numho~rs (l'rom 1 to 5) of the pictures chosen by the ehild. whieh \Vere spoken

alouù hy E. Auùiotape recordings of the experiment were used to later eonfirm

the chilù's responses.

6.2.2. ResuUs

Six suhjects responùed in the same way on each trial, and just one of these

chilùren chose the picture of the action alone on each trial: tl,e remaining 5

always interpreteù the word as a wonl for the kind ln \Vhich the agent belonged.

This response hias may have reflccted a failure to understal1ll the task, or, for 5 of

the 6 children, an inahility to recognise an action in a static picturc. Data for these

subjects \Vere dropped prior to running the analyses, leaving data l'rom 15 childrcn.

For evaluating the significance of effects in statistical analyses, 1 uscd .05 as

the level of a (i.e., the nominal probahility of type 1 error).

Children's responses \Vere often less than clear-cut. For example, on 20

trials (22 percent of the 90 trials - 6 trials per child for 15 children), children

pointed to a different picture every time E asked "Are therc any more'?" so that

ultimately the complete set of pictures \Vas chosen. In such cases, the ordcr in

\Vhich the pictures \Vere chosen may provide a hetter clue to the child's

interpretation of the word than the set of pictures choscn.

In an attempt to work around this response problem, thrcc scparate

measures of the word's interpretation were computcd for cach child. For the first

measure, the complete set of responses was interpreted, and catcgoriscd as

follows: picked the action picture, picked the picture of the agent, picked the three

pictures showing instances of the agent's kind, picked the thrce piclures showing

instances of the object's kind, picked no pictures, or other (c.g., picked 'III piclures

or sorne subset with nothing obvious in common).
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For the second measure, just the first picture chosen \Vas considered. For

this Illeasure, the response categories arc: action, agent, other memher of the

agent's kiml, object, other melllber of the object's kind. and none.

The third Illeasure summarised a different numher of responses depending

on the pictures ehosen. If the first three pietures chosen ail sho\Ved memhers of a

single kind (the kind to which belonged the agent or the object of the action),

then the child was taken to have interpreted the word as a word for that kind. In

ail other cases, just the first response \Vas taken into account, as with the second

measure. The categories arc as follows for this measure: action, agcnt's kind,

ohject's kind, agent, ohject, other member of the agent's kind, other member of

the objeet's kind, :1I1d none.

Tables l, 2, and 3 show the perccntage of ehildren in each condition

receiving the possihle values of each of the three measures. With the first and

third measures, the most common interpretation appears to have been one in

which the word was taken ta be a word for the kind ta which the agent of the

action belonged. This result is a bit puzzling hecause the children should have

known the basic-Ievel count nouns for the kinds of animais the toys represented,

hut perhaps they interpreted the word as a noun for the kind of toy. Bears and toy

hears do not helong to the same kind, so perhaps children expect a separate word

for toy bears, or at least for toy bears dressed in clown costumes and beating

drums. Another possibility is that the children were simply biased toward basic

level kinds so strongly that they rarely considered the action as a possible

interpretation of the ward or its phrase. (See the Discussion, section 6.2.3, for

other possible explanations.)

Oddly enough, children were slightly (but, in tests of proportions,

nonsignificantly) more Iikely ta think the ward signified a specifie individual, the

agent of the action, in the Contrastive condition as compared ta the other

conditions, Teaching the ehildren a proper name for the agent of the action did

not deter them from interpreting the ward into a specifie individual. Alternatively,

children who chose the picture of the agent but not the picture of the other
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Table 1

Percellluge of c!zilcircll ÙI <'uch (,(J/lcli/ioll lI/ukùIg cuch l.\'pC of illl<'Ipr<'{tlIioll ucccmlillg

10 {he /irs{ I//('usllrc ill Exp<,rill/<'II{ 2.

Word Context Action Agent A-Kiml O-Kind None Other

Isolated 13.33 6.67 33.33 6.67 0.00 40.00

Contrastive 6.67 20.00 33.33 0.00 h.h7 33.33

Word + -illg 6.67 13.33 60.00 6.h7 0.00 13.33

SOY 33.33 0.00 33.33 0.00 0.00 33.33

SYO 20.00 13.33 20.00 13.33 (U)O 33.33

Yerb 20.00 13.33 40.00 6.67 0.00 20.00

Key: A-Kind =kind to which the agent belongs; O-Kind =kind to which the object

belongs.

Table 2

Percelllage of clzildren in eac!l condi/ion lIlakillg eac!l type of interpretation according

to t!le second lIleasure in Experilllelll 2.

Key: Other-A=other member of the agent's kind; Other-O =other member of the

object's kind.•

Word Context

Isolated

Contrastive

Word + -ing

SOY

SYO

Verb

Action Agent Other-A Object Other-O None

53.33 20.00 20.00 6.67 0.00 0.00

26.67 46.67 13.33 0.00 6.67 6.67

33.33 33.33 26.67 6.67 (U)O 0.00

73.33 20.00 6.67 0.00 0.00 0.00

46.67 26.67 6.67 13.33 6.67 0.00

60.00 33.33 0.00 6.67 0.00 0.00
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Tahle 3

l'acclltagc oJ chi/drcll ill euch cOllditioll lIlakillg et/ch type oJ illlerprctatioll accordillg

to thc thin/ lIlea.l"lIre ill Experilllellt 2.

Word Context Action A-Kind O-Kind Agent Ohject Othr-A Othr-O None

Isolated 33.33 40.00 6.67 13.33 6.67 0.00 0.00 0.00

Contrastive 20.00 40.00 0.00 26.67 0.00 0.00 667 6.67

Word + -illg 6.67 66.67 6.67 20.00 0.00 0.00 0.00 0.00

SOV 40.00 40.00 0.00 13.33 0.00 6.67 0.00 0.00

SVO 53.33 13.33 13.33 13.33 6.67 0.00 0.00 0.00

Verh 26.67 53.33 6.67 13.33 0.00 0.00 0.00 0.00

Key: A-Kind = kind to which agent belongs; O-Kind = kind to which object belongs;

Othr-A=other mer.:ber of agent's kind; Othr-O=other member of objeet's kind.

member of the same kind may have interpreted the word as a name for a

suhordinate kind to which the agent helongs, but to which the other individual of

the agent's hasic-level kind does not belong.

Let us examine now interpretations of the word as an action word. Note

first that the measured proportion of action interpretations is much higher for the

second measure than for the other two measures; this is because children often

chose the action picture first (Le., the piclUre of the other individual of the agent's

kind performing the action on the other individual of the object's kind), but when

asked if there were any more pictures that showed what the word meant, they

continued to point at other pictures. If they pointed to ail of them in turn, such a

response pattern would be classified under "other" with the first measure. If they

pointed to the two other pictures showing a member of the agent's kind, the

response pattern would be classified under "agent's kind" with the first and third
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measures. But because the second measure is based on just the t'irst l'icture

chosen, action interpretations are much more common with this measure.

A measure of wbether or not the word was interl'reted as an action word

was eonstructed such that an action response received a score of 1 and ail other

responses received a score of O. Cocbran's Q statistic (a nonl'arametric test; see

Cochran, 1950; Marascuilo & McSweeney, 1977; Siegel & Castellan, 19XX) was

computed to determine if the frequeneies of action responses dilTered across the

six Word Context conditions. For the first measure (where ail pictures chosen are

considered), the statistic was not significant: Q (5) = fI.OS, fi = .301. For the

second and third measures, the statistics did not reaeh significance, but they did

indicate a weak trend: Q (5) = 8.93, fi = .112 for thc second measure; Q (5) =
9.52, P = .090 for the third measure.

To examine the effects of Word Context on action interpretations, the

proportion of children interpreting the word (or its phrase) intll an action was

compared for each pair of conditions. In computing the proportions, subjects who

chose none of the pictures in a given condition (never more than one sUÎljeet)

were dropped for the computation for that condition. No tests of proportions were

significant for pairs taken l'rom among the conditions in which noun phrases were

part of the word context or for pairs taken l'rom among the conditions in which no

noun phrases were present. Same of the proportions differed signiricantly when

comparing conditions with and without noun phrases, and in the direction

predicted by the theory. Using the first measure (for which ail pictures chosen arc

eonsidered), the Say condition produced a significantly higher proportion of

action interpretations (.33) than the Word + -illg condition (.07) and the

Contrastive condition (.07; Z = 1.83, p < .05, one-tailed test, in eaeh case; the

direction of the effect was predicted, justifying the use of a one-tailed test, because

the inclusion of noun phrases should favour an action interpretation according to

the theory), With the second measure (which is based on just the first picture

chosen), the Say condition (.73) again differed l'rom the Word + -illg condition

(.33) and l'rom the Contrastive condition (.29; Z = 2.20, p < .05, and Z = 2.41, P
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< .05, one tailed, respectively). For the third measure (where just the first picture

chosen was considered unless the first three chosen showed instances of the same

kind), the proportion in the Word + oing condition (.07) was significantly lower

than in hoth the sav condition (.40) and the sva condition (.53; Z = 2.16, P <

.05, and Z = 2.79, p < .05, one tailed, respectively). The proportion in the sva
condition (.53) also differed significantly from the proportion in the Contrastive

condition (.21; Z = 1.77, p < .05, one tailed).

To gauge the overall effect of the presence of noun-phrase arguments in

the word's context, additional dependent variahles were constructed as follows.

For the three conditions with noun phrases in the context and again for the three

conditions without noun phrases, the number of times each child interpreted the

word as an action \\'ord was counted, yielding two ratio variables for which values

can range hetween aand 3. Values of these two variables were computed for each

of the three measures of the word's interpretation.

When mean values of the two variahles based upon the first measure were

compared in a t test for dependent sampIes, the difference (Le., the effect of the

presence versus absence of noun phrases) was significant: t (14) = 2.17, p < .05

(one-tailed test; the direction of the efîect was predicted because the theory states

that the presence of noun phrases will increase the frequency of action

interpretations). For the second measure, the mean difference between the

conditions with and without noun phrases was significant: t (14) = 1.92, P < .05

(one tailed). Using the third measure, the effect of the presence or absence of

noun phrases was again significant: t (14) = 2.20, p < .05 (one tailed). The

presence of noun phrases in the word's context seems to have promoted action

interpretations in this study.

The means and standard deviations for the number of action responses in

the two sets of conditions appear in Table 4.

Although actions interpretations were more common when the word's

context contained noun phrases, such interpretations were occasionally made when

no noun phrases accompanied the word (see Table 1). The mere presence of an
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Meall fllllllber of actioll respollses for the cOllditio1/S illcll/dilllJ 1I11d !lIckillg ""1111

phrœe argl/flleIltS, for the three lIIeaSl/res ill Experi/llellt 2.

Measure

1

1

2

2

3

3

Noun Phrases'?

Absent

Present

Absent

Present

Absent

Present

Mean

0.27

0.73

1.13

I.lIO

0.60

1.20

Standard Deviation

0,46

O.lIlI

0.92

0.94

0.74

O.lI6
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action was sometimes sufficient to suggest that the word signified the type of

action.

The children did not appear to be sensitive to syntax. There was no

tendency for children to interpret the word (or its phrase) into an action more

often when distributional verb dues were present (i.e., in the Word + oing

condition and in the Verb condition). Perhaps the children had not yet learned the

correlations between verbs and these dues, or perhaps they did not expect a verb

or verb phrase to signify an action. In any case, their failure to be influenced by

verb dues suggests that a young child's action interpretation when hearing a

grammatical utterance containing a novel verb is largely a function of the presence

of interpretable noun phrases in the utterance, and not a function of the word's

distributionally determined verb status.
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The most salient alternatives to an interpretation of the word as an action

word were its interpretation as a word for a kind or for a specific individual

(usually the agent of the action), and one might expect that these sorts of

interpretation would he associated with contexts that Jack noun-phrase arguments.

To permit an examination of such interpretations, a measure was constructed that

was equal to 1 whenever the child interpreted the word as a word for a kind ar for

the agent alone, and equaJ to a for other types of responses. This variable could

he constructed for the first and third measures (hut not for the second measure,

which provides no indication of kind interpretations per se). Cochran's Q test was

performed to determine whether the frequeneies of kind/agent interpretations

differed across conditions. For the first measure, the results of the test were not

significant: Q (5) = 7.78, p = .169. For the third measure, the frequencies across

conditions were found to differ significantly: Q (5) = 11.20, P < .05.

For each pair of Ward Context conditions, a test was made of the

differellce in the proportion of kind or agent responses, excluding cases in whieh

the criteria were not met for any of the response types. For the first measure, no

differences were significant, in two-tailed tests, for pairs of conditions From among

those in which the word was uttered without noun phrases. No differences were

significant for pairs of conditions From among those that included noun phrases in

the utterance. In comparing conditions without noun phrases and conditions with

noun phrases, two pairs of conditions differed significantly: the Word + oing

condition and the Say condition differed significantly (2 = 2.58, p < .05, one

tailed), and the Word + oing condition and the Sya condition differed

significantly (2 = 1.89, p < .05, one tailed). In both cases, the proportion was

higher for the Word '1- oing condition (.80 versus .33 and .47 for the Say and

Sya conditions, respectively).

Using the third measure, the onJy significant difference among the

conditions without noun phrases was the difference between the Isolated condition

and the Word + oing condition: 2 = 2.16, p < .05, two tailed; the proportion was

higher for the Word + oing condition (.93) than for the Isolated condition (.60).
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Among the conditions with noun phrases. no differenccs in proportions were

significant in two-tailec tests. In cOlllparing conditions without and with noun

phrases, three differences were found to he significant. The proportion in the

Contrastive condition (.71) was significantly higher than the proportion in the

SYO condition (040; Z = 1.70, fi < .05, one tailed). For the Word + -illg

condition, the proportion (.93) was significantly higher than the proportions for the

SOY and SYO conditions (.53 and 040 respectivcly; Z = 2AH, fi < .OS, and Z =

3.10, fi < .05, one tailed in each case, in cOlllparing the Word + -illg condition

with the SOY and SYO conditions). So the absence of noun phrases seellled to

favour interpretations of a word as a word for a kind or individual.

As an alternative way of gauging the effect of noun phrases on kind and

individual interpretations, another measure was constructed. For the three

conditions in which no noun phrases appeared in the word's context, and again for

the three conditions including noun-phrase arguments, a count was made of the

number of kind or agent responses, creating a ratio variable ranging bctwccn 0

and 3. The two counts were compared in a 1 test for depcndent samples. For the

first measure, the difference did not quite reach significance: 1 (14) = 1.57, fi =
.069 (one tailed). For the third measure, the difference in the number of

kind/agent responses for the two sets of conditions was significant: 1 (14) = 2.26, fi

< .05 (one tailed). The means and standard deviations appear in Table 5. Thcsc

data strengthen the conclusion that noun phrases in an ultcrance containing a

novel word reduce the likelihood of interpretations of the phrase headed by the

word into a kind or individual (favouring, instead, an interpretation into the

nonseparable).

6.2.3. Discussion

The children in this study were more likely to interpret a novel word as an

action word and less likely to interpret it as a word for a kind or an individual

when the word appeared with noun phrases that signified the agent and object of

the action. The tendency to interpret the word as an action word was not
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Tahle 5

Meall Ilumher of kùul/agelll respollses for the cOllditiollS ille/udillg alld lackillg /101II1

phraçe arglllllellls, for IWo meaHires ill Experimelll 2.

Measure

3

3

Noun Phrases?

Ahsent

Present

Ahsent

Present

Mean

1.80

1.40

2.20

1.67

Standard Deviation

0.78

0.91

0.78

0.82

•

increased hy the presence of the verb ending -illg or by the multiple verb clues

present in a complete, grammatical utterance (e.g., "The bird is bicking the tree").

The presence or absence of noun phrases appears to have been critical, but the

presence or absence of distributional clues per se (e.g., word order, or a verb

ending attached to the novel word) seemed not to make any difference.

When no noun phrases appeared in the utterance, children sometimes

interpreted the novel word as an action word anyway. An action interpretation

may have been made because other salient hypotheses about meaning, such as the

basic-level kind of the agent and object, were ruled out by familiarity with the

kinds involved. This conclusion would be compatible with assumptions underlying

the Nonseparability Method of predicator identification. Notice, though, that

among conditions in which the word appeared without noun phrases, action

interpretations were not especially favoured in the Contrastive condition, in which

the child was reminded of the basic-level-kind terms for the agent and object and

taught a proper name for the agent. For ail of the measures computed, children

interpreted the word as an action word less frequently on the Contrastive trial

than on the other trial in which the word was presented in isolation (without the
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verb ending -illg), although the difference was not significant. But the familiarity of

the basic-Ievel kinds may have precluded an ohservable effeet of contrast; the

provision of kind names may have bcen redundant bccause the children already

knew their names.

The fact that children's responscs sometimes reOected action

interpretations bath when the word appeared with noun phrases and when it

appeared without them (though such responses were more common when the

ward appeared with noun phrases) precludes the elimination of any of the three

possible learning scenarios described in section 3.4 and in the introduction to this

section: The presence of an action may lead directly to the hypothesis th'lt a novel

ward is an action ward, leading to its identification as a predicator and the

interpretation of any noun phrases present as its arguments; an action word

interpretation ta which the presence of an action gives rise may, instead, suggest

that the noun phrases in the accompanying utterance are arguments, which in turn

suggests that the ward is a predicator; and, finally, in some instances of learning

the presence of noun phrases that are interpreted into the participants in an

action may lead to the hypothesis that the phrase headed hy a novel word signifies

an action, and that the ward must therefore be a predicator. Any or ail of these

series of deductions may describe learning in various instances. Data from this

experiment do not favour one over the other, although they do suggest that the

third account may describe learning in sorne instances, because the presence of

noun-phrase arguments did increase the frequency of action interpretations

(although without a measure of the word's part of speech, we cannot determine

whether an action interpretation led to predicator identification, that is, whcther

learning did indeed follow the third account); the data also suggest that learning

follows either the first or the second account, or bnth, in at least sorne instances

because noun phrases are not necessary to get action interpretations (although

they do increase their frequency).

The addition of the inflexion -ing to an isolated word increased the

frequency of kind or rigid-designator interpretations over that observed in the
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Isolatcd condition. [n particular, it increased the frequency of interpretations into

the kind to which the agent or object belonged (from 6 in the Isolated condition

to III in the Word + oing condition by the first measure, or from 7 to Il by the

third measure). Nouns for actions or activities can be derived from verbs by

adding oing, but knowledge of this derivational rule might inerease the frequency

of action interpretations, but not the frequency of interpretations of a word as a

word for a kind of individual. Perhaps the children were sensitive to the statistieal

tendency for English nouns to have more syllables than English verbs (Cassidy &

Kelly, 1991), so that the two-syllable word formed by adding oing suggested a

noun, which in turn suggested an interpretation as a word for a kind.

The high frequency of non-action responses, even when the word appeared

with noun phrases, requires an explanation. 1 suggested earlier (in section 6.2.2)

that the children might have often taken the nonce ward to be a word for the kind

of toy, so that their knowledge of a basic-Ievel noun for the kind of animal the toy

represented did not block a kind interpretation; alternatively, children may be so

strongly biased toward kind interpretations that they rarely consider alternatives.

But other possible explanations can be offered. Young children sometimes have

trouble recognising action in statie pictures (Amen, 1941; Cocking & McHale,

1981; Friedman & Stevenson, 1975; Leonard, 1975). Children may have been

unable, in many cases, to find a picture that corresponded to the action because

they failed to perceive any action in any of the pictures. In such a circumstance,

children may have fallen back onto a response strategy of choosing pietures of

members of the agent's kind (for instance). One boy who was slow to respond was

asked again what the novel word meant; he replied by performing the action. But

when he finally chose a set of pietures, his choices suggested an agent-kind

interpretation! The frequency of action interpretations might be better revealed in

a task where the child was asked to demonstrate the meaning of the word, or

where the child was presented with a moving picture of the action as one response

option.
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The preponderance of apparent kil1(l interpretations may be partly

explained by another factor. The cvent of looking at pictures may have called il1to

play an action schema acquired \Vhile looking at picture books \Vith adults. Whel1

parents look at books \Vith their children, limited evidence suggests that the vast

majority of \Vords they use in commenting upon the pictures are coml11OI1 110Ul1S

for kinds. One study sho\Ved that only about 4 percent of a 1110ther's labels for

pictures named actions, attributes, or properties (Ninio & Brul1er, ln!!). 111 the

same study, over 75 percent of the 1110ther's instances of labelling objects \Vere

found to occur while the mother and child \Vere looking at pictures. lt is possible,

then, that parents teach their children cornmon nouns primarily during picture

looking episodes (at least in the West). The event of \ooking at pictures il1 this

study may have primed the children ta think in terms of kinds (versus actions or

attributes); in sorne cases, children may have assumed that they \Vere being asked

to link a kind with a noun - regardless of \Vhat interpretation of the \Vord they

may have favoured prior to looking at the pictures. They may have abandoned the

interpretation that came to mind while viewing the action, and changed their

interpretation of the word to fit their expectations associated with picture-looking.

6.3. Expcrimcnt 3

The results of Experiment 2 showed that the presence of an action or

unfamiliar type when a novel word is uttered, especially when the word coupied

with the action appears in an utterance containing noun phrases for the

participants, facilitates an action interpretation of the novel ward. That experiment

did not speak to the issue of parts of speech in particular. 1 was unable to devise a

measure of the part of speech for predicator categories (i.e., predicator, verb, and

adjective) that could be employed successfully with children of a sufficiently young

age - that is, children who might still be identifying words as members of the

major part-of-speech categories on sorne semantic basis because they still lacked

the knowledge of syntax necessary for identification on a distributional basis. (One

measure was devised, but young children proved unable to perform the task.) 1
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dccidcd to run an cxpcrimcnt on adult suhjects so that 1 could determine both the

intcrprctation of a novel word and its identified part-of-speech membership under

variolls conditions. Thcrc is no reason to helieve that early learning methods are

not available to adults; if adults did not retain the interpretive strategies and

presuppositions that characterise early learning methods (e.g., the tendency to

interpret noun phrases for the participants in an action as the arguments of a

predicator), they might be less able to teach language to young ehildren,

misleading them because of a mismatch between the adults' intent and the

children's expectations. The primary way in which adults differ from children is

that they have available to them additional learning methods, such as those

making use of language-specific information about the distributions of words in

different semantieally defined part-of-speech categories. By making such language

specifie information unavailable in certain conditions, 1 hoped to tap into learning

methods that dominate the earliest part-of-speech identifications.

Adults also differ from children in that they have learned language-specifie

divisions of unlearned categories such as noun and predicator (e.g., gender

subcategories of nouns, and the subcategories verb and adjective). It is doubtful

that adults can set aside this knowledge, and classify words according to

semantically defined categories alone, as a child might do. Nonetheless, if verbs

and adjectives are indeed subcategories of predica/or, the adults' identification of

members of the predicator category can be inferred from their identification of

verbs and adjectives, and wherever inflexional and syntactic clues to a subcategory

are absent in a learning situation, the identifieation can be inferred to have a

semantie basis; moreover, one of the response tasks used in this experiment

required the subjects to indieate that a word was a predicator (versus a noun)

before they were given an opportunity to indieate that it was a verb or adjective in

partieular.

The design of the experiment was similar to the design of Experiment 2, so

the results of the two experiments can be compared. If the adults in this

experiment are influenced by the presence of noun phrases in making action
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tendencies on the part-of-speech tasks might he more safcly gcncraliscd III

children on a tentative basis. Also, this experiment will allow a more lktailcd

evaluation of the three learning scenarios 1 deseribed earlier, which are

characterised by different sequences of interpretive events (see section 3.4). If

action interpretations and predicator identifications occur when the wonl is

presented without noun phrase arguments, then the first scenario dcscribed in

section 3.4 will have fOltnd support: The interpretation of a word's phrase into an

action may lead directly ta predicator identification, which in turn leads to an

interpretation of any noun phrases as arguments of the predicator. If observing an

action of a novel type leads ta action interpretations, and no more frequently

when the ward appears with noun phrases, but if action interpretations lead to

predicator identifications more frequently when the word is presented with noun

phrase arguments, support for the second learning scenario will have bcen found:

An interpretation into the action may lead to an interpretation of the noun

phrases as the arguments of the novel word, which leads to identification of the

ward as a predicator. If the presence of explicit arguments inereases the frequenL'Y

of action interpretations and of predicator identifications, then support will have

been found for the third learning scenario: The interpretation of noun phrases

into individuais involved in a relation or possessing a salient propeny may lead to

the interpretation of the novel word's phrase into the relation or property, and to

identification of the word as a predicator (both because of its association with the

nonseparable, and because of the explicit arguments).

This experiment also examined the identification of the count and mass

subcategories of common nouns by including trials in which a novel word was

paired· with an object or stuff of an unfamiliar kind. By comparing the results for

noun categories and predicator categories, it was possible ta compare the strengths

of links between types of being (Le., objects, stuff, and actions) and parts of

speech (Le., count nouns, mass nouns, and predicators or verbs) for nouns versus

predicators (e.g., to compare the strength of the link between abjects and count
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nouns on the one hand, and hetween actions and verhs on the other hand). The

inclusion of ohject and stuff trials served another purpose. Research has shown

that young children can identify count nouns and mass nouns on a purely

perccptual husis, interpreting a word used to lahel an ohject or stuff of un

unfamiliar kind as a count noun or mass noun, respectively; they need no

distrihutional evidencc to make these identifications (Gordon, 1985; McPherson,

1991; Soja, 1992; Soja et al., 1991). If it can he shown that adults are able to

identify count nouns and mass nouns through the same means as young children,

we can he more confident that they can identify predicators through the same

means as young children. In other words, if adults can he shown to use a

perceptually hased learning method when c1assifying words for novel kinds of

ohjeets and stuff without the henefit of distributional c1ues, despite their havir;g

learned additional, distrihutionally hased, methods for identifying count nouns and

mass nouns, then our confidence will increase that they can also use the

predicator-i<Jentification methods employed by young child ..en acquiring a first

language - for this would suggest that distrihutionally hased methods do not

completely sllpersede the early methods of learning; we could conclude that at

least sorne of the methods available early in learnillg remain available.

The experiment also includes conditions that permit an evaillation of the

Nonseparability Method of predicator identification, according to which action and

predicator interpretations should be favoured when the participants in an action

belong to familiar basic-Ievel kinds for which common nouns are known (and, with

an animate participant, for whom his or her proper name is known),

6.3.1. Method

6.3.1.1. Subjeets

Forty-two gradllate and lIndergradllate students and technicians from

McGiII University volunteered for the stlldy. Each sllbject was paid $5.00 for
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participation. Ali those who served as suhjects in this experiment speak English as

a first language or are Ouently hilingual.

6.3.1.2. Stimuli

The video stimuli were extracted from television programmes and

concatenated on a single videotape. The stimuli varied from 2 10 Il seconds in

length, and they were separated by 15 seconds of blackness.

There were 5 types of video, producing 5 levels of a factor 1 will cali Video

Type; the 5 types are listed in Table 6.

Table 6

Video Types lIsed il! Experimelll 3.

Intransitive Action:

Intransitive action of unfamiliar type (agent of a familiar kind)

Transitive Action:

Transitive action of unfamiliar type (agent and object of familiar kinds)

Object:

Atomic object of an unfamiliar kind

Stuft

Stuff of an unfamiliar kind

Unfamiliar Agent/Object:

Agent or object of action of unfamiliar kind; action of unfamiliar type

The most salient feature of the video for eight trials was an intransitive

action (Le., one lacking an object) for which most subjeets would not have a name

(i.e., the action was of a type likely to be unfamiliar); the action was performed by
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an individllal of a familiar basic-Ievel kind; tbese trials will be called the

!llIrall.l"itive-Actioll trials. The videos showed: a baboon hopping on ils hind legs; a

girl spinning in a circle while holding one foot in her hand with her leg in the air;

two storks bending their hcads backwards and forwards as part of a courting

ritual; two dllcks "dabbling down," that is, repeatedly tipping over so that their

heads are lInderwater and their rear ends are in the air; a man sitting on a bicycle

and making it "hop" without turning its wheels ("roek-hopping"); a Thompson

gazelle bounding along with its front legs kept together and its rear legs kept

together throllghout; two albatrosses bouncing their heads up and down in unison;

and an old woman performing a gentle exercise that resembles a series of deep

bows with the arms outstretched.

For seven trials, the video showed a transitive aetion (Le., one involving

both an agent and an object of the action) of an unfamiliar type; the agent and

object belonged to familiar kinds; these trials will be called the Transitive-Action

trials: a woman crumpling up a towel by repeatedly bending her toes while

pushing them against the towel; a salmon slapping the rocks on a riverbed with

her tail in preparation for spawning; a turkey spreading and folding its tail; a

woman passing an orange to a child while holding it under her ehin; a cockroaeh

passing an antenna slowly through its mouth with ils front legs; a gymnasl

pcrforming movements on the f100r that cause a large bail to roll up and down

her body without the use of her hands; and a bear scraping the surface of a pond

in search of fish.

For four trials, the most salient feature in the video was an object of an

unfamiliar kind, but sorne action was being performed ~n the object; these are the

Object trials. The objects were: a Victorian "posy-holder," a horn-shaped object

made of gold filigree, which was being lifted out of a oox; a mushroom-cap

jellyfish swimming by folding and unfolding the upper part of its body; a snuff box

with a built-in miniature gun barrel that can fire a bullet when the box is opened,

and this action was performed in the video (without any resulting fi ring of a
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bullet); and an Indian musical instrument loosely resemhling an accordian. which

was being played.

For another four trials. stuff of an unfamiliar kind was fealllred; as in the

Object trials, sorne action was being performed on it; these arc the StIlJ! trials.

The four kinds of stuff were: a kind of huilding material consisting of small white

pellets, which a man was letting run through his fingers; hlue puttYused to fill

dents in car bodies, which a man was mixing with a spatula-like implcment; a

coarse mealy dough prepared by South Ameriean natives, which was heing pressed

against a large square sieve by a native woman; and green copper ore, whieh was

being pulied l'rom a rock wall and manipulated in a man's hand.

For three trials, either the agent or ohject of an action was of an unfamiliar

kind; the action was of an unfamiliar type as weil; these arc the UnJall/i!iar

Agent/Object trials. One trial showed an agent of an unfamiliar kind performing

an intransitive action of unfamiliar type: a "mud-skipper", a kiml of fish that

propels itself across muddy land by pushing its fins against the ground. One trial

showed an agent of an unfamiliar kind performing a transitive action of unfamiliar

type on an object of a familiar kind: a spoon-hill (a water hird) skimming the

surface of a lake with its bill to search for food. One trial featured an agent of a

familiar kind performing a transitive action of unfamiliar type involving an object

of the action of an unfamiliar kind: a woman performing a type of Chinese martial

art in which a large baton-like object with tassels on the ends is rolled across the

body rapidly as the person spins in circles.

The verbal stimuli providing contexts for the nonce words were printed on

a piece of paper, with the response area printed on the other side of the shecl.

The nonce word used on a given trial was chosen l'rom among 26 nonce words,

and the order of the words used was randomised across subjects prior to thc

experiment using a random-number generator. The order in which thc various

word contexts were presented was also randomised across subjects in this way.

(The order of the videos was fixed because the technology used did not allow this

arder ta vary.)
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For Intransitive-Action and Transitive-Action trials, the word contexts

sometimes included one or two noun phrases, each containing a familiar noun,

that could he interpreted as arguments of the unfamiliar word if it was interpreted

as a predicator. In other words, the one or more noun phrases could be

interpreted into the ohject(s) involved in an action in the video. An attempt was

made to choose nouns that would be at the basic level for most subjects, although

the basic level may vary from person to person.

Sorne of the contexts containing English noun-phrase arguments also

provided distributional clues to the category of the word. Sorne contained no such

clues and were not well-formed formulae in English. Sometimes a distributional

clue to verb status was provided when no noun-phrase arguments were included:

the inflexion oing on the ward; this inflexion can only be conjoined with verb roots.

(NB: ln the word "herring," oing is not an inflexion. Also note that the subjects

always classified the root form of the word, which was printed at the top of the

response sheet, and that the contrast between the form with oing and the root

form should have ensured that the inflexion did indeed serve as a verb clue.)

A couple of trials tested the contrastive hypothesis of Eve Clark (1980,

1983a, 1983b, 1987, 1988) by reducing the plausibility of a basic-Ievel-noun or

proper·noun interpretation of the word, which might increase the Iikelihood of a

predicator interpretation. Prior to reading the nonce word (which appeared

without any additional context), the subject read a proper name for the agent of

the action in the video, and a familiar count noun for the agent's basic-level kind.

This manipulation does not rule out the possibility of sorne noun interpretation for

the word, for example its interpretation as a noun subordinate or superordinate to

the count noun presented.

The context in which a word appeared will be considered a level of a factor

1 will cali Word Colltext.

For the Intransitive-Action trials, one nonce word appeared in each of the

contexts shown below on a separate trial; "NP" is an abbreviation for "noun
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phrase"; the noun phrases consisted of the article "the" followed h)' a common

noun.

1) lntransitive-Verb call1ext: <NP signifying agent> \S <nonce wnrll>-\NG

2) Predicative-Adjective call1ext: < NP signifying agent> \S < nonce word>

3) Attributive-Adjective context: LOOK AT THE < nonce word> < noun signifying

agent's kind>

4) Ward + NP cantext: < nonce word> < NP signifying agent>

5) NP + Ward call1ext: < NP signifying agent> < nonce word>

6) Ward + oing cantext: <nonce word>-\NG

7) Camrastive cantext: The < noun signifying agent's kind> in the video is named

< nonce word # 1>. < nonce word #2 >

8) lsalated cantext: < nonce word>

To summarise, the 8 levels of Word Context are called: llllrallSitive VerIJ,

Predicative Adjective, Attributive Adjective, Ward + NP, NP + Wonl, Wonl + -ing,

Contrastive, and lsalated.

On the Transitive-Action trials, a word appeared in each of these contexts

on separàle trials:

1) Transitive-Verb context: <NP signifying agent> \S <nonce word>-\NG <NP

signifying object>

2) SVO context: <NP signifying agent> <nonce word> <NP signifying object>

3) SOV context: < NP signifying agent> < NP signifying objecl> < nonce word>

4) VSO context: <nonce word> <NP signifying agent> <NP signifying object>

5) Word + oing context: <nonce word>-ING

6) Contrastive context: The < noun signifying agent's kind> in the video is named

<nonce word #1>. <nonce word #2>

7) Isolated context: <nonce word>

If the nonce word is interpreted as a verb, then the contexts numbcred 2 to

4 represent the three word orders for a transitive verb and ils arguments that are

found most commonly among the world's languages: SVO, SOV, and VSO (where



•

•

209

"S" is the suhject noun phrase, "0" is the ohject noun phrase, and "V" is the verb;

see, e.g., Comrie, 19H]; Greenberg, ]963; Mallinson & Blake, 1981). To

recapitulate, the seven levels of Word Context for the Transitive-Action trials are

called: TrallSitive Verh, SVO, SOv, VSO, Word + -illg, COl/lrastive, and Isolated.

On trials showing an ohject or stuff of an unfamiliar kind (Le., the ûbject

and Stuff trials), the nonce word appeared in one of these four contexts:

1) COl/I/I-Nol/1l context: rrs A < nonce word>

2) Mal's-Nol/Il col/lext: ITS SOME < nonce word>

3) Nel/tral-Nol/Il col/lext: LOOK AT THE < nonce word>

4) Jsolated COl/lext: < nonce word>

The four levels of Word Context for these trials are thus called: COl/lit NOl/il, Mass

NOl/il, Nelllrai NOl/il, and Isolated.

For the three trials involving an action of unfamiliar type and an agent or

object of the action of an unfamiliar kind, the nonce word was always presented

hy itself.

The words and their contexts were always printed in capital letters with no

punctuation to avoid providing any clues not available to someone hearing spoken

speech (e.g., a capital letter at the beginning of a word could signal that it is a

proper name). The nonce word was also printed in capital leuers at the top of the

response sheet for that trial. It was decided to use written word strings rather than

spoken ones to reduce the chances of an experimenter effect due to the

experimenter's unconscious use of prosodic or other subtle clues in her voice and

demeanour that might signal the part of speech that conformed to her hypotheses

most closely. Since prosodic and nonverbal clues to the word's part of speech were

not relevant to the hypotheses being tested, they could introduce confounding

factors into the experiment unless varied systematically.

6.3.1.3. Procedure

The subject read a set of instructions which described the nature of the

study (see Appendix 0). The instruction sheet explained that the study was
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designed to gain insight into young children's learning of words. and that the

experimental situation would mimic a chilù's experiencc in several ways. First.

because children sometimes know the meaning of SOffie but not ail of the words in

a sentence they hear, the strings of words presenteù as stimuli in the experiment

would sometimes contain familiar English worùs, hut one wonl woulù always he

unfamiliar. Second, children have a limiteù \;nowleùge of language, and so they

cannot always use clues provided hy morphology and synl<LX in determining the

grammatical category of a word. The experiment mimics this situation hy

sometimes presenting the subject with word strings that do not form grammatical

utterances in English. These explanations were designed to prepare the suhjeets

for the weird nature of the verbal stimuli, and to encourage them to interpret the

word strings whether or not they were gmmmaticai. Thini, subjects were told,

children have relatively little experience of the world, and they often laek words

for certain aspects of situations. The instructions explained that in the experiment,

the videos may involve the unfamiliar. The instructions then wnrned the suhject

not to rely on a knowledge of grammar learned in schoo1. They were ndvised

instead to pay attention to their intuitions or "gut" feelings. The instructions then

explained the three response tasks in detni1.

The subjects learned the response tnsks with a set of 8 practice trials

involving familiar English words: "cat" (a count noun), "previous" (an nttrihutive

adjective), "slap" (a transitive verh), "flour" (a mass nouil), "funny" (an ndjective),

"sob" (an intransitive verb), "Robert" (a proper noun), and "ahlaze" (a predicative

adjective).

In the experiment proper, the subject read a ward string containing a nonce

ward and then immediately viewed one of the video stimuli. The suhject then

flipped over the sheet of paper on which the word string was printed, read the

root form of the nonce ward at the top of the sheet, and completed the three

response tasks on that sheet. When the subject was finished, the next trial began.
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6.3.1.4. Response Tasks

6.3.1.4.1. Meaning Task. The first response task was designed ta determine

the approximate meaning of the ward for the subject. The subject was asked ta

decide if the ward signified:

1) a specifie individual (as a name),

2) a type of animate bounded abject,

3) a type of inanimate bounded abject,

4) a type of stuff or substance,

5) a type of activity, action, process, or change of state,

6) a type of property, quality, attribute, or state, or

7) other (please specify).

The instructions explained tbat a bounded object was one with fixed

boundaries, such as a cup: "If a cup is broken into pieces or cut in two, the pieces

cannot he called cups, and the collection of pieces, fitted together appropriately,

constitute a cup. Also, if two cups are glued together (say bottom to bottom), the

result is not a cup. Two small cups do not form one larger cup. This shows tbat

cups have boundaries that cannot be arbitrarily changed without the objects

ceasing to be cups. Contrast cups with clay. A lump of clay can be divided into any

number of lumps, and each lump is equally a lump of clay. And two lumps of clay

can be put together to form one larger lump of clay. So a lump of clay is not a

'bounded object,' but a cup is a bounded object. A puddle is not a bounded object

because its boundaries can change as rain increases its size or the water in il

evaporates, and yet it still remains a puddle. Examples of bounded objects are

chairs, people, apples, televisions, and books."

The second and third response tasks permitted a determination of the part

of speech of the word.

6.3.1.4.2. List-Matching Task. In the second task, subjects made a series of

decisions in which they matched the word to one of two or three lists of English
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words on the basis of its part of speech. The word lists appeared on a separa te

sheet (see Appendix E). By having subjects match the word to a list, the task did

not require any explicit (i.e., conscious) knowledge about the names or even the

existence of specific parts of speech.

The subject's first choice in this task was between a list of nouns (cOlmnon

nouns and proper nouns) and a Iist of predicators (verbs and adjectives).

If the subject matched the word to the Iist of nouns, thcn the next choicc

was between a Iist of proper nouns and common nouns. If the subject chose the

Iist of common nouns, the next choice was between a list of cOllnt nouns and a Iist

of ma~s nouns.

If the subject first matched the word to the list of prcdicators, the nest

choice was between a list of verbs and a Iist of adjectives. If the sllbject chose the

verb Iist, the next choice was between a Iist of intransitive verbs and a list of

transitive verbs. If the subject chose the adjective Iist, the nest choice was among a

Iist of adjectives that can appear both attributively and predicatively, a Iist of

adjectives that can only appear in predicative position, and a Iist of adjectives that

can only appear in attributive position (Le., in front of a noun).

After each choice, the subject was asked to rate his or her level of

confidence in the decision on a five-point scale (with the extremes of the scale

coded as "wild guess" and "highly confident").

This response task forced the subject to choose one part of speech for the

word. It was hoped that this choice would reflect the "lexical" or "default" category.

Words can and do change their part of speech when placed in appropriate

linguistie contexts, but most words have one part-of-speech category that is the

default or the lexical part of speech. For example, if someone is asked what is the

part of speech of the word "run," he or she will typically say "verb." But when the

word is placed in a meaningful noun context (e.g., "He went for a run around the

park"), the listener can readily accept the utterance a~ grammatical. The list

matching task has the advantage of tapping into the lexical or default category of

the word. Its disadvantage is that people's intuitions about the category of a word
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oulside a senlenlia! conlexl mighl he somewhal weak, and the matching task might

therefore he quite difficult. In addition, this task produces many missing values

hecause a given choice eliminates other ones that follow from the choice not

made (Le., a choice of the noun list at one stage eliminates the verb/adjective

choice and choices among verbal and adjectival subcategories); as a result, one

cannat analyse the data for ail measures while retaining statistical power.

6.3.1.4.3. Grammaticality Task. The third response task complements the

second one. Ils advantages are that, first, it asks subjects to make judgements

about which they have strong intuitions and, second, it provides data for ail trials

and ail subjects for each part of speech. Ils disadvantage is that it allows the ward

to change categories depending on the context, preventing a determination of the

default or lexical category. In this task, subjects were asked to judge the

grammatical appropriateness, or grammaticality, of placing the ward in various

contexls. Each context was appropriate for a word belonging to a specific part of

speech. Here are the contexts:

COI/nt NOW1: "1 am thinking of another "

Mass NOl/n: "There is tao much --'
Proper NOW1: "Ask to do it."

Transitive Verb: "She/il was -ing il/her."

intransitive Verb: "He/it was -ing."

Predicative Adjective l : "He/il remains "

Predicative Adjective,: "He/it is really "

Auribwive Adjective: "Let's talk about the one."

Subjects were asked ta fill in the blank mentally wilh the nonce ward (as it

appeared at the top of the response sheet, Le., in root form) and ta decide if the

sentence was grammatically appropriate. They responded on a five-point scale

with the extremes of the scale coded as "inappropriate" and "appropriate." They

were asked ta concentrate on grammaticality rather than meaning, ahhough a

grammatical sentence was usually meaningful. (Two contexts for predicative
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adjectives were included because not ail such adjectives fit weil in either of these

contexts, but most fit weil i,n one or the other.)

6.3.2. Results

Of the 42 subjects, 4 were unable to adequately learn the response tasks as

evidenced by many errors on the practice trials. Data for these subjccts werc not

included in the analyses. The resulting sample size is 38.

For tests of significance, the nominal level of probability Cl used as the

criterion for significance was set at .01 because of the large number of tests

conducted (Le., to reduce somewhat the probability of making a type 1 error).

Because of the necessity of performing repeated-measures analyses, and because

violations of the repeated-measures ANOYA's assumptions of compound

symmetry and sphericity were suspected, a multivariate approach to repeated

measures analysis was taken (see Davidson, 1972; Romaniuk et al., 1977). Because

the assumptions of normality and homogeneity of variance and covariance were

violated, a criterion that is robust against these violations (see Oison, 1974), the

Pillai-Bartleu Trace Criterion V (Bartleu, 1939; Pillai, (955), was used whenevcr

possible. For a few analyses, a singular or neariy singular matrix prevented the use

of the multivariate technique. In those instances, a univariate repeated-mcasures

ANOYA was run, but significance of the F statistic was determined using degrecs

of freedom adjusted according to the Greenhouse-Geisser method of correction

(see Geisser & Greenhouse, 1958; Greenhouse & Geisser, 1959). For planned

comparisons and for main effects, in multi-way analyses, of factors with only 2

levels, the F values reported are the square of the t value for dependent sampies.

Note that the t test is robust against violations of its assumptions of normality and

homogeneity of variance when the treatment groups are of equal size and the

sample size exceeds 25 or 30 (e.g., Boneau, 1960).
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6.3.2.1. Measures

For the List-Matching task, a measure was constructed for each choice to

reflect hoth the decision made and the level of confidence in that decision. The

highest level of confidence was coded as "1" if the subject chose the list on the left,

and as "10" if the suhject chose the list on the right. The lowest level of confidence

was coded as "5" for the list on the left and "6" for the list on the right. The

nllmhers from 2 to 4 represent intermediate levels of confidence for a choice of

the list on the left, and the numhers from 7 to 9 represent intermediate levels of

confidence for the choice of the right-hand list.

For the Grammaticality task, the scores Tange between 1 and 5 where "1"

indicates that the sllhject felt the context was inappropriate and "5" indicates that

the context seemed appropriate.

For the Meaning task, the data are nominal, with seven possible values, one

for cach category of meaning.

6.3.2.2. List-Matching Task

The first choice in this task was between a list of nouns and a list of

predicators. This is the key choice for a test of the learning theory presented in

this dissertation. The means for ail trials appear in Table 7.

Inspection of the table shows a strong effeet of Video Type: For trials on

whieh sllbjeets viewed a video of an object or stuff of an unfamiliar kind, the

means are ail weil below 5.5, indicating that the word was matehed to the noun

lis!. For ail but one trial on which subjects viewed a video of an action of

unfamiliar type, the means are above 5.5, indicating that the word was usually

matched to the predieator list. The one exception is the condition in which an

entity of an unfamiliar kind (a mud-skipper) was shown performing an intransitive

action of unfamiliar type. Here, the unfamiliarity of the agent's kind seemed to

favour a noun interpretation for the novel word.

For almost every type of video, a signifieant effeet of Word Context was

obtained; for Stuff trials, the effeet was nearly signifieant (p = .017). (See the V

values in Table 7.)
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Means (and standard del'iatiollS) for tlze nOlln/prediClltor clzoice on tlze List-Matclzing
task for ail trials in Experimelll 3. (/lJmllS in tlze ranges 1-5.5 and 5.5-10 slzo\l' Il

tendene)' to matelz tlze \l'onl to tlze 11011/1 list wul to tlze [lfl'lliClltor list respectil'c/\',)

Video Type
Word Conle't

abject
Count Noun
Mass Noun
Neutral Noun
Isolaled

V (tif)

StulT
Count Noun
Mass Noun
Neutral Noun
Isolaled

V (tif)

Intnmsltive Action
Intransitive Verb
Predicative Adjective
Attributive Adjective
Ward + NP
NP + Ward
Word + oing
Conlrastive
Isolated

V (tif)

Tmnslt!ve Action
Transitive Verb
sva
sav
vsa
Ward + oing
Contrastive
Isolated

V (tif)

5.lll (3. 35)'

3.~7 (3, 35)

16.93 (7, 31l)'

9Jl6 (6, 32)'

Mean (Standard Deviation)

1.21 (1l.71l)
I.S') (I.e. 1)
1.26 (IlH»
2.11(1.'>7)

1.95 (1.79)
1.21 (1l.53)
1.29 (1l,57)
2, I~ (2.-14)

9.'l2 (1l,27)
9.39 (I.lXl)
9.21 (2.ll3)
6.42 (3$2)
Hon (2.1ll)
9.78 (1l.51l)
7$9 (2.75)
6.32 (3.72)

9.87 (UAI)
9.87 (U.34)
!l.89 (1.77)
7.84 (3.03)
9.55 (1.18)
7.87 (2.91)
6.74 (3.71l)

•
Unramillar Agent or abject (Isolated Ward)
-Intransitive Action/Agent Unramiliar
·Transitive Action/Agent Unramlliar
·Transitive Action/abject Unramlliar

V (df) 21.72 (2, 36)'

'Significant at Q = .01.

2.61 (2.75)
5.89 (3.77)
6.39 (3.59)
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6.3.2.2.1. Ohject and StufT Trials. For thesc trials. the results for Ward

Context can be summarised as follows: ln tbe Isolated condition (in wbicb the

word appeared by itself), subjeets were less confident that the word was a noun

tban in the tbree conditions in which the word appeared in a noun context of

some sort - although none of the means was found ta differ significantly l'rom any

other at the a = .01 level in Tukey HSD post hoc tests.

On 94 percent of the abject and Stuff trials, the subject indicated in the

List-Matching task that the ward was a common noun (versus a proper noun or a

predicator). The results presented below are for the choice between the Iist of

count nouns and the list of mass nouns.

An ANOVA was run using two within-subjects factors and their interaction.

The first factor was Video Type: abject or Stufr. The second factor was Word

Context: Count Noun ("ITS A < nonce word », Mass Noun ("ITS SOME < nonce

word », Neutral Noun ("LOOK AT THE < nonce ward> ), or Isolated (i.e., the

nonce ward alone). A multivariate technique was used for the second factor and

for the interaction effec!.

The main effects for both factors were sign:ficant, and the interaction was

also significan!. For Video Type, F (l, 23) = 251.45, P < .01. For Word Context,

V (3,21) = 24.77, P < .01. For the interaction, V (3,21) = 16.99, P < .01. The

largest effect was the main effect of Video Type. The values of the dependent

variable can range l'rom 1 ta 10, where "1" indicates high confidence that the word

is a count noun and "10" indicates high confidence that the ward is a mass noun.

The mean for the abject trials was 2.54 (SD = 1.13); the mean for the Stuff trials

was 8.13 (SD = 0.97).

The effect of syntax was apparent only when the Iinguistic context and the

stimulus were sueh as to favour eompeting hypotheses about the word's nou::

subcategory. In two planned comparisons, one for each Video Type, the trials in

which the syntax and the stimulus were incongruent in this way were found to

differ significantly l'rom the other trials; for abject trials, F (1,23) = 28.79, p <

.01; for Stuff trials, F (l, 23) = 54.90, p < .01. When there was an incongruence



• 21X

between the syntm; and the stimulus. subjects tended ln make choices com;istent

witb the syntiLx. but they did so. on average. with very low confidence in their

decisions; see Table H.

Table 8

Me(lIls (and standard del'iations) for thc cOllllt-II01I1l/lIla.l'S-nolll/ choiee on the Ust

Matching task for comiJillatio/lS of ohject or stllff trials lI'ith the slliJCIltcgory-specijic

Ward Colltexts in Experimellt 3. (Mealls ill the range /-5.5 illtliClltc a tcndent)' to

choose the COli/li-lia/ill list, ami meWlS in the range 5.5- fi) illdicate a tendeney to

chome the list of mass nOlIllS.)

Video Type

Word Context

Count Noun

Ma~s Noun

Object

1.50 (1.70)

5.54 (4.05)

Stufr

4.47 (3.H4)

9.76 (0.49)

•

In Tukey HSD post hoc tests, it was round that on Object trials, the means

for the Count-Noun context, the Neutral-Noun context, and the )solated condition

did not differ significantly. Similarly, on Stuff trials the means did not differ for

the Mass-Noun context, the Neutral-Noun context, and the )solated condition.

These finùings suggest that when an object of an unfamiliar kind is presented, no

distributional clues are necessary to determine that the word is a count noun.

When stuff of an unfamiliar kind is presented, no positive evidence l'rom syntax is

required to classify the word as a mass noun. McPherson (1991), Gordon (1985),

and Soja (1992; Soja et al., 1991) obtained similar results with young children. The
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results for the Ohject and Stuff trials indicate that adults have access to a learning

method used early in learning a first language, that is, the method that McPherson

shnwed to he operative in one- tn three-year-olds laeking sufficient knowledge of

syntax te> identify coun! nouns and mass nouns on a distrihutional basis. The

adults' access to this early learning method increases one's optimism that adults

also have access to early learning methods for identifying predicators, methods

used prior to acquiring extensive knowledge about the distributional privileges of

verhs and adjectives. If such optimism is well-founded, then the data for the action

trials of this experiment may tell us something about young children's predicator

identification methods, as hoped. Let us now examine those data.

6.3.2.2.2. Intransitive-Action Trials. For these trials, means tended to be

higher for the noun/predicator measure when the word's context contained noun

phrase arguments, reflecting a higher proportion of matches to the predicator list.

A planned contrast compared the means for the conditions in which the word

appeared with an explicit argument (with or without distributional clues) and the

conditions in which no argument was present in the word context. The contrast

was not quite significant at Ct = .01: F (1,36) = 4.64, P = .019 (one tailed; the

direction of the difference was predicted from the theOlY). The failure to obtain a

significant contrast might be due to the large mean for the Word + -ing condition

relative to the means for the other two contexts in which no argument appeared,

and, as weil, to the small mean in the Word + NP condition relative to the means

for the other contexts containing arguments. In Tukey HSD post hoc tests, the

mean for the Word + -ing condition was found to differ significantly from the

mean for the Isolated condition; the difference with the mean for the Contrastive

condition, the remaining context in which no argument appeared, was nearly

significant (p = .019). The mean for the Word + NP condition was found to differ

significantly from ail of the means for other conditions with an argument in the

context. The low mean in the Word + NP condition reflects a large number of

decisions to categorise the word as a proper noun. In English, a phrase such as
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"Fido the dog" is common. and suhjects may have assumed that the word in front

of the NP was a proper noun in a phrase such as this one.

Distributional clues associated with the categories ver/> and lItijl'Clil'l'

increased subjects' tendency to identify the word as a predicator with a high level

of confidence. When the word appeared with an NP. means were higher if the

conte~{( was a grammatical sentence in English (i.e .• in the Intransitive-Yerh

condition or in one of the two adjective conditions): F (1,36) = 27.54, JI < .O!.

When no NPs appeared in the word's context. a verb clue still pmmoted

predicator identification; in a contrast. the mean for the Wonl + oing condition

was found to be significantly higher than the mean for the other two conditions in

which the word appeared without noun phrases (i.e., Contrastive and Isolated): F

(1, 36) = 42.11. p < .01.

A principle of contrast did not seem to play any significant mie in part-of

speech decisions in this task. or at least knowledge of a pmper name for the agent

did not promote an action interpretation. (The subjects Iikely already knew a

basic-level noun for the agent, so reminding them of this noun hy presenting it

might have no effect in blocking a basie-Ievel noun interpretation over amI ahove

the effect of their knowledge of the noun.) ln the Contrastive condition, the mean

response was lower than in most conditions (although it was only significanlly

lower than one mean, the mean for the Intransitive-Yerb condition, according to

Tukey HSD post hoc tests), and the mean was not significantly higher than the

mean in the Isolated condition. So when the nove) word appeared a!one, the

ruling out of a proper-noun interpretation did not make predieator interpretations

significantly more frequent.

For trials on whieh the subject interpreted the ward as a predicator

according ta the List-Matching task, the choice of the verb Iist or the adjective list

varied across conditions: F (7, 49) = 10.33, P < .01. One factor affecting decisions

was the presence of distributional clues for a specifie subcategory of predicator. In

a planned contrast comparing the conditions in which the word appeared with

verb syntax (Intransitive-Yerb context or Word + oing) and adjective syntax
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(Predicative Adjective or Attrihutive Adjective), mean responses were found to

differ significantly: F (1, 7) = 36.H5, p < .01. The presence of a noun-phrase

argument without distrihutional clues seemed to favour verb interpretations; when

the word appeared with an argument, it tended to he interpreted as a verb unless

it appeared in an adjective contexl. A contrast between the adjective conditions

and the two conditions with an argument but lacking verb syntax was significant:

F (1, 7) = 20.78, p < .01. This result may indicate that the adults in this study had

learned a correlation between actions and verbs, or they may have had an

(unlearned) expectation that actions, which are prototypical of the nonseparable,

will he associated with verbs, which are prototypicaJ of predicators (see section

6.3.3). Verh syntax did not increase greatly the tendency to classify the word as a

verh heyond the level attained with the presence of arguments aJone. A contrast

between the two verh-syntax conditions and the two argument-without-syntax

conditions was not significant at ex = .01: F (1,7) = 8.41, P = .023.

When subjects indicated that the word was a verb on the List-Matching

task, they almost always judged the word to be an intransitive (versus a transitive)

verb (see Table 9), except in the Word + NP condition. Perhaps the placement of

the argument after the word suggested to these English speakers that the NP was

the object of the verb, even though it signified the agent of the action.

Most subjects have a missing value for the choice between the intransitive

verb and transitive-verb lists in the adjective conditions, so these two conditions

were dropped in comparing means across conditions. The effect of condition was

not significant: F (2, 8) = 3.63, p = .076 (a repeated-measures ANOVA with

Greenhouse-Geisser corrected degrees of freedom was used because the small

number of data prevented any meaningful use of a multivariate procedure). The

means for ail conditions are presented in Table 9.

Il is interesting that the Jowest mean is for the Intransitive-Verb condition.

This is the only condition in which a lack of transitivity is absolutely clear from

the word's context (although the presence of one and only one noun phrase in the
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Mean respollSe for the illtrtlnsitit'c/trtlnsitit'c l'ai> choiC<' on thc List-I\t<ltching tll.,k Ji)1'

/ntrtlmitive-Action trials in Expailllcllt 3. (!llculIJ in the rtlnge /-5.5 ine!imte li

tendency to chDose the illtrtlnsitil'e-l'cri> list. une! II/CmlS in the rtlnge 5.5-/11 i",/imte U

tendency to choose the trtlnsitive-l'eri> list.)

Word Context

Intransitive Verb

Predicative Adjective

Attributive Adjective

Word + NP

NP + Word

Word + oing

Contrastive

Isolated

Mean (Standard Deviation)

1.53 ( 1.56)

1.60 (0.70)

2.20 ( 1.30)

6.17 (3.76)

2.12 ( 1.90)

1.97 (2.05)

2.79 (2.72)

2.75 (2. Ill)

•

Word + NP and NP + Word contexts, and in the adjective contexts, would tend

to suggest that the word was not a transitive verh). Despite the lack of any ohject

of the action, subjects were less sure that the verh was intransitive when c1ear

evidence about its argument structure was lacking, although not significantly so in

post hoc tests.

6.3.2.2.3. Transitive·Action Trials. Results for the Transitive-Action trials

were similar to those for the Intransitive-Action trials. In choosing hetween the

lists of nouns and predicators, the presence of noun-phrase arguments increased

the subjects' level of confidence in their choice of the predicator lis!. In a planned

contrast, the mean for the conditions in which the word appeared with NP
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arguments was found to differ significantly from the mean for trials on which no

NPs appeared with the word: F (1,37) = 11.64, P < .01 (one tailed). In the

Isolated condition and in the Contrastive condition, a number of subjects (13 and

7) interpreted the word as a noun, and most of these (11 and 6) interpreted the

word as a common noun in particular (usually a count noun). In tests of

proportions comparing pairs of Word Context conditions, it was found that the

proportion of subjects interpreting the word as a noun in the Isolated condition

(.34) was significantly higher than in three of the conditions in which the word

appeared with noun phrases (SVa, sav, and Transitive Verb; the proportions

were .00, .05, and .00 respectively; for these three proportions, Z = 3.96, 3.17, and

3.96, p < .01, one tailed, in each case), and it was also higher than the proportion

in the Word + oing condition (.03; Z = 3.55, p < .01, one tailed); the proportion

in the Contrastive condition (.18) was significantly higher than in two of the

conditions with noun-phrase arguments (SVa and Transitive Verb; the proportion

was .00 for both of these conditions; Z = 2.78 in each case, p < .01, one tailed).

These results provide support for the hypothesis that the presence of noun-phrase

arguments will increase the likelihood of a predicator interpretation (versus a

noun interpretation).

Verbal distributional clues also favoured a match with the predicator list.

Among the conditions including arguments in the word context, the mean for the

Transitive-Verb context was significantly higher than for the other three contexts

combined; the latter contained arguments but no distributional clues (SVa, Say,

and VSa): F (1,37) = 17.72, p < .01. It should be noted, though, that the means

for the Transitive-Verb context and the sva condition were identical. Among the

conditions in which no NPs appeared, the condition providing a distributionaI clue

(Word + oing) yielded a higher mean than the other two conditions (Isolated and

Contrastive): F (l, 37) = 28.83, p < .01.

No effect of contrast was evident in these trials for the noun/predicator

choice in the List-Matching task. The mean for the Contrastive condition was not

significantly higher than the mean for the Isolated condition, according to a Tukey
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HSD post hoc test, suggesting that knowledge of .1 proper nOlln for the agent does

not promote predicator identification. (The hasic-Ievel COlint nOlln for the agent's

kind was likely familiar, so the only effectively new information in this condition is

the proper name.)

In the VSO condition, suhjects often assllmed the word was a proper name,

as they did during an Intransitive-Action trial in the Word + NP condition. Of the

38 subjects, 7 (18.4 percent) interpreted the word as a propcr nOlln. This type of

response lowered the overall mean for this condition.

In the choice between a Iist of verhs and a list of adjectives, virtllally ail

subjects who interpreted the ward as a predicator chose the list of verhs in ail

conditions. In choosing between the intransitive-verh and transitive-verb

categories, mean responses differed across conditions: F (4, 45) = 7. HI, fi < .01

(from a repeated-measures ANOVA with Greenhouse-Geisser corrected degrees

of freedom; there were too few data for a multivariate analysis). When no

arguments appeared in the word's context, suhjects displayed a greater tendency to

match the word to the Intransitive-Verb lis!: F (1, 12) = 34.29, fi < .O!. In other

words, positive evidence of transitivity was often needed to c1assify the word as a

transitive verb, even though the action was transitive. This result shows that for

the distinction between transitive and intransitive verbs, a more tenllous link exists

between meaning and part of speech than was observed in the Object and Stuff

trials for the distinction between count nouns and mass nouns; in those trials, the

presence in the video of an cbject or stuff of an unfamiliar kind was sufficient for

determining the subcategory of noun (count or mass). The means for the

intransitive/transitive choice are shown in Table 10.

6.3.2.2.4. Unfamiliar Agent or Object Trials. When the agent or abject of

an action of unfamiliar type was of an unfamiliar kind, predicator interpretations

were less frequent when the agent's kind was unfamiliar, for one of two such

trials, but not when the object's kind was unfamiliar; for the intransitive action

with an agent of an unfamiliar kind, the mean on the noun/predicator measure
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Tahlc ID

Mean r('sponse for the illlrallSitive/transitive verb c!lOice on the List-Matching task for

Transitive-Action trials in Experimelll 3. (Means be/ow and above 5.5 indicate a

t{'/u/enGY to c!wose the illlransitive-verb list and the transitive-verb list respective/y.)

Word Context

Transitive verh

SYO

SOY

YSO

Word + oing

Contrastive

Isolated

Mean (Standard Deviation)

9.21 (2.03)

9.17 (1.98)

7.81 (3.06)

9.00 (1.63)

5.57 (3.94)

4.32 (3.35)

5.04 (3.30)

•

was significantly lower than the means for the other two conditions, according to

Tukey HSD post hoc tests. Subjects choosing the noun list in this condition

matched the word to the list of count nouns on 91 percent of the trials; otherwise,

they matched it to the list of proper names. When we look at the results for the

meaning task, it will become clear that this finding is due to an effect of

contrasting meanings, so that action and predicator interpretations are considered

only when a basic-level-kind hypothesis about meaning is ruled out by prior

lcarning of a basic-Ievel noun for the kind uf ubject, as required in the

Nonseparability Method of predicator identification. The absence of any strong

effect in this direction for the transitive actions with an agent or object of an

unfamiliar kind is discussed later, when the results for the Grammaticality Task

and the Meaning Task are presented.
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6.3.2.3. Grammatieality Task

The results for this task were similar to those ohtained in the List-Matching

task. The mean responses for ail trials arc shown in Tahle 11. Note that means

near 1 indicate that the word context was generally judged inappmpriate for the

word, whereas means near 5 indicate a preponderancc of judgements that the

context was appropriate.

The pallern of means shows a strong effeet of Video Type: Words

presented during an Object trial were judged to fit weil in the Count-Noun

context; in the Stuff trials, the word was judged grammatical in the Mass-Noun

context; in the Intransitive-Action trials, the Intransitive-Verh context was judged

appropriate for the word in most conditions; on Transitive-Action trials, hoth the

verb contexts were judged suitable for the word (reflecting, perhaps, the

grammatieality in English of dropping an object argument); for the three

conditions involving an agent or object of an unfamiliar kind involved in an action

of unfamiliar type, one of the verb contexts (the Intransitive-Verh context) was

judged appropriate for the word in two conditions (and the Count-Noun context

was judged appropriate in one condition - Intransitive Action, Unfamiliar Agent).

For ail other combinations of Video Type, Word Context, and Task, the means

tend to be below the value of the neutral point in the S-point rating scale (Le., 3).

6.3.2.3.1. ûbject and StulT Trials. Significant effects of Word Context (see

the V and F values in Table Il) were found for means in the Count-Noun and

Mass-Noun grammaticality tasks. (The significant effects for the Predicative

Adjective contexts are due to the fact that mass nouns, but not count nouns, fit

fairly weil in these contexts; e.g., "It is really buller," and "II remains ice.") ln

addition to these analyses, a two-way ANOVA was run for each of the two

common-noun grammatieality ta~ks, with Video Type (Object or Stuff) and Word

Context (Count Noun, Mass Noun, Neutral Noun, or Isolated) as repeated

measures. For means from the Count-Noun grammaticality task, the main effects
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Table J J. Means (and standard deviatians) in the Grammaticality tasks for ail trials in Experimem 3.

Grammaticality Task
Video Type

\Jord Context Count Noun Hass Houn Proper Noun Intrans. Verb Trans. Verb Pred. Adj., Pred. Adj 01 Attrib. Adj.

abject
Cotrit Noun 4.82 (0.69) 1.13 (0.41) 1.18 (0.51) 1.11 (0.52) 1.05 (0.32) 1.37 (1.02) 1.50 (1.27) 1.55 (1.20)
Hass Noun 3.18 (1.84) 3.26 (1.90) 1.29 (0.73) 1.19 (0.70) 1.16 (0.68) 2.18 (1.75) 2.34 (1.77) 1.55 (1.16)
Neutral Noun 4.61 (1.03) 1.37 (1.00) 1.45 (1.08) 1.16 (0.69) 1.08 (0.36) 1.37 (1.00) 1.55 (1.25) 1.45 (1.03)
Isolated 4.34 (1.38) 1.47 (1.03) 1.32 (0.90) 1.35 (1.06) 1.29 (0.96) 1.68 (1.32) I.B9 0.54) 1.34 (0.97)

J1 (dt) 11.09 (3, 35)" 19.84 (3, 35)" 0.93 (3, 35) 1.36 (3, 34) 2.05 (3, 35) 3.25 (3, 35)" 3.47 (3, 35)" 0.53 (3, 35)

Stuff
Count Noun 3.B9 (1.69) 2.76 (1.79) 1.11 (0.39) 1.32 (0.96) 1.16 (0.68) 1.95 (1.56) 2.05 (1.63) 1.47 (1.01)
Hass Noun I.B2 (1.47) 4.89 (0.39) 1.0B (0.36) 1.34 (1.05) 1.29 (1.01> 3.03 (LBS) 2.95 (1.86) 1.45 (0.9B)
Neutral Noun 1.68 (1.2B) 4.79 (0.91> 1.0B (0.36) 1.21 (O.Bl) 1.21 (0.81) 3.05 (1.84) 3.00 O.B7) 1.21 (0.74)
Isolated 1.84 (1.39) 4.66 (1.02) 1.14 (0.67) 1.42 (1.11) 1.55 (1.27) 2.84 (1.B2) 3.03 (1.92) 1.32 (0.93)

J1 [fI (!!f) 14.13 (3, 35)" 18.74 (3, 35)' [0.731 (l, 50) 0.44 (3, 35) 1.04 (3, 35) 4.19 (3, 35)" 3.54 (3, 35)' 1.88 (3, 35)

Intransitive Action
IoUans. V 1.26 (0.92) 1.92 (1.51) 1.00 (0.00) 4.82 (0.69) 2.16 (1.52) 1.84 (1.52) 2.1B (1.74) 1.B2 (1.44)
Pred. Adj. 1.18 (0.69) 1.37 (1.05) 1.00 (0.00) 2.34 (LBS) 1.37 (0.94) 3.68 (1.47) 3.B9 (1.57) 3.92 (1.60)
Attrib. Adj. 1.26 (0.86) 1.39 (1.05) 1.03 (0.16) 2.0B (1.60) 1.24 (0.63) 3.47 (1.77) 4.00 (1.51) 4.16 (1.37)
Word+NP 2.37 (1.78) 1.13 (0.66) 2.53 (1.94) 2.92 (1.94) 2.37 (1.85) I.B9 (1.57) 2.11 (1.77) 1.34 (1.02)
NP+\lord 1.32 (0.77) 1.45 (1.13) 1.21 (0.91) 4.29 (1.47) 2.11 (1.57) 1.5B (1.29) 1.5B (1.31) 1.45 (1.11)
\lord.· iog 1.30 (0.91) 1.83 (1.46) 1.03 (0.16) 4.81 (0.74) 2.22 (1.51) 1.59 (1.12) 1.76 (1.40) 1.76 (1.40)
Contrastive 1.97 (1.62) 1.29 (1.01) 1.11 (0.65) 3.74 (l.BO) 2.11 (1.67) 1.92 (1.44) 2.0B (1.5B) 1.95 (1.52)
Isolated 2.32 (1.77) 1.55 (1.22) 1.39 (1.03) 3.29 (1.86) 1.B9 (1.47) 1.79 (1.51) 1.84 (1.55) 1.76 (1.42)

J1 [fI (dt) 4.94 (1, 30)" 2.02 (7, 29) [14.231 (2, 76)' 18.39 (1, 3D)" 7.32 (1, 30)" [15.131 (6, 207)' [16.321 (S, 188)" 22.35 (1, 30)'

Transitive Action
Trans. Verb 1.11 (0.51) 1.5B (1.27) 1.00 (0.00) 3.00 (1.59) 4.B2 (0.73) 1.39 (1.00) 1.68 (1.36) 1.37 (0.97)
SVO 1.16 (0.72) 1.0B (0.36) 1.05 (0.32) 3.34 (1.74) 4.61 (1.03) 1.47 (1.20) 1.47 (1.20) 1.45 0.13)
SOV 1.21 (0.91) 1.53 (1.16) 1.05 (0.32) 3.11 (1.77) 3.53 (1.B3) 2.03 (1.67) 2.11 (1.66) 1.53 (1.22)
VSO 1.B2 (1.52) 1.37 (1.05) 1.66 (1.44) 3.0B (1.76) 3.95 (1.61) 1.95 (1.59) 1.95 (1.56) 1.37 (1.00)
Uord+·ing 1.13 (0.67) 1.71 (1.43) 1.00 (0.00) 4.00 (1.47) 3.72 (1.67) 1.5B (LOB) 2.24 (1.57) 1.74 (1.37)
Contrastive 1.61 (1.31) 1.34 (0.94) 1.13 (0.66) 3.89 (1.69) 2.42 (1.70) 1.50 (1.16) 1.55 (1.29) 1.45 (1. lB)
Isolated 2.0B (1.67) 1.42 (1.13) 1.13 (0.66) 2.87 (1.68) 2.76 (1.B2) 1.39 (0.97) 1.82 (1.49) 1.21 (0.70)

J1 [fI (df) 3.82 (6, 32)' 2.24 (6, 32) [4.11] (2, 86)" 2.85 (6, 32) 19.39 (6, 3D)" 1.48 (6, 32) 2.20 (6, 32) 1.29 (6, 32)

IkIf_H 1ar Agent or abject (lsolated Uord)
-Intransitive 4.18 (1.49) 1.18 (0.65) 1.61 (1.28) 1.50 (1.27) 1.05 (0.23) 1.55 (1.31) 1.71 (1.47) 1.53 (LOB)
-Trans. Agent 2.84 (1.92) 1.21 (0.66) 1.50 (1.22) 3.05 (1.94) 1.84 (1.4B) 1.71 (1.39) 1.84 (1.57) 1.39 (0.92)
-Trans. Object 2.50 (1.BO) 1.55 (1.29) 1.26 (0.86) 3.34 (1.B2) 2.37 (1.79) 1.B2 (1.47) 1.79 (1.53) 1.71 (1.33)

J1 (!!f) 13.93 (2, 36)" 1.89 (2, 36) 1.49 (2, 36) 17.16 (2, 36)" 11.40 (2, 36)" 1.46 (2, 36) 0.49 (2, 36) 1.47 (2, 36)

'Signifieant at a = .01.

•
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of Video Type and Word Context were significant: For Video Type. F (1 • .17) =

111.48. P < .01; for Word Context. V (.1. .15) = 19..18.1' < .01. The interaction was

also significal1l: V (3.35) = 9.76. P < .01. For the Mass-Noun grammaticality task.

the main effects of Video Type and Wnrd Context were abo signilkant. as was

the interaction of these factors: For Video Type. F (1.37) = 302.70.1' < .01; for

Ward Context. V (3,35) = 21.42. P < .01; and for the interaction. V (3, 35) =

9.13. p < .01. These results can be interpreted as follows: Words p.lired with

abjects were usually interpreted as count nouns. and words paired with stuff were

usually interpreted as mass nouns. Responses deviated l'rom this pattern if the

Word Context was incongruent with the Video Type; when the word was

presented in a Mass-Noun context on an Ohject trial. or in a Count-Noun context

on a Stuff tïial, it was judged to fit better in a context appropriate for the type of

noun implied by the distributional clues in its context during presentation. Post

hoc Tukey HSO tests indicated that for the Object trials. the mean responses on

the Count-Noun grammaticality task differed only for the trial on which an ohjeet

was paired with the Mass-Noun context for the word. For the Stuff trials, the

mean differed only when stuff was paired with the Count-Noun word context. This

same pattern of mean differences obtained in the Mass-Noun grallllllaticality task,

with the direction of the mean differences reversed. In the ahsence of an

incongruence between Video Type and Ward Context, the suhjects were no more

likely to classify the ward as a count noun or mass noun when the word appeared

in a Count-Noun or Mass-Noun context respectively than they were on the trials in

which the word appeared by itself (the Isolated condition) or in the Neutral-Noun

context. These findings confirm the findings with adults in the List-Matching task,

as weil as earlier findings with children (Gordon, 1985; McPherson, 1991; Soja,

1992; Soja et al., 1991): The presence of an object or sorne stuff of an unfamiliar

kind is sufficient for classifying a novel word as a count noun or mass noun; no

positive evidence l'rom syntax is required for such classification to occur. These

data also support my earlier conclusion that aduIts have access to a Icarning

method used early in language learning for identifying count nouns and mass
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nouns; their <tbility to use this one early learning method suggests that they might

also be able to use other early learning methods, such as those used in identifying

prcdicators.

6.3.2.3.2. Intransitive-Action Trials. Subjects judged the word to fit best in

the Intransitive-Verh eontext in ail but the adjective-context conditions. An effect

of the presence or absence of noun-phrase arguments in the word's context on

subject's judgements of the appropriateness of the Intransitive-Verh context was

ohseured hy a large effeet of distributional clues to verb or adjective status, and a

low mean for the Word + NP condition in which many subjects interpreted the

nonce word as a proper noun (because of the familiarity of strings such as "Fido

the dog"); according to a planned comparison, the mean for ail conditions with an

NP argument excluding the adjective conditions did not differ significantly from

the mean for ail conditions in which no argument was present: F (l, 36) = 0.00,

p = .959. The presence of distributional clues to verb status played a strong role

in subjects' judgements. Among the conditions in which the word appeared with

NP arguments, the mean for the condition providing verb clues (Intransitive Verb)

was found to be significantly higher than the mean for the two conditions with no

distinctive verb clues (Word + NP and NP + Ward) in a planned contrast: F (1,

36) = 34.14, p < .01. (Note, though, that the mean for the Word + NP condition

was lowered because of frequent proper-noun interpretations.) Among the

conditions in which the word's context lacked NP arguments, the mean for the

condition providing a verb clue (Word + oing) was found to be significantly higher

than the means for the conditions providing no verb clues (Isolated and

Contrastive): F (l, 36) = 26.93, P < .01.

A principle of contrast did not seem to influence subjects' judgements in

the Intransitive-Verb task, or at least ruling out a proper noun did not affect

judgements. (A basic-level count noun would presumably be ruled out by the

subject's knowledge of such a noun, so providing the common noun for the agent

might not be expected to affect the decision about the nonce word's part of
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speech. i.e .. the Contrastive condition would not providc any information almul

the agent"s kind that was not availablc also in the Isolated condition because of

the subject's familiarity with the agent"s kil1ll.) The mean for the Contrastivc

condition was not significantly higher than the mean for the Isolatcd condition

(according 10 a Tukey HSD post hoc test).

The generally low scores for the Transitive-Verb context task on

Intransitive-Action trials indicate that subjects tend not to generalise an

intransitive verb to transitive-verb contexts when the associated action dnes not

have an object.

The means differed significantly across Word-Context conditions for ail

three adjective grammaticality tasks (see the V v'llues in the table). For the

Predicative-Adjective context tasks, post hoc tests indicated that the means for the

two adjective-context conditions differed significantly from ail other means, but

not from one another. This finding suggests that the subjects generalised a word

appearing in an attributive-adjective context to predicative position. Likewise, in

the Attributive-Adjective context task, the means for the two adjective conditions

differed significantly from ail other means in post hoc tests, but they did not differ

significantly from one another. So the subjecls appeared also 10 generalise a word

appearing in a predicative-adjective context to attributive position.

6.3.2.3.3. Transitive·Action Trials. For these trials, the presence of NP

arguments clearly favoured a verb interpretation for the word; according to the

resuhs of a planned contrast, subjects were less likely to find the Transitive-Verb

context appropriate when the word context lacked NP arguments: F (l, 35) =

43.93, p < .01 (one tailed). This effect of arguments was not present for the

Intransitive-Verb context task, though; for this task, there was no significant

difference between the conditions including arguments in the word's context and

the conditions with no arguments, although a trend in the predicted direction was

present: F (1, 37) = 3.73, p = .031 (one tailed).
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Distrihutional clues again had an effect on responses. For the conditions in

which the word was presented with NP arguments, the condition providing verb

clues (Transitive Verb) produccd a mean significantly higher than the mean for

the conditions lacking verb clues (SVO, SOV, and VSO): For a planned contrast,

F (1,35) = 17.86, p < .01. For the conditions without NP arguments, a planned

contrast indicated that the mean for the condition providing a verb clue (Word +

oing) was significantly higher than the mean for the conditions providing no verb

clues (Isolated and Contrastive): F (1,35) = 7.97, P < .01.

No evidence emerged from this task for an effect of contrast due to ruling

out a proper name. The mean score for judgements of the appropriateness of the

Transitive-Verb context was not significantly higher for the Contrastive word

context than for the Isolated word context according to a post hoc test.

Ali but one of the means for the Intransitive-Verb context task are above 3.

Il appcars that subjects found the intransitive context appropriate for the word

despite the presence of an object of the action, and despite its signification by an

object noun phrase. In English, the dropping of a transitive verb's object argument

is 'luite common (e.g., "1 was eating," "He was shooting," "1 am pushing"), and

subjects may have come to treat object arguments as optional. Inspection of the

means in Table 11 revcals, though, that the presence of an object argument in the

word's context was associated with a slight (though nonsignificant) reduction in the

tendency to accept an intransitive context for the word.

6.3.2.3.4. Ullfamiliar Agent or Object Trials. For trials showing an action of

unfamiliar type with an agent or object of an unfamiliar kiml, the presence of the

action seems to have been associated ""ith less facilitation of verb identification

than in the other action trials. The presence of an agent of an unfamiliar kind, but

not of an object of an unfamiliar kind, seems to have promoted noun

identification, at Jeast for the Intransitive-Action trial. For the Count-Noun

grammaticality tnsk, the mean for the Intransitive-Action/Unfamilinr-Agent

condition wns found to be significnntly higher than the other two means in post
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hoc tests. For the Transitive-Verb grallllllaticality task. the lllean for the

!ntransitive-Action trial was fc •. nd to be signilïcantly lower than the mean for the

Transitive-ActionjUnfamiliar-Object trial; and for the Intransitive-Verb

grammaticality task. the mean for the Intransitive-Action trial was signitïcantly

lower than the means for the two Transitive-Action (rials; these resu1ts rellect the

stronger tendency to interpret the ward as a nmm on this trial. The tendency to

identify the word as a noun when the agent of the action was of an unfamiliar

kind when and only when the action was intransitive calls for an explanation. In

the Transitive-ActionjUnfamiliar-Agent condition, the tendency of subjects to

interpret the word as a verb for a type of actiOl; (sec '.he resui,; for the M~aning

Task in section 6.3.2.4.4) may be an artifact of tbe CÏ':licc of visual stimulus. The

video showed a spoon-bill (a kind of water bird), but for lllany subjects the bird

may have been identified as a duck, and the kind DUCK lllay be at the hasic

level, and so the subjects may not have been seeking a name for the ~ind of

animal. In contrast, the mud-skipper shown in the video for the Intransitive

Action/Unfamiliar-Agent trial could not easily be placed in the kind FISH

hecause of its ability to manoeuvre across land and the disguising of its scales by

mud covering its body; subjects probab.y felt a much stronge. need for a basic

level count noun n"ming the species in this case. (In fact, son'e subjects could not

resist asking out loud, "What is that?")

The results for the act:on trials involving an agent or object of an

unfamiliar kind provide support for an assumption of the Nonseparability Method

of predicator identification; the data presented here show that nmm

interpretations are oiter. made, even in the presence of a salient action of an

unfamiliar type, when the agent of the ohserved action is of an unfamiliar kind.

6.3.2.4. Meaning Task

The subjects' choices of categories of meaning for ail trials are shown in

Table 12 as the percentages of subjects cbllosing each category, where the

animate- and inanimate-object categories have been merged. (The "other" category
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Percentages of .whjects choosing cllch category of meaning for 111/ triais in

Experimelll 3.

Catcgory of Mcaning

Vi~eu Type
Wur~ Conlcsl Individual Ohjecl Stuff Action Properly

Objeel
Count Noun 2.63 97.37 0.00 O.lXl 0.00

Mass Nou" 2.63 57.36 34.21 7.89 2.63
Neutral Noun 5.26 81.58 2.63 0.00 2.63
Iso(ated lUX) 84.21 2.63 7.89 2.63

SluIT
Counl Noun 2.63 57.90 34.21 2.63 2.63

Mass Nou" n.oo 2.63 97.37 n.oo 0.00

Neul"': Noun o.nn 10.81 89.19 IWO 0.00
Isolaled 2.63 7.89 81.58 7.89 0.00

Intn.nsitivc Aclion

Intransitiv.; \'~rb O.IX) 0.00 o.on 97.37 2.63
l'redicutive Adjective n.on 0.00 0.00 35.14 64.86
AlIrihulive Adjeclive 2.63 2.63 0.00 13.16 81.:·l

Worù + NP 39.47 0.00 0.00 60.53 0.00
NI' + Worù 5.26 2.63 0.00 86.84 5.26
Wonl + oing 0.00 0.00 0.00 100.0 0.00
Contraslivc O.lXl 13.16 0.00 73.68 13.16
Isoluted 7.89 18.42 0.00 65.79 7.89

Tnmsitlve Action
Transilive Verh 0.00 0.00 0.00 100.0 0.00
SVO n.oo 0.00 0.00 100.0 0.00
SOV 0.00 2.63 2.63 84.21 10.53
VSO 18.42 0.00 O.fX) 76.32 5.26
Word + oing 0.00 2.63 0.00 97.37 0.00
Conlrasl ive 0.00 15.79 0.00 78.95 5.26
Isnlateù 5.26 21.05 0.00 73.68 0.00

Unfumiliur Agenl or Objecl (lsolaled Word)

·Intrunsitive Action/Agent 7.89 78.95 0.00 10.53 2.63• -Trunsltlve Action/Agent 5.26 42.11 0.00 52.63 0.00
·Trunsitlve Action/Object 2.70 18.92 0.00 75.68 2.70
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of meaning is not includeù in Table 12 because it was rarcly choscil. It was choSCIl

in just 6 instances, ail during Objcct trials: It was choscil twice, or 5.26 pcrcent of

the time, wben an abject was paired \\ith the Mass-Noun context, thrce times, or

7.89 percent of the time, when an object was paireù with tbe Neutral-Noun

context, and once, or 2.63 percent of the time, when an objeet was paired with the

Isolated contexl.) 1 will comment on the subjects' choiccs for eaeh Video Type

separately.

6.3.2.4.1. Object and Stuff Trials. A strong effeet of Video Type can be

observed in the table. Or. ûbjeet trials, subjeets usually chose an object category

of meaning. On Stuff trials, subjeets usually chose the stufr category. But this

tendency was attenuated greatly when the distnbutional clues present in a word's

context suggested that a word paired with an object was a n'uss noun, or that a

ward paired with sorne stuff was a count noun. SlIbjects concluded the word

signified a kind of object (animate or inanimate) on almost every trial in which an

object was paired with Count-Noun syntax, and only one subject thought the wonl

signified a kind of object when stuff was paired with a Mass-Noun context; but

when the Word Context and the Video Type were incongr:.ent, about half oC the

subjects chose a category of meaning that fit the word's distriblltionally evident

part of speech, namely the stuff/substance category for ail apparent mass noun

paired with an object, and an object eategory for an apparent count noun paired

with sorne stuff.

The relationship of ehoices of part-of-speech categories to ehoices of

meaning categories was strong. In 92 percent of the cases in whieh a subjeet

indieated that the word was a eount noun on the List-Matehing task, the subjeet

thought the word signified a kind of animate or inanimate objec!. For the trials on

which a subject matched the word to the list of mass nouns, the subject indicated

that the word signified a kind of stuff or substance on 85 percent of the trials.

This relationship is of particular interest for the trials on which the Word

Context was incongruent with the Video Type. When subjects saw an object but
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catcgorised the word as a mass noun hecause it appeared in a context most

appropriate for mass nouns (as 47 percent of the suhjects did), they said the ward

signified a kind of stuff or substance 61 percent of the time. When they chose

count-noun status for a word aftcr viewing sorne stuff because the word appeared

in a count-noun context (as 61 percent of the subjects did), they indicated that the

word signified a kind of object on 87 percent of those trials. 50 in most cases in

which the incongruent syntax led to a change away from the most salient,

perceptually based hypOlhesis about the word's part of speech, it led to a change

away from the most salient hypothesis about the meaning of the word as weil.

When distributional clues promoted an interpretation as a count noun or mass

nOlIO, the hypothesised meaning usually changed to match the part of speech (Le.,

a kind of object for count nouns and, for mass nouns, a kind of stuff, or at least a

kind with nonatomic members; see below).

The choice of an object category for a word appearing in a count-noun

context when the video showed stuff of an unfamiliar kind seemed ta depend upon

the availability in the video of sorne object that could plausibly be the referent of

the noun phrase. Upon viewing the video showing a bag full of small white pellets

which were being manipulated in the hand of a man not fully visible,

interpretations of the ward other than a stuff-kind interpretation would be difficult

to make; as a result, over half of the subjects chose the stuff/substance category of

meaning, with 83 percent of those subjects identifying the ward as a mass noun (in

the List-Matching task), in spite of its count-noun context. Of the remaining

subjects, 40 percent interpreted the ward into a kind of animate abject

(presumably sorne kind to which the partially visible man belonged) or into the

individual who was manipulating the pellets (as his name); the other 60 percent

chose the inanimate-object category (interpreting the ward, perhaps, into the

water heater next to the bag of pellets, or perhaps into a kind comparable ta

PEBBLE or PELLET with single pellets as its members, or into the bag

containing the pellets). 5imilarly, the video showing chunks of copper ore being

pulled from a rock wall by the hand of a man not fully visible did not lend itself
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readily to anything other than stuff-kind interpretations; just under half of the

subjects chose the stuff/substance category of meaning, with 75 perœnt of these

subjects classifying the word as a mass noun, apparently ignlHing the distrihutional

clues. But over half of the subjects were ahle to make an ohject-kind

interpretation with this video, as evident in their choice of the inanimate-ohject

category of meaning; so perhaps they took the word to mean something Iike "rock"

or "nugget." When subjects viewed the video of some blue puttYheing mixed on a

palette with a spatula-Iike mixing implement hy a man not fully visihle, three

quarters of them identified the word as a count nOlIll and chose an ohject category

of meaning; of these, 83 percent chose the inanimate ohject category (versus the

animate object eategory, which would imply some kind to which the man

belonged); they probably interpreted the word into the mixing implement's kiml,

for this was the most visually salient abject in the video. For the video showing a

native woman manipulating some coarse dough on a large sieve, only 10 percent

of the subjects chose the stuff category of meaning. Half identified the word as a

count noun and chose the inanimate-objeet eategory, perhaps interpreting the

word as a word for the sieve. One fifth of the subjects identified the word as a

count noun, but chose the animate-object eategory of meaning, presumably

interpreting the word into some kind to which the woman belonged (e.g., the kind

of tribe to whieh she belonged). Another fifth of the subjects ignored the word's

context and chose the activity/aetion eategory (apparently linking the word's

meaning to the woman's action upon the dough) and identified the word as a verb,

or else chose the property/quality category and identified the word as an

adjective. It seems, then, that the pairing of what appears to he a count noun with

a seene including some stuff of an unfamiliar kind sends the learner on a search

for an objeet for which the word could plausibly be a name; if no such objeet is

present, the learner will often ignore the distributional clues to count-noun status

for the word, and interpret it as a mass noun for the kind of stuff.

A parallel effect was evident when the word appeared in a mass-noun

context, but was paired with a video featuring an object of an unfamiliar kind; the



•

•

237

plausihility of a stuff/suhstancc intcrprctation affected suhjects' choices among

meaning categories. Possihle sources of plausibility include this one: An

interpretation into the stuff of which something is ma.de seems much more natural

for inanimate objects (e.g., artifacts) than for living things. For the one abject

video showing an animate heing, namely an exotic jellyfish, only 36 percent of the

subjects chose the stuff/substance category of meaning. The remaining subjects

chose the animate-object category, and of these subjects 71 percent identified the

word as a count noun, in spite of the word's appearance in a mass-noun contex!.

(Il is possihle, though, that the mass-noun context, "ITS SOME ," could be

interpreted as a context appropriate for common nouns in general if "sorne" were

taken to bc, not an indefinite quantifier, but rather an adjective meaning 'a

certain,' as in "Sorne dog followed me around in the park," or an adjective

meaning ''luite a,' as in "This is sorne rainstorm.") Choice of the stuff/substance

category was most cornmon for the video showing a musical instrument of a kind

unfamiliar to most Westerners, which was being played by a member of a band of

Indian musicians; but the subjects choosing the stuff/substance category (40

percent) may have interpreted the word, not into a kind of mate rial, but into the

musical sound produced by the musicians, which might be conceptualised as stuff

like; 13 percent of the subjects chose either the stuff/substance or the "other"

category of meaning and described the meaning as music or soundls (even

though the video was not accompanied by sound), so perhaps the same

interpretation was made by sorne of the other subjects choosing the

stuff/substance category. One fifth of the subjects interpreted the word into the

activity of playing the music, and of these subjects, two thirds took the word to be

a mass noun, with the other third identifying the word as a verb. A few subjects

(13 percent) interpreted the word into " kind of inanimate object (presumably the

musical instrument) and identified it as a count noun, apparently ignoring the

ISSubjeets were not asked 10 deseribe lhe word's meaning unless lhey chose lhe "other' calegory
of meaning, but lhey somelimes supplied specifie informalion about lheir inlerprelalion of the word
nonelhclcss.
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word's contex!. Other, Jess common, interpretations (each of which was made by 7

percent of the subjects) were: the group of musicians, for which the wonl was

taken to be a eommon noun (comparable, perhaps, to "mariachi band" or

"orchestra"), a quality or property, and a kind of animate objec!. When the video

showed a Victorian posy-holder, the stuff/substance category was chosen by one

quarter of the subjeets, who interpreted the wonl into the gold of which the object

was made. The remaining subjects interpreted the word into a killli of inanimate

object (presumably the posy-holder) and identified the word 'IS a count noun in

spite of its mass-noun contex!. For the video showing an unusu'll snutT box, one

quarter chose the stuff/subst'lnce c'ltegory (perhaps interpreting the wonl into the

kind of stuff out of which the box W'lS m'Ide). H'Ilf the subjects chose the

inanimate-object c'ltegory, 'Ind these subjects were equ'llly divided in identifying

the word as a count noun and as a mass noun. The remaining subjects (25

percent) interpreted the word into the partially visible person who was opening

the box (as the person's proper name), or into some kind III which that person

belonged (as a count noun for that kind). It appears that the subjects, having read

a ward in a context that is most natural for m'lss nouns, looked for something

nonatornic of sorne kind - if not the stuff out of which the ohject was made, then

sound of some kind or an instance of activity of some kind; if they were unahle to

find any suitable referent for a mass noun, then they typically identified the word

as a count noun and interpreted it into the kind of ohject of which an instance was

featured in the video.

These results show a strong Iink between meaning and part of speech for

nouns. Presentation of an object of a novel kind leads to an interpretation of a

novel word into the kind of object and to its classification as a count noun unless

distributional clues lead the learner to conclude that the word is a mass noun. In

the latter case, the word is taken to he a stuff-kind ward over hall' the time.

Presentation of stuff of a novel kind leads to an interpretation of a novel ward

into the kind of stuff and to its classification as a mass noun unless the linguistic
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context of the word suggests to the leamer that it is a coun! noun. In this case, the

word is taken to be an object-kind word most of the time.

The strong link between meaning and part of speech demonstrated in the

Object and Stuff trials provides a "baseline" against which the results for the action

trials can be compared.

6.3.2.4.2. Intransitive-Action Trials. In these trials, subjects were most likely

to think the word signified a type of action in ail conditions except the two

adjective conditions. This result suggests that the actions shown in the videos were

indeed salient, as they were intended to be. Il also suggests that the mere

presence of a salient action of an unfamiliar type is sufficient, in the absence of

incongruent distributional clues, to lead to an interpretation of a novel word as a

word for action of the type observed.

Subjects were more likely to decide that the word signified a kind of object

or an individual in the Isolated condition than in ail other conditions, but they

were also 'luite likely to think the word signified a kind of object in the

Contrastive condition. So in the presence of an action, subjects displayed a strong

tendency to interpret the word as a word for action of the type observed, but when

no arguments or distributional clues were present in the word context, they

sometimes interpreted the word as a word for objects of the kind present in the

video or as a rigid designator (i.e., a proper name). The proportion of

activityfaction choices in the presence of arguments without distributional clues or

in the presence of verb clues (.92) was significantly higher than the proportion of

activityfaction choices in the two conditions in which the word appcared alone

without the verb ending oing (.70; Z = 4.39, P < .01, one tailed). Likewise, the

proportion of object choices when the word's context contained noun phrases or

verb clues (.01) was significantly lower than for the two conditions with a context

lacking noun phrases or verb clues (.16; Z = 4.63, P < .01, one tailed).

Subjects were somewhat more likely to think the word signified a type of

activity or action in the Predicative-Adjective than in the Attributive-Adjective
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condition, although this differenœ did not satisfy the .01 criterion for signilïcance

(2 = 2.23, P = .026, two tailcd). Some sllbjects may have thollght that the string

"THE < noun > IS <word >" (the Predicative-Adjective Cllntext) \Vas an

ungrammatical verb use, with the word missing the intkxion oing; an interpretation

as an ungrammatical verb use is less plausible for the context "LOOK AT TIIE

<ward> < noun >" (the Attributive-Adjective context).

The links hetween meaning and part of speech \Vere strong. Table 13 shows

the percentages of choices of various grammatical categories in the List-Matching

task on those trials on which suhjects indicated that thc word signified a type of

action.

The intransitive actions were all110st always associated with an intransitive

verb, or a transitive verh in the Word + NP condition (in which the NP l11ay have

been interpreted as the abject of the verb). Non-verb categories were chosen with

sorne frequency in a few conditions. In the Predicative-Adjective condition, a word

for an action was frequently interpreted as a predicative adjcctive or, less

frequently, a general adjective (that can appear hoth attriblltively and

predicatively). A word taken to signify the action was interpreted as a COllll11on

noun only in the two conditions in which the ward was presented hy itself: the

Isolated condition and the Contrastive condition. (Tests of proportions showed

that the proportion of subjects interpreting an action word as a cOllllllon noun was

signifieantly higher in the Isolated condition [.16] than in three conditions:

Intransitive Verb, NP + Word, and Word + oing; the proportion was .00 in eaeh

of these three conditions; 2 = 2.52,2.38, and 2.52 for these conditions, p < .01,

one tailed, in eaeh case.) This finding shows that an absence of arguments and

distributional verb clues sometimes leads ta the interpretation of a word for an

action as a common noun. (The category proper noun was never chosen.)

When the meaning category activity/action was not chosen, the

correspondence between meaning and part of speech was still close du ring

Intransitive-Action trials. In the Isolated condition, ail 7 subjects who thought the

word signified a kind of abject also thought that the ward was a count noun. Of
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Table 13

For Intransitive-Action trials on which the slIhject tllOlIEiht the wonl signified a type of

action or activity, the percelllages of cilOices of variolls pans of speech for the word

on the List-Matching task in Experilllelll 3.

Word Context

Intransitive Verb

Predicative Adjective

Attributive Adjective

Word + NP

NP + Word

Word + oing

Contrastive

Isolated

Part of Speech

CN MN IV TV Adj AttA PrA

0.0 0.0 94.6 2.7 2.7 0.0 0.0

0.0 0.0 69.2 0.0 7.7 0.0 23.1

0.0 0.0 100.0 0.0 0.0 0.0 0.0

0.0 0.0 43.5 56.5 0.0 0.0 0.0

0.0 0.0 93.9 6.1 0.0 0.0 0.0

0.0 0.0 91.9 5.4 0.0 0.0 2.7

0.0 7.1 75.0 10.7 3.6 0.0 3.6

12.0 4.0 72.0 8.0 0.0 0.0 4.0

•

Key: CN = count noun; MN = mass noun; IV = intransitive verb; TV = transitive

verh; Adj = adjective; AttA = attributive adjective; PrA = predicative adjective.

the 3 subjects who thought the word signified a specific individual, 2 indicateJ that

the word was a proper noun and 1 that it was a count noun. In the Contrastive

condition, 5 subjects indicated that the word signified a kind of object, and of

these subjects 4 concluded that the word was a count noun and 1 chose the

proper-noun category. In the Word + NP conditinn, ail 15 subjects who thought

the word signified a specifie individual also thought the word was a proper noun.

In the Attributive-Adjective condition, of the 31 subjects who chose

propenyjqllality as the word's meaning, 22 (71.0 percent) indicated that the word
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was a general adjective. 6 (19.4 percent) said it was an attrihutive adjective in

particular. and 1 (3.2 percent) said it was a predicative adjective: 2 others (h5

percent) chose the category adjective (vcrsus verh). hut failcd to indicate which

subcategory of adjective best fit the ward. ln the Predicative-Adjective cnndilion.

19 (79.2 percent) of the 24 subjects who chose propeny/ql/Cllity in the mcaning lask

also chose the general adjective category: 1 subject (4.2 percent) chose the

category attributive adjective. and 3 (12.5 percent) chose the category predicative

adjective; just 1 subject indicated that the ward was a verb (an intransitive verb).

6.3.2.4.3. Transitive-Action Trials. ln these trials. the subjects displaYl~d a

strong tendency, in ail conditions, to interpret the wont as a word for action of the

type observed. When the word appeared without arguments or dislrihutional clues.

though, many subjects tbought the word signified a kind of objecl. and some

thought it signified an individual. For Word Contexts including noun phrases or

verb clues, the proportion of action choices (.92) was signilïcantly higher than for

the two Ward Contexts with no noun phrases and no verb clues (.76; Z = 3.37. p

< .01, one tailed); the proportion of object-kind choices was significantly lower

when noun phrases or verb clues were present (.01) than when none were present

(.18; Z = 5.38, p < .01, one tailed).

In the VSO condition, the word was interpreted as a rigid designator for a

specifie individual by almost one fifth of the suhjeets. The interpretation of the

ward as a ward for a property of sorne sort occurred with any frequeney in just

one condition: the SOV condition.

As with the other Video Types, meaning and part of speech went hand in

hand. Table 14 shows the percentage of subjects choosing various parts of speech

in the List-Matehing task for those trials on which they indicated that the word

signified a type of action.

When subjects thought the ,,'''rd or its phrase signified action of the type

observed, they almost always interpreted the ward as a verh. When NP arguments

appeared with the ward, they usually chose the transitive-vere \:ategory, and when
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Tahle 14

For Trallsitive-Actioll trials 011 \l'hich the sllhject tllOlIght the \l'onl sigllijied a type of

actioll or activity, the percelltages of choices of variOll.l· parts of speech for the ward

011 the List-MII/chillg task ill Experimellt 3.

Word Context

Transitive vcrh

sva
sav
vsa
Word + -illg

Contrastive

Isolated word

Part of Speech

CN MN IV TV Adj AltA PrA

0.0 0.0 5.3 94.7 0.0 0.0 0.0

0.0 0.0 5.3 89.5 2.6 0.0 2.6

0.0 0.0 15.6 78.1 3.1 0.0 3.1

0.0 0.0 6.9 93.1 0.0 0.0 0.0

0.0 0.0 43.2 51.4 2.7 0.0 2.7

0.0 3.3 63.3 30.0 0.0 0.0 3.3

3.6 7.1 50.0 39.3 0.0 0.0 0.0

•

Key: CN = cou nt noun; MN = mass noun; IV = intransitive verb; TV = transitive

verh; Adj = adjective; AltA = attributive adjective; PrA = predicative adjective.

no arguments were included in the word context, they were about equally Iikely to

choose the transitive-verb and intransitive-verb categories. When the word

appeared without arguments, a few subjects interpreted the action word a~ a

common noun, although the proportion doing so did not differ significantiy from

zero (in one-tailed tests of proportions), that is, from the proportion doing so

when noun phrases were present.

ln the two Word Context conditions with no arguments and no

distributional clues, the subjects often interpreted the word into a kind of object

(see Table 12). When they did so, they almost always identified the word as a
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coum noun; in the Contraslive condition. ~ of the Il suhjects who chost' an Ohjt'l'I

cmegory of meaning matched the wurd 10 the list of count nouns. and 1 I~latchl'd

it to Ihe list of proper nouns. In the lsolated condition. ail ~ suhjects who dHlSC an

ohject category identified Ihe wurd as a count noun.

ln the YSO condition, ail 7 suhjects who thought the wonl signified a

specifie individual matched the word to a list of proper nouns.

ln the SOY condition. 4 subjects indicated tbat the wont signified a type of

property or quality, and:) of these 4 matched the word to an adjective eategory.

The fourth subject identified the word as a transitive verh.

6.3.2.4.4. Unfamiliar Agent or Obiect Trials. For the Intransitive

AetionjUnfamiIiar-Agem trial, the vast majority of suhjecls chose the animate

object category of meaning. For the Transitive-ActionjUnfamiliar-Agent trial,

subjects were almost equally divided in choosing the animale-object and the

activity jaction categories of meaning. These results contrast quile sharply \Vith

those for the Isolated condition in the Intransitive- and Transitive-Action trials, in

which the agent of the action \Vas always of a familiar kind. For those trials, about

two thirds of the subjects chose the <lctivityjaction category of meaning. This

difference shows that action interpretations are more Iikely when the agent

belongs to a familiar basic-level kind for \Vhich a noun is kno\Vn, providing support

for the contrastive component of the Nonseparability Method of predicator

identification.

For the Transitive-ActionjUnfamiIiar-Object trial, most suhjects chose the

activityjaction category. This choice might reflect the conjoint operation of two

forces: a bias toward the agent (versus the object) of an action so that suhjects

wouId not entertain the hypothesis that the word signified the ohject's kind, and a

tendency to associate new meanings with new words (following Clark's principle of

contrast).

As noted above, the tendency to interpret the word as a word for action of

the type observed is much weaker during these trials than during the other action
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trials in which an action was paired with an uninfleeted isolated V/ord, presumably

hecause of the presence of an ohject o(an unfamiliar kind for which the subjects

would he seeking a name. lt appcars that a principle of contrast guides learners in

the direction of an action interpretation when a participant in an action is of a

familiar kind; with a participant of an unfamiliar kind, learners seek a basic-level

count noun for il. This effect seems limited ln the kiml of the agent of the action.

With an agent of an unramiliar kind performing an intransitive action, the

proportion of action interpretations (.11) was significantly lower than with agents

of familiar kinds performing intransitive actions during trials discussed in section

6.3.2.4.2 (.66, for the Isolated condition; Z = 4.96, P < .01, one tailed; .74, for the

Contrastive condition; Z = 5.58, p < .01, one tailed), or with agents of familiar

kinds performing transitive actions during trials discussed in section 6.3.2.4.3 (.74,

for the Isolated condition; Z = 5.58, p < .01, one tailed; .79, for the Contrastive

condition; Z = 6.00, p < .01, one tailed; the use of one-tailed tests is justified

hecause the direction of the effect was predicted; see the description of the

Nonseparability Methou in section 3.2.5.1). When the agent of a transitive action

was a member of an unfamiliar kind, the rroportion of action interpretations (.53)

was significantly lower than in one of the conditions in which an agent of a

familiar kind performed an action (a transitive action, in the Contrastive

condition; the proportion was .79; Z = 2.42, p < .01, one tailed). No such

differences obtained when the agent was of a familiar kind, but the abject was of

an unfamiliar kind, suggesting that learners do not feel a need for a basic-level

nmm for the abject of an action as strongly as they do for the agent of the action.

No general daim about an agent bias can be made on the basis of the

results for the three trial:, involving an agent or abject of an unfamiliar kind. Only

one trial showed an orject of the action l'rom an unfamiliar kind, and the

possibility exists that this object, a long decoralcd stick, fell naturally into a

familiar kind such as BATON for most subjects. Evidence l'rom other researchers,

though, backs up the daim that people seek basic-level count nouns for the agents

of actions, but not for their abjects (Grace & Suci, 1985). Data l'rom Experiment 2
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also support this daim: Wh~n th~ nonce word was tak~n to b~ a wonl for a kil1l\.

it was taken to h~ a word for th~ kil1ll to ,vhich th~ ag~nt bd()ng~d in th~ vast

majority of instances (se~ Tables 1 and 3).

Meaning and part of sp~~ch were tightly linked duril;g th~s~ trials. Wh~n

subjects lOok the ward to be a word for action of th~ typ~ obscrwd. th~y usually

mlllched the ward ta the list of verbs. Of th~ 4 subj~cts choosing th~

activityjaction categ\)ry on the Intransitive-Action trial. 100 p~rcent dassifi~d th~

ward as an intransitive verb. For the Transitiv~-ActionjUnfamiliar-Ag~nttrial.

80.0 percent of the 20 subjects interpreting the word as an action word match~d it

ta the list of intransitive verbs, and 20.0 percent matched it to the list of transitiv~

verbs. In the Transitive-ActionjUnfamiliar-Object condition, of the 2H suhJects

choosing the activity jaction category, 60.7 percent matched the won\ III the

intransitive-verb Iist, and 17.9 percent matched it to the transitive-verh liS!. (This

result shows, again, the bias against 1\11 interpretalion of a verb as a transitive verh

in the absence of positive evidence regarding the possibilily thal the word takes an

object argument.) Another 10.7 percent matched the word to lhe Iist of counl

nouns, 7.1 percent to the Iist of mass nouns, and 3.6 percent to the Iisl of

adjectives.

In the Intransitive-ActionjUnfamiliar-Agenl trial, 30 suhjects chose an

object category of meaning, and ail of them malched the word lo lhe IiSl of count

nouns. In the Transitive-ActionjUnfamilj,;r-Agent trial, 16 subjects chose an ohject

category of meaning. Of those subjects, 87.5 percent matched the word to the list

of count nouns, 6.3 percent matched it ta the mass-noun Iist, and 6.3 percent

interpreted the ward as a proper noun. On th.e Transilive-ActionjUnfamiliar

Object trial, 100 percent of the 7 subjects who tllok lhe word to he a word for a

kind of object c1assified the word as a count noun.

6.3.3. Discussion

The effect observed in Experiment 2 of noun-phrase arguments on a word's

interpretation was replicated with adults in Experiment 3. The presence of an
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action of unfamiliar type pcrformeù by an agent of a familiar kinù was associateù

with a strong tenùency ID interpret the worù as a worù for action of the type

observeù, anù this tenùency was strengtheneù when the word's context included

one or more noun phrases th'lI signified the participant(s) in the action. Action

interpretations in the presence of an action of unfamiliar type were more common

in this experiment than iil Experiment 2. This may simply be duc to the response

hias associateù with the picture-pointing task in Experiment 2. If children are like

adults in their interpretive tendencies, then the children participating in

Experiment 2 may have made more action interpretations than their responses

revealeù.

The presence of a salient action \'las also associated with a strong tendency

to iùentify the word as a predicator, and as a verb in particular. The appearance

of noun-phrase arguments in the word's context increased the tendency to i,jentify

it us a memher of the predicator category, and of the verb subcategory. lt seems

that the nc.nseparability of uctions wus usually suffkient for predicator

identification, but, because action words can be nouns (und some subjects did

interpret some words both as uction words and us nouns), the presence of explicit

noun-phrase arguments increased the level of confidence thut un uction word was

a predicator.

The results provide strong support for the use of the Nonseparability

Method of predicator identification. The presence of an action of unfamiliar type

pp.rformed hy an agent of a familiar kind was sufficient for an action-word

interpretation in most instances. When the word appeared without noun phrases

or verb clues, it was taken to be an action word about three quarters of the time.

This interpretation almost inevitably led to the word's being identified as a

predicator (e.g., in the List-Matching task, 92.9 and 84.0 percent of the choices in

the Contrastive and Isolated conditions on Intransitive-Action trials, and 96.6 and

89.3 percent of the choices in the Contrastive and Isolated conditions during

Transitive-Action triais, were choices of the predicator list). Subjects did
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sometimes take the action word tu he a noun. though. presumahly heeause of lhe

laek of explicit arguments.

When the ward appeared withoUI noun-phrase arguments and wilhout any

distributional verh clues on action trials. it was laken 10 he an aclion word far

mare frequently when the agent (and the objeet) of the action was a memher of a

familiar basic-Ievel kind. When an unfamiliar kind was involved. and especially

when the agent was of an unfamiliar kind. the word lended 10 be interpreled as a

ward for a kind of atomie ohjeet. This finding regarding aClions is in line wilh

Hall's findings regarding proper names (Hall, 1991) and the findings of Hall and

of other researchers regarding non-basic-Icvel common nouns (i.e., superordinale

and subordinate nouns, or nouns for situationally restricted kinds; e.g., Hall &

Waxman, 1993; Mervis & Crisafi. 1982); the familiarity of an object's basic-Ievcl

kind tends ta favour interpretations of a ward other than a basic-Icvel-kind

interpretation (but not interprelations into a part of a basic-Ievel ohject; sec

Mervis, Golinkoff, & Bertrand, 1994). The present findings show thal an

assumption of contrasting meanings for words ean help a learner lliseover that the

phrase headed by a novel ward signifies an action of sorne type, as required for

the Nonseparability Method of predieator identification. (Explieitly naming the

basic-level kind of the agent of an action in the Contrastive conditions did not

seem ta promote action interpretations or predieator identifications, but the

subjects were familiar with the kind, and knew a count noun for it, so the explicit

naming did not contribute any information not already available to the learners.)

Learning a proper name for an individual did not seem to have the same effeet as

know!edge of a basie-level-kind term. When the ward was presented alone after

teaehing the subjeet a proper name for the actian's agent, action interpretations

were no more likely than when the word was presented alonc without any such

teaching. ,"~rhaps the satisfaction of a learner's need for a basic-Ievel-kind term

for an individua! belanging ta an unfamiliar kind is sufficient to open the door to

an action interpretatian for a novel ward when the individual is performing an

action of unfamiliar type. It is possible, thaugh, that the nature of the situation
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prevented suhjects from secking propcr names for the actions' agents. People may

only cxpect to he taught a proper name and may only feel a need for a proper

name whcn they antieipate having future social or husiness interactions with the

hearer of the name. In the experiment, the videos showed people that the subjects

.vere unlikely ever to mec!. People may he more likely to take a novel word as a

propel name in situations in which they cxpect the bearer to play some role in

thcir lives - situations in which they are more likely to be told the bearer's name.

Thc results also provide evidence for use of the Interpreted Noun Phrase

Mcthod of identifying predicators. The presence in a word's context of noun

phrascs that could he interprcted ioto the individuals participating in the action

increascd the frequency of action interpretations, and whenever an action

interpretation was made, the novel word was identified as a predicator. This

finding is very striking. The presence of noun phrases, even without verb clues, led

to predicator classification whenever the word was understood to be an action

word (Le., a word for a relation or property of sorne type) so that the noun

phrases could he interpreted as its arguments. The nonseparability of actions, by

itself, led to predicator identification 90.7 percent of the time (according to the

results for the List-Matching task), but nonseparability coupled with explicit

arguments led to predicator Identification 100 percent of the time.

Because explicit arguments were not always necessary for the word or its

phrase to be interpreted into the action, or for the word to be identified as a

predicator, but because their presence increased the frequency of action

interpretations and predicator identifications, ail three possible learning scenarios

described in section 3.4 remain as possibilities. In different instances, Iearning may

follow any one of the three different sequences of interpretive events: (1) An

action interpretation may lead to predicator identification, which may in turn lead

to an interpretation of any noun phrases as arguments, (2) an action interpretation

may lead to to an interpretation of noun phrases as argumelltS, which may in turn

lead to predicator identification, or (3) an interpretation of noun phrases into
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individuals may lead to an action intcrpretation. which Illay in turn Icad to

predicator identification.

Unlike the children in Experiment 2. the adults in this sludy were slrongly

influenced hy distrihutional clues. The presence of verh clues (and '~ven of just the

vert> inflexion oing) increased their confidence in their deeision to identify a wonl

as '" predicator and as a verh. When adjective clues were present. they often

iJentified the word as a memher of an adjective category. When they did so. they

frequent\y took the word ta he a word for a property rather than an action.

When distrihutional clues were ahsent. the default interpretations rerIected

what was salient in the videos: ohjecis, stuff, or actions. Syntax and Illorphology

could override these default interpretations because of expectations about links

between types of 'Jeing and parts of speech. An apparent mass noun paired with

an object video ':ould lead to a conceptualisation of the ohject as a Illass of stutT 

the stuff out of which the object was made - or else the learner would search for

an instance of sorne other kind with nonatomic members, such as a kind of sound

or a kind of aetivity. An apparent count noun paired with a video showing stuff of

an unfamiliar kind often led to the hypothesis that the word was for an object kind

(e.g., for the kind of sorne object l'ully or partially visible in the video, or for a

kind comparable ta PELLET, ROCK or NUGGET). If the worù's contexl

suggested that it was an adjective but the video featured an action, man) subjects

concluded that the word must signify sorne property or qualily of an object shown

in the video.

For ail of the parts of speech investigated, meaning was closely linked 10

decisions about part-of-speech membership. The subjects in this sludy showed a

strong tendency to associate categories of meaning with parts of speech as follows:

individuals with proper nouns, object kinds with count nouns, stuff kinds with mass

nouns, activity or actions with verbs, and qualities or properties with adjectives.

These associations were so strong that a shift away l'rom a percepluaily driven

hypothesis about the part of speech was often accompanied by a shift away l'rom a

perceptually driven hypothesis about the word's meaning. One wonders if sorne of
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these correlations are learned, or if they ail follow from unlearned interpretive

hiases. Researeh with young ehildren ".Iggest:; that the link hetween objects and

count nouns and the link between stuff and m'lSS nouns are unlearned and

allrihutable to intuitions that aris~ from the perception of objects and stuff

(Gordon, 1985; McPherson, 1991; Soja, 1992; Soja et al., 1991); children make use

of these links before they learn the distributional regularities associated with the

noun subcategories, regularities that will later allow noun subcategorisation on a

distrihutional basis. Knowledge of the link between individuals and proper nouns

appears so early that it could very plausibly be unlearned as weil (N. Katz et al.,

1974). Actions have a natural relationship with verbs because actions are

prototypical of what phrases headed by predicators signify - something

nonseparable that exists by virtue of one or more individuals - and verbs are

prototypical of predirators. We need not, therefore, entertain seriously the

hy~othesis that the correlation between actions and verbs is learned; the

correlation follows naturally from the definition of predicators. For properties ta

be naturally linked with adjectives, people would have ta possess certain

unlearned expectations about adjectives in particular, such as the expectation that

the phrases they head will signify dimensional qualities. The alternative remains

that people learn the correlation between properties and adjectives from

experience with a language. This question cannat be decided without further

research.

The links between abjects and count nouns and between stuff and mass

nonns appear ta be much stronger than the link between actions and verbs. An

interpretation of a ward into an unfamiliar kind of abject or stuff led readily ta

count-noun or mass-noun identification ur ,ss distributional clues signalled a

different part of speech. In contrast, a ward taken ta be a ward for an unfamiliar

type of action was not always identified as a verb. The subjects were more wiIling

ta classify the ward as a verb in the presence of noun-phrase arguments, and they

were even more willing ta do sa in the presence of distributional verb clues. This

res.lit fits weil with my thesis: The presence of noun phrases makes the predicator
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status of the worù more ohvious, and the presence of ùistrihutional ducs makes

c1ear the preùicator suheategory of the worù.

6..1. General Discussion

Ail of the theory's five preùictions that were stated in section :'\ found

support in the combineù results of the three experilllents.

(1) Data l'rom Experilllent 3 inùicate that interpretations of novel words as

action worùs when the worùs have been paireù with actions of unfamiliar types

are more common when the agents he long to familiar kinds for which hasie-Ievel

nouns are known. (A knowleùge of the agent's proper name ùiù not facilitate

action interpretations, though.)

(2) Words taken to he action words were almost always iùentifieù as

predicators hy the adult suhjects in Experiment 3.

These results provide strong evidence for the use of the Nonseparahility

Method of identifying predicators.

(3) The adults in Experilllent 3 did not always identify a worù as a

predicator when they interpreteù it as an action worù; when its context diù not

contain any noun phrases, they sometimes iùentified it as a noun. The children in

Experiment 1 displayed a willingness to allow an action worù tu Illove freely

between the noun and verb categories. So, despite the fact that actions are

prototypical of the nonseparable, words for actions do not stand in ()f1e-to-one

correspondence with verbs in the minds of children or aÙlllts.

(4) Both among young children (Experiment 2) and aÙlllts (Experiment 3),

the presence, in words' contexts, of nOlln phrases signifying the participants in

actions increased the frequency of interpretations of the words as action words. In

Experiment 3, the adults also more freqllently chose the predicator category for

words when the wards' contexts contained noun phrases.

These effects of explicit arguments provide empirical evidence for the use

of the Interpreted Noun Phrase Method of predicator identification.
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(5) The adults in Experiment 3 were able to inlerpret verb clues and

adjective contexts as evidencc for a predicator, and for its specific subcategory

(verb or adjective).

Tbe nonseparability hypotbesis, which encompasses the two methods of

predicator identification described herein, has received strong support from the

results of these experiments. The remaining part of the learning theory, which

describes the discovery of predicator subcategories through distributional analyses

within phrases, and the subsequent identification of verbs through analyses of

words' contexts, finds some support from data obtaincd in Experiment 3: Adults

can discern the subcategory of a predicator from its context whenever it appears in

a grammatical string of words. No evidence is available regarding the hypothesis

that learners discover the verb and adjective categories through distributional

analyses, but 1 presented evidence from other researchers in sections 4.3 and 4.4

showing that people can detect the boundaries of phrases, and that they can

discover classes of words through analyses within phrases; so the discovery of the

verb and adjective categories through distributilJnal analysis at least seems

plausible.
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7. SUMMARY AND CONCLUSIONS

1 reviewed theories of part-of-speech idcntitïcation. lïnding that most of

them aiJpeared to be motivated by certain facts of language acquisition and

language, namely the characteristic preponderance of words belonging III simplc

concept'lal or ontojogical categories, such as action words, in early vocahularies,

and the fact that such categories l'ail to encompass ail the words in mature part-of

speech categories. 1 presented a theory that aCCOU!11S for these facts hy assuming a

definition of the category predicator that is suftïciently general to cncompass ail

predicators in a mature vocabulary, and that entails a preponderance of action

words among early predicators. 1 defined a predicator as a word (i.e .. a lexical

unit) that takes arguments because of the nonseparability of what the phrase it

heads signifies, namely a property or relation that comes to be and exists only by

vil'tue of those individuals in which the quality or activity (for instance) arises, or

because of which the relation comes into being. The individuals lIpon which a

property or relation depends are the referents of a predicator's noun-phrase

arguments. Actions are prototypical of the nonseparable, because they involve one

or more participants upon which they depend for their being; further, they are

observable, and their dynamic nature makes them perceptually salien!. For these

reasons, the earliest predicators acquired are likely to be words for actions.

The thesis presented herein can be brietly restated as follows: If a le:.rner

realises that a word's meaning implies the involvement of one or more individuals

because the phrase it heads signifies a property or relation of a certain type, the

learner will realise that the word must take arguments, and will identify it as a

predicator. (1 called this the "nonseparability hypothesis.") The realisation that the

word has an argument structure can occur because (1) the most salient hypothesis

about the signification of the phrase headed by the word is that it signifies a

nonseparable phenomenon, such as an action, where relative salience is

determined partially by knowledge of words for other aspects of the situation, such

as the agent's basic-level kind (the Nonseparability Method), or because (2) the

utterance in which the word appears contains one or more noun phrases that are
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interpretahle into the participants in a relation or the hearers of a salient

property, suggesting that the noun phrases arc the arguments of a predicator for

the relation or property (the Interpreted Noun Phrase Method). In order to

determine the specific part of speech of the word, the learner will first have ta

discover the suhcategories of predicators in the language heing learned, if any

exist. Such discovery will depend on distrihutional analyses within phrases. Once

the language-specific categories are discovered, the learner can use distributional

evidence to de termine the part of speech of a particular word in a given use. If

learners are predisposed to identify a predicator as a member of the adjective

category (whether or not that category is realised in the surface structure of the

language) when the word (1) takes just one noun-phrase argument in ail its uses,

(2) picks out a suhkind when conjoined with a noun in a noun phrase, and (3)

signifies a dimension of quality, then learners can identify a word as a verb

without making use of distributional evidence: If a word's meaning implies the

involvement of individuals, but it does not mt"et the criteria to be an adjective,

then the word must be a verb.

The theory of verb identification found strong support in this dissertation.

Evidence from comparative Iinguistics, creole grammars, gestural languages

created by deaf children of hearing parents, children's early speech, and Iinguistic

comparisons of verbs and adjectives converges in support of the conclusion that

the categories llO/ill and predicator are universal, but that the verb-adjective

distinction is not. The category predicator seems available to learners, including

young children, in the sense that they appear sensitive to the nonseparability of

relations and properties that creates a need for an argument structure, that is, for

the taking of noun-phrase arguments; the presence of such noun-phrase arguments

in an uHerance containing a novel word seems to lead both children and adults to

interpret the phrase headed by the word into the most salient nonseparable aspect

of a situation (e.g., an action; see Experiments 2 and 3).

In line with the hypothesised Nonseparability Method of predicator

identification, the nonseparability of that which is most salient in a situation can
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promote prcdicator idcntification (at Icast among adults: scc Expcrimcnt 3) cvcn

when explicit argumcnts arc abscnt l'rom a word's contcxl. Mor<'ll\'cr, in support of

the contrastive componcnt of the Nonseparability Methllli of identilïcation,

evidence was obtained (in Expcriment 3) in favour of the hypothesis that

familiarity with the basic-level kind of cach individual engaged in an action, and

familiarity with the associated noun, promotes interpretations of phrases headed

hy novel words into the nonseparable, and promotes predicator identification,

ln keeping with the Interpreted Noun Phrase Method of predicator

identification, adult learners ohsc:.rving ail action tend to identify a wonl appearing

in an utlerance with its noun-phrase arguments as a member of the prcdieator

category - and, in the ahsence of c(lntradictory distributional evidence, as a

member of its prototypical suhcategory (ver/); see Experimcnl 3); more research is

needed to determine if young children do the same, but 1 reviewed some evidence

from studies of property-word and verb learning in young children that showed

that predicator (e,g., verb) identifications and interpretations into the

nonseparable are facilitated by the presence of predicators' noun-plm.se

arguments in ulterances (see sections 4,7 and 4.8),

Evidence for the thesis also comes l'rom the fact that nOlIllS, which are

presupposed in predicator learning, according to the theory, are learned in great

quantity before many predicators are learned.

In support of a distributionally based identification of verbs as members of

a subcategory of predicator, learners seem able to identify the boundaries of

phrases (or at least adults have this ability; infants show evidence of sensitivity to

correlates of those boundaries such as pauses, and children seem able to use those

correlates to identify phrase boundaries at an older age - so their identification of

the boundaries at a younger age appears plausible; see section 4.3), Moreover, at

least among older children and adults, learners can discover distributional

regularities within phrases in the form of contingencies between word c1a~ses, an

ability that would permit them to discover the parts of speech, including verb and
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w!jl'clil'e, that arc specific to the lanh.Jage they arc learning (and that are

suiJcategories of categories identified through semantic means).

And lïnally, 1 showed that adults are able 10 use distributional evidence for

a word's part of speech to identify verbs (see Experiment 3), so children must

acquire this capacity at sol11e stage in learning their first language. They may or

may not he ahle to identify verbs, per se, iJefore then, depending on the existence

of unlearned semantie criteria for the part of speech adjectil'e.

More direct evidence ahout the identification of words as predicators by

young childn:n in particular awaits the development of a procedure for detecting

instances of the parts of speech l'l'rh and adjectil'e and of the category predicator in

a young child's gral11l11ar - a procedure that can be applied reliably with very

young children, children who have not yet learned the distributions of verbs and

adjectives. With such a measure in hand, one cou Id determine whether salient

actions of an unfamiliar type promote, by themselves, predicator identifieation, or

whether exnlicit arguments are necessary for such identific..tion. One could also

dett:rmine whether actilJn words, with or without noun-phrase arguments realised

in surface structure, are initially identified as predicators, or as verbs in partieular

- or if verb identification requires the presence of language-specifie verb clues

availahle in morphological and syntactic structure and must await a child's

learning ahout them.
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APPENDIX A

Historieal Change in the Concept of a Relation

How ùiù the c1assical understanding of relations get lost'? '1'0 ans\\'er this

question. we must look to mathematics. Ikcause the concept of a relation en;

into so many moùern psychological, philosnphical and linguistic theories. ami is so

central to the theory presenled here, anù hecause the change in the concept has

never. to my knowledge. heen documented. 1will examine tlll' change and the

forces hehinù it in some ùetail.

Perhaps the major historical evel1\ contrihuting to a changed underslanding

of relations was ti~e reconccptualisation of a ratio of one magnitude or Ilumher to

another as a COIIlI/101l Ji'actioll, that is, as a numher. Âmong mathemalicians. the

ratio was the prototypical relation, so any change in their understanding of a ratio

woulù tend to change their understanding of a relalion.

In early Greek mathematics, ratios \l'ere never equated with a numerical

quantity, and they were c1early distinguished l'rom the c10sest thing the Greeks had

to a fraction in the modern sense, namely what wc would cali a proper fraction, a

part (Illeros in the Greek) or parts of a unit (Fowler, IlJH7). The wonl "fraction" is

derived l'rom the Latin frùctio(llelll), a noun of action l'rom the perfect pa~sive

participle (frùcl!Is) of the verb frtlllgü, 'break,' 'fracture,' 'hreak off,' 'break in

pieces,' such that a fraction is the result of breaking olT of part of a unit, a product

of the fracturing of a unit. For the Greeks, a fraction was always u piece or picces

of the unit. The Greeks did not use common fractions in the modern sense, that

is, Illllllbers (versus ratios) that can be expressed as fi/li (where fi and li arc

integers, and where the number may exceed one); modern scholars sometimes

daim that the Greeks used such fractions in their calculations (e.g., Heath, 1921),

but Fowler makes a convincing argument that such c1aims arc based on
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misinterpretations of their notation.]I, As the use of CO III Illon fractions developed,

the disti/Ktlon hetween ratios and fractions dissolved so that ratios lost their

relational nature.

When the ratio caille to he interpreted as a cOlllmon fraction, what

consequences followed for the notion of a relation? A common fraction is itself a

nUlllher, an individual distinct from the two individual numhers that make up the

fraction (e.g., the fraction 3/6, equal ln 0.5, is distinct from 3 and from 6, as is the

fraction 6/3, equal ln 2); we cali the numhers equivalent to fractions that are

stated over integers "rational nUlllhers," where "rational" is related to "ratio" (which

is from the Latin equivalent of the Greek logos). Beeause the ratio was the

prototypical rel"tion in mathematics, the reconceptualisation of a ratio as a

common fraction - as a numher - and th us as a third thing with being separate

from the two individuals involved ;n the relation, may have influenced the

]1, Fuwier (t'lH?) argues that,

o •• \Vc have no cvilicll(,c for uny conception of commo" fraclions l'Il{ and thcir
mauipulatiuns such as, for example, l'/q x r/s = l'r/q,, and l'/q + ri"~ = (l''' +
qr)/q,I', in Greek mathematical, scientiflc, Iinancial, or pedagogical texts hefore the
lime of Hernn and Diophantus; ~md cven the fractionul notations and manipulations
round in the 13Yl:antinc manuscripls of thcsc lale authors may have becn rcviscd and
intruduced during the lIledieval mudernisation of thcir minuscule scrip!. (p. 226)

Fuwier (pp. 24H·2(,~) shuws that apparent fractiunal nutatiun is used only where the scribe would, in
ail likelih"Oli, lack aceess tu a mathematieal tahle that wuuld give him the value of a division of one
numher inln anothcr, whcrc division was conccplualiscd us the dividing of one ilumbcr ioto as many
parts as there arc units in the other numher, and where the result of division l'as expressed as the
eunjunctiun uf parts uf the unit (e.g., in a mathematicaltable from Fowler, p. 235, wc read that "of
the 41the 1/9 isJ 1/3IandJl/9," where the "fractions" arc to be interpreted as parts of the unit):

The very few instances lin Ihe papyri)that can he cited as iIIuslrating [notations] for
coml11on fraclions appcar, on doser scrutiny, morc probably to be abbrcviations of
unrcs\llvcd dC3c:riptions of divisions lhat arc still conceived ilS SUffiS ùf unit fractions,
ami ail can he more naturally explained as relaxations of stylistic conventions about
lmw these divisiuns shuuld be evaluated and expressed. Possibly lhe abbreviations
di" then "volve intu uur cunceptions of common fractions, and cerlainly the practice
amI pupularity uf cummun fractk·n, devcloped. particularly among ltalian
mathcmaticinns, from the ninth or lcnth centuries \mwards. Thesc ncw fractionnl
nutat iuns and conceptiuns may Ihen have been adopted by the scribes and readers
uf the medievalmannscripts [cuntaining the text of Greek scienlilic trealises], and so
inliltrated and corrupted the evidence Iregarding fractional notation) to be found
there ... (1'.264)
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mathematieian's view of relations in general. Relations would then l'llllle to he

vieweù as things separate fwm their suhjeets anù ohjeets.

The reconceptualisation of the ratio as a numher may have hegun in the

late meùieval perioù, \Vhen mathematicians assigneù to ratios tiCllolllitltltiollS. TIl<'

ùenomination of a ratio is the ratio of the lo\Vest numhers that arc in the saille

relation, such that the ùenomination of 14:6 is 7:3;17 this ratio \Vas ·'xpressed as

the parts of the greater number that the lesser number was (when the less.:r

number was the anteceùent), or as the wholes anù parts of the lessel numher in

the greater numbcr (when the greater number was the anteccdent). As wc will

see, ùenominations came to he unùers!Ood as 1l/1II11}('I:\'. What motivated their

aùoption? Murùoch (1963) argues that "the manner in which the denolllination

iùea became connecteù with thc theory of proportionality [i.e., of

ratios] ... is ... involved" (p. 257), but may he tied !O a change in the aœepted

ùefinition of equal ratios. Mathematicians such as Rogcr Bacon ( 1214-12(4) and

17Thc notion of a dcnominntion can he lraccù huck lo the Circck notion of a "root numhcr," or
pll/lrmëll, of" rutio (sec Murdoch, 1963). This word was used hy lhe Pythagoreans for lhe srnallesl
nurnber of a given spedes of number (sec J. Klein, 1939/19H5). Inlhe coniesi nI' ralins, il rneanllhe
fi,tio having the surne relation of the Iwo numhcrs as a givcn ratio, hut with the smallcst possihle
numbers related in lhe rutin. In the series 2:1, 4:2, 6:3, H:4 ... ,2:1 is the pll/lrmëll. Thennnf Srnyrna
(c. 100-150) gave the following delinilion:

Of alilhe ratios grouped in one species (e,g., dnuble ses'luialler, elc.) lhnse Ihal "re
cxprcsscù in the smallcst nurnbcrs and nurnhcrs prime ln one anolhcr arc callcd
IJrimary among thusc bcaring the sarnc ratio, and roots (pllt/lIIICIfCS) nI' thnsc of the
sarne spedes. (Nicornachus of Gerasa, t2ll/11J26, p. 216, fn t)

ln Grcck mathcmutics, the puthmé" of a spccics of ratio was itself clearly il ratio, and not il nUllIher.
Thal is not to say that the Greeks never associated mtios with numhers or magnitudes. J. Klein
(1934-1936/1968) provides an excerpl l'rom a commenlary of EuloCÎlb of Ascalon lhal gives evidence
for an ancicnt tradition of using numbers to speak about the "sizcs" of ratios (pÏJlikoti!t(~,\' /oKùn):

Let il nol upset lhose who happen 10 nolice it lhat Ihis is demonstraled Ihrough
numbers; for the ancients uscd such demonstrations rather as heing mathemalical
[in the sense of involving "l!cllcrullheory!lhan Ispedlicallyl 'JS arilhrnelical, IJccUIlSC
of Ille propoJ1iollS and because the thing sought is I"clually] arilhmetic"l. For rutios
und sizes of rUlios und IIIl1llipliculiollS prilllurily exiSI ill IIII11.bcr:; and Ihrough Ihese in
m"gniludes, as he says Inamcly Archytus ...1; for Ihese rnalhematical objecls seern
tn be cognale. (p. 279, fn 26l!)
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Thomas of Bradwardine (1290-1349) defined eljual ratios l
" as those "whosc

r/1'lIfJ1l1Ï!lIlliol/S arc the same, or eljual" (Croshy, 1955, p. 77; sce also Murdoch, p.

257), and this dcfinition hecame the standurd onc. According to Murdoch, the

idea that eljual ratios arc thosc with cljual dcnominations may have hecomc

eonventional hecausc of a suhstitution, in one popular medieval version of Eudid's

/,'!<'lIlellls - that of Campanus Da Novara (d. 1296), of this sort of definition for

Euclid's dclïnition of cljual ratios for numhcrs (in Book 7, Definition 20);1') the

suhstitutcd dcfinition eamc from Jordanus Ncmorarius's (12th-13th century)

Arithllletim J)ecelll Libris Delllo/l.\·tmta,2!' Murdoch daims that "once thus firmly

cstahlishcd in Book VII, 'denOll1inationes' seeped hack into the more general

IH-I'hc mcdh.:val writcrs uscd the word proportio, or 'proportion,' for bolh 'ratio' and 'proportion,'
lhal is, for hotl: loJ.:o.,' and tIIUi/O;.:ill. 1 have subslitUlcd the word "ratio" whcrcvcr thcy rneant logos
rallu:r than llIw/0J.:ia; the Jaller is the relation of one (utin 10 aoulher, whcrcas logos or rLltio is the
rch,lion of one numhcr to <toulher, or the relation of one magnitude 10 anothcr.

l'J'l1:e story hehinu this subslitution is cOInplicaleu. Meuieval mathematicians were um.ble to
unuerstanu Euclid's uefinition or ClI"a' ralios ror geomelrie magnilUues (Book 5, Definition 5), taken
rrom Euuoxus, a delinilion that workeu even ror incommensurable magnituues. (Muruoch, 1963,
restates lhe uefinition symbolically as rollows: "A/B = CiD ir, anu only ir, ror ail positive integers III,

Il when ,...1 > =< 11I8 then, corresponuingly IIC < => IIID"; p. 239.) As a rcsult, they sought other
means of dclining equ"lity for ratios, "ml the mcans they favoured \Vere arithmetical, according to
Muruoch. They auopteu the arithmetical uefinition baseu on uenominations, first for arithmetica!
ralios, anu lhen rur ail ratios. Unrorlunatcly, lhe uefinition r"ils ror ratios or incommensurable
magnitudes, as Murdoch shows.

211The <iefinilion I,,'r:oweu rrom Joru"nus "nu given by C"mp"nus ("s his uefinition 21) in place
or Eucli<i's Delinilion 20 or Book 7, as weil '15 a uefinitiun or" uenomination that is inserteu berore
it (rrom " 1506 c0l'Y or lhe m"nuscripl in lhe Houghton libr:try at Harvaru), arc as rollows:

20. DenomiIHltio dicitur proportionis minoris quidem numeri ad maiorem, pars ucl
partes ipsius minoris quac in muiore sunt. Maioris aulem ad minorem, lolum ucl
lolum & p"rs ucl parles, pmut maiur supernuil. "Denomin"tion is saiu of the ratio
of the Iesser number to the gre:llcr (number aboul) the part or p"rts or this lesser
(number) Ihat "re in the grealcr (number). However (uenomination is saiu or the
ralio) or Ihe greatcr to the Iesser (aboul) the whole, or the whole anu the part or
l'arts, "ccuruing ilS the gre"tcr excecus (lhe lesser).'j

21. Similes siue una "Iii e"uem uieunlur proportioncs, quae eanuem
denominalioncm recipiunt. Maior ucro, quac maiorem. Minor aulem, quac
miuorem. l'Similar or the s"me one to anolher arc saiu (about) ratios that receive
tbe sallie uenomination. But the greatcr (is saiu about the ratio) thal (receives) the
gre"lcr (uenominalion). Anu the lesser (is saiu about the ratio) lhat (reccives) lhe
Iesser (uenomination).'j
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thcory of proportionality of Book V" (p. 25S) - that is. into the in:erpretation of

Euclid's thcory of ratios of geomctric magnitudes. Dcnominations were proha"iy

originally conceptu<!liscd as signs for ratios. hut thcy eamc to hc viewcd as

numbers. For a prototypical ratio known as a "multiple," sueh as douhle or triplc

(exa7l1ples of which arc S:4 and 9:3). thc dcnomination is a sign for a ratio to thl'

unit (i.e., 2: 1 or 3: 1), but it was givcn as thc numcral for the antcccdcnt :lIonc

(i.e., as 2 or 3). The term "r.Ienomination" S1166~sts that thc numcral is aeting as a

/lW/le of a ratio, and not as a sign for a multitudc (i.c., a numbcr). But thcse

numerals appear to bave been conceptualiscd as numbcrs, and not just as namcs

for ratios to the unit; Bradwardine S'lys, for instance, that a lïrst onler (i.c., in

lowest terms) ratio of commensurables 'is that which is immcdiatcly dcnominatcd

by some /ll/mlJer ["est ilIa quae immediate denominatur ab aliquo numcro"I, just as

in the case of the ratio double, and triple, evcn so in the C,ISCS of thc othcrs'

(Crosby, p. 66; the translation is mine), meaning that the dcnomination of 2: 1 is

the Illimber 2. He a1so says that, 'However great one quantity is relativc to

another, so great is the ratio of this one relative to that one' ("Et quanta cst una

quantitas ad aliam, tanta est proportio eius ad ilIam"; Crosby, p. 70; the translation

is mine), implying that a ratio has a magnitude. He thus appears to havc

reinterpreted a denomination consisting of a numeral, which presumably was uscd

originally as a name for a ratio, as a number. As a further impetus to the

reinterpretation of ratios as numbers, denominations, integer and othcrwise, werc

used as numbers in thirteenth-century algebraic computations (c.g., multiplication

and division; for examples, see Jordanus de Nemore, 1225/1(8111
). (for Nicole

21 Here is one example from Jordanus de Nemore (1225/19HI):

SI l'IU1o.IUM Ail SECUNIlUM IlATUM, IiI' Ail QUOIJ SECUNIJUM IIAnEI'

l'ROI'ORTIONEM ElUT IlATUM. QUOI> SI Ail n.l.UIl FUERIT IJATUM, IiI' Ail

SECUNDUM I)ATUM Ellrl'. Dcnominalio cnim proporlionis primi ad sccunl!I'm, in
denominalionem proporlionis secondi ad lerlium ducalor, el fiel proporIio primi ad
lerlium. Item proporIio secundi ad lcrlium dividal proportioncm primi ad lerlium,
el exibil proporlio primi ad seeundum. Yerbi gratia: Primum continel secLndum el
cius tres scptimas, cl sccundus lcrlium ct cius dual' quintas. Ducatur crgo "num ct

(conlinued...)
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Oresme's [co 1320-13X2j fourteenth-ccnlury discussion of the multiplication and

division of denolllinations in "algorism" [a/gori.l"IIllIsj to solve problems with ratios,

see Oresllle, 1355/1966, p. 143, p. 145, and p. 155.) With the relations of double,

triple, etr;ctera, denominated by the numerals 2, 3, etcetera - which apparently

caille to be interpreted as numbers - and with denominations in general used like

numhers in computations, the stage was set for the ultimate identification of ratios

with numhers.

The generality with which denominations were applied to ratios may have

had consequences for the concept of number, for denominations were not

restricted (except, perhaps, by Campanus; see Murdoch, 1963) to ratios of

integers, that is, arithmeti- ratios; they were applied also ta ratios of the

continuous magnitl!ul'S of geometry, even wben the magnitudes in a ratio were

incolllmensurable - that is, even when one of the magnillides was irrational (e.g.,

in the ratio of the length of the diagonal to the length of a side in a right isosceles

triangle). Bradwardine, or earlier mathematicians l'rom whom he took the idea,

extended the term "denomination" to what he called "irrational proportion"

(proportio/le imlliOlUlli), that is, ratios of incommensurable quantities;22 later

scholastics, inc\uding Albert of Saxony, followed him, accon.ling ta Murdoch. The

incommensurable qU'lntities were not yet numbers in Bradwardine; he was explicit

in denying them the status of numbers and thereby restricting them ta branches of

21 ( ...conlinued)
lres scplimac in unum cl ùuas quinlils, Cl provcnicnl duo, quare primum est duplum
tertie. liCOl duo dividanlur per unum cl duas quinlas, ct exibunt unum et tres
scptimac. Itaquc ams positis primum contincbit sccundum cl ciu.. trcs septiroas. (p.
72)

The Ihird senlence «Ill be lranslated as follows: 'For the denominalion of the proportion [i.e., ralio]
of the lirsl in relalion 10 lhe second, is led inlo [i.e., is muhiplied by)the denominalion of Ihe
proportion of Ihe second in relalion 10 the lhird, and the proportion of the. lirsl in relation to the
thir.! ;., made [i.e., foundl.'

22For ratios of incommensurables, Bradwardine said lhey were medialely denominated by a given
number, whereas ratios of commensurables were immediately denominaled by a given number. For
nltins of incommensurables, immcdialc dcnomination was by a givcn ratio, which ,,'as immcdialcly
denominaled by a given number. Sec Murdoch (t%3, pp. 258-260) and Gran!'s inlt'Oduclion to
Oresme (t355/1966, pp. 31-35) for a full explanation of the idea.
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mathematics other than arithmetic (sec Croshy. 1955. p. (7). But sinl'e

denominations came to he vicwed as numhers. the assignment of denominations III

ratios of ineommensurahles was a tirst step in the direction of irrational l1umhcrs;

a l'ully conscious acceptancc of irrational magnitudes as numhcrs awaited a

co;'plete reconceptualisation of the concept of numher. It is to this that 1 now

tUTl1, for this event seems to have provided impetus to a reinterpretation of Ihe

ratio - even the geometric ratio - as a numher.

A new concept of number arose in the late IMh ccntury, one that served to

promote the identification of a ratio of two numhers with the fraction or whole

number that represented the multiple that one numher was of the olher. The rise

of an explicit conceptualisation of numher as continuous rather than diserete (i.e ..

as magnitude rather than multitude) permitted ,111 identification of the ratio (a

relational concept) and the common fraction (a new numher concept) heeause the

multiple that one magnitude was uf another coult! now he assigned a numher

whether or not the multiple was an integer.

How did number corne to be viewed as continuous, removed l'rom

multitudes? The continllous magnitudes of geomctry came to he rcconccptualised

as numbers, whi';h necessitated a new concept of number that look on the

continuous character of such magnitudes. Among the numbcrs along the new

number continuum were common fractions, which arc equated with ratios in

modern mathematics and which correspond to what we have come to cali "rational

numbers." Fractions were originally conceptualïsed, in the c1assical periml, as parts

of a unit, and so they were always proper fractions. Further, they \Vere not

conceptualised as numbers. The dosest thing to a common fraction in Greek

thought was the notior: of a part ,.Ilems) or parts of a number, where a part was a

submultiple that could measure the number, that is, that could fit Il1to the nllmber

an exact number of times (e.g., see Euclid, Elemellls 7, Definitions 3 and 4, in

Heath, 1956). So the Greeks could speak of 3 as a part of 6, 4 as parts of 6

(where each part is 2 or 1), and so on; but they did not conceive of the part of 6

that is 3 as the llum1Jer one half. Fllrther, any number of parts of a numbcr cOllld
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not excced the nurnher of parts that could fit exactly into the nurnher, whereas a

cornrnon fraction can he equivalent to a numher greater than one (i.e., the

numcrator can exceed the denominator).

The reconceptualisation of numher as continuous is usually attributed to

Simon Stevin (1541\-1620). Part of his reconceptualisation was an interpretation of

proper fractions as numbers. He described a part or parts of a unit as a "broken

number" (or nombre rompu; see J. Klein, 1934-1936/1968, p. 195, and Stevin,

151\5/195I\a, p. 506); he reasoned that, hy analogy with the fact that the parts of a

line arc themselves lines, the parts of a number should themselves be numbers (J.

Klein, 1939/1985). With proper fractions reconceptualised in this way, it was a

small step to conc1ude that common fructions are also numbers, and Stevin did

inc1ude them among his "broken numhers.,,23 Stevin saw no reason to keep

numher distinct from continuous magnitudes, and he even accepted irrational

magnitudes as numbers, 50 that numhers could be viewed as filling up a

continuum. In fact, he regarded ail numbers as continua, inc1uding whole numbers,

and argued against the idea of diseontinuous or discrete quantities; he felt that the

division of a number such as 60, which was in his mmd u continuous magnitude,

into 60 units, was an act of the imagination that did nothing to make the number

itself discontinuous; for, he argued, one couId equally weil divide 60 into 30

couples or 20 triples (see Stevin, pp. 501-502). If the division into unit measures

seemed meaningless to Stevin, it must have been becm:se number was not viewed

by him (or those of his contemporaries who accepted his views on number) as the

numbcr of sometlling, that is, as the cardinality of a set of individuals. He

expressed the correspondence between numbers and continuous magnitudes as follows:

23Under his delinition of "nombre rompu," he says,

Comme étHnt un divisé en trois parties égales, une des mêmes est nombre rompu,
qu'on décrit uinsi t/3 & s'uppelle un tiers.... Ou étunl 1 purti en trois parties
égules, sepl de telles purlies est nombre rompu qu'on décril ainsi 7/3 & s'appelle
sept troisièmes. ('Tuke one divided inlo three equal parts, one of the same is a
broken number that one describes thus, 1/3, and that is called a third. . .. Or given
one divided up into three equal parts, seven of sueh parts is a broken number that
one describes thus, 7/3, und that is culled seven thirds.') (Stevin, 1585/1958a, p. 506)
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, , , l.e nombre est quelque chose telie en grandeur, coml11e
l'humidité en l'cau. car comme cette ci s'étend par Wut ct en chaque
partie de l'cau: Ainsi le nombre destiné il quelque grandeur s'étend
par tout ct en chaque partie de sa grandeur: Item comme ù une
continue eau correspond une continue humidité, ainsi ù une
continue grandeur correspond un continue nombre: Item comme la
continue humidité de l'entière cau, souffre la même division ct
disjonction que son eau; Ainsi le Cllntinue nombre souffre la même
division et disjonction que sa grandeur. [', , , Number is something in
magnitude comparable to humidity in water, for as this extends
everyw .~re and in each part of the water; even SO, number lied to
same . :agnitude ~xtends everywhere ami in each part of its
magnitude: Just as ta a water continuum there corresponds a
humidity continuum, even so ta a magnitude continuum there
corresponds a number continuum. Just as the humidity continuum of
the entirety of the water undergoes the same division and separation
as its water, so the number continuum undergoes the same division
and separation as its magnitude.'] (Stevin, 15H5/195Ha, p. 5(2)

Stevin's views may have been influenced by his adoption of decimal

fractions for expressing numhers (sec Stevin, 15H5/195Hb), a system he favoured

because of its great practical utility; this system does not preclude the numerical

expression of irrational nUlTIbers, and it might, if accepted as a val id means of

number expression, be taken to imply the existence of indenumerably many such

numbers, one for each possible infinite decima! expansion. The introduction into

general use in the West of the Hindu-Arahic number notation in the 12th century

had already set the stage for the new view of numher by de-emphasising the tic

between number and multitude. ln the previously used Roman numcral systcm,

the numerals were collections of individuals, namely collections of marks on paper

(Le., the numbers 1 through 4 were originally symbolised hy l, Il, Ill, and 1111; the

latter later became IV), or else they were signs for such collections (Le., V slood

for HIll). These collections stood in for, or represented, collections of ohjects or

monads. Manipulations of these collections of marks produced results that could

be applied ta collections of individuals of any kind whatsoever. Schmidt (19H6)

calls these numerals counterparts. They are not signs for numhers, but rather

representations of collections. Schmidt gives as an example of a counterpart a
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nautical chan. Onc can plot a course on such a chan, which is a representation of

a region, antl then follow that course in the place representetl. Similarly, one can

comhine 2 marks with 3 marks to ohtain 5 marks, antl then apply the result to

collections of ohjects of any kintl (e.g., 2 cats aggregatetl with 3 cats will yieltl 5

cats). When the Hintlu-Arabic numerals were first introtlucetl, mathematicians

untlcrstootl them much as they untlerstootl the Roman numerals V antl X,

accortling to Schmitlt, namely as signs for collections of marks on paper - or

perhaps as signs for Roman numerais which were, in turn, collections of marks or

signs for such collections. Eventually, though (perhaps tluring or after the

Renaissance), mathematicians forgot that the symbols hatl this (indirect)

counterpan function, which was no longer immetliately available in the forms of

the numerals themselves. In forgetting that the symbols were supposetl to function

as signs for counterparts, they forgot that the numerals were supposed to be

interpreted in tertns of collections of individuals. So the newly accepted notation

permitted a reconceptualisation of number as something independent of multitude.

The geometric algebra created by René Descartes (1596-1650) may have

furtheretl the dissolution of the boundary between geometric magnitudes and

numbers, even if Descartes was an unwitting party to the dissolution. Having

possibly been a student or disciple of Stevin in the years 1618-1619, and being

f:uniliar with at least sorne of Stevin's writings (see J. Kl~in, 1934-1936/1968, pp.

292-293, fn 306), Descartes was probably no stranger to the idea of number as

continuolls, although he did not, perhaps, understand number as Stevin did.

Descartes used lines or plane figures, or letters that stood for particular

lines or figures, as representations or stand-ins or counterparts for particular

magnitudes (Schmidt, 1986), using these extended things as a means of studying

the relations of any magnitudes or quantities one pleases (Descartes, 1701/1970>

ln this way, his geometric algebra was comparable to a numerical calculus that

""erates on Roman numerals or some similarly iconic set of symbols, where the

symbols are theIr.selves collections of individuals, so that a manipulation of the

symbols is a manipulation of collections. The lines and figures that Descartes used
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to represent magnitudes were direct\y manipulablc. but the resuits of the

manipulations cnuid be appiied III any magnitudes. just as the resuit of an

arithmetic calculation manipulating marks on paper can be applied to any

collections of individuals one pleases. Whatever muid be learned about the

magnitudes of the lines or the relations of those magnitudes to one another could

be generalised to any domain in which the same relations held for magnitudes thal

were comparable under some abstraction:

When ... we have freed the terIns of the problem l'rom any
reference to a particular suhject, we shall discover that ail we have
left to deal with consists of magnitudes in general [or ln a genus'; in
gCllcre24 ].

We shall, however, even in this case make u.~e of our
imagination, employing not the naked understanding hut the intellect
as aided by images of particulars [or 'species' or 'individuals of a
particular species'; specieblls2S ] depicted on the fancy. Finally we
must note that nothing can be asserted of magnitudes in general [or
'magnitudes in a genus'] that cannot also be ascribed to any
particular instance [or 'magnitudes in a species'; (II/ugnillic/iniblls) in
.l'pecie].

This lets us easily conclude that there will he no slight profit
in transferring whatsoever we find asserted of magnitudes in general
[or 'in a gelllls'] to that particular species of magnitude which is most
easily and distinetly depieted in our imagination. . .. This must be

241 doubt lhal Desearles OlcanI "magniludes iu general," as lhe translalor apparently helieved. He
almost certainly mcanl prcciscly what he wrotc, namcly 'magnitudes in a gCI1Us' (for Ihe Latin word
lhal Descartes uscd, gcnere, is the ablative ca~c of the noun Remts; the word mcaning 19cncwll is
gCllcra/is). He was Iikcly thinking in terms uf the lradiliun in n"'themalics uf dislingnishing ,lifferenl
gcncra of magnitudes, 5uch as magnitudes in one dimension, twu dimcns:·ons (i.e., plane I1Hlgnitudcs,
or the areas of plane ligures), and three dimensions (i.e., sulid magnitudes, Il; lhe vnlnmes ur sulids).
For an cxamplc of a discussian of the genem of m~lgnitudcs, sec Vièlc's IlIlrotlucl;ml ta tire AliCl/y/kat
An in the appendix of J. Klein (1934-1936/1968; sec Chapler 3, 1'1'. 324-328).

25The Greek mathemalician Diophantus, who in his Arillrmclic deserihed an analylie art! hal was
a precursor 10 algebra, dislinguished differenl species (cidc) of numher (a lradition adaptcd hy Vièle
for his analysis of geometric magnitudes, such lhal he dislinguished species of magniludes wilhin
genera; sec the appendix in J. Klein, 1934-1936/1%8). Descartes may have heenJsing Ihe term
"species" in this way. The lranslation of spccies as "parlieular" in keeping wilh lhe mosl common
modern meaning of "specilic" (i.e., 'delinile') may Iherefore be slightly misleading. Given the
counlerpart function of Descartes's Iines and ligures, and lhe facl thal lhey could be held in Ihe
imagination, he IikcIy was lhinking of particular, or specific, magniludes, hut as individual magnitudes
belonging ta species of magniludes (as when wc lhink of a cat as a cat, and nol JUSI as an animal,
i.e., nol as a member of a genus).
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the real extension of body abslracted l'rom everything else except the
fact that it bas figure .... This is also itself evident; for no other
sllbject displays more distinctly differences in ratio of whatsoever
kind. Thollgh one thing can be said to he more or less white than
another, or a sound sharper or flatter, and so on, it is yet impossible
to determine exactly whether the greater exceeds the less in the
proportion two to one, or three to one, etc., unless we treat the
quantity as being in a certain way analogous to the extension of a
body possessing figure. Let us then take it as fixed and certain that
perfectly definite 'questions' are almost free l'rom difficulty other
than that of transmuting ratios so that they may be stated as
equations. Let us agree too that everything in which we discover
precisely this difficulty, can he easily, and ought to he, disengaged
l'rom reference to every other subject, and immediately stated in
terms of extension and figure. (Descartes, 1701/1970, pp. 56-57)

... We need retain nothing hut rectilinear and rectangular
superficies, or else straight lines, which we also calI figmes, because
they serve quite as weil as surfaces in aiding us to imagine an object
which actually has extension. . .. Human ingenuity can devise
nothing simpler for the complete expression of differences of
relation. (Descartes, 1701/1970, p. 65)

... When the problems are determinate and l'ully comprehended,
we may ahstract them l'rom their suhject matter and so transform
them that nothing remains to he investigated save how to discover
certain magnitudes, l'rom the fact that they bear such and such a
relation to certain other magnitudes already given. (Descartes,
1701/1970, p. 70)

The generality of solutions obtained with his geometric algebra implied a use for

it in the solution of purely arithmetic problems (Le., problems in the realm of

numher). Even though Descartes's lines and figures were intellded solely as

counterparts or representations for any sort of magnitude or quantity whatsoever,

their manifest geometric character may have served to blur the distinction

hetween geometry and numher science for those who were influenced by his

algehra. The use of a line to represent any quantity one pleases might tend to

dissolve the conceptual boundary between the continuous magnitudes of geometry

and the discrete counts of individuals that were once the entire domain of number

science. Because Descartes's geometric symbols were intended io be counterparts

for any sort of quantities, he himself sometimes described the lines and figures in
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term, of number, amI number relation" He ,tated, for in:;tan,·,\ that the

geometric figures he u,ed in hi, caleulation, "have III represent for u, I!OW

continuous magnitude,. again a plurality of unit, or r.ulllber also" ([)eSl·arte,.

1701/1970, p. (5). De,carte, represented the magnitudes of line, a, multiples of

the length of one line taken a, the unit, and in so doing brought continuolls

magnitudes into the realm of numher: "... By the help of the unit we have

assumed, continuous magnitudes can sometimes be reduccd in their entirely 10

[multitude]" (Descartes, 1701/1970, p. 64; his Latin reads, "... Magnitudines

continuas heneficio unitatis assumptitiae posse Illtas ini~rdul11 ad mliltitudinem

reduci .. ,"; Descartes, 1701/1966, pp. 451-452). He described number as "a

species of dimension" and stated th:lt the "division of the who!e into a numher of

parts of identical nature, whether it exists in the real order of things or he merely

the work of the understanding, gives us exactly that dimension in terIns of whieh

we apply number to ohjects" (Descartes, 1701/1970, p. (1); Descartes listed

dimension as one feature of extension, and l'rom this he may have concluded that

t.he extended beings (Le., Iines or other figures) llsed in his algehra, and heId in

rhe imagination as representatio!ls, could represent numhers: "Thus, if numher he

the question, we imagine an object [Le., a figure) which we can measure hy

summing a plurality of units" (Descartes, 1701/1970, p. (0). Further, Descartes was

explicit about bringing geometry and arithmetic together hy introt!ucing arithmetic

ideas into geometry. At the beginning of La Géométrie, he stated that,

Just as arithmetic consists of only four or l'ive operations, namely,
addition, subtraction, multiplication, division and the extraction of
TOotS, which may be considered a kind of division, so in geometry, to
find required Enes it is merely necessary to add or suhtract other
lines; or else, taking one line which 1 shall call unity in order to
relate it as c\osely as possible to numbers, and which can in general
be chosen arbitrarily, and having given two other Iines, to find a
fourth line which shall be to one of the givt:11 Iines as the other is to
unity (which is the same as multiplication); or, again, to find a fourth
line which is to one of the given lines as unity is 10 the other (which
is equivalent to division) ... , 1 shall not hesitate ta introduce these
arithmetical terms into geometry, for the sake of greater clearness.
(Descartes, 1637/1925, pp. 2-5)
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ln his Rules !rJr the Directioll of the Milll!, he asserted that arithmeticians and

geomelricians lalk ahout the same things in diffcrcnt ways:

... 'Exlract the square root of Il', i.e. 25' or 'extract the cuhe root of
Il.1, i.e. 125,' and so in other cases. This then is the way in which
Arithmcticians commonly put the matter. But alternatively we may
explain the prohlcms in the terms employed hy Geometricians: it
comes tn the same thing if we say, 'find a mean proportional
hetwcen that assumed magnitude, which we cali unity, and that
indicatcd hy Il',' or 'find two mean proportionals hetween unity and
(/.1,' and so in other cases. (Descartes, 1701/1970, p. 73)

Descartes frcely used arithmetic concepts and operations in his geometric algebra,

and the geometric concept of a ratio of continuous magnitudes came to take on

the appearancc of an arithmetic operation, namely division. He described the

solving of equations for an unknown magnitude as "a simplification [or reduction]

of ratios ... such that we may discover some equation between what is unknown

and something known" (Descartes, 1701/1970, p. fil). He spoke also of

"lransmuting ratios so that they may be stated as equations" (Descartes,

1701/1970, p. 56). An cxample of such transmutation from La Géométrie follows:

Puis à cause que tous les angles du triangle ARB sont donnés, la
proportion, qui est entre les côtés AB, & BR, est aussi donnée, & je
la pose comme de z à h, de façon qu'AB étant x, RB sera bx/z, & la
toute CR sera.y = hx/z, à cause que le point B tombe entre C &
R .... ['Now because ail the angles of the triangle ARB are given,
the ratio, that is between the sides AB and BR, is also given, and l
set it down as (that) of z to h, 50 that as AB is x (where x is the
name given to the line segment between A and B), RB will be bx/z,
and the whole CR will be y + hx/z, .'ccause the point B falls
hetween C and R (and because the line segment betweer. Band C is
named y) ... .'] (Descartes, 1637/1925, p. 28; the translation is
mine)

ln forming equations in this way, a r~iio of one magnitude to another effectively

becomes a division of the one magnitude by the other, since the two magnitudes

enter freely into multiplications and divisions within the equations (and this

conclusion holds despite Descartes's geometric conceptualisation of division and

multiplication; see Descartes, 1701/1970, pp. 74-76; the geometric and the

arithmetic formulations were equivalent in his eyes). His algebraic treatment of
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magnitudes may thus ilave helped erode the eonceptual harrier hl'tween ratios and

numbers.

The reinterpretation of ratios as numhers is seen explieitly in the writings

of John Wallis (lb 16-17(3).'" ln the follolVing passage, the Ill'IV vielV of ratios is

seen to have Ied to a reinterpretation of part of Euclid's geometry as arithmetic:

For this fifth book of the Elements is, like the whole thenry of
proportions, arithmetieal rather than geometrie. Ami .WJ Cliso th"
1VlIOIe of arithllletic itself seelllS, 01( closer il(spectiol(, (() Ile 110thillg
otlzer tlzem a tlzeory of ratios, and the numbers themselves nothing hut
the 'indices' of ail the possible ratios whose common consequent is l,
the unit. For when 1 or the unit is taken as the [unique] l'''}''f'{'I(('('

ql/al1ll/lIl, ail the l'est of the 1(IIIIIhers (he they II'hole, or "l'Ok"l( or ('l'el(
irratio/1al) are tlze 'il(dices' or 'expol(el1lS' of ail the dif}àellt ratios
possiMe in relation to the referencc quantum. (J. Klein, 1934
1936/1968, p. 220)

By this, he means that any number is really the ratio of that number 10 the

number one, making numhers identical with ratios and vice versa - nr at least

making numbers signs for ratios (Iike the denominations of multiples). This way of

thinking moves numbers and ratios uncomfortahly close together. But given the

new view of <:nrnher as continuous, the move is logical: A eontinuous magnitude

l'an have no value except relative to some other magnitude. When continuous

magnitudes moved l'rom geometry into number science, lhey did so independently

of figures sueh as triangles and rectangles. With no possibility of comparing the

length of one side of a figure to the length of another side, some other standard

for comparison had to be established. Wallis chose a unit magnitude, which he

took to be signified by the numeral 1, as that standard for comparison.

The importation of the geometric concept of a ratio of magnitudes into

number science, that is, into arithmetic27 (and the reinterpretation of certain

261 am gratefulto Robert Schmidt for alerting me to the relevance of the wnrks of Wallis ,,"d
Leibniz to the transformation of the cnncept of a relation.

27T he word "arithmetic" is derived from the Greek Irê urillrmêlikê, which means 'the art of
counting' (whcrc this noun is dcrivcd from the verh orit/mwo, 'count' Of 'numhcr,' which is ilself
derived from tbe word for numher, urirlllllll.l').
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areas of Greek ~eometrv as arithmetic). went hand in hand with l'han~in~ \'Îc'ws.... . "- ..
about number. For the Greeks. numher was multitude. and it was not separatt'

from a collection of ,Homs; further. an atom could not he divided, (This is

unequivocally true of the Greek ideal or ahstract unit of Cllunting. or monad.

called a /lW/las [plurall1lollades]. used in pure mathelllatics. If the units of

eounting were sensible entities such as vases. they could he divided in the sense of

broken up; but such fracturing of the unit of counting implied a change in the unit

of counting. say from vases to vase-parts. See J. Klein. IlJ34-llJ3h/196R.

1939/1985.) Further, the atollls that yielded a count had to be of one kiml.

Aristotle explained it this way:

"Number" ... means a measured multitude and a multitude of
measures. . .. The measure must always he something that is
attributed to ail alike. as for instance if [we take) horses. the
measure is a horse, and if men, a man. If man and horse and gOll,
perhaps [the measure will be)living thing, :Ind the numher of them
will be [the number of] living things. If [wc take) man and white and
walking, seareely l'an there be a number of these, which all come to
be in dependency through that which is one according to numher
[Le., the man), however the numher of these will he [the numher ofl
genera, or some other such appellation. (Metaphys;cs N.l, IOHH"5-14;
the translation is mine)

In the Greek mind, number was not separate from extralllentai being; it existed hy

virtue of collections of individuais of some kind. But numher lost this tic with

extramental being, and moved entirely inlO the conceptual realm, so thal its

nature was free to change. Under Stevin's influence, mathematicians came to

accept as numbers fractional numbers and irrational numhers, so that numbers

couId be conceptualised as places on a continuum (as in the modern concept of a

"number line" upon whieh points are supposed to correspond to nUlllbers), or as

continua or continuous magnitudes (l'ven in the case of whole numbers); in

dassical Greek mathematics, continuous magnitudes were in the domain of

geometry alone, where they were tied to particular lines (e.g., the sides of a

figure). As the number concept changed ta indude numbers between integers, the

distinction between magnitudes and multitudes, and thus between geometry and
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arithmetic, became blurred. As Murdoch (1963) puts it, in the medieval period,

"the Greek distinction between the continuous and the discrete was heginning to

ulldergo erosion" (p. 270), an erosion that hecame complete in the Renaissance.

Murdocb suggests that,

... tbe Middle Ages, hoth Arahic and Latin, were something of a
halfway-house between the guarded Greek separation of general
magnitudes from the discrete multitudes which were number and, on
the other hand, the confident dedaration of John Wallis that "the
whole firth hook of Euclid's E/cmCll/S is Arithmetic." If the medievals
were historically no stimulus for Wallis's determined position, still
their speculations pointed in his direction. (p. 271)

The new understanding of a ratio as a numher likely contributed to a new

understanding of relations as things separate from their subjects and objects. If so,

the new view of relations that emerged and that remains with us was motivated by

(Iargely unconsdolls) shifts in the interpretations of mathematical symbols that

were concomitant with a changing view of number in mathematies, making the

modern view of relations meaningless in the unrelated domains of natural

language and cognition.

Mathematicians' conscious understanding of relations may have been

innuenced by Gottfried Wilhelm Leibniz (1646-1716), who was perhaps the first to

explicitly describe a relation as something separate from the individuals related

and independent of any subject. He did so in the context of a critique of Newton's

view that space and time are absolute frameworks in whieh events occur, making

space and lime real existing things in addition to the individuals that populate the

universe. This view was in conniet with Leibniz's view thal individuals are monads,

and thal monads alone (plus God) constitute the universe; he sought, therefore, to

conceptualise space and time as relations of sorne kind, and in particular as

relations without subjects (to keep space and time outside of the monads

lhemselves in order to account for their apparently objective nature). In a Ietler to

Newton's disciple Samuel Clarke (whieh was published in 1717), Leibniz describes

a type of relation that is an ideal entity, which implies that it is an idea in the

mind of God:
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The ratio or proportion hetween two lines Land M. may he
conccived three several ways; as a ratio of the grealer L. III lh~

Icsser M; as a ratio of the Icsser M. lo the greater 1.; and lastly. as
something ahstracted l'rom hoth. lhal is. as the ralio between L ami
M. without considering which is the anteccdent. or which the
consequent; which the subject. and which the objec!. And thus it is.
that proportions are considered in music. In the first way of
considering them. L the greater lis the subject]: in the second. M the
lesser, is the subjeet of that accident, which philosophers cali
relation. But, which of them will be the suhject, in the thinl way of
considering them? It cannat he said that both of thcm. L antl M
together, are the subject of such an accident; for if so, we should
have an accident in two subjects, with one leg in one. and the other
[leg] in the other; which is contrary to the notion of accidents.
Therefore we must say, that this relation, in this third way of
considering it, is indeed out of the subjects; but being neither a
substance, nor an accident, it must be a mere ideal thing, the
consideration of which is nevertheless useful. (Alexander, 1956, p.
71)

Leibniz here introduces a relation that is independent of a subject, such that in

addition to the relation of hall' that characterises 2 relative to 4, and the relation

of double that charaeterises 4 relative to 2, there is a third relation of proportion,

existing as "a purely Ideal thing" (i.e., in the mind of God) between 2 ami 4. But

what might this relation be, if not hall' and not double? Both hall' and double

simultaneously? Or the disjunction of hall' and double? Both of these "relations"

involve two separate relations. Moreover, the conjunction or disjunction of the two

relations implies taking the point of view of one individuul or the other, perhaps

in alternation, since each of the two relations is an aspect of one individual's being

with regard to the other. Another possibility can be ruled out: Tbe "ideal" relation

cannot be a fraction formed by the two numbers, because 2/4 (= 0.5) is not elJual

to 4/2 (= 2.0). We cannot conceptualise a relation except from the point of view

of a subject; no relation exists that is subject-independent and separate l'rom both

of the individuals related - or present equally in both of them. We may imagine

that we can take a bird's-eye or God's-eye or "objective" view of a relation,

understanding il as an aspect of the being of both individuals, or of neither, but if

we attempt to conceptualise clearly the relation so viewed, it will either evaporate
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before the mind's eye, or we wili find ourseIves implicitly taking the point of view

of one inùividual (as when we conceptualise a relation associated with "hit" as an

action rather than the suffering of an action, implicitly taking the point of view of

the hitter rather than the hittee). The ideal or subject-independent relation of

Leibniz is an illusion. And yet the view expressed by Leibniz appears to have

become the standard one among mathematicians, at least in explicit discussions of

relations; in that view, a relation between two individuaIs is sorne third thing that

is b:ind as to which individual is the subject.2R ln this way, it resembles a

mathcmatical formula stated over multiple individuals, and it seems that the

notion of a relation did, in fact, come to include the notion of a formula, which

Ihen came 10 be called a "predicale" (see Appendix B regarding Hilbert's notion of

a predicate). 1 reject this view, favouring instead the view that a relation is not

/JellVeell Iwo individuals, or a formula stated over them; it is, rather, an aspect of

being of one individual relative to or with regard to another.

Leibniz was able to conceptualise a relation with no subject by including

among "relations" things not previously considered to be relations, such as orders.

His "relational" conception of space and time was that of an order: "... Space is

nothing else but an order of the existence of things, observed as existing together"

2NA rclatcù idca appcars in the wrilings or Frege:

If l'rom a judgemenl-conlenl which deals with an object a and an object b wc
subtracl a and b, wc oblain as remainder a relation-concept which is, accordingly,
incomplete at two points. If l'rom the proposition "the Earth is more massive than
the Moon" wc subtracl "lhe Earth," wc oblain lhe concepl "more massive lhan the
Moon." If, allernatively, wc sublracl lhe objecl, "lhe Moon," wc gel lhe concept "less
massive llmn lhe Earlh." BUI if wc sublracl them bolh al once, lhen wc arc left with
a relation-concept, which laken by ilself has no ... sense any more lhan a simple
concept has: il has always to be compleled in order 10 make up a judgement
content. Il can however be compleled in different ways: inslead of Earth and Moon
1 can pul, for example, Sun and Earth, and lhis co ipso effecls the subtraclÏon.
(Frege, 1893/1980, p. 82)

NOlice that he changed lhe "concept" when he "subtracted" tbe noun phrase embedded in the
predicale; the concept (or relalion) changed l'rom "more massive than" la "Iess massive than." The
necessily for lhis change demonslrales the incoherence of his approach; the nature of the relation
depends upon lhe subject relative ta lhe abject, sa it cannot be conceptoalised independently of
them.
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(Alexander. 1956. p. 63); "... Time does only co-exist with creatures. and is only

conceived by the order and quantity of their changes" (Alexander. p. 75).

Elsewhere. he includes arnong relations genealogical trees and geometrieal figures:

There are ... examples of relation between severa! things at once.
as that of order or that of a genealogical tree. which expresses the
rank and connection of .111 the terrns or members. and even a figure
like that of a polygon includes the relation of ail the sides. (Leibniz.
1765/1949. p. 236)

Bere, Leibniz not only abstracts a relation away from any subject, but he also

allows an unlirnited nurnber of individuals to be related to one another by virtue

of a single relation. The idea of a relation is replaced by the idea of co-existencc

in sorne arrangement of things. Any arrangement that has implieit within it

relations of pairs of individuals to one another is treated as a relation itself.

Leibniz's view of relations may have been shaped by the interpretation of a

ratio as a number that was beeoming eommon in his time. In his eorrespondenee

with Clarke, and l', an attempt to refute Clarke's claim that spacc is not relative

but absolu te beeause it can be quantified, Leibniz argues as follows:

... Order also has its quantity; there is in it, that which goes before,
and that which follows; there is distance or interval. Relative things
have their quantity, as weil as absolute ones. For instance, ratios or
proportions in rnathematics, have their quantity, and arc measured
by logarithms; and yet they are relations. And therefore though time
and space consist in relations, yet they have their quantity.
(Alexander, 1956, p. 75)

Part of Clarke's reply to Leibniz's argument consisted of a description of the

classical, relational notion of a ratio, and a rejection of the view that a ratio has or

is a quantity, showing that the identification of ratios with numhers was not

universally accepted at the beginning of the 18th century.2') But it appears to

29Clarke wrote,

This learned author ... replies, that ratios or proportions ... have their quantity;
and thereCore so may time and space, though they be nothing but rciations. 1
answer •.. [that] proportions are not quantities, but the proportions oC quantities. IC
they WCre quantities, they would be the quantities oC quantilies; which is absurdo
. .. That which mathematicians sometimcs inaccuralciy cali the quantily of

(conlinued...)
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have heen sufficiently prevalent to make a stamp upon Leihniz's mind. il certainly

seems to have affected the thinking of later mathematicians as weil. Whether or

not Leihniz's explicit description of an "ideal" relation influenced mathematicians,

Leihniz's understanding of a relation is the modern understanding of a relation.

2'J( ...cnntinued)
proportinn, is (accuralCly and slriclly speaking), nnly lhe quanlity of the relative or
cnmparative magnitude of one thing wilh regard to ,molher: and proportion is not
lhe comparative magnilude itself, bUl lhe comparison or relalion of the magnitude
to another. The proporlion of 6 lo 1, with regard to that of 3 to l, is not a double
qnantily of proporlion, but the proporlion of a double quanlily. And in general,
whal they caU bearing a greatcr or less proportion, is nol bearing a greater or less
quanlity of proportion or relation, bUl, bearing the proportion or relation of a
greatcr or less quantity 10 another: 'lis not a greatcr or less quantity of comparison,
bUl the comparison of a grealcr or less quantily. The ... logarilhmie expression of a
propurtion, is nol (as this learned author styles il) a measure, but only an arlilicial
index or sign of proportion: 'tis not lhe expressing a quantity of proporlion, but
barcly a denoting lhe number of times thal any proportion is repealed or
eomplicated. The logarilhm of the proporlion of equality, is 0; and yet 'lis as real
and as much a proporlion, as any other: and when the logarilhm is negative, as -1;
yet lhe proporlion of which it is the sign or index, is ilself affirmative. Duplicate or
lriplicale proporlion, does nol denote a double or lriple quanlity of proportion, but
lhe number of times lhat lhe proportion is repeated. The lripling of any magnitude
or quanlity once, produees a magnilude or quantily, which 10 lhe former bears the
proportion of 3 10 1. The tripling il a second lime, produees (nol a double quantity
of proportion, but) a magnitude or quantily, which 10 the former bears the
proporlion (eaUed duplicale) of 9 to 1. The tripling il a lhird lime, produces (not a
lriple quantily of proportion, but) a magnitude or quantily, which to lhe former
bears the proporlion (caUed triplieate) of 27 to 1: and so on. (Alexander, 1956, pp.
105·107)
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APPENDIX B

Predication: Aristotle and Be)'ond

Predication in Aristotle

Once .. , in the beginning of Western thinking, the essencc of
language flashed in the light of Being, '" But the lightning
abruptly vanished. No one heId onto its streak of light and the
nearness of what it ilIuminated.

We see this lightning only when we station ourselves in the
storm of Being. Yet everything today betrays the fact that we hestir
ourselves only ta drive storms away. We organize ail availahle means
for doud-seeding and storm dispersal in order to have calm in the
face of the storm. But tbis calm is no tf<lnquility. It is on\y
anesthesia; more precisely, the narcotization of anxiety in thc facc of
thinking. (Heidegger, 1951/1975a, p. 71\)

Aristotle's theory of predication has never heen properly explicated.

Because his logic was known to only a few until after the development of Stoie

logic, those who came after him never saw his logical ideas untainted hy thcir

knowledge of Stoic logic or later systems of logic. But a careful study of his text.~

accompanied by careful attention to the core meanings of the words he used

brings his ideas clearly into the light. The ideas that become clear in the course of

such study are radically different from those embraced in any modern conception

of predication, and one hopes that the reader can resist a modernistic urge to

reject ancient ideas as primitive - as insightful only insofar as they anticipate

modern ideas. The Aristotelian idea af predication seems to me to bc meaningful

and useful, but to arrive at this conclusion, one must get past the foreignness of il.

In order to understand what predication meant for Aristotle, one must set aside

one's belief in any modern idea about predication, and attempt to step insidc the

mind of this Greek. Heidegger describes the frame of mind necessary for

understanding ancient Greek material:

... Ali later thinking which seeks dialogue with ancient thinking
should listen continually from within its own standpoint, and should
thereby bring the silence of ancient thinking ta expression. In this
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process, of course, the earlier thinking is inevitahly accommodat'~d

10 the later dialogue, into whose frame of referencc and ways of
IlCaring it is transposed. The earlier thinking is thus, as it were,
deprived of its own freedom of speech. But this accommodation in
no way restricts one to ,10 interpretation completely dedicated to
reinterpreting the to-he-thought at the beginl1ing of Western thinking
exclusively in terms of subsequent modes of representation. Ali
depends on whether the dialogue we have undertaken first of ail and
continually allows itself to respond to the questioning address of
early thinking, or whether it simply closes itself off to such an
address and c10aks early thought with the mantle of more recent
doctrines. This happens as soon as subsequent thinking neglects to
iI/qI/ire properly into the ways of hearing and frames of reference of
early thinking.

An effort at l'TOper inquiry should not end in a historical
investigation which merely establishes the unexpressed
presuppositions underlying early thought; that is, l'TOper inquiry is
not an investigation in which these presuppositions are taken into
account solely with respect to whatever subsequent interpretation
either validates as already posited truth or invalidates as having been
superseded by further developments. Unlike this type of
investigation, l'TOper inquiry must be a dialogue in which the ways of
hearing and points of view of ancient thinking are contemplated
according to their essential origin, so that the cali [Gelzeiss] under
which past, present, and future thinking - each in its own way - ail
stand, might begin to announce itself. An attempt at such inquiry
should first direct its attention to the obscure passages of the ancient
text, and should not settle upon those which give the appearance of
easy intelligibility. To focus on the latter would end the dialogue
before it has hegun. (Heidegger, 1954/1975b, pp. 85-86)

What was predication for Aristotle? When Aristotle talks about speech,

there is no one set of terms he uses to write about the relation of what we would

cali the grammatical predicate of a sentence to the grammatical subjecl. For

Aristotle, predication was not syntactic in nature; nor was it morphological (i.e.,

tied to the case marking that signais which noun is the subject of predication,

namely the one marked for nominative case) - although the subject of predication

does coincide, in Greek, with a noun or noun phrase with nominative case (but

such a noun phrase is not necessarily a true subject of predication, as we will see).

Translators of his writings have used the terms "subject" and "predicate" whenever
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Aristotle wrote about those parts of ;, sentence lhal wc ha\'<' collle to labc'I in lhis

manner. But for Aristotle. the words properly translaled as "subject" and

"predie:lle" were applieable only when lhe subjeet noun phrase (i.e .. the phrase

distinguished by marking for nominative case) and the rest of the sente nec were

related to one another in a very particular way - in the \Vay disCllssed in his

Categories.

Aristotle's \Vord for predication is kacëgoria. The tendency al110ng

translators of Aristotle's writing has been to translate words with the saille root as

kategoria as "predicate" or "predication," but they have typically used the wonl

"category" for items appearing in lists that Aristotle gives, lists ine\uding '.juality.

quantity, location, time, and so on; in those instances, translators uSldly translate

katëgoria as "category" rather than "predicate" or "predication" CVCIl whcn thcy

elsewhere translate kategoria as "predicate" or "predication." By contrast, carly

translations of the Categories into Latin rendered katëgorilli as praedicillllelllll (scc

Brentano, 1862/1975; the categories came to be known as "predicamcnts" in

English). The odd policy of the modern trans!ators has led to confused and

confusing debates among scholars about what on earth Aristotlc intendcd with his

"categories" (e.g., Moravcsik, 19(7), with few modern scholars (e.g., Anscolllhc &.

Geach, 1961; Cobb-Stevens, 1990; Ryle, 1955) noticing that they arc typcs of

predicates, in keeping with the linguistic nature of ail of the hooks in Aristotle's

Organon, including his Categories (i.e., ail of these hooks are ahout logos, which

encompasses propositions and arguments consisting of conjoined propositions 

and so they are sometimes called his "Iogical" treatises). (The categories are types

of predicates in the sense that they are types of things that l'an he predicated of a

subject; see below; they are not necessarily types of things that are signified by the

grammatical predicate.) Most scholars conclude that the categories cannot possibly

be linguistie in any sense, but must be categories of being and nothing cise. In

truth, they are both (although the categories do not exhaust the genera of being;

they are just those genera of being that l'an be predicated of a subject, in a sense
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of predication te> he described).Ji} That the categories correspond to genera of

being can be seen in a number of passages in which Aristotle says that being and

thus the copula or auxiliary verb meaning 'be' has a different meaning for each of

the categories (Metaplzysics t>..7, 10 17"22-30; Z.1, 1028"10-20; ZA, 1030"17-27). But

these same passages reveal the concomitant li!1guistic nature of the categories.

The word for being (einai) is the present infinitive of the verb meaning 'be' (eimi)

or, for being as 'that which is' (to Oll), the nominal form of tlie neuter present

participle of 'be' - that is, of the copula; different genera of being (Le., those that

correspond to the categories) necessitate different senses of 'be' in propositions by

virtue of which the different genera of being are predicated of subjects. (The

derivation of the word for being from the copula or auxiliary 'be' reveals a deep

link between ontology [from oll/o- plus -[agio, where the former means 'being']

and propositional utterances, with a predicate revealing sorne aspect of a subject's

being when something is truly predicated of a subject, in a sense to be given.) The

Neoplatonist Porphyry (232-309), in his commentary on the Categories, describes

the subject of this book as "significant expressions differing in genus, insofar as

they signify" (58, 16; see Porphyry, 265/1992, p. 35):

Question: ... If the treatise is about significant expressions, how is it
that the whole of his subsequent discussion was about things?
Answer: Because words are Iike messengers that report to us about
things, and they get their generic differentiae from the things about
which they report. Hence it is necessary to begin the consideration
of them from what makes their use necessary, so that they may
receive their difference in genus from the generic differentiae of the
things about which they report. So our inquiry is incidentally
concerned with the generic differentiae of beings, while primarily it

JO.rhis double nature or the categories must elude modern scholars because modern semantics
does not generally allow ror any direct rclation (e.g., rcference) or an ullerance to that about which
the speaker is speaking, and so the relation or ullerances to being is hidden in modern scholarship
(with " very rew exceptions; sec Macnamara & Reyes, 1994, ror a theory or n"tural-language
semanlics that has rererence at its core). .

ln con.'lrast, the Greeks thought that language, as logos, can reveat being, "nd in a way that
is truc to its n"ture (e.g., Plato, Repl/blic 6, 510-511, and 7, 533-534; sec also Heidegger, 1927/1962,
pp. 56-57).
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is about significant expressions .... (5~, 21-21); see Porphyry,
265/1992, p. 35)

The confusion ahout Aristotle's categories cannot he altributed entirely 10

English translations of his works. The same confusion has existed from anciellt

times to the present. Porphyry reports in soll1'~ detail on the history of this

confusion, using his question and answer style of dialectic;

Questioll: Has everyone who has written <lhout the Categories heen
aware of [the] distinction [hetween expressions qU<l signifying
expressions versus expressions qua expressions, e.g., types of words
such as nouns and verhs]?
Allswer: Certainly not. Otherwise there would not have heen those
who took the investigation to he primarily about the gener<l of heing,
nor those who attacked the work and rejected the division of
categories as being insufficiently comprehensive <lnd <lS f<liling to
include certain items, or <lgain as containing extr<lneous ones.
Question: Who were the latter?
Answer: The followers of Athenodorus and Cornu tus [Le., Stoic
philosophers of the first centuries B.C.E. and C.E.], who took the
objects of the investigation to be expressions qua expressions, that is,
expressions as used properly and figuratively and so forth, for these
are differentiae of expressions qua expressions. Fixing upon these,
they raised the question of what category they helonged to, and
finding none, they complained that the division was incomplete,
since it fails to include every sort of significant expression.
Question: Have <Ill the commentators been mistaken about the
subject matter of the Categories?
A/lSwer: Certainly not. Boethus, in his comment<lry on the Categories,
said what we have said, and so did Herminus [a teacher of the
Aristotelian Alexander of Aphrodisias], though brieny.
Question: Tell us what Herminus says, since you say he spoke brieny.
A/lSwer: Herminus says that the subject of the work is not the
primary and highest genera in nature, fGr instruction in these is not
suitable for young persons, nor the issue of what the primary and
fundamental differentiae of things said are, since in that case the
discussion would seem to be about the parts of speech. Rather it is
about the sort of predication that will properly belong to what is said
in each of the genera of being. Hence it also became necessary to
touch in sorne way upon the genera to which the predications in
question correspond, for it is impossible to recognise the kind of
signification that is proper to each genus without sorne
preconception of it. This also accounts for the title Category [sic],
which indicates the proper mode of signification connected with each
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genus. The uiscussion will reveal as it procceus that these genera are
ten in numher, so that the numher of preuications is also ten. But it
woulu not he unreasomble for cne to give the work the title On the
Ten Genera, proviueu this title is taken to refer to the
corresponuencc between the preuications and the genera, and one
uoes not think that the book is primarily concerned with the ten
genera. (59, 4-34; see Porphyry, 265/1992, pp. 36-37)

Porphyry's teacher, Plotinus, the founder of Neoplatonism, himself interpreted the

categories as genera of being, and attacked them on that basis (see Enneads 6, 1

3). The Neoplatonist Ammonius (435/445-517/526), a student of Proclus, writing

at the end of the fifth century, also briefly described the differing views of earlier

commentatfors:

Et d'abord, la question du propos [of Aristotle's Categories, les
Attrihutions). Il faut savoir que les commentateurs ont différé
d'opinion à ce sujet. Certains ont cru que le Philosophe détermine
des mots, d'autres des choses, d'autres, encore, des concepts. ['First
of ail, the question of the purpose (of Aristotle's Categories). It is
necessary to be aware that the commentators differed in their
opinions on this subject. Certain ones among them believed that the
Philosopher characterises words, others things, and still others
concepts.') (Prolégomènes CIlLf Attributions 9, 1-3; see Pelletier, 1983,
p.77)

It is noteworthy that the best known of Aristotle's commentators in the

Aristotelian tradition, Alexander of Aphrodisias, took the position later taken by

Porphyry, namely that the ten categories are types of predicates signifying ten

types of being (see a fragment of his lost writing in Simplicius's commentary on

the Categories, at 10, 11-19; see Simplicius, 540/1971, p. 13).

Brentano (1862/1975) described the views about "the actual nature and

meaning of the categories" that were prevalent in his time (Le., ihe middle of the

last century):

The first of these opinions holds that the categories are not real
concepts, but only the framework in which ail real concepts are to
be placed, that they merely generate points of view, according to
which concepts are to be c1assified when the objects of thought are
discriminated.

. .. The second opinion describes categories not as forms of
statement, as manners of predicating concepts, but as concepts,
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though not as regarded in and by themselves and as desLTibing
simple mental representations. but as concepts envisaged io their
relation to a judgment, Le.. insofar as tbey are part of tbe judgmeot.
viz. tbe predicare. According to this view the categories arose l'rom a
dissolution of the propositional contcxt; they arc isolatcd predil'atl's,
most general predicates. Their c1'1ssification de rives not l'rom l'l'al
observation, but l'rom the differenccs between grammatical relations
where a corresponding differencc of logical relations seems to be
presupposed.

. . . The third view. finally, agrees with the second by laking
the categories to be not a mere framework for concepts. but real
concepts; it denies, however, more decisively than the first, that they
are merely predicates or that the table of categories was designed
merely in view of logical and grammatical relations. It takes the
categories to be the various highest concepts which arc designated
by the common name being. (pp. 51-53)

Let us conclude, l'rom Aristotle's choice of terminology, thal the ten

categories are first and foremost types of predication (albeit ones borrowing their

genera l'rom types of being), and let us now examine predication itself. Tbe literaI

meaning of karëgoria, and the Aristotelian idea of predication, is 'accusation.')1

The word derives l'rom the verb karëgoreo, which means 'accuse,' but more Iiterally

to speak out against, or denounce, someone publically; it is equivalent ln kata,

'against,' conjoined with agoreuo, which means to speak before the Agora (Le.,

before an assembly of the people). This word was used for the speech of lhe

prosecution in front of a tribunal (where the speech of the defendant was called

the apologia).

Another expression often used by Aristotle for predication is legein kala

linos, 'to speak (out) against someone (or something)' (see Liddell & Scott, 19611);

this expression carries the same notion of accusing sameone of something - of

holding someone responsible for a thing (i.e., for sorne wrongdoing). It is

synonymous with kalëgoreo, and Aristotle uses the two expressions interchangeably.

31[ am very gratefulto Robert Schmidt for pointing out to me the meaning of Aristolle', word
for predication, as weil as the meanings of sorne other Greek words relevant to hlOguage, and for his
corrections of my errors in translation. His lhoughts on Aristotle's idea of predkalion and my
discussions with him have greatly innuenced the views presenled in this section.
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The core meaning of the verb leg;), for which legeill is the infinitive, is 'determine'

or 'bring to a limit' (1<. Schmidt, personal communication, April 4, 1995); Plata, in

the Sopliist, uses this verb interchangeably with paraill;), which has the same

meaning. Ali of the olher meanings of legô are related to this one. il means

'speak' in the sense of logos because logos, as logos apoplialllikos, 'a revelatory, or

appearancc-permitting, utterance,' or a proposition, results from detenllinillg a

predicator with a noun (see Aristotle, 011 /lIIerpretation l, 16"9-18,4, 16b28 - 5,

17"12); the referent of the subject noun phrase, namely a particular or set of

particulars, provides the substrate for that which a predicate headed by (and

sOllletimes coincident with) a predicator signifies, namely something nonseparable,

and thereby gives the nonseparable phenomenon a determination, allowing it to

come to be ou! of the limitless. (The word logos also applies to syllogistic

argument and dialectic; see footnote 45 for a description of the way in which the

former involves a determination or bringing to a Iimit. Lego as 'reason' cornes

from the idea that reasoning is talking to oneself; see Plata, Sophist 263e, 264a.)

Lego also means 'Iay' or 'gather.' Heidegger (e.g., 1951/1975a) takes this word to

mean letting something lie before one or leuing something be seen. In this case,

what is laid before someone or something is an accusation or charge - something

for which the subject is c1aimed responsible. A true accusation allows to be seen

(in the mind's eye) that for which a subject is responsible. 1 will translate legein

ka/a tillos as 'to lay against someone/something' to give the sense of laying a

charge against someone or something.

Why does Aristotle describe predication as accusation? Porphyry explains it

this way:

Question: Why, given that in ordinary usage the term katëgoria
denotes the speech of the prosecution against someone at a trial,
which is opposed by the defendant's speech (apologia), and that
Aristotle's intention was not to instruct us about how to argue
accusations against opponents in lawcourts, but about something
else, for which this word is not used in ordinary Greek, did he
choose to violate accepted usage by giving his book the tille
Categories?
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All.lI\w: Because ordinary language is for coIllIllunieating about
everyday things. and eIllploys the expressions that are conlillonly
used to indicate such things. but philosophers arc interpreters of
things that are unknown lO IllOSt people and need new words to

comIllunicate the things they have discovered. Hence either they
have invented new and unfamiliar expressions or they have used
established ones in extended senses in order lO indieate the things
they have discovered. (55.3-14; sec Porphyry. 21>5/1992. p. 29)

What was it that ArislOtle discovered about predication? His ehoiee of

terms and his examples of predication and non-predication seeIll to indicate that

he had come ta view predication as an attribution of responsibility lO a subjeet for

a predicate. If one accuses someone of a misdeed. then one holds that person

responsible for it; the deed came into heing through that person. By analogy. if

one can accuse a thing of having a property or being in a certain relation to

something else, then one holds the thing responsible for the property or relation;

the property or relation came to he in or by virtue of that thing. 50 predication is

an attribution of responsibility ta a suhject for the coming to be and the being of

whatever the predicate signifies.32 The act of predication yields a proposition that

32An accusation implics wrongdoing. In titis COl1tcxl, the wrongdoing [01l0w5 l'rom the fuel that
responsibility for something implies having let it or made il come into hcing. The Circeks nu,y have
bclicvcdthat uny farm of bcing, in coming 10 he, commits an injustice. The idea of injustice crcatcd
in coming 10 be scems inhcrcnt in Anaximandcr's famous fragment l'rom the sixth ccnlury B.C.E.:

Il is neither waler nor any olher of Ihe so-called clements, huI some differelll,
boundlcss naturc, l'rom which ail the hC~lvcns :.Irise and the kos/Ilo; within thern; ouI
of lhose things whence is the generation for existing lhings, inlo these again does
their destruction take place, according to whal musl needs he; for they make
amends and give reparalion to one another for lheir offense, according to lhe
ordinance of lime .... (Kahn, 1985, p. 1(6)

For a quality with a conlrary, perhaps lhe injuslice is in lhe form of denying heing 10 one's coutrary,
because contraries cannol exist simullaneuusly in lhe same individual (sec Joncs, 1956, p. 40). The
Greeks may have believed that when holness comes to be wilhin its suhstrate, il commils an injustice
to coldness, for which it musl give reparalion lhraugh its own destruction in thal same place.
Applying lhe same idea ta the four clements as Aristolle conccived lhem, each with two qualities,
and for whieh transformations inlo one another occur by virtoe of al least one of the two '1ualilies
changing ta ils contrary, one mighl conclude thal the being of one clement would prevenl lhe hcing
of all other clements in the same sobstrate - again, because conlraries cannol coincide in the same
substrate (sec Aristolle's Gelleratio/l alld Com/plioll; Aristotle did nol, himself, discuss lhe injustice
associaled with the coming to be of an elemenl' When earth, which is cnld and dry, comes tn be, it
may commit an injuslice la fire, whicb is hot and dry, because lbe hnt and dry cannni exisl where lhe

(cnntinued...)
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reveals to the Illinù's eye being that cOllles to be or is by virtue of the subject sucb

that il is some aspect of the subjcct's being.

Preùication as an attribution of responsibility for tbe being of what the

prcùicate signifies is foreshaùoweù in sorne of PlalO's writings. In the Sophist

(262ù), with refcrence to a man's uttcrance "a man learns" as an example of a

proposition, Plato says, "... He thereby reveals something about that which is or

is bccoming or has becomc or is to be ..." (the translation is mine); by this, he

means that something is revealeù about the being of the subject (whether it be

past, present, or future being; sec Sop/list 262e).

Aristotle's iùea is partially captureù in our moùern usage of words

concerning preùication. The verb "preùicate" is ùeriveù from the Latin verb

praedico, which means 'cry in public' or 'proclaim'; as such, it captures the idea of

speaking in public, but not of speaking out ugainst someone in public. Nonetheless,

wc sometimes use the verb "preùicate" in the sense of basing or founùing

something on something (e.g., "He predicateù bis argument on the existence

of ..."); this usage gives sorne sense of one thing being responsibte for another, as

its source. Wc sometimes talk about preùication in terms of attribution. This word,

from the Latin verb attri/ma ('allot, assign, or impute to'), is more closely relateù

to "accusation" in meaning; in fact, we even attribute crimes and misdeeds to

people - but we also attribute to people or things qualities and properties and

ùeeùs of whatever nature; by "attribution" we mean that something is said to

belong to someone or something, perhaps because it came to be within that

person or thing, or because it is the creation of the person to whom it is

altributeù, or wc mean that the one to whom it is attributed is responsible for it as

its source or basis. (A fairly recent translation of Aristotle's Categories into French

uses the worù "attribution" for katëgoria consistently throughout; see Pelletier,

1983.) But the moùern use of this word is almost completely restricted to the

32(...continued)
cnld ,md dry exisls. Earlh could Iikewise be seen to commit an injuslice against lhe other clements,
rur ncilher cold and wei (waler) nor hol and weI (air) can exisl where cold and dry (earth) elCÏsts.
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modification of a noun 11Y an adjective within the same phrase. \Vith the adjective

viewed onlv as a devicc for limiting the extension of the noun. Aristotic's view of. ~

predication is also partially captured when wc say that a predicate signifies a

property of the suhject. A property of someone is something that helongs hl the

person. in this case, the helonging is not duc to the person's having purchased

something. That which the predicale signifies helongs to the suhject hecause it

came to he within that individual, or hy virtue of that individual. '1'0 say that it

helongs to the subject is to say that the subject allowed it to or made it come to

be - and so the subject is responsible for its heing. in that sense. We also

sometimes say that a statement containing a suhject and a predicate is an

assertion. The verh "assert" cornes from the Lltin verh a.l'Seril, which is equivalent

to 'to' plus 'join, put' and which means 'lay hands on' or 'grasp,' hut also 'daim (as

one's own).' This word was used for putting one's hand on the head of a slave,

either to set him free or to daim him for servitude. The latter seems the most

relevant, for if we assert a predicate of a suhject, we daim that the predicate

belongs to the subject; the predicate is suhservient to the suhjeet hecause it

depends upon the subject for its existence. (Aristotle orten wrote of the

significations of predicates 'coming to be in dependency,' hl/parc/uJ/!, upon a

subject; one literai meaning of the word 11Ilparc/uJ/! is 'heing under the power of a

supreme ruler.') Our use of the term "copula" for the "he" in a proposition also

hints at Aristotle's idea of predication. This word has the same root as "copulate,"

and implies a union of the subject and the predicate. If the union is taken to he a

union of what they signify, rather than a union of the expressions per sc, such a

union implies that one is not separate from the other, implying in tum that one

came to be within the other and by virtue of the other. Finally, certain of our

terms for cases tacitly carry Aristotle's idea of predication. A noun in the

predicate naming a direct object is usually said to be in accusative case in

languages that have case marking for common nouns. The adjective "accusative"

derives from the Greek aitiatikë through the intermediary of the Latin

accüsalÏvllS, both of which mean 'belonging to or connected with accusation'
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(hecause the Greek noun aitia, in one of its senses, means 'accusation,' or the

imputation of guilt, hlame, or responsihility, and the Latin verb accLÏso means

'hlame,' 'accuse,' or 'hold responsible'; the suffixes mean 'belonging to' or

'connected with'); this fits weil with the fact that a noun in accusative case is part

of the predicate, that is, part of the accusation against the subject; the act of which

the subject is accused is an act upon an object named in accusative case. The

name for the case of the noun in the subject phrase is "nominative"; this cornes

from the Latin nominativus, itself from the verb nomino, meaning 'name,'

'denounce,' or 'accuse'; so lIominativus means 'belonging to or connected with

naming or denouncing or accusing,' and it signifies the case of the one named (as

in a law suit), denounced, or accused.

The notion of accusation as an analogy for predication works better in the

context of Greek society than in the context of modern society. In modern times,

accusations and attributions of responsibility for misdeeds are made against

people, but not against other kinds of things that can be named as the subject of

predication in propositions. But in c1assical Greece, a death by unnatural causes

could· be attributed to a person, but alternatively to an animal or an inanimate

object. Such attributions were determined by the tribal kings in a court in the

Prytaneion (e.g., Andocides, 011 The Mysteries, 78; Aristotle, COllStitution of AthellS,

57; Demosthenes, Against Aristocrates, 76; Pausanias, Attica 28, 10; Plutarch, Solon

19, 3; Pollux 8, 120). The trial of inanimate objects shows that responsibility did

not always have its source in an intention; in fact, a death couId be attributed to a

person whether the death was caused intentionally or accidentally, and the same

severe punishment (death or exile) applied in either case (see, e.g., Antiphon,

Second Tetralogy). When the death was attributed to an inanimate object, the

object was sometimes the instrument of an unknown or absent murderer (as in the

first case of a trial against an object, according to Pausanias, in which an axe was

acquitted for the slaying of an ox at the altar of Zeus Polieus; see Pausanias,

Attica 28, 10-11; see also Demosthenes, AgaillSt Aristocrates, 76), but it was

sometimes judged to have acted of its own accord, as it were (and Pausanias gives
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the example of the scimitar of Camhyses. which \Vas said 10 have come free of ilS

cap and pierced his thigh as he leapt onw his horse, leading to his death; see

Herodatüs 3, 64); an attrihution of responsihility for a death could he made 10 an

object that had simply fallen on someone (Pollux S, 120). When a death \Vas

deemed to be eaused by a persan, the person \Vas exiled or killed, The reason for

these types of punishment is revealed in Antiphon's description of the

consequences of a killing:

... The whole city is defiled by the criminaI until he is brought to
justice. . .. It is against ail your interests that this polluted wreteh
should profane the sanctity of the divine precincts by setting foot
within them, or pass on his defilement to the innoccnt hy sitting at
the same tables as they. It is this that causes dearth and public
calamity. And so you must hold the avenging of the dead a personal
duty; you must visit the defendant with retribution for the sin which
was his alone; you must see that none but he sul'fers. and that the
stain of guilt is removed l'rom the city. (First Tetra/ogy l, 3-\1)

A killing always implied "blood-guilt"; that guilt must rest on someone or

something, whether the killing was accidentai or wilfu1, and whether the killer was

a persan, an animal, or an objeet. The guilty party must be punished to avenge the

death, and the punishment must rid the land of the killer, hy death or by exile, or

else the killer's presence will bring misfortune ta the entire eommunity, and

especially ta those dosely connected with the killer. If blood-guilt is taken to imply

responsibility for the death, then one can infer that responsihility was attrihuted to

inanimate abjects and animais just as surely as it was to human murderers; just as

people were exiled for murder, inanimate abjects and animais were removed

beyond the borders of the land if found guilty for a death (Pollux 8, 120). It is

dear, then, that in the context of Greek society an accusation in a court of law

serves weil as an analogy for an attribution of responsibility for something's

coming ta pass (or coming ta be).

Other Greek terms in the domain of language hring this analogy ta bear.

The Greeks often used the ward phasis for an utterance. The noun phasis, when

derived l'rom the verb ph~mi, means 'utterance' or 'proposition,' but a1so
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'judgement' or 'sentence.' When the noun phaçis is derived from the verb phaino,

it can mean 'a becoming visible' or 'appearance,' but also 'denunciation' or

'information laid' (sce Liddell & Scott's, 1968, A Greek-English Lexicon). More

specifically, a phal"Ïs was an accusation or denunciation that could be brought

forward by any citizen of Athens (and not just by the wronged party). The accuser

was called a phainol/ (see Harrison, 1968), which means 'one who brings to Iight.'

'one who makes appear,' or 'one who makes known.'33 Phasis was a legal

procedure for making accusations regarding matters of property and ownership

(e.g., MacDowell, 1991; Osborne, 1985). Jt was also used in cases of maItreatment

of an orphan, but was restricted to maltreatment in the form of improper handling

of the orphan's property (Le., the orphan's estate; see Harrison). MacDowell

(1991) shows that the procedure of phasis was primarily a bringing to light of

goods or other property as belonging to someone, and only secondarily a bringing

into the light of a person who was in wrongful possession of the property or

misusing it. Among MacDowell's examples is a passage from Aristophanes

showing the use of the procedure in a case of the iIlegal import of goods from a

state with which the Athenians were at war; in this case, the enemy goods are

piglets that a Megarian is attempting to sell; the passage reads "Ta choiridia

toinun ego phano tadi polemia kai se," 'The piglets, then, 1 will bring to light as

that which belongs to the enemy, and also you'; in other words, the accuser brings

to light the property as belonging to the enemy, and also brings to light the person

who iIlegally imported it, but only secondarily. When the wrongdoer aJone was

hrought to light, and not firstJy the goods wrongly used or wrongly possessed, a

different word was used for the legal action: endeixis. MacDowell (1991) sums up

the difference between the two procedures as follows:

PIU/il/o is used for pointing out objects, goods or property,
endeiknumi for pointing out persons. . .. In phasis the denouncer

3>rhis word was also an epithet for the planet wc cali Salurn, known 10 the Greeks as Kronos,
which was considered to be the body of the god governing, among other lhings, accusations (sec
Valens, 150/1993).
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points out sorne gooùs. which ought not to be there; so the goods
are confiscateù anù shareù out between the ùenounccr ami the state.
In elldeiris there are no gooùs to be seen [i.e., the goods arc not
present); the ùenounccr merely points out the offender, and the
penalty has to take a ùifferent form. (p. IR9)

So a plzasis is an accusation primarily regarùing property anù its ownership. If the

accusation was juùged true, the accuser received one half of the fine raised; if it

was judged false by 80 percent or more of the jurors, the accuser had to paya fine

(see, e.g., Osborne; Todd, 1993) and was suhject to public disgracc and a partial

loss of civil rights (atimia; see Harrison). In other words, a false accusation

inculpates the accuser - an idea that fits nicely with the fact that the Greek word

for falsity, pseudos, means 'a lie' or 'a deceit.' When a plU/sis was made, the charge

was inscribed on a wax-covered tablet and displayed in public (in the Agora, the

place of public assembly; see MacDowell, 1990). The public display of the

accusation in the form of a sign is analogous to the bringing to Iight of something

that a subject is accused of possessing as an attribute, a bringing to light in the

form of an affirmation that "gives a sign" (semaillei) of the attribution.

In the Greek vocabu1ary, propositions in the form of affirmations arc

instances of kataphasis, and denials are instances of apophasis. The prefix kata

means 'against,' 'toward,' 'down,' or 'in accordance with,' so a katapluLl'is may be a

statement that is in accordance with denunciation or hringing to light. The prefix

apo- means 'away from,' so an instance of apopluLÛS may he a statement that

departs from denunciation hy saying that an accusation would be false (or a lie,

since the Greek word for falsity means 'a lie' or 'a deeeit'). In the context of an

accusation, apo- can mean the removal of the accusation (e.g., in the word

apologeomai; see Liddell & Scott, 1968), so an apopluL~i.I' can be interpreted as a

removal of a charge against the subject.

A kataplzasis may also take us toward a plzasis in the sense of 'appearance';

the Greek word for truth, alëtlzeia, means 'taken out of hiding,' 'unconcealed,'

'made manifest,' and especially being's having been made manifest to the mind's

eye (see Heidegger, 1975/1988, p. 215; Krell, 1975). According to Aristotle, a truc
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affirmation rcvcals 10 us somc aspcct of being, and so truth, or the "unconcealed,"

is cqllivalcnt to hcing (Le., it is being that is unconcealed); moreover, truth and

falsity arc associated with combinations of nouns (read noun phrases) and

predicators (read predicates) - that is, with affirmations and Jenials, for only sllch

combinations have the capacity to unconceal being (see Metaplzysics À.7, 1017"31

32 and 8.9, 1051"34 - 8.10, 1051h2, and Oll Interpretatioll 1, 16"9-18 and 4, 16h28

17"12).

The Greek word for an uUerance that is either a kataplzasis or an apoplzasis

(Le., a proposition) is apoplzallsis. This noun is derived from the verb apoplzaino,

which mcans 'show forth' or 'display,' as weil as 'make known' or 'declare,' but

also 'denollnce' or 'inform against.' The verb apoplzaino, in turn, de rives from the

verb plzaillo from which the noun plzasis is formed. This verb, plzaino, means 'bring

to light,' 'bring into sight,' 'make to appear,' 'show by baring,' 'uncover,' 'show

forth,' 'display,' and other related meanings. As the source of apoplzaino and

apoplzallsis, it reveals the power of speech to bring the being of things into the

light - to make their being appear to the mind's eye. Recall that the

nominalisation of this verb, plzaillon, means 'accuser.' In the passive form, this

verb can mean 'be denounced' or 'be informed against.' In the context of

apop/willo and apoplzansis, the prefix apo- seems to signify the source or origin of

the bringing to light or the denunciation, the thing [rom which the uncovering

originates, or by which an appearance arises - or [rom which a denunciation

cornes to be laid on sorneone, bringing to light sorne deed that may have been

done. This origin is a proposition, an apoplzansis. Affirmations and denials of

predicates are to be understood in terms of their power to bring something to

light - to make something appear to the mind's eye - or to make known

something for which a subject can be held responsible if the utterance is a true

affirmation.
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Aristotle's list of "categorics" gives types of expressions signifying those

types of being for which a suhject can he held responsihle.~1 ln the Cmt'gorit's (4,

}b25-2'4), the following list of predicate types:\.< appears: ollsia, 'heingncss' (of a

particular kind, e.g., "man," "horse"), posos, 'a quantity or nUlllcrical valuc' (c.g..

"two cubits [long or broad]," "three cuhits [long or broad]"). poios, 'a quality' (c.go,

"white," "well-versed in grammar"), pros ci, 'a proportion or relation to somcthing'

(e.g., "double," "half," "greater"), pOli, 'at sorne place' (e.g., "in the Lycculll," "in thc

market-place"), pote, 'at sorne time' (e.g., "yesterday," "Iast year"), keistlUli, 'to hc

situated' (in a certain way, e.g., "to be laid up," "to he seated"), ee/leill, 'to havc' as

'to wear,' 'to bear,' 'to be contained by,' 'ta he heId in or up hy: or 'to pOSSCS{I('

(e.g., "to be bound into sandaIs," "ta be in warrior drcss"), poieill, 'to do, makc,

bring about, or cause something' (e.g., "to cut," "to sct on firc"), and pase/will, 'to

suffer or undergo' (e.g., "to be cut," "to take l'ire"; thc translations arc Illine). In

the Topies (A.9, l03b22-23), Aristotle lists essentially the same ten gellë tÔII

katëgoriëm, or 'genera of accusations,' except that the first is given as ti esti ('what

rit] is') instead of ousia ('beingness'). Elsewhere while speaking explicitly of

predicates or the being they signify, he also calls this category li esti, or else co ci,

34As mentioned earlier, the categories came lo be ealled "predicaments; from the Latin
praedicamellca; the modern English word "predicament" still carries with it the idea of a had
situation, as did the Greek idea of predication, in which the subjecl is "ccused of wrongdoing - in
the form of bringing something into being.

3SThe expression Aristotle uses to describe them is "IT"I k"t" mëdemi"n sumplokën
lcgomenon ... ," which mcans 'Thosc which arc gctling laid againsl no intcrwcaving ... .' lhal is,
those expressions that arc predic"ted, not of interwe"ving.< of words, but of simple expressions. For
instance, "quality" can be predicated of white (e.g., "White is " qu"lity"), bul not of a white rabbit
(*"A whito.: rabbit is a quality"). Elsewhere, these same expressions arc called schemata of accusation
or genera of accusation.

36Aristotle gives a detailed description of this category, eelICill, in MelaplJysics lI.23, and anolher
in Categories 15.
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'the what' (sec Metaplzysics 6..28, 1024h 14, E.2, 1026'37, and EA, 102i'33.)37 This

is the category of kinds (i.e., "secondary substances"). il is that which provides an

answcr to the question, "What is it?" (Sec Categories 5, z1'8-14, 29-37.) The

category includes basic-level kinds (or species, what the Greeks called eidë) and

genera (for one supplies the basic-level-kind term for a basic-Ievel individual when

asked "What is it?" but the term for the genus when asked this about a basic-level

kind, c.g., "An animal" when asked "What is an aardvark?"; Categories 5, 2'14-19).

In the context of predication, this category does not include individuals (i.e.,

primary substances), which cannot, as we will see, be predicated of anything (other

than themselves). For the category of kinds, the intension or form associated with

a kind seems to be the meaning when the noun for the kind heads the predicate:

Aristotle says that a noun for a kind in a nominal predicate signifies a certain

quality or nature or sort, but not in the sense of a quality like whiteness that is in

a substance; the quality signified by a nominal predicate defines a substance or

atom, determining that to which the name for the kind can be applied (Categories

5,31>13-16, 19-23).

37It is likely that Aristotle used terms other than ol/sia for this first catcgory in latcr works
because this word significs subslance in general, when his intent rcgarding predication was seeondary
substance alone. Many scholars have been confused by his use of ol/sia for the first category,
inferring that a primary substance can be predicated of subjects (in contradiction to Aristotle's own
slatements in Calegories 2, 11>6.7, 5, 3'8-9, 36-37, and Prior Allalylics A.27, 43'32-40), or concluding
that the categories cannot be genera of predicatcs, but only genera of being or genera of concepts
(sec, for e.g., Brentano, 1862/1975). Whenever Aristotle is explicitly discussing predication, he never
uses any expression for this calegory, other than ol/sia, that would suggest primary substance; for
instance, he never speaks of Othis something" (Iode li) or "the this" (la Iode) with reference to this
category in such contexts. But when he is discussing something other than predication, such as the
gcncra of being that correspond to the categories, he does use expressions sueh as Iode li ('this
something') and la Iode ('the this') that suggest more strongly the inclusion of primary substance
(e.g., in Metapllysics Z.I, 1028"11.12, ZA, 103Ob11-12, and H.6, 1045b2). (In a discussion of the first
principles of being, Aristotle calls ol/sia 'one genus of being': "hë gar ousia hen ti genos esti tau
ontos"; Pllysics A.6, 189b23-24.) Il is likely that Aristotle used the more general term for substance in
his list in Categories 4 because this list does not give the genera of predicates per se, but the genera
of expressions that arc not combinations of other expressions (i.e., the list gives expressions that are
predicable of uncombined expressions only, expressions that name the genera of the significations of
such uncombined expressions in subject position). When the same lisl, or part of il, appears
elsewhere in his writings, and the Iist is said ta be of genera of accusaIion, or schemala of accusation,
the first item is nol ol/sia, but some expression that more clearly indicates secondary substance and
that more clearly excludes primary substance (such as li esli or la li).
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Not just any "suhject" can he he Id responsihle for any of these predicates.

but just that sort that Aristotle call~ a /zllpokeillll'l1011 :" The prefix of this word.

Ù7I"O- - l'rom which we have derived the prefix that appears in English words such

as "hypothesis" and "hypothermia" - means 'under.' The remainder of the word

derives l'rom the verb meaning 'lie,' and the entire word is a noun l'rom the

present middle or passive participle of the verh meaning 'underlie' (/1lIf'okeilll{/i);

as such, it means literally 'the thing that is getting Iain under (something)' or 'that

which is getting Iain under (something),' or 'that which is getting itself to underlie

(something).'39

Ta see what the ward hllpokeilllelloll implies, consider the following

sentence: "That dancer is beautiful." This sentence predicates heing heautiful, not

of a dancer, but of the woman who underlies the dancer. Aristotle would cali a

woman, but not a dancer, a substance (ollsia, 'heingness'). He argued, in many

places, that substances are the substrates for qualities (e.g., in the Categories, and

in Metaphysics Z). The substrate is usually characterised hy the form, not the

matter, of an individual; in modern psychologieal language, it is characterised hy

its basic-level kind, that through which we trace identity over the longest period of

existence for an individual (e.g., we trace identify over a longer period for a

passenger qua persan than for a passenger qua passenger). Beauty can he

attributed ta a dancer qua dancer, hut typically not when the noun "dancer"

appears in the subject phrase and the predicator "beautiful" appears in the

predicate; for beauty ta be attributed ta a dancer, versus a woman that underlies a

38Aristotle also uses, occasionally, Ihe expression (la) 11011 kUlëgoreilUi ('Ihal of which (somelhing)
is accused' or 'that which gets [something] aceused of itseIr) for Ihe subject of predication (e.g., in
Poslerior Alla/ylies A.22, 83'18).

39Perhaps the best English translalion for IIl1pokeimelloll is "substrate" from the Latin slIbstrallls
(although this word implics Ihat that which lies undernealh is a spread,oul layer or cover of sorne
sorl), or possibly "subject," from the Latin slIbjee/lls (although Ihis word implies a IIIrowillg or
projeelillg upwards or a selldillg fortll from underneath, which may or may not be an appropriale
addition to the meaning): this word can suggest Ihat that which is underneath provides support; the
word "substance," from the Latin slIbslalltia, 'the condition of coming to a standstil\ under, or of
standing under' (or 'understandingness'), should imply a standing under, which is similar 10 a lying
under, but this word's meaning has been polluted.
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danccr, the noun and the predicator must appear in the same phrase (e.g., "That

heautiful danccr is the toast of the town"; 'That woman is a beautiful dancer").

When a non·basic·levei noun appears in tbe subject noun phrase, we almost

always "map" into an underlying individual of a basic·level kind before we apply

the predicate (see La Palme Reyes et al., 1994b, for a discussion of such

mappings). 5uch a mapping is blocked only when (1) a predicator in the predicate

can be typed by the surface noun in the subject noun phrase, but not typieally by

the basic·level noun for the substance underlying the individual that is explicitly

named, as in the sentence "That blackjack player is green," or (2) extrinsic

information from within or without the sentence points to a predicator that is

typed by the surface noun, as in the sentence "Thal politician is running in the

election" or in the sentence "That politician is running" when the preceding

discussion has focased on politicians running in a partieular election; in the

absense of this extrinsie information, "That politician is running" means that the

underlying person is running in the sense of moving his or her legs rapidly in a

coordinated fashion. But this typing of predicators was not Aristotle's concern

when he discussed predication; his interest was in attributing responsibility for

being. In Aristotle's view, the underlying substance (ollsia) is always ultimately

responsible for the predieate, and in this he seems to have been correct. If a

politician runs in an election, the responsibility for the running lies ultimately in

the person underlying the politician, for that person must have formed an

intention to run; he or she must have made a decision to run (and also to become

a politician, at some point). 50, regardless of whether the predicator is typed by

the surface noun or by an underlying noun for substance of sorne kind, once the

nature of the predicate is known (and despite the fact that that nature depends on

the noun that types the predicator within the predicate), responsibility for the

predicate is attributed to the substance underlying the individual signified by the

surface noun phrase; that individual is held responsible for the coming to be (and

thus the being) of whatever the predicate signifies. Even if we attribute being

beautiful ta a dancer qua dancer, the underlying woman is nonetheless responsible
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for the heautiful dancing shc docs - for that which kads us to cali hcr a hcautiful

dancer. (But helow, we will see that a dancer l'an he he Id responsihle for the

heing of something that l'an come ln he by virtue of a dancer qua dancer, such as

dancing, the wearing of hallet shoes. etc. In other words, a proposition such as

"The dancer is executing a pirouette" is an instance of l'toper predication; but

hecause the dancer arase out of a person, the prcdication l'an also be made

against the person who underlies the dancer, who is the ultill1ate subject.)

Primary substances (Le., ll1emhers of basic-Ievel count kinds) are not the

only things that l'an be true subjects of predication. In Me'/(/physic.\' li.IX, Aristotle

lists the kinds of things that l'an give rise to heing (and so he held responsibk for

a predicate). The first is the basic-level kind (or species, or secondary substance;

ta eidas) of an individual, and the second is the heingness (or the substance; hi

al/siu) of an individual. Third is that in which something is ill1mcdiately gencrated,

such as the surface of an object in which colour comes to he. 13cing l'an arise also

by virtue of the material out of which objeCis are made. In summary, a truc

subject of predication ean be a basic-Ievel kind, a hasic-Ievel atom, a surface or

other bearer of properties, or a portion of mate rial or stufr.

Aristotle also seems ta allow for other sorts of suhjects as praper suhjects

of predication, when the predicate is something that could come to be l'rom their

nature. For instance, "The l'arpenter built the house" would he an instance of

proper predication, but "The carpenter graded the papers" would not; "The teacher

built the house" is not praper predication, but "The teacher graded the papers" is

an instance of proper predication. (See Aristotle, Metuphysics li.7, E.2.) We l'an

attribute responsibility for building a house ta a l'arpenter qua l'arpenter, but not

to a teaeher qua teacher. When we say, "The teacher huilt the house," wc mean

that the teaeher is concomitant with that which built the house; we do not mean

ta imply that the teacher built the house qua teacher. For such utterances, it

seems most natural ta mal' l'rom the named subject into its underlying substance

(e.g., a person) before attributing the predicate ta the subject.
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Aristotle's categories descrihe those things that can he said to come into

heing (and thus to have heing) hecause of a suhject. Qualities, for instance, come

to he within suhstances from which they cannot be separated. Being in a place

cornes to be hy virtue of a beingness (a "substance," ousia) that moves or is moved

into that place. The being of causing something (e.g., cutting) exists by virtue of an

agent who performs the action. And so on. In the case of the category of

substance or the "wha!" (i.e., kinds), the subject brings into being an instance of

the form of a person, for example, by itself coming into being. The form of a

person does not exist except as the form of a particular person. Notice that the

attribution of responsibility that is equivalent to predication is separate from the

notion of a cause. The cause of a person is his or her parents, who conceive a

child. But the responsibility for the being of a person, or rather for the being of

his or her form, in the predicative sense of responsibility, where responsibility is

attributed to that which underlies being - that responsibility belongs to a person

so conceived.

Not ail propositions involve predication in the Aristotelian sense. Aristotle

describes combinations of nouns and predicators that, while forming wel1-formed

propositional utterances (i.e., ones containing a grammatical "subject" and a

grammatical "predicate"), do not yet constitute instances of genuine (or natural)

predication because responsibility cannot be attributed to the individual named as

subject for that which is signified by the predicate. One example, given above, is

''The teacher built the house," where we cannot attribute building the house to the

teacher qua teacher. In addition, a rigid designator (i.e., proper noun) for an

individual signifies something (i.e., a primary substance, a member of a basic-level

kind, or rather its form when the name appears in the predicate) for which no

other individual can be held responsible:

Things that are individual [ta atollla, i.e., atoms] and numerical1y one
are, without exception, not said of any subject [kat' oudenos
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/llIpokeil1lel/ou /egellli, 'do not gct laid against any suhstratc'j ....
(Ca/l'godes 2, 1"6_7)40

· .. A primary suhstance [or primary heingncss; prc)(i.' ollJia) is [not)
said of a subject [ollie ka/h' hupokeil1lel/ou [rgrllli, 'docs not gct laid
against a substrate') .... (Ca/l'godes 5, 3"!!-9)

· .. From a primary suhstance there is no prcdicatc [OIu[rl1lia rs/i
ka/egoda, 'none is an accusation'), since it is said of no subjcct [kat'
oudel/os hupokeil1lel/ou [l'gelai, 'does not get laid against any
substrate') (Ca/l'godes 5, 3"36-37)

(1 gather, though, from Me/aphysics Il.!!!, that an individual, or ratller its form, can

be predicated of itself.41
) ln the Prior AI/a/y//cs, Aristotlc daims tlmt the

.$°Whcrc ] have Dot givcn my own translation of Aristotlc's text. as in this instnncc. the
translations arc l'rom the Oxrord English edilions or the texls. 1 have somctimes used puhlishcd
translations in order 10 conlraSI the standard inlcrprclalions ur Aristotlc's wurds with mure Iilcnli
interpretations, 10 bring 10 light lhe ehasm bctween what Aristolle ,,,id "ml wlmt he h"s heen t"ken
to have said.

41 1n the Metaplzysics (e.g., 8.7) and PIzysics (e.g., A.7), Arislotle argues thal evcrylhing mnsl
come 10 be l'rom something, and colis that something "maller" (/III/è); even an instance or primary
substance (i.e., an individual member or a basic-Ievel kind) can be prcdicated or ils "maller."

· .. Original causes arc spoken or in l'our senses. . .. (The second :sl the
maller or substratum (Mctaplzysics A.3, 983"24-30)

Things arc said to come to be in dirrerent ways. In some cases wc do not use the
expression 'come to be,' but 'come 10 he so-and~so: Only substances arc sait! tu
come 10 be without qualification. Now in ail cases other thon suhslance il is plain
that there must be something underlying, namely, that which hecomes. For when a
thing comes 10 be or such a quanlity or quality or in such ;. relation, lime, or place,
a subjecl is always presupposed, since substance alone is nol predicated or anolher
subjecl, but everything cise of substance. Bul that subslances too, and anything lbal
can be said to be witbout qualificalion, come to be l'rom sorne underlying lbing, will
appear on examinaiion. For wc find in every case sometbing lbal underlies l'rom
which proceeds lhat which cornes to be; l'or inslance, animais and plants l'rom seed.
Things which come to be without qualificalion, come to be in dirrerenl ways: by
change or shape, as a slatue; by addilion, as lhings which grow; by laking away, as
the Hermes l'rom the slone; by pUlling logelher, as a house; by aiteratiun, as lhings
which turn in respecl or lheir maller. It is plain lhat lhese arc ail cases ur cuming lu
be l'rom sorne underlying lhing. Thus, l'rom whal has been said, whalever cumes tu
be is always complex. There is, on the une hand, sumelhing which cornes tu be, and
again something which becomes that - lhe laller in two senses, eilher the subjecl or
the opposile. By the opposile 1 mean lhe unmusical, by the subjecl, man; and
similarly 1 cali the absence or shape or rorm or order lhe opposite, and the bron~.c

or stone or gold the subjecl. (Physics A.7, 19O'31-19ObI7)
(conlinued...)
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·11 (..xontinued)
Wc have now staled the numher of the principlcs of natural ohjects which arc
suhjCCl 10 gencriltion, anù how the "uroher is rcachcd; and il is clcar lhat llterc
must he somclhing undcrlying the contraries, and litai the contraries must he Iwo.
· .. The underlying nature can be known hy analogy. For as the bronze is 10 the
statue, Ihe wood [0 the bed, Of the maller and the formlcss bdorc rccciving [arm to
any lhing which has forro, so is the undcrlying nature to substance, i.e. the 'titis' or
exislent. (Physics A.7, 191"3-12)

· .. The subslratum of accidellls is an individual such as a man, i.e. body and soul,
while the accident Ipal/lOs) is something like musical or while.... Wherever this is
sn, then, the uhimatc subjcct is a substance; but whc" titis is nol 50 but the
prcdic~ltc is a form or a Othis,' the ullimate subjCCI is malter and malerial substance.
(MetapIJysics 8.7, 1049"29-37)

Fm living things, the material substrale may be that which is the source of hcing, as the seed to the
plant. Presumahly Aristotlc has in mind a predication such as Ihis: "That sccd will be a plant." For
arlifacts, he seems 10 have in mind propositions such as "Thal porlion of bronze is (or is beeoming)
a slalue." Il is lrue Ihal for arlifaels such as statues, Ihe material suhslrate may eoincide wilh the
ohject IhroughoUI ils existence as Ihat kind of ohject; hut such a eoincidence is not always necessary.
As in lhe f,IOlOUS example of the ship of Theseus, one can somelimes replace every portion of malter
making up Ihe hody of an object wilholl1 lhe object losing its idenlity under the kind description for
the ohject. A ship remains the same ship as long as il satislies the principle of appliealion for a ship,
that is, as long as it does not cease 10 /Je as a member of the kind SHIP. If removing and then
replacing one parI of Ihe ship with new material does nol, at any point, destroy Ihe inlegrity of the
ship to sueh a degree that it ceases to he a ship, then the ship can retain its identily even if every
part of it is replaccd, part hy pari, over a period of time. (Sec La Palme Reyes ct al., 1994b, for this
solution to the queslion of the ship's idenlity.) This ,malysis makes suspecl Arislotle's thesis Ihal
malter is the subslrale for individual arlifacts.

Aristolle also discusses the possibility of an ultimate substrale from which even kinds of stuff
cnuld arise - "malter" Ihat has the potenlial to hecome any kind of malter:

The maller cornes to be and ceases to be in one sense, while in another it does no\.
As that which conlains Ihe privation, il ceases to be in its own nalure; for whal
ceases 10 be - Ihe privation - is contained within it. But as pOlentialily il does not
cease to be in ils own nature, but is necessarily outside Ihe sphere of becoming and
ccasing to be. For it if came to be, something must have existed as a primary
subslralum from which il should come and which should persist in il; bUllhis is ils
own very nature, so thal it ,viII be before coming to be. (For my delinilion of maller
is just this - the primary substratum of each thing, from which il cornes to be, and
which persists in Ihe result, nol accidenlally.) And if it ceases to be il will pass into
that at the last, so il will have ceased 10 be before ceasing to be. (Plrysics A.9,
192"25-34)

· .. A single maller must always be assumed as underlying the contraries in any
change - whether change of place, or groWlh and diminution, or alteralion; furlher,
that the being of this maller and the being of alteration musl sland and fall
togelher. For if Ihe change is alleration, Ihen the Sllbslralll/ll is a single clement; i.e.,
ail things which admit of change into one anolher have a single maller. And,
converscly, if Ihe sll/Jslrallllll is one, Ihere is alleration. (011 Gelleralioll alld

(continued...)
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following sentences do not involw predication in any real sense: "That white

ohject is Socrates," and "That which approaches is Callias." ln general, an

individual suhstance cannot be predicated of something that is concomitant with it:

il is clear then that sorne things are naturally not said of anything;
for as a rule each sensihle thing is sllch that it cannot be predicated
of anything, save incidentally - for we sometimes say [pl/lllll<'ll] that
that white object is Socrates, or that that which approaches is
Caliia~. . .. Of these it is not possihle to demonstrate another
predic,'.te, save as a malter of opinion, but these may be predicated
of other things. Neither can individuals be predicated of other
things, though other things can be predicated of them. (A.27, 43"32
40)

The words "sorne things are naturally not said of anything" (from the Oxford

translation by A. J. Jenkinson) disguise Aristotle's meaning; he uses a version of

legein ka/a, and a more literai translation is 'some of the individual things that are

[Le., prirnary substances] are, by nature, to be laid against nothing' (Le., in ,111

accusation of responsibility for their being). The word translated as "incidelltally"

is sllmbebëkos. This is the neuter singular perfect participle of the verb sl/m/mill;).

This verb is composed of SI/m-, 'together,' and baillo, 'go,' 'walk,' 'step,' or 'tread,'

and 50 sllmbaillO means literally 'go togethp.r' or 'walk together.' The perfeet

participle has a rneaning close to '(that whieh is) in a state of having gone along

(with sornething)' or '(that which is) in a state of having walked together (with

sornething)'; the participle suggests something that has come to exist alongside of

sornething else - something that has come to be a companion to something cise.

41(...continued)
Corn/plioll A.l, 3l4b27-3lSU3)

Our own doclrine is thal although lhere is a maUer of lhe perceplible bodies (a
malter out of which the so·called clements come·to·be), il has no separale
existence, bul is always bound up Wilh a contrariety.... We must reckon as a
principle and as primary lhe malter which underlies, lhough il is inseparahle from,
the contrary qualities; for lhe hol is not malter for lhe cold nor the cold for the hol,
but the substrallllll is malter for lhem both. Thus as principles we have firstly lhal
which is pOlentially perceplible body, secolldly the contrarieties (1 mean, e.g., heat
and cold), and Ilrirdly Fire, Water, and the Iike. For lhese bodies change inlo one
anolher ... , whereas lhe contrarielies do not change. (011 Gelleralioll a/ld
Corn/pt/aIl B.l, 329U25.329b3)
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This word is thus very close in meaning to the word "concomitant," from the Latin

col/comital/s, which is the present participle of col/comito, 'accompany, go with.' (A

more literai translation of the end of the sentence containing sumbebëkos is 'for

nearly every perceivable thing is of the sort that it is not to be accused against

anything, except as against a concomitant.') An approaching thing, an individual

that cornes to be as someone begins to approach (in this case CalIias) and ceases

10 be as the person ceases to approach - that individual can be concomitant with

the person Callias for a time. So we can say that that which is approaehing is

concomitant with the individual we cali CalIias, but we cannot truly attribute

responsibility to the approaching thing for CalIias; responsibility must be

attributed the other way around, such that CalIias is he Id responsible for

approaching (or for being an approaching thing). Aristotle says,

"... 1'0 ... sumbebëkos ouk einai hupokeimenon ti," '... The concomitant (or the

concomitant thing) is not to be the thing that is getting Iain under something'

(Poslerior AI/ll/yties A.22, 83b21-22).

Note that nothing bars us from eombining words in such a way as to

suggest predication. But if an attribution of responsibility cannot be made to the

subject for the predicate, then no real predication takes place (i.e., the predicate is

not attributed to the individual named as subject in surface structure). The words

translated as "Of these it is not possible to demonstrate another predicate, save as

a matter of opinion ..." are "kata men oun touton ouk estin apodeixai

katëgoroumenon heteron, plën ei më kata doxan"; a fairly literai translation is 'On

the contrary, against these another thing being accused [of them] is not to be

proven [or demonstrated], not except against an illusion.' In other words,

something that is concomitant with a substance for a time cannot be held

responsible for any predicate; to make such a predication is to accuse something

of an illusion - of something that does not really exist (in the way that a primary

substance exists; in Metaphysics E.2, 1026b22-23, Aristotle says that that which is

concomitant, 10 sumbebëkos, is c10sely akin to nonbeing or the nonexistent, to më

01/). Aristotle does not go so far as to say that such a predication yields a false
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sentence. The notion of truth (a/i!theia) is tied up with the notion of heing «'iI/IIi).

such that that which is grounds the truth of an affirmation. and that which is IlOt

grounds the truth of a denial. So the truth of an utterancc depends on the "is" (or

'\vas" or "will be") or the "is not" (or '\vas not" or "will not he") in an utteranet:.

When the subject or the predicate is a concomitant thing. the "is" of the utteranet:

still has an interpretation (in terms of the heingness. or O1tsia. of the substrate for

the concomitant thing; see Metaphysies 6..7). So predicating the form of a

substance of something that is not suhstance, or improperly predicating something

of an individual that is not a suhstance (e.g.. "Thc teacher huilt the house"), may

not be directly meaningful (i.e.• it may require mapping l'rom the individual named

in surface structure into an underlying suhstance), but the reslilting utterunce C:1Il

be true nonetheless.

ln the Posterior Ana/yties A.22, Aristotle is most explicit allOlIt the statlls of

different types of statements with respect to predication. He says,

... One can say truly that the white thing is walking, and that that
large thing is a log, and again that the log is largc und that the man
is walking. Weil, speaking in the latter and in the former ways ure
different. For when 1 say that the white thing is a log, then 1 say that
that which is accidentally white is a log; and not thut the white thing
is the underiying subject for the log; for il is not the case that, heing
white or just what is sorne white, it came to he a log, 50 thut it is not
a log except accidentally. But when 1 say that the log is white, 1 do
not say that something else is white and that that is accidentally a
log, as when 1 say that the musical thing is white (for then 1 say that
the man, who is accidentally musical, is white); hut the log is the
underlying subject which did come to be white without heing
something other than just what is a log or a particular log. Weil, if
we must legislate, let speaking in the latter way he predicating, and
in the former way either no predicating at ail, or cise not predicating
simpliciter but predicating accidentally. (What is predicated is like
the white, and that of which it is predicated is like the log.) Thus let
it be supposed that what is predicated is always predicated simpliciter
of what it is predicated of, and not accidentally; for this is the way in
which demonstrations demonstrate. Hence when one thing is
predicated of one, eilher il is predicated in what a thing is [Le., its
kind] or il says that il has sorne quality or quantity or relation or is
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doing something or undergoing something or is at some place or
time. (H3" 1-23)

At H3"14-17 (which corresponds, in the above passage, to the sentence beginning

with "Weil, if we must legislate ..."), Aristotle says that when the grammatical

subject is a concomitant thing (e.g., a white thing or an approaching thing), either

no predication takes place, or the predicationis against a concomitant, that is,

against something that cannot truly be held responsihle for the predicate's being.

I-Iere is the Greek: "ei dë dei nomothetësai, este to houte legein katëgorein, to d'

ekeiniis ëtoi mëdamiis katëgorein, ë katëgorein men më haples, kata sumbebëkos

de katëgorein." This means, 'If indeed it is necessary to lay down a law, as for the

latter [e.g., "the log is large"] [Iet's make it] be to accuse [i.e., to predicate],

[whereas] the former [e.g., "that large thing is a log"] is either not to accuse at aIl,

or to accuse not simply, but to accuse against a concomitant.' Because a

concomitant is not real in the way that its substrate is real, an attribution of

responsibility for being to a concomitant is not meaningful; in that sense, it is not

predication at ail. Note that whenever we map from the external noun phrase that

appears in surface structure (i.e., the one that is externat to the grammatical

predicate) to a noun phrase for the underlying individual, as when we interpret

the sentence "That dancer is beautiful," predicating "beautiful" of the woman that

underlies the daneer, the predication is, in effect, a predication against a substance

- against something real, and not just a concomitant thing - and so the

predication is, in that sense, a genuine predication. Aristotie would likely caution

us to be careful in demonstrations, though, so that we recognise the real subject of

predication, and not attempt to predicate anything of the individual named in

surface structure if that individual is not a substance (i.e., either a basic-Ievel kind

or a member of such a kind); such an error could lead to false demonstrations

(e.g., "If that running thing is a man, and if a man is an animal, then that running

thing is an animal"; there is no kind of animal corresponding to running things; of

course the man that underlies the running thing is an animal).
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An attrihution of responsibility for a predicate to a suhject implies that the

predicate bas come to be in dependency upon the suhject (i.e .. in dependency for

its being). It also implies that something ahout the subject (i.e.. some aspect of its

being) is revealed or hrought to light in the act of predication. In the Prior

AI/alytics, Aristotle says that, "To d' huparchein IOde tôide kai to alêtheuesthai

tode kata toude tosautachiis lêpteon hosachos hai katêgoriai diëirëntai ..." (A.37,

49"6-7), or 'That thing which cornes to be in dependency upon that other thing,

and that thing which is unconcealed about [i.e., is true of] that other thing, one

must take [these] in as many ways as there arc ways in which the accusations arc

divided ....' (the translation is mine). That is, each category of accusation defines

one type of thing that can come to he in dependency upon some other thing, and

each eategory of accusation defines one type of thing that can be truc (I/lëthi's) of

something else; because truth (alëtheia) is literally the unconccaled or the

revealed, the latter implies that each category of accusation dcfines one type of

thing that can be brought to light or unconcealed about a suhject.

Aristotle's idea of predication has implications regarding the nature of

being that is revealed in logos apoplullltikos, or a propositional utlerance, with

different implications for the interpretation of utterances involving proper

predication than for those that do not involve proper (or simple) predication (Le.,

utterances with the form of propositions but for which the named suhject cannot

be held responsible for the predicate as given). It is worthwhile to consider what

Aristotle says about being, particularly because his discussion of being reveals a

pattern of terminology in keeping with my interpretation of his writings on

predication. Consider first what Aristotle's modern translators and commentators

cali "accidentaI being," or what Aristotle calls to 01/ ••• to kata sumbebëkos, 'the

being [laid] against the concomitant,' that is, being for which a suhstance is not

held (direetly) responsible, but which is attributed to (Le., laid against) a

concomitant, so that no real attribution of responsibility to the named subject for

the predicate's being ean take place. When Aristotle discusses this being, he does

not use terms with the same root as katëgoria throughout the discussion, nor does
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he use the expression legein kata linos (see Metaplzysics fi..7, 1017'8-22). He uses

the term katégoreilai once at the very end of the passage on accidentai being,

when he explains what is meant hy "is" in the sentence "the artist is a man" in

terms of the heingness of the man (a primary suhstance) in whom cornes to be in

depcndency (for its hcing) an artist; he says, "... auto estin hai huparehei hou

auto kategoreitai" (1017"22), or '... it is [i.e., is an underlying suhstance] that in

which cornes to he in dependency that of which it itself [Le., the substance] gets

accused.' The context shows that by 'gets accused,' he means 'gets accused against

a concomitant,' so that no rcal predication takes place. Earlier, he says,

"To ... mousikon anthrapon [legamen], hoti toutai to mousikon sumbebeken"

(1017"17-18), or '[We say] "the artist is a man" bccause the artist is concomitant

with (or concomitates) this [Le., the man].' When two things are concomitant (Le.,

when one concomitates the other, to revive an obsolete verb), the one that is a

suhstance can he held responsihle for the being of the other one, but not vice

versa; so being laid against the concomitant is attributable to that which serves as

a suhstrate for the concomitant thing. This conclusion implies that in interpreting

a proposition into extramental being, we must map from the individual named in

surface structure into the substance that underlies it whenever the individual

named as the subject is a concomitant thing. It is only through such mappings that

being can be revealed to the mind and the truth of a propositional utterance can

be understood.

In the very next section of the Metaphysics, Aristotle speaks of the being

associated with the categories, and immediately switches to the language of

predication - using the term kalégoroumellôll, and the expression kath'

hama ... eillai legetai, which is related to legeill kata. This expression means

'against itself to be [i.e., being] gets laid'; Aristotle says that being ('to be,' eillai)

gets laid against itself, that is, gets attributed to itself (Le., to the substance that is

its substrate), in as many ways as there are schemata of accusation (or 'ways of
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, --

that gets laid against itself - is contrasted with the heing that gets laid against the

concomitant, implying that these arc the only two ways of aeeountil1g for heing

(but not the only two Iypes of heing; sec Metaphysics E.2): "1'0 on legetai tn men

kata sumbebëkos, to de kath' hauto ..." (/lIetaphysics 6..7, 10 17"H), 'That which is

being gets laid [or said] against the concomitant, or cise against itself (the

translation is mine). Aristotle's categories give the different ways in which that

which is l'an be because of itself or as itself (i.e., as a suhstance, and not as a

concomitant thing). For instance, with the category of l}uality, that which is green

is green by virtue of itself in the case of a frog, hut not in the case of a hopping

thing (i.e., a concomitant thing), for greenness cornes to he in a frog, hut not in a

hopping thing qua hopping thing. 50 when being gets laid against its suhstrate

("itselr'), we need not map l'rom the individual named in surface structure into

that which underlies il; the proposition reveals heing simply and directly due to

the nature of what the suhject and the predicate signify, so that the truth of the

proposition is directly understood.

The idea that being that gets laid against itself is allrihuted directly to its

substrate is almost expressed in W. D. Ross's translation (in the Oxford English

edilion, entitled The Complete Works of ArLI'totle) of the expressions for heing that

gets laid against ilself as "things said to he ... hy their own nature" or

"things ... said in their own right to he"; hut these translations suggest, not just

that being arises in dependency upon a subject as a suhstance, hut that

responsibility for being l'an be attrihuted only hy virtue of the nature of a thing,

such that ils nature gives rise to the heing for which it is held responsihlc. The

responsibility for being might have a source that is more specific than the nature

41"ranslators usually call this lype of being "essential being" or "absnlute being" as a conlrasl to
"accidcntal bcing." This translation is misleading. It loses lhe se""e of thal which i.\·, a real exislent
lhing, bcing held rcsponsible for being, and implies lhal Aristotle is speaking of a type of being, as
opposcd to the way in which being is anributed, thal is, whal sorl of subjecl is a proper subjecl of
predication. Further, nine of lhe len categories deline types of being lhat arc not in the delinilion or
"essence" of a subject (where lhe "essence" is usually equaled with the "whal; i.e., the kind).
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of a thing; for instance, in the affirmation, "The man kicked the bail," it seems

most natural to assign responsibility to the man because he acted upon an

intention he formed to kick the bail, and not simply because it is in his nature to

have the capacity to kick balls (for he is not a/ways kicking balls, even when balls

are around).

In What Senses Can a Subject he HeId Responsible for a Predicate?

One's intuitions lead ta the conclusion that there are stronger and weaker

senses of responsibility for the being signified by a predicate, the strongest sense

being responsibility by virtue of acting upon an intention to do something - or, for

propositions in future tense, by virtue of intending to act. This sense of

responsibility seems to be psychologically privileged; perhaps for this reason, we

find it odd to attribute responsibility for a relation such as killing someone to an

inanimate object such as a scimitar. Intentional responsibility is marked in English

propositions by the use of forms of "do" and "will.''''3 Any proposition involving

the attribution of a predicate to a subject by virtue of the subject's intentional

action or intent to act can be rephrased so as to include a form of "do" or "will."

For example, "Alice runs" can be restated as "Alice does run," and "Marcus hit the

bail" as "Marcus did hit the bail." The use of the word "will" in propositions in

future tense most clearly indicates the presence of an intention or will in the

subject to carry out the action that is predicated of him or her (although "will" has

come to be used to signal simply the attributability of the predicate in the future,

regardless of the way in which the subject will be responsible for the predicate's

43A predicate by ilsclf in an uUerance in the imperalive mood signifies lhat which the addressee
would be responsible for by virtue of intentional action if he or she were to act upon the demand or
command (i.e., it signifies some aspect of a counterfactual situation, without prcdicating that
counterfactual being of any subject, but the speaker hopes or expeets that the uUerance will bring
into being a situation that would permit predication of the corresponding actual being to take place).
If a woman acted on the demand 'Close the door," then the proposition "She closed the door' (or
'She did close the door') would be truc, and she could be held responsible for the closing oC the
door by virtue of her acting upon an intention to do so. So, Iike the possibility of the use oC Corms of
"do' and 'will; the possibility of the use of a predicate in imperative uUerances is Iinked with the
possibility of holding subjecls responsible for the predicate by virtue of their intentional actions.
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being, e.g., "Tbe leaves will l'ail off the trees soon"); hot the notion of

responsibility in general for the action is inherent in "do." This wonl is

derivationally related to the root of tbe Greek verh lilhi:mi or lii/hi'mi (1 ((IT1I/\),

which has the general sense of 'set, pot, place,' but which can mean 'put in a

certain condition'; one meaning of this verh is 'make, cause, hring to pass'

(perhaps because these mean 'set in motion' or 'put into action'). The mot and

verb-stem of this verb is dhe- (SE-) or dhë- (ST)-), a stem related to the Indo

European dlzo-, the Old English dÔIl, and the modern English "do." The

intentional implication of a form of "do" is perhaps most clear when purely passive

constructions, that is, passives containing a form of "he" (e.g., "Wilfred was

kieked"), are compared with constructions that are comparahle to Greek

constructions in the middle voice with respect to their implications ahout

responsibility, that is, "passive" constructions containing a form of "get" with or

without a reflexive pronoun to make it clear that the suhject somehow hmught the

predieate upon himself or herself (e.g., "Wilfred got [himself) kicked"; sec footnote

44, below). "Do" forms cannot appear in purely passive constructions, where the

subject is not to any degree responsible for the predicate hy virtue of acting upon

an intention; we cannot say, for instance, *"Wilfred did he kicked," hut we can say

"Wilfred did get kicked" or "Wilfred did get himself kicked" hecause these last two

propositions imply that Wilfred somehow intended to be kicked, and intentionally

brought about the kicking of himself by some other individual. ("Get" does not

always imply intenlional responsibility; in some propositions, such as "The house

gets cold in the wintertime," it means 'become'; in others, such as "He got to the

theatre too late," "get to" means 'arrive al'; and in still others, sueh as "We got to

eat iee eream," "get to" means 'have the privilege to.') Forms of "do" are not

restricted to use with verbal predicates. When an adjectival predicate signifies

something that the subject brought into being through intentions, a form of "do"

can be included in the proposition; we can say, "Wilfred does be silly l'rom time to

time," but not *"Wilfred does be tall" because being silly is under one's intentional

control, but being tall is not. Similarly, when a nominal predicate signifies
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something the suhject has hrought into heing through intentions, forms of "do" can

he used; we can say, "Wilfred did he a hero during the crisis," "Wilfred does be a

nuisance when l'm working," and "Wilfred does he a mensch in times of trouble,"

hut not '''Wilfred does he a person" or '''Wilfred did (or does) he an orphan since

his mother died."

Second in strength, it seems, is responsihility by virtue of the nature of the

suhject, whether the specific nature, the generic nature, or its nature as a physical

ohject (for instance). Responsihility, in this sense, can be attributed to the abject

of an action for the undergoing of the action, as in the passive construction ''The

tree was hit hy the car," where heing hit by the car is a part of the tree's being,

and where responsibility for that being is attributable to the tree because it is in

the nature of a tree, as a physical abject, that it can be hit.44

An individual is responsihle for a predicate in the weakest sense when a

relation or property that the predicate signifies is merely nonseparable from the

individual, as when, for instance, a woman is green because her skin was tinted

that colour by a tattoo artist (although this sense of responsibility could be

subsumed under the second; something cannat have a property or relation present

in it unless it is in the nature of the thing to be capable of having that property or

relation as a nonseparable aspect of its being; 50 even though it is not in the

nature of a person qua person to be green, il is in the nature of a physical object

with a porous surface that i, can be tinted).

44R. Schmidt (pcrsonal communication, Fcbruary 15, 1995) poinlcd out that the passive voice in
Allie Greek devcloped from lhe middle voice (see also Smylh, 1956), and may have retained a
middle !lavour. If so, the objcct of an aclion named as subjecl in a Greek "passive" would seem to be
responsible by virtue of inlentions, to sorne degree, for the undergoing of the aClion because in the
middle voice, lhe object of an action has itself acled upon. A rough English equivalent to a middle
construclion is "1 got myself driven downtown"; this proposition implies sorne intentional
responsibility for the predicate "driven downtown," whereas the corresponding passive construction, "1
\Vas driven downlown," does not. (In English, passives formed with "be" seem to have purely passive
connolations, whereas those formed with "gel" seem to be more middle-Iike in their connotations; see
R. Lakoff, 1971.) For Arislotle, then, the responsibility of the object of an action for its undergoing
of the action may have been more psychologically salient because the subjecl would seem to be
responsible for lhe predicate in the strongest scnse.
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The three types of rcsponsibility, in thc ordcr prcscntcd, arc nol

successively more inclusivc. Rcsponsibility by virtuc of intcntional action might bc

viewed as a species of responsibility by virtuc of onc's naturc. But rcsponsibility by

virtue of one's nature is not a species of responsibility by virtuc of nonscparability;

that which a predicate signifies can be attributed to a subjcct by virtuc of its

nature without being something nonseparable from the subject, as in tbe cascs of

nominal and locative predicates (see section 3.2.5.6).

The ideas of responsibility by virtue of acting upon an intcntion and by

virtlle of nonseparability are straightforward cnollgh. But what do 1 mean by

responsibility by virtue of one's nature? Aristotle described this typc of

responsibility as kath' IzalllO, 'against itself (Le., against thc subjccl or subslratc)

or 'because of itself,' and contrasted it with concomitance:

... On the one hand, that which is because of it [Lc., because of thc
subject - because of its own nature, the nature of its suhject] coming
to be in dependency [/lIlparclwll] in each [thing is] against itself
[kath' halllo], and on the other hand, that which is not hecallse of it
lis] concomitant [or, Iiterally, it is in a state of having walked with it;
sumbebëkos], as for instance if it was Iightening [because of a
lightning flash] while [one was] walking, it is concomitant; for it was
not because of the walking that it was Iightening, hut rather, we say,
this [was] concomitant. But if [something happens] hecause of it, [it
is] against itself, as for instance if something being slaughtered died
and [it died] because of the slallghtering, [we say that] because lit
died] on account of being slaughtered, then it is not concomitant, to
die [while] being slaughtered. Thlls concerning those things that are
[or can be] understood4S simply [Le., substances, or basic-Ievel

4SThe word 1 have translated as "understood" is a version of lhe verh epislUmui from which
cornes the noun episteme, which is often translated as "science" or "knowledge.- The ver!> epi.llumui
means Iiterally 'come 10 a standstil! upon (something).' Arislolle called a syllogism, for instance,
episteme because a premiss, or protusis ('strelching forward'), such as "If man is an animal .. .
stretches the mind forward, leaving it waiting for whal is yel lo come, huI when lhe conciuding
proposition of a syllogism is ullered, the mind cornes lo rest (Le., the lension is relaxed; R. Schmidt,
personal communication, February 15, 1995). This coming to rest, an epis/eme, is symptomatic of Ihe
fact lhal a syllogism is an instance of logos, a 'delerminalion,' for a syllogism is compleled or
determined when the linal proposition is ullered; so, Iike a proposilion (which combines, at a
minimum, a nOUn and a predicalor to achieve a determinalion), a syllogism is logos (sec 011
IlIterpretatioll 5, 17"8·9; Prior Allalyties A.l, 24"18); as such, il unconceals bcing; this is why Arislotle

(conlinued...)
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kinds and individuals of such kinds], the things laid [as accusations,
i.e., predicates] against themselves [are such] on the ground that to
come !Cl he in dependency in [ellllparc!zeill] the accusations [e.g., as
dying comes to be in dependency in the being slaughtered] or ta get
[sometbing] brought ta be in dependency in [tbem, i.e., the
substrates] are bath because of them [i.e., because of the nature of
the subjects] and from necessity. For [it] is not possible [for

oI\..continucd)
considered the syllogism to he a tool of science. The unconcealment of bcing is equivalcnt to the
mind inlcnding, and thus coming 10 rcst upon, sorncthing that is. (Aristollc uscd the coming to rc:;l
of the mind liS a crilcrion for dClcrmining when an utlcrancc or cxprcs-fiiion is signifying, although a
conting tn rest of the mind is only a coming 10 rcst "pon somcthing, or cpistëmë, and thus a coming
10 rest that unconccals bcing, when the coming 10 rcst is brought about by logos; sec Oll
IlI/erprelU/iol/ 3, 1d'211.22.) When Aristotle, in this passage, writes of those things lhat arc (or can be)
underslood simply (/ol/lraplos epis/ëlol/), he means those things that lhe mind can come 10 rest upon
directly. Each of lhose things is a bcingness (or "subslance"; ol/sia), a basic-Ievcl kind or an individual
of such a kind. (Note that lhe usualtranslation of ol/sia, "sub·stance," from lhe Latin sl/bslall/ia,
means, literally, 'standing under' or 'C()ming 10 a standstill under' jusl like lhe English "under·
standing," which is ilsclf comparable in mcaning 10 the Grcck epislëmë or lover-standing';
interestingly, the Latin equivalent to this word is sl/pcrs/ilio from whieh wc get "superstition." Note
also lhe Iinguistic connection belween "substances" and the words used in bringing our minds to rest
lIpon them, wards ealled "sü:;stanlives.") Eisewhere (Melaplr)'sics EA, 1027b28), Aristolle speaks of
"ta hapla kai la ti eslin," 'those which arc simple and those which arc what is,' where he seems 10 be
lalking abolll primary subslances and secondary substances, lhal is, about basic·levc1 individuals and
hasic-Ievel kinds; his lise of the te rOI 'simple' apparenlly for primary substance (prolë ol/sia) suggesls
lhal hy 'those things that arc (or can be) understood simply,' Aristotle means especially primary
substances, or basic-levc1 individuals. Aristolle calls a basic-levc1 individual "simply separate"
(c/lorisIOI/IIUI'/O.l'; sec Mc/aphysics H.l, 1042'30-31) 10 contrast il wilh lhal whieh is nonseparable; the
fact tlmt slIch bcingness is simply separate, depending upon no other thing for its being, means thal
lhe mind can come 10 rest upon it simply or direelly. BUI the mind comes 10 resl, simply and
directly, upon its basic·levc1 kind (a secondary substance) aS weil; in perceiving a basic·levcl
individual, lhe mind comes to rest up,0n both lhe individual and ils kind, according to Aristotle
(Po.l'/crior Al/al)'lics B.19, 100"15.100'2). (Macnamara and his colleagues have argued too lhat an
iodividual and its basic-Ievel kind arc understood in a single apprehension, for an individual is
necessarily individU:lted by some kind, and so sorne kind must be apprehended for any individuallo
be apprehended; moreover, the "default" kind is the basic·level one, whieh lhe mind inlends in
percciving a lhing because it is the kind associated with the perceplual type, that is, lhe kind given in
perception by the Ihing's shape and general appearance; sec La Palme Reyes Cl al., 1994b; La Palme
Reyes ct al., 1993; Maenamara, 1986, 1994; Maenamara & Reyes, 1994.) Basic·level kinds and,
espccially, individuals of sueh kinds arc ultimately responsible for lhe being signilied by ail predicales
(sec Calegories 5, 2'34.2b6, 15-22, 37-3'6, 4"29.4bI9; Melaph)'sics Z.I, 1028"18-36), being which arises
in dependency upon them (Posterior AI/alylics A.4, 73bI8-24). One's mind can come to rest upon
lhem (i.e., can intend them, or be aimed loward lhem) withoul having to come to rest first upon any
intermediary (in conlrast to an individual such as a walking thing or a teacher, or to a genus such as
ANIMAL; when one's mind is aimed at such lhings, it must continue to slrelch beyond lhem 10 Ihat
which underlies lhem - say a person in the case of a walking thing or a leaeher, or Ihe kind CAT,
for inslance, in the case of ANIMAL - something with aUlarchieal being upon which the mind can
come 10 rest).
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accusations, i.e., preùi.:ates] not to come to he in dependency
[huparcheill], either simply or [in the manner ol1lhe opposites, as for
instance the straight or the curveù in a line, anù the mld or the even
in a number. . .. Consequently if it is necessary to aftïrm or to deny
[i.e., ta preùicate], [then] it is necessary a'so [for] the against itself
[which is affirmeù or ùenieù] to come ta he in ùependency.
(Posterior Allalytics A.4, 73h 10-24; the translation is mine)

ln other worùs, ùying can be attrihuteù ta an animal that is heing slaughtereù

because it is by its own nature that an animal ùies in the slaughter; we can

attribute ùying in the slaughter to the animal itself (kath' hall/o ).4" But one

cannat attribute ta a walking persan the lighting up of the sky that concomitates

the walking; it is not in the nature of a persan that the sky shoulù light up when

the persan is walking. It is in the nature of a line to he straight or curveù, so these

properties come ta be in ùepenùency upon a line (anù hy necessity, for a line is

either straight or curveù hy its very nature). That which a preùicate signifies

necessarily cornes ta be in dependency upon a subject, hecause it is only hy virtue

of the subject's nature that it can come to he. And it is only hy virtue of this fact

that it can be affirrned or predicated of the subject.

An exarnple rnay help illuminate responsihility hy virtue of one's nature.

Suppose we say, for instance, that a rock l'ails. 1 helieve that such a predication is

461n the above passage, Aristolle asserIs that Ihe signifocalion of one predicale can come 10 he in
dependency in (or be inherent in) lhe signifocation of another predicale, which ilsclf cornes 10 he in
dependency upon a substance. Elsewhere, he says,

Whenever one thing Ls predicated of another as of a suhjecl, ail things said of wha!
is predicated will be said of Ihe subject also I"hosa kata lou katëgoroumenou legelai,
panla kai kala lou hupokeimenou rhëlhësetai," 'whalever gels laid againsl thal which
is getting accused, ail (of those accusatinns) will also he spoken (or verhalised, or,
Iiterally, strung logether, as words) against lhal which is gelling underlain'J. For
example, man is predicaled of the individual man, and animal of man; su animal will
be predicated of lhe individual man alsu - for lhe individual man is huth a man and
an animal. (Categories 3, 1h10-15)

This passage deals with nominal predicales. In the passage ahove (from Po..,e';or Alla/ylics), thuugh,
he daims thal the signifocation of a verbal predicale, such as "died" can come to he in dependency in
(or be inherent in) the signification of another verbal predicale, such as "slaughlered: This may be
the case whenever lhe one prcdicale is inherent in the definition uf lhe ulher (as dying is inherenl in
the definilion of being slaughlered, namcly "being killed for foud," wherc "heing killed" is defined as
"being caused to die," or as animal is inherenl in Ihe definition of man as "a ralional animal").
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to he understood in the following way. Il is in the nature of a roek that it is

capable of falling (because it is a massive body, heavier than air, that is subject to

gravitational force). We can predicate falling of anything that has, by virtue of its

nature, the capacity to fall. Suppose somebody bats a fully inflated helium balloon

in a downward direction so that it moves to the ground at the rate of a body in

the earth's gravitational field. We cannot truly predicate falling of the balloon 

that is, we cannot say, in a true affirmation, that the balloon fell to the ground 

hecause it is not in the nature of a helium balloon to fall; fully inflated helium

balloons do not have the capacity to fall by virtue of their nature. A property or

relation can be attrihuted to a subject if it is in the nature of the subject to be

capable of having that property (whether it be permanent or temporary) or of

being in a relation of the type signified by the predicate.

Responsibility by virtue of one's nature is perhaps most obvious when one's

specific nature is the source of responsibility. We can easily attribute furriness to a

rabbit (e.g., "That rabbit is furry") because it is in the nature of a rabbit to have

fur. Attributions based on generic nature also seem natural. The capacity for self

induced locomotion is easily attributed to a rabbit by virtue of its nature as an

animal (Le., by virtue of its gemls; e.g., "That rabbit is moving"). Responsibility is

less easily attributed, perhaps, when a relation or property cornes to be by virtue

of one's nature as a physical entity. If a rabbit is blown off a ledge by a strong

wind, we tend to attribute responsibility for the rabbit's fate to the wind, rather

thlln to the rabbit; and yet the rabbit could not be blown over if it was not a

physical object that provides resistance to the wind. In that sense, it can be held

responsible for being blown off the ledge. This intuition grounds the

mellningfulness of the proposition, "The rabbit was blown off the ledge:047

47Aristotle gives several senses of "nature" in the Metaplr)'sics LIA. They arc: the genesis of a
growing thing, that which makes a growing thing come to Le, the source of primary motion in a
naturally existing thing, the stuff or material out of which something is made, and the beingness
(ol/sia) or "substance" of naturally existing things. 1 also allow that artifacts have natures that can give
rise to bcing of various types (natures with sources other than just the stuCf of which they arc made).
A bail, for instance, has a nature that permils rolling to come into being.
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Responsibilitv and Verb Learning

The three senses of responsihility - hy virtuc of acting upon an intcntion

(or by virtue of an intention to act for propositions in futurc tcnsc), by virtuc of

one's nature, and by virtue of nonseparahility - thcse thrcc sccm to guidc our

attributions of responsibility in an ordered way, such that wc allempt to allributc

responsibility by virtue of an agent's acting upon ,10 intcntion whercver possiblc;

when no such attribution is possible (e.g., hecallse no creaturc is involvcd), wc

attempt ta find the source of the signification of a predicatc in the naturc of thc

entity that is the referent of the suhject noull phrase (Le., in its natural capacity III

give rise ta that which the predicate signifies); as a last resort, wc look to

nonseparability, If ail attempts ta attribute responsihility l'ail, then no intuition of

predication (as accusation) can arise.

This ordering of senses of responsihility may account for ccrtain facts of

child language acquisition. Because being that comes to he hy virtue of intcntional

action permits an attribution to the suhject of responsihility in the strongest sense,

actions, which arise l'rom the beliefs and intentions of actors, are prototypical of

the sort of thing wc can predicate of a subject. This source of prototypicality may

contribute ta an explanation for the cammon ohservation that children learn

action words before they learn words for properties sllch as colour, which are

equally observable (though possibly not as salient becallse they are less transient

and dynamic), As 1 argued in section 3.2.5.6, it may simply he easier to notice the

relationship of a noun phrase ta the predicator of which the noun phrase is an

argument when the noun phrase is a subject of predication being held responsible

for an action. The perceived link between the two wards may he strengthened hy

the predicative relationship - one in which the subject is held responsihle for the

predicate headed by the predicator in the strongest possihle sense. (Of possihle

relevance is the fact that young children have a greater capacity for learning basic

level-kind terms for the agents, versus the abjects, of ohserved actions, which

wouId be the subjects of predications of the actions; see Grace & Suci, 1985.)
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The ordering of senses of responsibility may account for another fact of

language learning, namely misinterpretations of novel verbs as words for

properties or relations that come to be by virtue of intentional action. Sorne such

misinterpretations are called "transitivity errors" because the child interprets a

verb as transitive when it is not, or as taking both a direct and an indirect object

when it only takes a direct object (e.g., the child interprets "stay" as 'keep,' "die" as

'km,' "eat" as 'feed,' or "Iearn" as 'teach'). Young children (and even infants)

exhibit a bias toward interpreting situations in terms of interactions that occur as

the result of the beliefs and desires of one or more of the participants (e.g., Fisher

et al., 1994; Fritz & Suci, 1981; Leslie, 1982; Leslie & Keeble, 1987; Mandler,

1991; Michotte, 1954); this bias leads them to interpret a predicate headed bya

predicator, wherever possible, into a causal relation of an animate agent to an

affected object (e.g., Berman, 1982; Bowerman, 1974, 1977, 1982; Corrigan &

Odya-Weis, 1985; Figueira, 1984; Hochberg, 1986; Lord, 1979; MacWhinney, Pleh,

& Bates, 1985). The bias may also explain their initial tendency to associate

subject noun phrases with animate agents of actions (e.g., Bever, 1970; L. Bloom,

1970; Bock, 1986; Bowerman, 1973; Brown, 1973; Brown, Cazden, & Bellugi, 1969;

Dewart, 1979; M. Harris, 1978; Jarvella & Sinnott, 1972; Lempert, 1985, 1988;

Marantz, 1982; Matthei, 1987).

A growing body of evidence suggests that young children have intuitions

relevant to the two strongest senses of responsibility associated with predication. It

has been demonstrated that young children are aware that actions have their

source in the intentions of the actors (Shultz, Wells, & Sarda, 1980; Wellman,

1990); more generally, infants, by the end of their first year, expect actions and

activity to issue from animate beings, but not from inanimate objects (Golinkoff,

Harding, Carlson, & Sexton, 1984; Poulin-Dubois & Shultz, 1990). The idea of an

object being responsible for a property or relation by virtue of ils nature also

appears to be available to young language 1earners. Preschool children understand

that stable properties are attributable to the nature of an object, and that
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behaviours are made possible by an objcct's inner structure or nature (sec R.

Gelman, 1990; S. A. Gelman & Kremer, 1(91).

Implications for the Psychology of Language, Linguistics. and Logic

An int-::rpretation of predication as an attribution of responsibility, coupled

with an ordering of senses of responsihility, implies that acting, for which an agent

is responsible by virtue of an intention to act, is psychologically privileged relative

to being acted upon, for which the object of an action is responsihle hy virtue of

its nature as a physical object. For this reason, agents appear as suhjects of

predication more frequently than do objects of actions; that is, "active" sentences

are psychologically privileged relative to "passive" sentences.

The predicate, upon careful examination, shows itself to he of such a nature

that only one of a predicator's arguments can be held responsihle for it. Compare

"Ian kicked the dog," and "The dog was kicked by Ian." ln the former sentence, an

action is predicated of Ian; he is said to have kicked the dog. ln the latter

sentence, an undergoing or suffering of action is predicated of the dog; it is said to

have been kicked (by Ian). The subject noun phrase, which is a referring

expression, identifies a particular as the domain of being under consideration.

That particular is an extended being, a being that extends (or stretches) outward

across space. The predicate identifies an illtension of the particular that is the

subject of predication (see footnote 10 in section 3.2.5.6). This is most obvious

when the predicate names a quality of the subject, such as its colour or warmth.

When we say "The stove is hot," we understand that hotness has come to be within

the stove, as something nonseparable l'rom il, and that its coming to be was in the

form of intensification; as the warmth of the stoVt: increased or intensified, it came

to be hot. Whereas an extended body stretches out across space, and ilS magnitude

is equivalent to ils extension, that which "intends" (i.e., an "inlension") is slretched

toward higher intensive magnitude, or else it relaxes into lower intensily; it

intensifies during its generation, and recedes into lower intensive magnitude (e.g.,

dissipates or fades) during its destruction or ceasing to be. But the term



•

•

320

"intension," as lIsed here, does not signify only qualities. Anything that can be truly

predicated of a suhject, or attributed to a suhject, in the Aristotelian sense, is an

intension of the suhject in the sense that it is an aspect of the suhject's being. (See

footnote 10 in section 3.2.5.6 regarding another sense in which non-quality

predicates, including nominal and locative predicates, are intensions of subjects.)

"Ian kicked the dog" implies that kicking the dog was an aspect of lan's being.

"The dog was kicked by lan" implies that undergoing kicking from lan was an

aspect of the dog's being. (This distinction is absent in modern mathematical logic,

in which "hit" is treated as a "two-place predicate," with no distinction in meaning

for active and passive constructions. See the history of predication that appears

helow regarding Frege's view that these two constructions are conceptually

equivalent. The distinction is also absent from modern linguistic theory, which

treats a passive construction as the product of a transformation from an active

construction, so that the two constructions are supposed to be mere notational

variants of a sentence that undergoes no change in meaning when the syntactic

transformation is effected; see section 3.2.3.1.) AlI relational predicates can be

viewed in this way. "New York City is bigger than Seattle" predicates of New York

City that it is !Jigger than a certain other city. "Seattle is smaller than New York

City" predicates of Seattle that it is sma/ler than a certain other city. Each

sentence entails the other, but each predicate signifies a different type of being

(!Jigger Ihall in the first case, and sma/ler Ihall in the second), and each proposition

attributes that being to a different subject. "Socrates is in the cave" attributes

being in the cave to Socrates, so that being in the cave is an aspect of Socrate's

being; "The cave contains Socrates" attributes containing Socrates to the cave, so

that containing Socrates is an aspect of the cave's being. The subject of

predication is always the domain of being, with the predicate revealing some

aspect of that subject's being. Noun phrases within nominal predicates do not

signify the domain of being under consideration; in fact such noun phrases are not

even referring expressions. In the proposition "Socrates is a man," the noun phrase

"a man" is not interpreted into a certain man, with whom identity is predicated of
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Socrates. Geach (1962) provides a test of whether a nOlln phrase headed bya

common noun is a referring expression: Does il make sense to ask which

individual of the named kind we are referring lo'? For the sentencc "Socrates is a

man," it makes no sense to ask, "Which man'?" (The test gives the c1earest resliits

for denials; for the sentence, "Fluffy is not a dog," it c1early makes no sense to ask,

"Which dog'?"). The proposition "Socrates is a man" reveals that Socrates h:ls the

intensioll of the kind MAN; he has the fonll of a man. (In the c:lse of a hasic-Ievcl

kind or species, or what the Greeks called an eic/os, 'that which is seen,' namely

the kind revealed by the shape or appearance of a thing, the fonll incllldes the

shape and generaJ appearance, such that "Socrates is a man" attrihutes, among

other things, the shape and appearance of a man to Socrates. An instancc of the

shape and appearance of a man came to be when Socrates came to he, and it is hy

virtue of his being.) The subject noun phrase is interpreted into the only

particular, and the only extended being, about which something is revealed in a

proposition. (Using Geach's test, we can demonstrate that suhject noun phrases

do, in fact, refer to particulars; for instance, given the sentence "A hall rolled

down the hill," it makes sense to ask, "Which bail?") Whatever the predicate

signifies is some intension of the subject, in the sense that it is some aspect of the

being of that particular, and it is not an aspect of the being of any other particlilar

or set of particulars that might be named in the utterance. This is true even

though a noun phrase that is part of the predicate may be a referring expression,

as in the case of a noun phrase interpreted into the ohject of a relation; we can

extend Geach's test to object noun phrases to show that, at Jeast for definite noun

phrases and indefinite ones in affirmations, the noun phrase rerers: For the

sentences "Marcus hit the bail," "Marcus did not hit the bail," and "Marcus hit a

bail," it makes sense to ask, "Which bail?" (For a denial containing an indefinite

object noun phrase, such as "Marcus did not hit a bail," the test shows that the

object noun phrase does not refer in this case; it makes no sense tn ask, "Which

bail?") But even when an object noun phrase is a referring expression, the

individual signified serves only to help define the nature of the relation that is
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predicated of the suhject, and that is an aspect of the suhject's heing. In "Marcus

hit the hall," for example, the ohject noun phrase "the hall" helps define what sort

of thing is heing predicated of Marcus (i.e., not just hitting, hut the hitting of a

particular hall); in "John is taller than Joyce," the object noun phrase "Joyce"

signifies the individual to which John is referred so that heing taller than that

individual can he understood as an aspect of his heing. The predicate is of such a

nature that it cannot be an aspect of the object's being. In "Marcus hit the bail,"

hitting the hall is not said to have been an aspect of the heing of the bail, nor

could it have heen. Any theory of predication, whether in linguistics or in

mathematical logic, must reflect the fact that the signification of the predicate is

an aspect of the subject's being alone. The current ones do no!. To rectify this

situation, we would need to revive the distinction between an argument and a

suhject of predication, and to cease using the noun "predicate" when we mean

'predicator' and speaking of "two-place predicates" and "three-place predicates."

The Iinguist's notion of a thematic role or thematie relation may be seen as

a failed attempt to capture the intuitions associated with the different ways in

which a subject can be heId responsible for a predicate. The failure can be

attributed partly to a failure to distinguish a predicator and a predicate, such that

many-place predicates are imagined to exist (whereas, in truth, only predicators,

i.e., lexical items, can be said to take multiple arguments; a predicate does not

have arguments, but rather a subject), leading to the erroneous conclusion that the

nature of a predicate is constant regardless of which argument is the subject of

predication. The different senses of responsibility are partially captured in the

Iinguist's attributions of thematie roles, such as agent, actor, and patient or tlzeme,

to noun-phrase arguments; but these attributions are misleading or redundant or

both. When acting is predicated of a subject, the subject must be responsible for

the predicate by virtue of acting upon an intention, that is, the subject must be an

agent or actor; the nature of the predicate demands it, because responsibility for

acting can be attributed to a subject only if the subject willed to act and acted

upon that intention, thus bringing to pass the action (for that is the way in which
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actions come to pass). When the undergoing of action is predicated of a suhjeet.

the suhject must he responsihle for the predicate hy virtue of having undergone

the action. that is. the suhject must he a patient. one who is responsihle for the

undergoing of action by virtue of its nature as a physical object. But hecause

linguists l'ail to realise that predicates but not predicators signify extramental

being, and that what is predicated of a subject is determined by the predicate. not

by the predicator that heads the predicate, they take any proposition containing an

action verb to be a sentence about acting, and l'ail to see that the object of an

action is the true subject of the predicate in a passive sentence. For this reason,

they feel a need to distinguish the "grammatical subject" l'rom the "Iogical suhject,"

who is the agent of the action, according to them. Likewise, they l'cel a need to

assign to noun phrases "thematic roles" such as agelll and flatielll to show that "the

bail" plays the same role in "Marcus hit the hall" as in "The hall was hit by

Marcus." But in fact, the bail can be interpreted as a patient only when the

predicate one has in mind is the undergoing of action. The relation that a

predicate headed by "hit" signifies is an aspect of the suhject's heing, and differs in

nature depending on the subject: In the case of Marcus, the relation is one of

hitting; in the case of the bail, the relation is one of undergoing hitting. When the

bail is named as the subject in a proposition, no hitting is under discussion, and sa

no agency is imputed ta anyone. When Marcus is named as the subject, no

undergoing of hitting is under discussion, and sa heing a patient is not imputed ta

anything. Linguists may have the impression that both being an agent and heing a

patient are attributed, ta different arguments, in a single utterance because of the

facility with which we can shift between the two possible conceptualisations of an

actional event, one of acting and one of undergoing action; but the two relations

are nonetheless distinct, and a single predicate signifies just one of them. J.

Macnamara (personal communication, e.g., April 28, 1989) has argued that

thematic raIes make no sense because one is supposed to cali William an "agent"

in the sentence, "William did not hit Thomas"; but how could William be an agent

of an action that did not occur? The Aristotelian view may make sense of such
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sentences. Accorùing to that view, the sentence asserts that William cannot be

helù responsible for hitting Thomas (either because someboùy else bit Thomas, or

because noboùy ùiù). Since "William" is the subject noun phrase, it is the potential

subject of the preùicate "bit Thomas," a preùicate for whieh a subjeet can be heId

responsible only if the subject intenùeù to act (Le., to hit) and acted upon the

intention (Le., if it was an agent), but the preùicate is negateù by "diù not." (1 have

aùopteù Aristotle's resolution of a proposition into "the predicate and that of

which it is preùicateù, 'is' or 'is not' being added"; Prior Analytics, A.I, 24b I6-18.)

The sentence tells us whether we can accuse William of the action of hitting

Thomas (Le., whether we can holù him responsible for such an action). Since the

sentence ùeclares that the predicate is false of William, we are, in effect, saying

that William is not responsible for a certain action. The Iinguist's claim that in a

proposition, such as this one, containing an actional predicate, the subject plays

the role of agent implies that something was done, which leads to a contradiction;

the sentence ùeclares that the predicate is false of William, 50 nothing was done

by William. The Aristotelian notion of predication ùoes not leaù to any

contradiction: If a predicate is denied, then the predicate is not truly predicated of

the subject, and 50 responsibility for the action is not ascribed. By treating

predication as an attribution of responsibility, as opposed to tagging arguments

with thematic roles, the responsibility for an action (or agency) is only attributed

to a subject when an active actional predicate is affirmed; Iikewise, the

responsibility (by virtue of one's nature as a physical object) for an undergoing of

action (Le., for being a patient) is only attributed to a subject when a passive

actional predicate is affirmed. If Iinguists were to return to the classical

grammatical distinction between a subject and a predicate, and interpret

predication as an attribution of responsibility, they would realise that a verb's

arguments are not ail on a par semantically unless they slap thematic roles on

them. (The subject noun phrase is distinguished syntactically from other noun·

phrase arguments in the modern theory of syntax by its being a sister to the

inflexional component of the auxiliary and its being the only argument of a verb
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that is external ta the verh phrase; hut this position in the syntactic tree is not

given any semantic characterisation.) If linguists recognised that predication itself

gives one argument a special mie, the mie of suhject (i.e., the one subject to

charges of responsibility), and that a predicate, by its nature, de termines both that

for which the subject is held responsible (e.g., the undergoing of an action, Le.,

being a patient of an action) and the way in which a subject can be heId

responsible for it (e.g., predication of an undergoing of action implies a nature

that can give rise to the predicate, but not agency in the intentional sense), they

would see that no need exists for thematic mies; a verb's mguments arc

distinguished semantically whenever the verb is embedded in a predicate in an

affirmative proposition,with the subject being attributed with being an agent or a

patient in keeping with the nature of the predicale, and with no such allribution

occurring for the individual named as object within the predicate. Or at leasl in

the case of two-place predicators, ail a predicator's arguments arc distinguished

semantically in propositions. For a three-place predicator, such as "give," the

language might require a preposition or postposition (e.g., "to" as in "Peter gave

the book to Leila") or sorne other contrivance (such as case marking) to

distinguish the third argument l'rom the second and signal the way in which the

action depended upon the referent of the additional argument (e.g., to indicate

that Leila was that toward which Peter's giving tended).

Many of the oddities in ,modern syntactic theory can be attributed to a

failure to consider seriously and carefully the meanings of utterances, and the

semantics of predication and propositions in parlicular. The concentration on

syntax in linguistics (a concentration advocated by Chomsky, among others; e.g.,

Chomsky, 1957) hides the fact that a sentence has a structure that is not

independent of semantics. A sentence is not just an arrangement of phrases,

ordered and organised according ta syntactic rules. A statement has a semantic

function, and its structure cannot be understood in purely syntactic terms - as a

syntactic structure, per se; that is, attempts ta understand its structure at a purely

syntactic Jevel lead ta the sort of problems for which thematic roles were
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suggestcd as a solution - a very messy solution·IR (e.g., the supposed "problem"

4'"t'he hypothesis of thematic roles was not designed to capture thc notion of responsibility for a
prcdicalc or any olher notion lhal has bec" al1achcd to predication; thcmatic roles wcrc originally
invented in order to capture the notions of motion and location - certain physical and obscrvablc
phenomena. The inventor of thematic roles, Jeffrey Gruber (1976), argued that one noun phrase in
any sentence has the role of (irenJe, by which he meant that its referent is either (1) undergoing the
motion that the verb signifies, or (2) in the location that sorne part of the proposition (e.g., a locative
prepositional phrase) signifies; these Iwo roles arc supposed to apply both concrelely, say wilh verbs
of physical motion and phrases giving the physical localions of physical objecls, and abstractly, say
with verbs for transfers of goods (e.g., "inherit," "buy"j and wilh thc "locations" of abstract cntities
such as picces of knowledge (which reside in persons). Gruber also invented other thcmatic relations,
including location, source, and goal. The therne of motion and position is clcar. Thcmalic relations
were designed 10 capture the intuition thal "the bail" plays the same role in the following IWO
sentences in that it undergocs motion in both cases: "The bail rolled to the boltom of the hill"; "John
rollcd the bail to the boltom of the hill" (sec Radford, 1981, p. 140). From the poinl of view of
predication, though, the bail is the subject in lhe .'rst case (i.e., the bail is held responsible for ils
rolling hy virtue of it being in the nature of a bail to be able 10 roll down a hill), but not a subject in
the second case (Le., the rolling is altrihuted 10 John by virtue of his intentional action). Ray
Jackendnff was sufliciently impressed with Gruber's invention 10 incorporale a revised version of
Gruber's theory into the theory of generative grammar. He describes the motivation for inlroducing
thematic roles inlo lhe lheory as follows:

Much of the justification of transformations involves arguments about understood
grammatical relations and their representations in deep slructure [e.g., the supposed
deep-struclure "objecl" slatus of the grammalical subjecl in passive propositions].
Vel lhe "nalural" grammalical relations such as subject and object do not
correspond in any simple fashion to lhe underslood semanlic relalions. Consider
these well-known examples: ... The door opened. . .. Charlie opened the door.
. . . In the lraditional sense of grammatical relations, ... [the example sentences]
have their underlying grammalical relations expressed in lhe surface as weil; lhe
senlences have undergone no movement lransformations lhat would aller the
underlying positions. But lhe grammalical relations do nol express certain obvious
semanlic facts. 771e door has lhe same semantic function in ... [lhe IWO sentences],
allhough il is the subjecl in one and lhe objecl in lhe olher. (Jackendoff, 1972, p.
25)

So thematic roles were introduced in order to capture lhe "obvious semantic fact" thal lhe "semanlic
funetion" of "lhe door" is to signify thalwhich is undergoing molion (i.e., lhe noun phrase is a
"theme") holh in "The door opened" and "Charlie opened lhe door." Likewise, lhe hypolhesis of
them:'lic roles is supposed 10 caplure lhe "facl" lhal in lhe senlences "The drcle conlains lhe dol" and
'''rhe dol is conlained in lhe drcle," lhe "semanlic funclion" of "lhe dot" is 10 signify lhal which is in
lhe localion signified by "lhe circle." Notice lhal the notions of "undergoing molion" and "in lhe
signilicd location" arc not renecled in lhe basic slruclure of a sentence (as, for inslance, lhe
semanlics of predicalion is renecled in lhe subject-copula-predicate struclure of a proposilion), and
sa one wonders why any Iinguisls would feel a need 10 make provision for lhem, firsl and foremosl,
in their theories. There seems to be a lendency among sorne Iinguists (e.g., Jackendofl) 10 hope for a
semanlics of lhe "ail in one's head" variely lhal is lied closcly 10 perception and molor behaviour - a
hope guided, perhaps, by reduclivisl dreams. 8uch a semantics would c1early have 10 rely on nolions
such as molion and position, versus irreducible intenlional nolions such as reference, or metaphysical

(conlinued...)
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that propositions cannot undergo thc "passivc transformation" whcn thc prcdicatc

is headed hy certain verhs. such as "cost" and "touch" in its nonintcntional scns<"

i.e., when the typing of "touch" is such that its first argumcnt significs a mcmhcr of

the kind PHYSICAL üBJECT rather than ANIMAL; scc JackcndotT, 1972). Thc

subject of a sentence is not just a nmm phrase that occurs in a particular location

in the sentence; its referent is a suhject in the Aristotclian, or scmantic, scnsc. Thc

48(...continucd)
notions such as the nature or kind of a thing. lackcndofr dcscrihcs the "mliv'llion for an approach
groundcd in spatial concepts as follows:

.. . In cxploring the organization of concepts thal, unlikc thosc of #physical spacctl.
lack pcrccptual countcrparts, wc do n01 have 10 start de 110\'0. Rather, wc can
constrain lhe possible hypotheses about such concepts by adapting, insofar as
possible, lhe independently motivaled algebra of spatial concepts to our new
purposcs. The psychological claim behind this methodology is thal the mimi ducs
nol manufacture abstract concepts oul of thi" air, cithcr. Il adapts machincry that is
alrcady available, both in lhe development of lhe individual urganislll and in the
evolulionary development of the species. (Jackendoff, 19H3, pp. IH.~-IHl))

One is rcmindcd of Piagct's biologically.hascd lhenry of dcvclopmcl1t, in which a mimi is supposcdly
construclcù upon a foundalion of sensations and motor rencxcs; Macnamara (197fi. IlJ7H) shows this
theory lo be incoherent. But such ideas easily take mol in fields where the Zcilll"i.l-i is predlllllinanlly
physicalist and reduclivist (sec Doan, 19H1). The most popular semanlic aPl'maehes arc thu;e lhat
deny our direct cxperience of making intentional cuntact with extramental heing thmogh symhols,
daiming inslead lhat wc only ever talk abuut our own mental rcpresentations, and that semallties is
really a kind of "synt"" of mental representalions" (Chomsky, 19l!6, p. 363, p. 3(4). The iII·
foundedness of such approaches is revealed in a quotation fmm Macnamara:

Jackendoff denies thal [natural.language expressionsl pul us in eontael with
e><tramenlal realily One might ask: Does the expressiun 'exlramenlal reality'
put us in contael with something oulxide the menlal models" If il does, why do
other words not? If not, what might the expression mean? And Imw enuld any of us
conccive lhe existence of an exlramenlal rcalily, let alone wallow in its exoherant
presence. (Maenamara, 1989, p. 352)

Enough said.
Il is of interest lhat in spite of their apparcntly physicalistic motivations, Gruher and

Jackendoff saw a need lo include among lhematie roles lhe mIe of ulI""1 (tu whieh Jaekenduff, 1972,
appeals in his efforls lo explain the permissibility of imperalives, passives, and renexive pronuuns,
and the distributions of cerlain adverbials such as ÎlllelllÎollully and uccidemully, among olher
phenomena). Jackendoff deflnes the agent role as that which "auributes lo the NP will or volition
toward lhe aClion expressed by lhe sentence" (p. 32). NOlhing in the perception of physical things is a
source of knowledge about human inlentions. The intenlional sense uf responsibility for a predieate
seems to have worked its way into these theories, as an "agent" role assigned to noun phrases, by
virtue of its psychologieal and linguistic saliencc (i.e., by virtue of its pervaxive effeets un the way wc
conslruct senlences). But its introduclion into linguixlic thenry as a lhemalie role ix, 1 argue,
inadequate.
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structure of propositions is not equivalent to synta.x; it eannot he understood

without cOllsidering semantics, and predicatioll in particular. So much for

Chomsky's (1<)57) thesis that synt,Lx is autonomous, that is, independent of

semantics.

If the syntactic structure of propositions reflects the semantics of

predication, a possihility remains nonetheless that propositional syntax could come

to he independent of semantics to some degree. Once a formalism is created, it

can he adapted ln other uses, with the symbols taking on different interpretations.

This happened, for instance, with the formalism associated with algebra. The

formaI language was created by François Viète (1540-1603) for one purpose, but

was later adapted (unwiuingly) by other mathematicians for a distinct purpose. In

particular, the leuers that Viète used in his formalism came to be reinterpreted.

Viète introduced leuers as signs for his "species," which were particular collections

of particular geometrical objects, such as Iines and figures, that served as

counterparts or representations for magnitudes bearing the same relations to one

another as the magnitudes of the entities making up the species; in Viète's genus

of plane figures, for instance, one species is the rectangle, that is, a plane figure

formed by combining Iines that represent (as counterparts) a greater magnitude

(or a "length") and a lesser magnitude (or a "breadth"), the multiplication of which

produccs a rectangu\ar area. In the genus of solids, one species is the cube, the

product of comhining, by multiplication, a square plane figure and a side (i.e., a

line understood to be part of a figure with efjual sides, so that the line does not

represent an instance of the greater or the. lesser; see Viète's Introduction to tlze

Ana/ytica/ Art in the appendix of J. Klein, 1934-1936/1968; see also Schmidt,

1986).4'1 Later mathematicians reinterpreted the leUers, either as general

numbers (i.e., as the general character of being a number; R. Schmidt, persona)

communication, January 24, 1995), or as numerical variables or indeterminate

4"The language may have been dcsigned primarily lo providc a mcans of stating and proving
theorems about such spccics (R. Schmidt, personal communication, August 19, 1994).
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numbers, an(1 they useù the formaI language to carry out numcrÏl'al calculations

(Schmiùt, 1986). John Wallis, for instance, concluùed that "V',ota ... [made use of]

the Letters A, B, C. etc., ... to represent inùetïnitely any Numher or Quantity, so

ci,cumstantiateù as the occasion requireù" (Wallis, Ih85, p. hh). Anù yet Viète

explicitly ùenied that his logistic was a numerical logistic: "... The zetetic art does

not employ its !ogic on numhers - which was the teùiousness of the ancient

analysts - but uses its logic through a logistic which in a new way has ln ÙO with

species" (J. Klein, 1934-1936/1968, p. 321); "The numeral reckoning (logistice

numerosa) operates with numbers; the reckoning hy species (Iogistice speciosa)

operates with species or form< of things ..." (J. Klein, !934-l93h/ 1968, p. 32H).

The units of whieh numbers \Vere understoed to he multitudes (prior to Stevin)

are distinct from the entities that make up Viète's species. Further, the results of

an operation sueh as subtraction, which yielùs, ir: ,\ numerical algehra, a collection

of identical units (e.g., 3 units, which is the numher 3), does not necessarily yicld,

in Viète's logistice speciosll, a collection of entities anv of which is 0\ the same

species as any of those upon which the operation is performed; if, for instance, a

lesser magnitude (represented by the letter A) is subtracteù from a greater

magnitude (represented by the letter B), the resulting entity, represented hy B - A,

need be neither Anor B; similarly, multiplication, which yields, in a n'Imerical

calculation, a collection of units of the same kind as those that are multiplied,

yields, in viète's algebra, a magnitude of a different genus than the magnitudes

combined by multiplication; multiplying a lesser magnitude by a gremer

magnitude, for instance, yields a rectangular area - a plane magnituùe. By

contrast, subtracting the number 1 from the numher III! yielùs the number III,

itself a collection of the entities represented by 1 and of the same kind as the

entities that make up the collections represented by 1 and IlIl (Le., the units of

counting or unit measures of magnitudes); likewise, multiplying Il by III yields

111111 (abbreviated as VI), which is a collection of units of the same kind as those

making up the collections II and III (see Schmidt, 1986). And yet viète's

formalism works well when applied to opera!.ions upon numbers, that is, when the
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Icttcrs arc given a complctcly different interpretation, so that the semantics of the

language changes. Given the possihility of adapting a formalism to other purposes,

the question arises whether the syntactic structure that permits predication - the

structure of propositions, understood in purely syntactic terms - has been adapted

to other purposes hy speakers.

Il might appear, at first glance, that passive sentences exemplify such an

adaptation, but 1 will argue that they do not. As noted in my discussion of

relations (see section 3.2.3.1), linguists distinguish a "grammatical subject" and a

"logical suhject" or deep-structure suhject. According to modern linguists, the true,

or "logical," suhject does not appear in the position of the "grammatical" subject

(Le., the noun pl' rase external to the verb phrase) in a passive proposition. They

equate the agent of an action with the "logical subject" and assert that a passive

sentence is a syntactic variant of an active sentence that exists in "deep structure,"

that is, at a level where meaning is attached to the sentence. In doing so, they

deny the possibility of attributing to a subject the undergoing of an action. (The

word "passive" actually implies an undergoing oi action. Il is derived from the

Latin noun passillllS, which cornes from the verb, patior, meaning 'be subjected to,

experience, undergo, suffer.') The problem stems from linking the semantics of

predication to individual predicators, rather than to predicates, as is proper (Le., it

stems from the "compositional" view of sentence meanings, wherein the meaning

of a sentence is thought to be determined by the meanings of the words within it).

ln the linguist's way of thinking, an action verb signais that acting is being

predicated of a subject, who is necessarily its agent. But the presence of an action

verb in a predicate does not guarantee that the proposition is telling us about an

action. In a passive sentence, the predicate signifies the undergoing or suffering of

an action, which is attributed to the object of the action. (As noted in section

3.2.3.2, Aristotle treated acting and undergoing action as distinct categories 

distinct types of predicates. In English, the distinction between acting and

undergoing action has sometimes lei! to the adoption of separate lexical items that

can be used in signifying the two relations associated with a single event, as in the
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case of "give" and "receive." and "ride" and "carry.") ln the proposition "The bail

was hit by Marcus," no daim is made that the bail, by virtue of being named in

subject position, is accused of hilling; the predicate "hit by Marcus" signifies an

lInâergoing or .Il1ffering of hitting (at the hand - or rather the bat - of Marcus).

Thal predieate ean surely he allrihuted to a bail. And so a hall can surely be the

subjeet of whieh that predieate is preJieated. If one distinguishes dearly predicates

l'rom predicators, and if one realises that predicates in propositions signify being

that is attributed to a subject, hut that predicators by themselves signify nothing

and nothing is attributed to anything hy virtue of them alone (unless they coincide

with predicates that are predicated of suhjects). then one will not he tempted to

cali "Marcus" the "Iogical subject" in the. proposition 'The bail was hit hy Mareus."

Nor will one condude that a passive sentence is formed l'rom an active sen:"nce

in a hypothetical "deep structure" through a syntactic transformation. And Hl one

will not see any evidence in passive sentences for a divergence of the syntax of

propositions l'rom the semantics of predication.

The confusion about passives probably has its source in th.:: fact that

passives do not reflect the psychologically privileged way of understanding aetional

events, that is, as events of acting, and thus as aspects of the being of the agents of

the actions. ln passive sentences, the subject noun phrase does not signify an

individual that can be held responsible for the predicate in the strongest sense of

responsibility (i.e., the intentional sense) - but the individual is responsible for the

predicate in a weaker sense; the undergoing of an action that is predicated of the

subject, which is the object of the action, is attributable to that individual by virtue

of its nature as a physical object; if a bail is hit, then the undergoing of hiuing is

aD aspect of the ball's being that was able to come to be because it is in the

nature of balIs that they can be hit. But of course balls do not get themselves hit

by virtue of their intentions (as far as we know). Our psychological bias toward

intentional acting versus the passive undergoing of actions may explain the fact

that most linguists see an active proposition hidden in every passive proposition; it

may also help explain the faet that passives are exceedingly difficult for children to
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learn, and arc mastered very late in acquisition (e.g., Baldie, 1976; Bever, 1970;

Brown, 1973; de Villiers & de Villiers, 1973h; Harwood, 1959; Horgan, 1978;

Maratsos, 1974; Strohner & Nelson, 1974; Sudhalter & Braine, 1985; Turner &

Rommetveit, 1967). (Other factors may contrihute to the lateness of a mastery of

passive constructions. Parents rarely use passives when speaking to young children,

perhaps as a refiection of their own psychological bias, or perhaps because of their

expectations of such a hias in their children; Rondal & Cession, 1990, found that

amc\llg 18 mothers of children aged 1;8 to 2;8, none ever used a passive

proposition in speaking to their children over the period of observation. Moreover,

young children who have not yet learned the significance of word order, and who

are as yet unable to process or interpret unstressed elements of the speech stream,

will not be in a position to distinguish active from passive propositions, and a

psychological hias toward interpretations of actional events as instances of acting

versus the undergoing of action may lead to an interpretation of any proposition

containing an actional verb as an active proposition; in effect, then, young children

may Ilot have propositions interpreted as passives as part of the input.) But

despite the reality of a psychological bias that favours active propositions, the

basic meaning of the subject-predicate distinction is not violated in passive

constructions, contrary to modern Iinguistic thought. The syntax of "passive"

propositions does not violate the semantics of subjects and predicates; such

propositions merely go against our natural biases in interpreting events, for we

normally think of an actional event as ;'n event of acting, and thus as an aspect of

the agent's being. But we can set aside our bias, and attend to that aspect of an

actional event that is a suffering of action, and thus an aspect of the object's

being.

There may be one phenomenon in which the syntax of propositions truly

takes on a life of its own so that the syntax fails to reflect the semantics of

predication, having been adapted to other purposes. For predicators formed from

certain nouns, such as the verb "rain," the apparent absence of any argument, and

the apparent ahsence of any subject, does not change the syntax of propositions in
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which such verhs appear; the suhject noun slot is filled \Vith a pkonasti<: terl11

(e.g., "il is raining"). This apparently syntactically Illotivated slot filling occurs for

certain passives as weil. M. C. Baker (19RR) gives the follmving exal11pk: "il is

(geneml\y) helieved that justice will prevail." He cOlllments lhat.

VI' ... is always a predicate. . .. The thematie suhject present in an
active clause ... is systematical\y ahsent in a passive. Neverlheless.
the VI' must be predicated of something given the Predication
Condition [Le., the principle that predicates IllUSt be associated with
a maximal projection, namely the subject noun phrase, such that the
predicate and the subje~l "constituent command" or "c-col11l11and"
each other, Le., they meet the conditions that the first branching
node tbat dominates each one also dominates the other, but neither
one dominates the other in the syntactic tree] .... The
requirement of a subject can be met either by moving an NI' into
tbe needed position ... or by inserting a 'dummy,' pleonastic
NP .... This last example shows that the predication condition is
not purely semantic, but rather a grammaticalization of an intuitive
semantic relationship. (pp. 38-39).

It is possible, though, tha~ the usual Iinguistic analysis of certain suhject nouns as

pleonastics (Le., nonreferring terms) is mistaken, and that such nouns are actual\y

subjects, in the Aristotelian sense. The verh "rain" might be hest conceptualised as

a one-place predicator, wbere its argument is a memher of the kind RAIN or

WATER, such that "Il is raining" means 'Rain is raining down' or 'Water is raining

down.' Under this conceptualisation, "it" is a pronoun that signifies the min or

water that is fal\ing l'rom the sky, and it is not pleonastic al'ter ail, despite

Iinguistic claims to the contrary. But our use of expressions such as "il is raining

cats and dogs" (versus "Cats and dogs are raining [down]") and "It's raining men"

(versus "Men are raining [down]") suggests that "it" is, in fact, pleonastic when it

appears in subject position with a predicate headed hy the verb "min." An

evaluation of the possible pronominal role of supposedly pleonastic terms would

require a Iinguistic analysis beyond the scope of this dissertation.

Aristotle gave several examples of propositions that he did not regard as

t:xamples of true predication because the predicate cannot be attributed to the

individual named as the apparent (or syntactic) suhject. He argued that
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preùication ùoes not occur when the grammatical preùicate is heaùeù by a proper

name anù the external noun phrase signifies a concomitant thing rather than a

hasic-level inùiviùual, as in the sentence, "He who approaches is Socrates." The

form of Socrates cannot be attributeù to an approaching thing - although it can

he attrihuteù to that which unùerlies the approaching thing, namely Socrates (for

an inùiviùual can he helù responsihle for the being of its own form; see

Metaplzysics 1i..18; for this reason, a proposition useù in introùucing someone, such

as "This is John," is a valiù instance of predication - although il might be better

unùerstooù as heing short for "This person is called John," Le., as a proposition

comparahle to the French, "Il s'appelle Jean"). As another sort of instance of

improper predication, Aristotle asked us to consider utterance:"" such as 'The

teacher huilt the house," where building a house cannot he attrihuted to a teacher

qua teacher, for nothing in the nature of a teacher gives rise to housebuilding

(although the person underlying the teacher can be heId responsible for building

the house). Aristotle described another circumstance in which no real predication

oecurs, accorùing to him: when the syntactic predicate is headed by a noun for a

kind suhsumed by the kind named in the external noun phrase, as in "This animal

is a tiger." Atiger can be held responsible for the corning to be and the being of

the form of an animal, for the forrn of an animal cornes to be whenever atiger

comes to be; but an animal cannot be held responsible for the coming to be or the

heing of the form of a tiger, for il is not the case that whenever an animal cornes

to be, the form of a tiger cornes to be. Aristotle says,

... As the primary substances stand to the other things, so the
species stands to the genus: the species is a subject for the genus
(for the genera are predicated of the species but the sfecies are not
predicated reciprocally of the genera). (Categories 5, 2 17-21)

One cannot hold a genus responsible for the being of a species or of its forrn;

responsibility must be attributed in the other direction. The genus has being

because the species making up the genus have being, and the genus has no forrn
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except the form of some species:'" But ail of these apparent violations of the

semantics of predication may, in fact, be val id instanccs of predication. As 1

argued earlier, genuine predication (i.c., an attribution of responsibility) ean oecur

if we map from the individual named in surfacc structure to a basic-Ievel

individual underlying that individual, and then altribute the predicate to that

underlying individual rather than thc named individual. Evidence frol11 typed

predicators, such as the evidence from intuition implying that upon hearing "That

dancer is beautiful" we map from the dancer signified into a I11cmber of the kind

WOMAN before attributing the predicate "beautiful," suggests that such l11appings

into underlying individuals prior to applying predicmes occur routinely.

Predication and Predicators

On a final Iinguistic note, the Aristotelian account of predication reveals

some reasons for the privileged status of predicators in the predicate of a

proposition. For a predicate headed by a predicalor, the suhj~ct of predication is

an argument of the predicator. Recall that predicators take arguments because of

the nonseparability or dependence of that which the phrases they head signify; for

true, affirmative, active propositions, an argument in suhject position has as a

nonseparable aspect of its being that which is signified hy the predicate headed hy

the predicator of which it is an argument. Recall also that nonseparahility implies

responsibility for being (in the weakest sense of responsihility). It follows that

whenever the subject of predication in an affirmative proposition is an argument

SOAristotle says, "... The genus absolutely does not exist apart rrom the species which it as genus
includes .. ." (Mc/ap/lysics Z.12, 1038"5·6). He also says,

... Il rollows, ir man and such thing.s are substances, that none or the clements in
their rormulae [e.g., the genus] is the substance or anything, nor does it exist apart
rrom the species or in anything cise; 1 mean, ror instance, that no animal exists
apart rrom the particular animais, nor does any other or the clements present in
Cormulac cxist apart.

Ir, then, we view the matter rrom these standpoints, il is plain that no
universal attribule is a substance, and this is plain rrom the ract that no common
predicate indicates a 'this', but rather a 'such.' (Mc/aplzysics Z.13, 1038h30.1039"2)
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of a predicator that is the head of the predicate, and signifies an individual or set

of individuals from which or from whom that which the predicate signifies is

nonseparable, the subject is necessarily responsible for the being that the

predicate signifies in at least one sense. Moreover, that which the predicate

signifies, namely sorne property or relation, is not the sort of thing that can be

held responsible for that which the subject noun phrase signifies, say a primary

substance. One cannot hold an instance of greenness responsible for the being of a

frog, for instance. For this reason, predicators typically head predicates rather than

subject noun phrases. (Predicators can only head subject noun phrases if they have

becn nominalised - whether or not the nominalisation is marked - so that they

name instances of properties or relations of which other properties or relations are

prcdicated, e.g., "Her dancing is beautiful," or so that their referents are

individuals in genera of properties or relations, as White in the genus COLOUR,

e.g., "White is a boring colour.") Further, in consequence of the fact that the

subject noun phrase is an argument of a predicator when it heads the predicate,

that which gives rise to the need for a predicator to take an argument and that

which permits a predicate headed by a predicator to be attributed to a subject are

sometimes the same thing, namely nonseparability (although a subject rnay also be

responsible for that which the predicate signifies is sorne sense stronger than

nonseparability, e.g., by virtue of acting upon an intention). So predicators and

predicates are conceptually related.

A Partial History of Predication

How did we get frorn the Aristotelian idea of predication to the modern

ideas about predication, ones so incoherent that rnany corne to reject the idea of

predication altogether?

1 will not atternpt to trace the entire history of the concept. 1 will, instead,

give the views of sorne influential thinkers of the past several centuries, beginning

with sorne norninalists, to give a feel for the way in which views on predication

have shifted with the prevailing Zeitgeist. It will becorne apparent that the
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connexion of predication with being, a~ an attribution of re~pon~ibility for being,

came to be more and more incompatible with prevailing view~, a~ language camc

to be viewed le~~ and le~~ a~ an in~trument for revealing being and more and

more a~ just sets of strings of marks signifying mental representations. The divorce

of propositions l'rom extramental being rendered the notion of predication

meaningless, paving the way for its demise.

1 begin with William of Ockham (1285-1349). In his view, the subject ami

the predicate are merely names for the same object. In the passage reproduced

below, ideas about predication that prevailed during his time are contrasted with

his nominalist view:

For the truth of ... a singular proposition, ... it is not required that
the subject and the predicate be really the same, nor that the
predicate be really in the subject, or really inhere in the subject, nor
that it be really united with the subject outside the mimI. For
instance, for the truth of the proposition 'This is an angel' it is not
required that this common term 'ange!' he really the same with that
which has the position of suhject in this proposition, or that it he
really in it, or anything of the sort; hut it is sufficient and necessary
that subject and predicate should stand for the same thing. If,
therefore, in the proposition 'This is an angel' subject and predicale
stand for the same thing, the proposition is true. Hence it is not
denoted, by this proposition, that this [individual] has 'angelity,' or
that 'angelity' is in him, or something of that kind, huI it is denoted
that this [individual] is truly an angel. Not indeed that he is this
predicate ['ange!'], bu t that he is that for which the predicate stands.
ln like manner also the propositions 'Sacrales is a man,' 'Socrales is
an animal,' do not denote that Socrates has humanity or animality,
nor that humanily or animality is in Socrates, nor that man or
animal is in Socrates, nor that man or animal belongs to the essence
or quiddity of Sacrates or ta the quidditative concept of Socrates.
They rather denote that Sacrates is truly a man and thal he is truly
an animal; not that Socrates is the predicate 'man' or the predicate
'animal,' but that he is something that the predicate 'man' and the
predicate 'animal' stand for or represent; for each of these
predicates stands for Sacrates. (Summa toliU-l' logicae 2, c. 2; see
Ockham, 1324/1957, pp. 76-77)

The idea that the subject and the predicate name the same thing does not hoId up

under analysis. Geach describes the problem this way:
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On the face of it, if 1 use the term "man" in the context "... is a
man" or "... isn't a man", it is mere nonsense to ask which man or
men would he rcferred lO, or whether every man or just sorne man
would he meant. If 1 said "Tihhles isn't a dog" and sorne
nonphilosopher asked me with apparent seriousness "Which dog?", 1
should he quite hewildered - 1 might conjecture that he was a
foreigner who lOok "isn't" to he the past tense of a transitive verb.
(Geach, 1962, p. 13)

· .. Consider propositions like "Socrates became a philosopher."
· .. If Socrates did hecome a philosopher, he certainly did not
become Socrates, nor did he become any other philosopher, say
Plato; so "philosopher" does not stand for a philosopher - it does
not serve to name a philosopher. (Geach, 1962, p. 35)

Materialism, which precludes intentional states having objects outside the

mind (or what the scholastics called "first intentions"), and thus any contact of

utterances with extramental being, forced a change in views on predication,

placing it in the realm of the mental. This shift into the mental realm had become

apparent when Thomas Hobbes (1588-1679) expressed his views on speech and

propositions:

· .. Words so and so connected, signify the cogitations and motions
of our mind.

. . . Words so connected as that they become signs of our
thoughts, are called SPEECH, of which every part is a name.
· .. Names, though standing singly by themselves, are marks, because
they serve to recall our own thoughts to mind . . .. So that the
nature of a name consists principally in this, that it is a mark taken
for memory's sake; but il serves also by accident to signify and make
known to others what we remember ourseIves, and therefore, 1 will
define it thus:

... A NAME is a word taken at pleasure to selVe for a mark,
which ilia)' mise in our mind a thought like to some tllOUght we had
before, and wlzich being pronounced to others, may be to them a sign
of what tllOUght the speaker had, or had not before in his mind. And it
is for brevity's sake that 1 suppose the original of names to be
arbitrary, judging il a thing that may be assumed as unquestionable.
For considering that new names are daily made, and old ones laid
aside; that diverse nations use different names, and how impossible
it is eithcr to observe similitude, or make any comparison betwixt a
name and a thing, how can any man imagine that the names of
things were imposed from their natures?
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· .. But seeing names orùereù in speech (as is t1etïncd) arc
signs of our conceptions. it is manifest thcy arc not signs of thc
things themselves; for that the sound of this wortl stone shoultl hc
the sign of a stone, cannot he untlerstooù in any scnsc hut this. that
he that hears it collects that he that pronounccs it thinks of a stonc.
(Hobbes, 1655/1839, pp. 15-17)

A PROPOSITION is a speech consisting of IWO nmnes cOJlulaled, /Jy
which he that speaketh signifies he conceives the latter nallle to /Je the
nallle (If the saille thing whereof the fonner is the nallle; or (which is
all one) that the fonner nallle is cOlllprehene/ee/ /Jy the latter. For
example, this speech, nUIll is a living creature, in which two names
are copulated by the verb is, is a proposition, for this reason, that he
that speaks it caneeives hoth living crealllre and IIlmt to he names of
the same thing, or that the former name, nUIIl, is comprehenùed hy
the latter name, living crealllre.

· .. Wherefore, in every proposition three things are to he
considered, viz. the two names, which are the sll/Jject, and the
pree/icate, and their copulation; hoth which names raise in our minù
the thought of one and the same thing .... (Hobhes, pp. 30-31)

Now these words tnte, tnlth, and /nte proposition, are equiva\ent 10
one another; for truth consists in speech, and not in the things
spoken of .... Truth or verity is not any affection of the thing, hut
of the proposition concerning it.

· .. The first truths were arbitrarily made hy those that first of
all imposed names upon things, or received them from the
imposition of others. For it is true (for example) that lIlan i.\· a IMng
creature, but it is for this reason, that it pleased men to impose hoth
those names on the same thing. (Hohbes, pp. 35-36)

... Names have their constitution, not from the species of things,
but from the will and consent of men. And hence it comes to pass,
that men pronounce falsely, by their own negligence, in dcparting
from such appellations of things as are agreed upon, and are not
deceived neither by the things, nor by the sense; for they do not
perceive that the thing they see is called sun, but they give it that
name from their own will and agreement. (Hobbes, p. 56)

... Every proposition, universally true, is either a definition, or part
of a definition, or the evidence of it depends upon definitions.
(Hobbes, p. 62)

Par Ockham, the subject and the predicate stood for (or signified) the same object

in extram'~ntal being. For Hobbes, a proposition signified that the speaker

conceived the two expressions ta be names of the same thing as a consequence of
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the faet that the expressions hrought ta mind a thought of the same thing. Hobbes

did not asser! that the subject and the predicate actually signify the same

extramental individual. Hohbes could not accept the idea that words are signs for

extramental things because of their arbitrariness; he seemed to think that

something eould he a sign of something only if it resemhled it in sorne way, thereby

confusing signs or symbols with representations (as do many modern scholars, e.g.,

Jaekendoff, 1991). And yet he allowed words to be signs of thoughts, even though

they do not resemhle the thoughts either. For Hobbes, a sign was not that which

signifies something in the sense of directing the mind toward it (Le., in the

intentional sense); he eonceived signs to he "the antecedents of their consequents,

and the consequents of their antecedents, as often as we observe them to go

hefore or follow al'ter in the same manner" as, for instance, "a thick cloud is a sign

of rain to follow" (Hobbes, p. 14). So a word was a sign in the sense that it

allowed the listener to divine what thought was in the mind of the speaker. The

truth of a proposition lay not in its unconcealment of extramental being, but in the

way men had defined words, so that if the two expressions that were the subject

and the predicate of a proposition were so defined that they could be taken to be

names for the same thing (be~ause both raised in the mind a thought of the same

thing), the proposition would be "true"; but, in Hobbes's view, this truth depended

on the arbitrary conventions of naming that are specific to a language.

Gottfried Wilhelm Leibniz (1646-1716) was critical of Hobbes's view of

predication because it rendered arbitrary truth and falsity, which became

dependent upon human conventions of naming:

... Hobbes saw that ail truths can be demonstrated from definitions
but held that ail definitions are arbitrary and nominal, since we
impose arbitrary names upon things. He therefore concluded that
truths also consist merely in names and are arbitrary. (Leibniz,
1679/1989c, p. 231)

Hobbes seems to me to be a super-nominalist. For not content like
the nominalists, to reduce universals ta names, he says that the truth
of things itself consists in names and what is more, that it depends
on the hum'm will, because truth allegedly depends on the
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definitions of terms, and definitions depend on the human will.
... Yet it cannot stand. In arithmetic, and in other disciplines as
weil, truths remain the same even if notations are changed. and it
does not matter whether a decimal or a duodecimal number system
is used. (Leibniz, 1670/1lJ1\lJd, p. 121\)

... Can anyone depart so far from a sound mind as III persuade
himse1f that truth is arbitrary and depcnds on names, though he
knows that the geometry of the Greeks, Latins, and Germans is the
same?

· .. For although characters are arbitrary, their use and
connection have something which is not arbitrary, namely a definite
analogy between characters and things, and the relations which
different characters expressing the same thing have to each other.
This analogy or relation is the basis of truth. For the result is that
whether we app1y one set of characters or another, the products will
be the same or equivalent or correspond analogously. But perhaps
certain characters are always necessary for thinking.

· .. And the analytic or arithmetical calculus confirms this
view, For in numbers the problem always works out in the same way
whether you use the decimal system or as some mathematician did,
the duodecimal. Afterward, if you apply the solution you have
reached by calculation in several different ways, by arranging kernels
or sorne other countable objects, the answer always comes out the
same. (Leibniz, 1677/1989a, pp. 11\3-11\4)

Leibniz's own view of predication, which he lOok as the received view coming out

of Scholastic [ogic, made truth dependent upon concepts:

A proposition is composed of subject and predicate ....
Thomas Hobbes, everywhere a profound examiner of

principles, rightly stated that everything done by our mind is a
computation, by which is to be understood either the addition of a
sum or the subtraction of a difference . . .. So just as there arc two
primary signs of algebra and analytics, + and -, in the same way
there are as it were two copulas, 'is' and 'is not'; in the former case
the mind compounds, in the latter it divides.

· .. Let any given term be analysed into formai parts, Le. let
its definition be given, and let these parts again be analysed into
parts, Le. let there be a definition of the terms of the definition,
dow/) to simple parts, i.e. indefinable terms.

. . . these primitive terms being called "first terms."

... The predicates of a given subject are ail its first terms; so are ail
derived terms nearer to the first terms, of which ail the first terms
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are in the given suhject. If, lherefore, a given term which is to be a
subjecl is wrillen in its first terms, it is easy to find lhose first terms
which ", : predicated of il; it will also he possihle 10 find the derived
terms, if the complexions are arranged systematically. But if the
given term is wrillen in derived terms, or partly in derived and partly
in simple terms, whatever is predicated of the derived term will be
predicated of the given term. Ail these are cases of something Viider
heing predicated of something narrower; hut there is also
predication of one equal of another, wben a definition is predicated
of a term. This is when either ail its first terms together, or the
derived terms (or the derived and simple terms) in which ail the first
terms are contained, are predicated of the given term. These are as
many as the ways in which, as we have just said, the one term can be
wrillen .... (Leibniz, 1666/1966, pp. 3-5)

With predication defined in this way, the predications "Man is rational" and "Man

is an animal" are grounded by the fact that the formula or definition of man is

"the rational animal." By basing predication upon formulae (even though

ultinmtely upon terms that cannot be defined), Leibniz puts predication in the

realm of the conceptual.

Leibniz's idea of predication was expressed elsewhere as the predicate

being ;1/ the subject, by which he meant that the concept of the predicate was part

of the concept of the subject:

Every true categorical proposition, affirmative and universal,
signifies nothing but a certain connection between the predicate and
the subject ... , This connection is such that the predicate is said to
be in the subject, or to be contained in it, and this either absolutely
and viewed in itself, or in sorne particular case. Or in the same way,
the subject is said to contain the predieate; that is, the concept of
the subject, either in itself or with sorne addition, involves the
concept of the predicate, And therefore the subject and predicate
are mutually related to each other either as whole and part, or as
whole and coinciding whole, or as part to whole. In th~ first two
cases the proposition is universa! affirmative. So when 1 SJ.y, 'Ali
gold is a metal: 1 mean by this only that the r.otion of metal is
contained in the notion of gold in a direct sellse, for gold is the
heaviest metal. And when 1 say, 'Ali pious pet'ple are happy,' 1 mean
only that the connection between piety and hr.ppiness is such that
whoever understands the nature of piety per'{ectly will see that the
nature of happiness is involved in it in the direct sense ....
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But in the !,aniw!ar affï/7//lltil'<, propo....ition it is not necessary
for the predkate to he contained in the subject per se ami viewed
absolutely, or for the concept of the subject per se to cnntain thL
concept of the predicate. It sufficcs that the predicale be contained
in sorne species of the subject or tbat Ihe concept of sOll1e instance
or species of the subject contain the concept of the predicate; of
what kind Ihe species must be, tbe proposition need not express.
Hence, if you say, 'Sorne expert is prudent,' this does not assert tbat
the concept of prudence is cont:lined in the concept of expert viewed
in ilself, Ihough Ihis is not denied, either. 1t sdfices for your purpose
Ihal sorne speeies of experl has a concept whieh contains the notion
of prudence, even though it is not made explicit what sort of species
Ihis rnay be, for inslanee, even if Ihe proposition does not express
that Ihe experl who also possesses nalura\ judgment is prudenI. Il is
enough 10 undersland Ihal sorne species of expert involves prudence.
(Leibniz, 1679/198ge, pp. 236-237)

The predieale or consequent therefore always inheres in the suhjecl
or anlecedenl. And as Arislotle, 100, observed, the nature of truth in
general or the connection between the tenns of a proposition
consists in this fact. In identities this connection and the inclusion of
the predicate in the subject are explicit; in ail other propositions
they are irnplied and must be revealed through the analysis of the
concepts, which constitutes a dernonstration a priori. (Leibniz,
1682/1989b, pp. 267-268)

By rnaking the predicate part of the concept of the subject, ~ibniz was forced to

rnake everything that could ever be predicated of a subject part of its concept.

This implied that everything that ever was or will be true of a subjeet is part of its

concept, and so a part of the subject itself, always.

The complete or perfect concept of an individual substance involve.I' ail
its predicates, past, present, and future. For certainly it is already truc
now that a future predicate will be a predicate in the future, and so
il is contained in the concept of the thing. (Leibniz, 16H2/19H%, p.
268)

Moreover, because an infinity of things hold true of a subject (e.g., "Jack is 3000

miles l'rom the Eiffel Tower"; "Betty was barn 300 years after Leibniz"), the whote

universe is sornehow represented in the concept of a single substance:

Every individual substance involves the whole universe in its perfect
concept, and ail that exists in the universe has existed or will exist.
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For thcrc is no thing upon which sorne true denomination, at least
of comparison or relation, cannot he imposed from another thing.

. . . Ali inclivicluli/ crelllecl substances, incleecl. lire clifferelll
expressions of Ihe Sllllle universe and of the same universal cause,
God. But these expressions vary in perfection as de different
rcprcsentations or perspectives of the same city seen from different
points. (Leibniz, 1682/1989h, p. 269)

Leibniz wou Id have done weil to respect Aristotle's distinctions among being

prcdicatcd of a subject, being in a subject, and being in the what of a subjecl (Le.,

heing part of its essence as a member oi a basic-level kind). Aristotle was clear in

stating that sorne things can be in a subject, as whiteness is in a body or a piece of

grammatical knowledge is in a person's mind (and notice that being in something

does not mean that the concept is in the concept of something, but that the thing

itself is in sorne other extramental thing), without being predicable of the subject

(for whiteness is predicable of a subject, as when we say "The rabbit is white," but

the colour white itself is nt'! predicable of a subject, and a piece of grammatical

knowledge is not predicable of a subject). Further, sorne things are predicable of a

subje':t, but not in any subject (as "man" is predicable of Socrates, but the kind

MAN is not in Socrates; see Categories 2, 1°20_1h9).

Immanuel Kant (1724-1804) was interested in propositions as judgements,

as wcre many who followed him. The act of judging whether a proposition is true

or false succeeds the act of predicating, in which something is accused of a subject

- just as in a legal trial, in which judgement is the final event. But Kant's view of

predication is implicit in his writings on judgement, as in the following passages:

ln ail judgments in which the relation of a subject to the predicate is
thought ... tnls relation is possible in two different ways. Either the
predicate B belongi: to the subject A, as something which is
(covertly) contained in this concept A; or Blies outside the concept
A, although it does indeed stand in connection with it. In the one
case 1 entitle the judgment analytic, in the other synthetic. Analytic
judgments (affirmative) are therefore those in which the connection
of the predicate with the subject is thought through identity; those in
which this connection is thought without identity should be entitled
synthetic. The former, as adding nothing through the predicate to
the concept of the subject, but merely breaking it up into those
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constituent concepts that have ail along bccn thought in il. allhough
confusedly. can also be entitled explicative. The latter. on the othcr
hand, add ta the concept of the subject a predicat<' whieh has not
been in any wise thought in it, and which no analysis could possibly
extract l'rom it; and they may therefore be entitled ampliative. (Kant.
1787/1965, p. 48)

The knowledge yielded by understanding, or at leasl by thc human
understanding, must therefore he hy means of concepts, and so is
not intuitive, but discursive. Whereas ail intuitions, as sensible, rest
on affections, concepts rest on lunctions. By 'function' 1 mean the
unity of the act of bringing various representations under one
cornmon representation. Concepts are based on the spontaneity of
thought, sensible intuitions on the receptivity of impressions. Now
the only use which the understanding can lllake of these conccpts is
to judge by llleans of them. Since no representation, save when it is
an intuition, is in imlllediate relation to an object, no conccpt is ever
related to an object immediately, hut to some other representation
of it, be thai other representation an intuition, or itself a conccpt.
Judglllent is thcrefore the mediate knowledge of an ohjecl, that is,
the representation of a representation of h. In every judgment there
is a concept which holds of lllany representations, and among them
of a given representation that is imlllediately rel:lted to an ohject.
Thus in the judgment, 'ail hodies are divisible,' the concept of the
divisibl~ applies to various other concepts, but is here applied in
particular to the concept of body, and this eoncept again to ccrtain
appearances that present themselves ta us. These abjects, therefore,
are lllediately represented through the concept of divisibility.
Accordingly, ail judgments are functions of unity among our
representations; instead of an immediate representation, a !Iigller
representation, which comprises the immediate representation and
various others, is used in knowing the abject, and thereby llluch
possible knowledge is collected into one. Now we can reduce ail acts
of the understanding to judgments, and the IIl1der.l'talldillg lllay
therefore be represented as a faclIlty of jlldgmellt. For, as stated
above, the understanding is a faculty of thought. Thought is
knowledge by means of concepts. But concepts, as predicates of
possible judgments, relate to sorne representation of a not yet
determil'ed abject. Thus the concept of body means something, for
instance, metal, which can be known by means of that concept. It is
therefore a concept solely in vir!,., of ils cOlllprehending other
representations, by means of which it can relate to objects. It is
therefore the predicate of a possible judgment, for instance, 'every
metal is a body.'
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. .. Logicians arc jllstified in saying that, in the employment
of jlldgments in syllogisms, singlilar judgmer,'s can be treated like
those that are lInivcrsal. For, since they have no extension at ail, the
predicate cannot relate to part only of that which is contained in the
concept of the subject, and be excluded from the rest. The predicate
is valid of that concept, without any such exception, just as if it were
a gencral concept and had an extension to the whole of which the
predicate applicd. (pp. 10:-107)

Like Leibniz, Kant is conccrned with the relations of mental entities to one

another, with the predicate sometimes being a concept that is part of the concept

of the subject, and sometimes being a concept connected witl! the concept of the

subject in sorne other way. The contact of a proposition (or "judgement") with

extramental being is indirect because concepts do not give us any immediatc

contact with extramental being, but only with mental representations of it.

Predication as a phenomenon of mind alone became more firmly

established after the rise of empiricism, a movement rooted in skepticism about

our capacity to make mental conlaCt with the things outside our minds in any way

that reveals their true nature.51 For the empiricists, a noun did not signify a kind,

but an idea (which was itself the result of a sensation). A transitive verb did not

signify a relation of one individual to another, but an idea (J. Mill, 1869) or a

connexion between ideas such that one introduces the other (Hume, 1740/1978).

An adjective did not signify a property, but an idea. A sentence was

conceptualised as a string of marks for ideas. James Mill (1773-1836) described

predication as "a contrivance for marking the order of ideas" (J. Mill, p. 187):

The joining of two names by [the] peculiar mark ["is"], is the act
which has been denominated, PREDICATION; and it is the grand
cl'ntrivance by which the marks of sensations and ideas are so

51T his skepticism slands in sharp contrast to the Greck faith in our ability to arrive at an
underSl:mding of the truc nalure of bcing, including invisible essences and ideals, through the use of
the inlellect in logos (from the verb lego), where the lauer, whether in the form of a truc affirmation
or kataphasis (i.e., logos af'Ophalllikas), demonstration or a syllogism (related 10 slIl/egO), or dialectic
(from dialcg<;), h:,s the power 10 unconceal being to the mind's eye, according to Plato (e.g., Saphist,
262c; Rcpllblic 6, 510-511, and 7,533-534) and Aristotle (e.g., OIl/lIlerprclatiall 4, 16b28 • 5, 17"12;
Priar Allalylies A.l, 24b lS.20; Tapies A.l, 100"25-30; sec also Heidegger, 1975/1988, pp. 215-216).
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ordered in discourse, as to mark the order of the trains, whieh it i,
our purpose to communicate, or lU record. (J. Mill, p. 1(1)

As an example, he describes the sequence of sensations that lead to the

predication, "The sun rises": "First ser.:;Jtion, 'sight of the sun': second sensation,

'rising of the sun': these two denoted shortly and in their order by the Predication,

'the sun rises'" (J. Mill, p. 185).

J. Mill (1869) argued that ail predication is of the species or gelllls or a

subclass of one of these (often with thei, ilames left out; e.g., "Man is rational"

really means 'Man is a rational animal': "... When it is said that man is rational,

the term rational is evidently elliptical, and the word animal is understood"; p.

169); but he had in mind, not classes of individuals (as in the modern class

inclusion view of predication: see below) or classes of altributes of individuals (sec

below regarding the views of J. S. Mill), but classes of il/ells. He wrote of

"arranging ideas in classes" and of "breaking them down into smnllcr parccls, or

sub-classes" (J, Mill, p. 144) by conjoining them with other ideas (or applying the

names for other ideas "as marks upon the mark of the grent class"; p. 145), nnd

especially by conjoining the ideas signified by nouns with the idf:as signified by

adjectives and verbs. The following passages show that his view of predication is

an empiricist version of nominalism, with the subject and predicate naming the

same idea(s):

, , . Ali Predication, is Predication of Gemis or Species, since the
Attributives classed under the titles of Differelltia, PropriulII,
Accidens, cannot be used but as part of the name of a Species [Le., a
subspecies]. But we have seen ... that Predication by Genus and
Species is merely the substitution of one name for another, the more
general for the less general; the fact of the substitution being
marked by the Copula. It follows, if ail Predication is by Genus and
Species, that ail Predication is the substitution of one name for
another, the more for the less general. (J. Mill, p. 169)

The Predication consists, essentially, of two marks, whereof the first
is called the Subject, the latter the Predicate; the Predicate being set
down as a name to be used for every thing of which the Subject is a
name; and the Copula is mere1y a mark necessary to shew that the
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Preuicate is to he taken anu useu as a suhstitute for the Suhjecl. (J.
Mill, p. 171)

... Thcre is perpetuai neeu of the suhstitution of one name for
another. When 1 have useu the names, James anu John, Thomas anu
William, anu many more, having to speak of such peculiarities of
each, as uistinguish him from every other, 1 may proceeu to speak of
them in general, as incluueu in a c1ass. When this happens, 1 have
occasion for the name of the c1ass, anu to suhstitute the name of the
c1ass, for the names of the individuals. By what contrivance is this
performed? 1 have the name of the individual, John; and the name
of the c1ass man; and 1 ean set down my two names; John, man, in
juxta-position. But this is not suffieient to effect the communication 1
desire; namely that the word man is a mark of the same îdea of
which John is a mark, and a mark of other ideas along with it, those,
to wit, of which .T .lmes, Thomas, &c. are marks. To complete my
contrivance, 1 invent a mark, whieh, placed between my marks, John
and 1I/C1II, fixes the idea 1 mean to convey, that nUlII, is another mark
to that idea of which John is a mark, while it is a mark of the other
ideas, of which James, Thomas, &c., are marks. For this purpose, we
use in English, the mark "is." (J. Mill, pp. 160-161)

From an empiricist standpoint, the copula cannot signal that a statement is about

extramental heing, since a statement is simply a sequence of marks that signify

ideas. For Mill, extramental being was that from which we may have sensations (p.

157), for ail knowledge comes through the senses (which is the very opposite of

the Platonie view, in which knowledge cornes through the intellect, with the senses

ueceiving us about the nature of being). More importantly, the view that

predications arc about ideas, and not ever about extramental being, precludes the

aeceptance of the Aristotelian idea of predication as an attribution of

responsibility for something's being. Even an attribution of responsibility to one

idea for the being of another idea is mled out; as George Berkeley pointed out,

ideas (of the empiricist variety) are not responsible for the existence of (,(her

iueas:

Ail our ideas, sensations, or the things which we perceive ... are
visibly inactive, there is nothing of power or agency included in
them. So that one idea or object of thought cannot produce, or make
any alteration in another. . .. It is impossible for an idea to do



•

•

.,-1 1)

anything. or. " tel be lhe cause of anylbing. (Bcrk,~ley. 171O!llJX2.
p.33)

Mill's view of predication did not bel'llme lbe establisbed onl" but il sbares

points of contact witb a view tbat did become popular. Tbe view that came to

predominate was one in which predication signais c1ass inclusion. that is. tbe

inc1usion of the subject in a c1ass of individuals of which the predicat<' is truc.

Mill's son John Stuart Mill (1806-11;73) describe,1 this view:

Although Hobbes's theory of Predication has not, in the teflns in
which he stated it, met with a very favourable reception l'rom
subsequent thinkers; a theory virll:ally identical with it, and not by
any means so perspicaciously expressed, may ahnost be said to have
taken the n1nk of an established opinion. The most generally
received notion of Predication decidedly is that it consisls in
referring something to a c1ass; i.e., either placÎng an individual under
a c1ass, or placing one c1ass under another class. Thus, tbe
proposition Man is mortal, asserts, aecording to this view of it, that
the c1ass man is included in the class mortal. "Plato was a
philosopher," asserts that the individual Plato is one of those who
compose the c1ass philosopher. If the proposition is negative, then,
instead of placing something in a c1ass, it is said to exclude
something l'rom a class. Thus, if the following be the proposition,
The e!ephant is not carnivorous; what is asserted (according to this
theory) is, that the e!ephant is exc1uded l'rom the c1ass carnivorous,
or is not numbered among the things comprising that c1ass. There is
no rea! difference, except in language, between this theory of
Predication and the theory of Hobbes. For a c1ass ;.1' ahsolutely
nothing but an indefinite number of individuals denoted hy a general
name. The name given to them in common, is what makes them a
c1ass. 1'0 refer anything to a c1ass, therefore, is to look upon it as
one of the things which are to be called hy that common name. 1'0
exclude it l'rom a class, is to say that the cammon name is not
applicable to it. (J. S. Mill, 1115i, pp. 103-104)

J. S. Mill (1851) described this theory as "a signal example of a logical error

very often committed in lagic, that of ... explaining a thing hy something which

presupposes it" (p. 104), that is, explaining, say, assent to the proposition "snow is

white" in terms of the c1ass of white things, when the classification required ta

determin: the class presupposes judgements about the whiteness of things. He

presented his own view:
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Every proposition consists of three parts: the Suhjeet, the Predicate,
and the Copula. The predicate is the name denoting that which is
affirmed or denied. The suhject is the name denoting the person or
thing which something is affirmed or denied of. The copula is the
sign denoting that there is an affirmation or denial; and thereby
enahling the hearer or reader to distinguish a proposition from any
other kind of discourse. . .. The ward is ... serves as the
conneeting mark hetween the subject and predicate, to show that
one of them is affirmed of the other ....

Dismissing, for the present, the copula, ... every proposition,
Ihen, consists of at least two names; brings together two names, in a
ç'articular manner. . .. Il appears from this, that for an act of belief,
olle object is not sufficient; the simplest act of belief supposes, and
has something to do with, two ohjects: two names, to say the least;
and (since the names must b~ names of something) two lIameable
thillgs.

. . . Let me say, "the sun exists." Here, at once, is something
which a person can say he believes. But here, instead of only one,
we find two distinct objects of conception: the sun is one object;
existence is another. (J. S. Mill, pp. 19·20)

Let th\~ predicate be, as we have said, a connotative term; and to
take th\~ simplest case first, let the subject be a proper name: "The
summit of Chimborazo is white." The word white connotes an
attribute which is possessed by the individual object designated by
the words, "summit of Chimborazo," which attribute consists in the
physical fact, of its exciting in human beings the sensation which we
cali a sensation of white. Il wiII be admitted that, by asserting the
proposition, we wish to communicate information of that physical
fact, and are not thinking of the names, except as the necessary
means of making that communication. The meaning of the
proposition, therefore, is, that the individual thing denoted by the
subject, has the attributes connoted by the predicate.

If we now suppose the subject also to be a connotative name,
the meaning expressed by the proposition has advanced a step
farther in complication. Let us first suppose the proposition to be
universal, as weil as affirmative: "Ali men are mortal." In this case,
as in the last, what the proposition asserts, (or expresses a belief of,)
is, of course, that the objects denoted by the subject (man) possess
the attributes connoted by the predicate (mortal). But the
characteristic of this case is, that the objects are no longer
illdividllally designated. They are pointed out only by sorne of their
attributes: they are the abjects called men, that is, possessing the
attributes connoted by the name man; and the only thing known of
them may be those attributes: indeed, as the proposition is general,

350
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and the objects denoted by the sllbject arc thercfore indcfinite in
number, most of them arc not known individllally at ail. The
assertion, therefore, is not, as bcfore, that the attriblltes which the
predicate connotes are possessed by any given individllal, or by any
number of individllals previously known as John, Thomas, &c., bIll
that tbose attriblltes are possessed by each and every individllal
possessing certain other attribll\'~s; that whatever has the altribllles
connoted by the sllbject, has also those connoted by Ihe predicale;
that the latter set of attriblltes CO/lSIWI/~1' uccompU/lY the former sel.
Whatever has the attributes of man has the attribute of mortality;
mortality constantly accompanies the attributes of l11an.

If it be remembered that every attribute is grol//ll/ecl on some
fact or phenomenon, either of olltward sense or of inward
consciousness, and that to possess an attribute is another phrase for
being the cause of, or forming part of, the facl or phenol11enon upon
which the attribute is grounded; we may add one more step to
complete the analysis. The proposition which asserts that one
attribute always accompanies another attribute, really asserts thereby
no other thing than this, that one phenomenon always accompanies
another phenomenon; insomuch that where we find the one, we
have assurance of the existence of the other.

... The object of belief in a proposition ... is
generally ... either the coexistence or the sequence of two
phenomena. At the very commencement of our inquiry, we flllllld
that every act of belief implied two Things; we have now ascertained
what, in the most frequent case, these two lhings are, namely two
Phenomena, in other words, two stales of consciousness; and whal il
is which the proposition affirms (or denies) to subsist belween lhem,
namely either succession, or coexislence.

. . . Besides the propositions which asse 1'1 Sequence or
Coexistence, there are sorne which assert simple Existence; and
others assert Causation ....

To these four kinds of matter-of-facl or asserlion, musl be
added a fil'th, Resemblance. . .. As, This colour is like thal
colour .... (J. S. Mill, pp. 108-112)

J. S. Mill rejected the idea that predication shows the individual(s) named as

subject to be included in thé class of individuals named in the predicate, bUI

replaced that view with one in which the attribute named in the predicate is

included in the class of attributes connoted by the subject's name. The attrihutes

are experienced as, and are the causes of, sensations or states of consciousness,

and belief in (but not necessarily the truth of) a proposition rests on one's
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cxpcrience of C()-occurrence~or successions of atlrihutes. If wc experlence dogs

and animais a~ having sorne set of altrihutes in common, ~uch that every attribute

conno!ed hy "animal" i~ also connoted hy "dog," then we can state as if true that

"Dog~ are animais." The prohlems raised hy this aCCOl!nt are too numerous to

discuss. Let us just say that it is very far from the Aristotelian view, in which this

instance of predication reveals that the form of an animal has (actual) being only

by virlue of the heing of dogs, among other animaIs (i.e., cats, squirrels, etc.).

Edmund Husserl (1859-1938) devoted an entire study to judgement,

altempting 10 ciarify "the essence of the predicative judgment by means of an

exploration of its origin" (Husserl, 1948/1973, p. 11). The term "judgement" itself

cmphasises a mental act, and such was Husserl's concern; in particular, he

concerned himself with the mental acts, primarily predicative acts, that lead to

knowledge. He contrasted the accretion of knowledge possible through predicative

acts with the sameness of the knowledge of a substance that cornes initially

through intuitions associated with perceptual acts:

Every act of predicative judgment is a step in which a permanent
store of knowledge is produced. (Husserl, p. 62)

This achievement of knowledge is an activity attached to pregiven
objects, but attached in a completely different way than the merely
receptive activity of apprehension, explication, and relational
contemplation. Its outcome is the possession of knowledge. In the
pregnant concept of an object as the object of knowledge it is
implied that the object is identical and identifiable beyond the time
of its intuitive givenness, that what is once given in intuition must
still be capable of being kept as an enduring possession even if the
intuition is over, and, what is more, in structures which, through
indications at first empty, can again lead to envisionment of the
identical - to an envisionment whether by presentification or by
renewed self-giving. Thus it is a matter here of objectifying
achievements of a new kind, not merely of an activity attac/led to the
pregiven and receptively apprehended objectivities; rather, in
predicative knowledge and its deposit in the predicative judgment
new kinds of objectivities are constituted, which can then themselves
be apprehended again and bl' made thematic as logical structures,
i.e., as what we cali categorial objectivities, since they arise from the
katëgoreill, the act of deciarative judgment, or also (since judgment is
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certainly an activity of the undcrstanding) ohj<'etÎl'iti<'s of Iii,'
IIlldersltllldillg. (Husserl. pp. llJS-llJlJ)

We will ... take our point of departure l'rom the simple perception
and eXiJlication of an as yet undetermined s:lbstrate Sand ... will
limit ourseIves at first to its explication aceording to a dependent
interna! determination [i.e., some aspect of its being that is in it and
dependent upon it for its being], a moment which we will designate
as p. . .. What is the new achievement which oceurs when. on the
basis of explication, we come to the predicative determinalion "s is
pli?

We have seen that, in the explication of a substrate S, a
coincidence takes place between 5 and its determining moment p.
As a substrate still remaining in grasp, the substrate has oblained in
this synthesis of transition l'rom 5 to p an aceretion of sense. But
when, retaining 5 in grasp, we pass to ils moment p. thercfOl'e when
we witness this coincidence, this "contraction" of 5 in fi, we ha,e not
yet, for ail that, posited 5 (1.1' suhject in a predicative judgment, and
we have not yet determined il as having the moment fi in the
manner "5 is p." This, rather, is the (lchievelllellt of (1 Ilel\' kil/(l of
(lclivity. Already in the act of apprehension and receptive explication
there were active steps: in an active turning-toward, the suhstrate 5
was first apprehended in its undifferentiated unity, made a theme,
and then its determination p was actively apprehended in the
explicative synthesis. The work or the activity or the ego went thus
far. Beyond this, the explicative eoincidence arosc pCLI'sively between
the substrate 5, still retained in grasp, and its determination p, and
the thematic object-substrate found its enrichment or sense in this
passive modification.

When the transition l'rom 5 to p has taken place in this way,
there then develops on the basis of active contemplation an illterest
of higher level in the object-substrate, an interest, proceeding l'rom
this contemplation, in relaining the accretion of sense arising l'rom it,
the 5 in its enrichment of sense. . .. The interest now betakes itself
in the direction of 5 in its enrichment of sense, which supposes that
we again pass to p. For originally, p emerges as the enrichment of
sense [of 5) only in the synthetic transition [l'rom 5 to p) in the
explicative coincidence. But the transition is now guided by the
cognitive will to retain 5 in its determination. An active intention
aims at apprehending what previously was a merely passive
coincidence, therefore, in the active transition to p, at producing in
an original activity what accrues to 5. As an active ego, directed
toward S in ils accretion of sense, and in my interest focused on this
accretion itself, 1 bring about the transition and the partial
coincidence as free activity and thus bring about the fulfillment of
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the determining intention, the intention toward 5 in the sense
accruing l'rom the transition and coincidence. 1 have 5 as the
substrate of a determination and actively determine il. The object
substrate takes the form of the predicative subject; it is the subject
theme as terminus a qI/a, and the activity goes over to the predicate
as the opposed terminus ad quem. Il is only then that there is
realized in a productive activity - which is not only a synthetic
activity in general but, at the same time, the activity oj sylllhesis itselj
- the consciousness that 5 receives a determination hy p in the mode
liS is p."

· .. [5] is posited in the form of subject, and p expresses the
determination. In the "is," the form of the synthesis between
explicand and explicate is expressed in its active accomplishment,
Le., as the apprehension of being-determined-as, and in the
predication this form is a component of the total "state of affairs"
which attains expression.

· .. The ego in its interest turns back to 5 and, for example,
first taking p particularly in grasp again and directing a new ray of
attention toward it, becomes aware of the enrichment of sense and is
saturated with it, while it again reproduces it by an original activity
in a new passage to p; and thus for each of the determinations.

· .. Thus is described the process of predication which
tradition always already ii:\d in view under the terms "synthesis" and
"diaeresis" withuut actually being able to come to grips with il.
(Husserl, pp. 205-209)

The members of a judicative proposition [such as "5 is p"] not only
have a synlactica/ jonnation as subject, predicate, etc., as juncliona/
jonllS which belong to these propositions as elements of the
proposition, but, underlying these, they have still another kind of
formation, the core-jonns: the subject has the core-form of
substantivity; in the predicate, the determination p is in the core
form of adjectivity. The form of substantivity, therefore, should not
be confused with the subject-form. It designates "being-for-itself," the
independence of an object ... , as contrasted ta adjectivity, which 15
the form of "in something," of the dependence of the object
determination. (Husserl, p. 210)

When the predicate signifies a relation of the subject ta sorne other substantive

object, "adjectivity" is not something that is in the subject; Husserl describes it this

way:

Adjectivity constituted on the basis of external contemplation in the
act of relative determination, or, as we can also say, in relational
judgment, is thus distinguished l'rom adjectivity constituted in simple
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determi!lative thought (erected on internai explication) in that. apart
from the substrate. a substantive functioning as a subject. it requires
a counterpart. so lU speak. an additional substantive. namely. the
relative object, with which it is united relative to consciousncss.
Every detemzillatioll of (/ slIhject "'Iziclz is relativ<, eil't<'mzilll's it 011 titI'
basis of a .\}'Iltlzesis of trallsitioll to li secollei SlIh,I'tamil·<, ohj<'ct,
(Husserl. p. 224)

Husserl distinguishes absolute adjectivity. which he describes as "a dependent

moment of the substrate of determination. arising in internai explication and

determination," and relative adjectivity, which arises "on the basis of external

contemplation and the positing of relational unity. as weil as the act of relational

judgment erected on it" (pp. 224-225). For nonrelational predieates, the being-in-a

substrate to which Husserl points in characterising the predicate is only one of the

relationships of a predicate to a subject that Arist .llie considered, and he was

explicit in distinguishing being predicable of a subject l'rom being in a subject

(which is characteristic of the being signified by predicales only when they arc

headed by predicators; see Categories 2, 1"20-1109,5, 2"11-14, 3"7-2ll). Husserl

describes the predicate as a determination of the subjecl. He seems to mean by

this that the predicate brings to mind one aspect of the subject's being so that the

mind turn~ toward something determinate and knowledg~ about the subject is

acquired. In this and other ways, Husserl's account of predication moves close to

Aristotle's. But his views had just as little an effect on the prevailing views.

In this century and the last one, a movement outside of phi\osophy had an

effect on our views about predication. The formalisation of natural-Ianguage

propositions with symbolic mathematical logic seems to have contributed to the

demise of the subject and the predicate as traditionally understood. Symbolic logic

was first developed in the last century and came ta be extended beyond number

science through the introduction of variables that could take values other than

numeric ones, including the things signified by phrases in propositions (e.g.,

Whitehead & Russell, 1910).

Among the first to describe a symbolic logic that could be applied to

natural-language sentences was George Boole (1815-1864). He attempted to apply
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the language of algehra to natural language. His account of preùication resteù on

l:le iùea of c1ass inclusion, anù is an example of the view that J. S. Mill ùescribeù

as an establis!lCÙ opinion:

That which rcnùers Logie possible, is tbe exisl'::lcc in our minùs of
general notions, - our ability to eonceive of a c1ass, anù ta ùesignate
its inùiviùual memhers by a common name. The theory of Logic is
thus intimatcly conneeteù with that of Language. A succcssfui
attempt to express logieal propositions by symbols, the !aws of whose
combinations shoulù be founùeù upon the laws of the mental
processes which they represent, woulù, so far, be a step towarù a
philosophical language. . .. Assuming the notion of a c1ass, we are
ablc, l'rom any conceivahle collection of abjects, to separate by a
mental act, those which belong ta the given c1ass, anù ta
eontemplate them apart l'rom the rest. Sueh, or a similar act of
election, we may conceive to he repeateù. The group of inùiviùuals
left unùer consiùeration may be still further limiteù, by mentally
selecting those among them which belong to some other recogniseù
c1ass, as weil as to the one before contemplateù. And thts process
rnay he repeated with other elements of distinction, until we arrive
at an individual possessing ail the distinctive characters which we
have taken into account, and a member, at the same time, of every
c1ass which we have enumerated. Il is in fact a methad similar ta
this which we employ whenever, in common language, we
aecumulate descriptive epithets for the sake of more precise
definition. (Boole, 1847, pp. 4-5)

How was Boole able ta substitute classes for predicates? He did sa by treating

predieates (or predicators; he did not distinguish the two clearly) as attributes of

bare particulars:

... If an adjective, as "good," is employed as a term of description,
let us represent by a letter, as y, ail things ta which the description
"good" is applicable, i.e. "ail good thin!;>," or the class of "good
things." (Boole, 1854, p. 28)

Boole resolved a verb into the copula conjoineli with an expression signifying one

or more individuals - members of some class. Thus, "Caesar conquered the Gauls"

is restated <lS "Caesar is he who conquered the Gauls" (Boole, 1854, p. 35). For

Boole, a proposition sueh as "The sun shines" W<lS equivalent ta 'The sun is a

shining thing," and the copula "is" expressed an identity between the sun and a

member of the class "things which shine." (See Boole, 1854, p. 53.) As J. S. Mill
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pointed out. nothing is explained by saying that something is wbite by virtue of its

inclusion in the class of wbite things. since membership of a thing in the dass of

white things presupposes the judgement that the thing is white. Predication as

c1ass inclusion creates other prnblems. Whenever the predicate is headed by a

verb or adjective, the necessary formation of a class presupposes bare partieulars

that can he classified on the hasis of the attribute signified by the predieate. But

pïedicators are typed hy kinds. and the connotations and intensions of the

predicates they head differ depending on which kinds type them. Would we want

ta include in the class of "running things" mamnmls. rivers. sap. and politicians.

and then say that Colin is included among the memhers of this c1ass hecause he is

running? Could this in any way illuminate what it means for Colin to he running.

when the sap coming out of a particular tree is also included among the running

things? Suppose, instead. that we restricted memhership in the c1ass to individuals

of a kind ta which the suhject of predication helongs. since the subject noun

phrase is one of the arguments of the predicator, and the suhject's kiml is among

those kinds that type one of the predicator's arguments; as long as the predicator's

meaning did not depend also on the kinds to which additional arguments helonged

(as it typically does with many-place predicators), this would limit members of the

c1ass to ones possessing a typed attribute, namely the attrihute signified hy a

predicate headed by the predicator when it is typed (ut least partially) hy the kiml

ta which the subject helongs, or by sorne more inclusive kind. But this would

amount to treating "The politicians are running" as "The politicians arc running

politicians." And yet the c1ass or subkind of running politicians is determined hy

whieh politicians are running. Nothing is gained hy constructing a c1ass or suhkind

of individuais of which the predicate is true. More importantly, the heing of

running is not equivalent ta the being of running things, or of running sap, or of

running mammals - that is, to the being of primary substances in a suhkind. There

is more to a running mammal than its running; running can only ever he one

aspect of its substrate's being; the being of running cannat be equivalent to the

being of the substance that is its substrate (Le., its /zupokeimenon), not even just
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while the substance is running. So predicating of a suhject, say a man, that he is

rUllning eannot he equivalent 10 predicating of him that he is a running mammal

(for instance).

As the symhol for the copula "is," Boole chose' = '; this decision suggests an

intelpretation of the copula as a sign of identity, in ail cases. In algebra, identity

(under the kind NUMBER) is the only relati9n that might be signified by yirtue of

"is" (e.g., "three plus two is five"). Clearly this will not do for naturallanguage,

though. Recall Aristotle's claim that being and "is" have a different meaning for

each of the categories, such that predication of a kind, as in "Charlotte is a

person," is associated with an "i~" that reveals the being of a form attributed to a

suhstance, whereas predication of a quality, as in "Snow is white," is associated

with an "is" that reveals the heing of whiteness as something that comes to be

within and is present in one or more primary substances, in this case portions of

snow - and so on for the remaining categories. "Is" means something different

again when the subject of predication is a concomitant thing; in "The approaching

one is a singer," "is" reveals the being of a form attributed to the substance that

U'lderlies the named subject; and for instances of proper predication where the

suhject is not a substance, "is" reveals heing that cames to be in dependency upon

an individual that is not a substance, as in the proposition, "The carpenter is

Imilding a house." Such suhtleties were apparently lost on Boole as he attempted

to cram propositions into the mould of the language of algebra.

Giuseppe Peano (1858-1932) saw an equivalence between the calculus of

sets and the calculus of propositions, which is not far from Boole's position. For

instance, he saw the mathematical expression of the truth L'mt the subset of A in

the complement of B is the empty set as "substantially equivalent ta the universal

affirmative proposition 'every A is a Bm (Peano, 1888/1973, p. 77). This set·

theoretic approach is yirtually identical to the class·inclusion approach.

One of the early developers of symbolic logic was Gottlob Frege (1848

1925), whose interest was in providing "a formalized language of pure thought

modelled upon the language of arithmetic" (see Frege. 1879/1952a. p, 1). Frege
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felt that the ideas of a suhjecl and a prcdicatc needed 10 he cxciscd if n1l'nla\

judgements were lU he understuod:

A distinction of slI!Jject and predicate t'inds 110 p!acl' in my way of
representing a jud~ment. ... [Takelthe two propositions "the
Greeks defeated the Persians at Plataea' and 'the l'ersians were
defeated by the Greeks at Plataea' . , .. Now 1 cali the part uf the
content that is the same in buth the COlICl-pllIa! colllelll. Oll~\' tlris has
significance for (lur symbolic languagc; we need thercfore make no
distinction between ("opositions that have the same conccptual
content. (Frege, 1879/1952a, pp. 2-3)

Frege was able to reject the ideas of a subject and a predicate, which were su

central to Aristotle's logical demonstratiuns, because of his view of the nature of

the distinction between them, which is revealed in the following passage:

When people say 'the subject is the concept with wl:ich the judgment
is concerned: this applies equally weil to the object. Thus ail that
can be said is: 'the subject is the concept with which the judgment is
chiefly concerned.' ln language the place uccupied by the subjeci in
the word-order has the significance of a specially illlportlllll place; it
is where we put what we want the hearer to attend tu specially. This
may, e.g., have the purpose of indicating a relation between this
judgment and others, and thus making it easier for the hearer to
grasp the whole sequence of thought. Ali such aspects of language
are merely results of the reciprocal action of speaker and hearer;
e.g., the speaker takes account of what the hearer expects, and trics
to set him upon the right track before actually uttering the judgment.
In my formalized language there is nothing that corresponds; only
that part of judgments which affects the po.uib!e illferellces is taken
into consideration. Whatever is needed for a valid inference is l'ully
expressed; what is not needed is for the must part not indicated
either; no .l'cape is !eft for conjecture. In this 1 follow absoiutely the
example of the formalized language of mathematics; here too,
subject and predicate can be distinguished only by doing violence to
the thought. (Frege, 1879/1952a, p. 3)

In his formalisation, Frege clicl break up a statement at the buundary of the subject

and the predicate, but he conceived of the pledicate as a fUlICtioll, and the subject

as a variable which is the argument of the function, such that "Caesar conquered

Gaul" can be represented as the function Conquerecl-Gaul(a) with the variable a

replaced by the constant value Caesar (see Frege, 1891/1952b). In keeping with
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the trauitional resolution of a proposition into a suhject anu a preuicate (anu

somelimcs a copula as w\,II) anu the suhject-ucpenucl'cc of a relation's nature

(sec section 3.2.3.1), he all(lwcu the nature of the function to vary across

arguments as suhjects:

[Consiuer) the proposition 'Cato killeu Cato' . . .. If we imagine
'Cato' as replaceahle at its first occurrence, then 'killing Cato' is the
function; if we imagine 'Cato' as replaceable at its second
occurrence, then 'heing killeu hy Cato' is the function; finally, if we
imagine 'Cato' as replaceahle at hoth occurrences, then 'killing
oneself is the function. (Frege, 1879/1952a, p. 13)

While this conceptualisation takes us far from any trauitiona! view of predication,

it at least makes the nature of the predicate function suhject-dependent and keeps

ail parts of the preuicate together (except whén hoth ar5uments are imagined to

he replaceahle); Frege's introduction of many-place functions, and their

widespread adoption in later symholic logic, led to the dismantling of the

predicate as a syntactic unit. Frege introduced many-place functions as follows:

Suppose that a .\ymbol occurrillg ill a filllctioll has so far beell
imagilled as Ilot replaceaMe; if we IIOW imagille it as replaceable at
SOI/le or ail of the positiolls where it occurs, this way of lookillg at il
gives us a filllctioll with a further argumelll besides the previous olle. In
this way we get filllctiolls of two or more argumelllS. E.g. 'the
circumstance of hydrogen's being lighter than carbon dioxide' may
be regarded as a function of the arguments 'hydrogen' and 'carbon
dioxide.' (Frege, 1879/1952a, p. 14)

Il is significant that Frege does not, in this case, describe the nature of the

function; to do so, he would have to decide between 'being lighter than' and 'being

heavier than,' the first being the relation of hydrogen to carbon dioxide, and the

second being the relation of carbon dioxide to hydrogen. When neither argument

is specified to be the subject (Le., when both arguments are regarded in the same

way, with neither being part of a predicate), the nature of the relation (or

"function") is inueterminate. Frege recognised that something was lost in failing to

distinguish the subject from the other argument, but he misidentified that which

was lost so that he regarded the distinction as arbitrary:
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The speaker usually intenùs the subject III be takcn as tbc principal
argument; the next in importance often appears as thc ohjcct.
Language has the liherty of arhitrarily presenting one or anotbcr
part of the proposition as the principal argument hy a choice
between inflexions anù worùs, e.g., hetween active and passive,
'heavier' anù 'Iighter,' [or] 'give' anù 'receive'; hut this liherty is
restricteù hy lack of worù~ (Frege, 1879/1952a, pp. 14-15)

As symbolic logic evolveù, logicians came to talk, not just of many-place

functions, hut also of many-place predicates. A supposed cxample of a three-place

preùicate is "give," which has three argument places for a giver, a gift, and a

recipient; this "predicate" l'an he symholiseù as follows: Gh'e(a, /J, cl. Il appears

that Daviù Hilbert (1862-1943) anù his coauthors were among the first

mathematicians to use the term preùicate (Priidikat) for Fregian "functions" sueh

as this one (see, for e.g., Hilh~rt &. Bernays, 1934). I-lilhert and Ackermann

(1938/1950) explain the motivation for many-place "predicates"; having introduccd

a sentential calculus, anù then a preùicate calculus for OIlC-place predicates, they

introùuce and allempt to justify a calculus with many-placc predicales:

... The Aristotelian formalism [hascd on propositions, i.e.,
predicates combineù with single suhjects] turns out to he inaùequate
even in quite simple logical situations. It is hasically insufficient for
ùealing with the logical founùatinns of f'1athematics. It l'ails,
specifically, whenever a re/atioll ClI/lOllg severa/ o/Jjects is to he
represented symbolically.

This may be c1arifieù by a simple example. Consider the
statement: "If Blies between A anù C, then B also lies between C
and 4," ". In the [one-place predicate calculus, the statement] may
in fact be formulated thus: "If an ordered triple of points has the
property that the second point lies between the first and third, then
it also has the property that the second point lies hetween the third
and first." This formulation, however, l'ails to express thr !ogical
essence of the statement, namely, the symmetry with resl ct to A
and C of the relation "between." Therefore, it cannot he employed to
derive the mathematical consequences of the statement under
consideration.

. . . Since the foregoing calculus has turned out to he
inadequate, we afe forced to seek a new kind of logical symholism.
For this purpose we return to that point in our discussion at which
we first went beyond the sentential calculus. The decisive step there
was the division of se:ltences into subject and predicate. . .. [Wc
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now] separate in the rendering of a sentence the objects (i/ldividllals)
From the propcrties (predicates) attributed tu them and ... symbolize
both explieitly.

This is donc hy employing jilllctio/lai .\}'l1lbol.\' with argulIlctll
places (/l-adic functional symhols where /1 is the number of argument
places) for the symholic rendering of predicates, in which symhols
representing ohjects are to he suhstituted in the argument places.
. . . If the relation of the smaller to the greater is expressed by the
two-place functional symhol <( , ), then < (2, 3) is the symbolic
rendering of the sentence "2 is less than 3." Likewise, the sentence
"8 lies between A and C' may be rendered by Z(A, B, Cl.

AlI mathematical formulas represent such relations among
two or more 'luantities. For example, to the formula x + y = z there
corresponds a triadic predicate S(x, y, z). The truth of S(x, y, z)
means that x, y, and z are connected hy the relation x + y = z. (pp.
55-57)

ln this formulation, a relation, and thus a relational predicate, is reconceptualised

as a formula, or something akin to a formula, or something inclusive of formulae.

Hilhert and Ackermann describe such "relations" as "predicates having several

suhjects" (p. 45), revealing their failure to recognise that the predicate will change

with the suhject (sec section 3.2.3.1), and obliterating any distinction between a

suhject and an argument. In the 'luotation below, they reveal that functions in

general are ta be included in their new formulation of a "predicate":

Hitherto it has been customary in logic to calI only functions with
one argument place predicates, while functions with more than one
place were called relations. Here we use the word "predicate" in a
'luite general sense. (Hilbert & Ackermann, p. 57, fn 1)

CIcarly a function or a formula is distinct from a relation or a predicate. In a

function or formula, which is just as often a tool for calculation that represents

mathematical operations as il is a means of signifying being, no individual plays

the role of subject. A many-place function or a formula may elltail relations of

pairs of individual numbers or sets to one another (with each such relation a

potential predicate), but none of those relations is explicitly signified by the string

of symbols giving the function or formula (Le., the string is not a predicate in the

traditional sense, one signifying a relation). In formalising logic, mathematicians

such as Hilbert have lended 10 shift the goal of logic away from the acquisition of



•

•

knowleùge ahout being anù toward the provision of a means of delermining and

proving mathematical consequences. The modern formai "Iogies" (which are not

baseù upon logos as a rroposition) are tÏ1erefore not useful in attempts to

unùerstanù natural-Ianguage propositions or predication.

This moùern logical notion of a predicate, whieh treats relational (e.g..

actional) "preùicates" as formulae involving multiple individuals, might he hetter

applieù in the ùomain of the lexicon than i' the ùomain of propositions. The now

stanùarù logical notion of a "preùicate" obscures the ùistinction between a

preùicator, which has an argument structure, and a predicate, whieh is prediealed

of a subject; a preùicate is reùuced to a predicator. (Linguists now lise the term

"preùicme" for a preùicator as weil; sec, for e.g., van Riemsdijk & Williams, 19H6.)

In logical notation, we finù one-, two·, or three-place "predieates," where ail of the

arguments of the preùicate are on a par; from a semantic point of view, they ail

have the same status; ail thm ùistinsuishes them is their place in an order, as in an

example from Carnap (1954/1958), in which the sentence "a is jealous of h with

respect to c" is translateù into logical notation as follow~: Jealo/ls(a, h, c) (p. 5). '1'0

permit any sort of mapping from syntactic structure to semantic structure, the

notation woulù neeù to be more along these lines: Jealo/l.l'·of-h-lI'ith-respect-to-c(a).

The fallout of the development of symbolic logic can be seen in Carnap's

student Ouine's writings on language:

Thus we may best picture predication in the neutral logical
schematism 'Fa', understood as representing not only 'a is an F
(where 'F represents a substantive) but also 'a is F (where 'F'
represents an adjective) and 'a Fs' (where 'F represents an
intransitive verb). (Quine, 1960, p. 96)

Note that the copula or auxiliary verb "be" is ahsent from the logical notation, and

so the statement is no longer explicitly ahout being; moreover, we are lert with no

means of revealing tense, aspect, or mood. Quine dispensed with the "is" of a

statement as follows:

The copula 'is' or 'is an' can accordingly be explained simply as a
prefix serving to convert a general term from adjectival or
substantivai form to verbal form for predicative position. 'Sings', 'is
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singing', and 'is a singer' thus ail emerge as verhs, and
interchangeahle ones apart from some suhtleties of English idiom.
(Quine, 1960, p. 97)

... suhtleties of idiom that have the inexplicahle power to keep separate the three

parts of speech. Quine appears ln have heen influenced hy Peano in his strange

views on the copula (see Peano, 1930/1958a, 1912/1958h).

In mathematical logic, the c1ass inclusion (or set inclusion) approach to

predication continues to dominate, and the failure to distinguish grammatical

predicates from predicators continues; also, the copula remains ahsent.

Some logicians understand the distinction between a subject and a

predicate as the distinction between a particular term and a universal or general

term, an idea that partially reflects the Aristotelian view of predication. Lyons

(1968) describes this view:

... We must return to the Aristotelian doctrine of the 'categories' of
predication. . .. Il has been mentioned that the first category of
.l'l//J.I'/lIllce was taken to be logically more fundamental than the
remaining accidelllal properties: substances were persons or things of
which the accidentai properties (of quantity, quality, relation, action,
place, state, etc.) could be predicated (or asserted) in logically well
formed propositions. According to this view, "John ran away," "He is
in London," "My friend is tall," etc., are logically well·formed: "John,"
"he" and "my friend" denote substances (in these instances, persons);
and "ran away," "is in London," and "is tall" make predications ('say
something') about these substances - predications of action, place
and quality, respectively.

Now, proper names, as weil as pronouns and phrases which
identify a definite person or thing (like "John," "he" and "my friend,"
in the examples [given above]) are to be regarded as the most
'substanth'al' - the most truly 'nominal' - of the expressions in a
language (hence the traditional term 'substantive' for 'noun'). They
are particl/lar (or 'singular') terms, denoting some definite, individual
substance. Other words and phrases, including indefinite 'common'
nouns ("Man," "book," etc.) and 'abstract' nouns ("goodness,"
"beauty," etc.), as weil as verbs, adjectives and adverbs, are universal
(or 'general') terms: they do not of themselves denote individual
substances (unless they .Ire syntactically determined, in the
descriptive specification of an individual, e.g., "the man over there"),
but they denote either a c1ass of individuals or qualities, states,
actions, etc., which may be associated with individuals.
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Some logicians distinguish two kinds of universal terlns (and,
for convenience of exposition, we will adopt this terminologieal
distinction): (i) .WJnal universals, which serve to group individuals
into classes (whether these classes an~ thought to be definablc on
the hasis of some inherent properties of their members or not), ami
(ii) characterizillg universals, which refer to qualities, states, actions,
etc. Typical sortal universals are the 'common' nouns of traditional
grammar; typical characterizing universals are 'ahstract' nouns, verbs,
adjectives and adverhs.

On the basis of these distinctions, we can formulate the
following important principle of traditional logic: whereas universal
terms are found in both subjcct and predicate position in well
formed propositions, particular terlns arc restricted to suhject
position. Stock examples of propositions constructed out of a
particular and a universal term are "Socrates is a man" (sortal) and
"Socrates is wise" (characterizing); and of a proposition cOlllposed of
two universal terms, "Men are wise." (We will not go into the further
traditional principle that, of two universal terms, it is the less specific
term that is predicated of the mOie specific.) (pp. 337-3311)

This position preserves some of the outcomes or consequences of Aristotle's view

of predication, without explaining them. In prototypical instances of predication,

why should the subject be a particular, and the predicate a characterising term?

Because a particular permits the realisation of a property or relation, the sort of

thing that phrases headed by characterising terms signify. Why cannot particular

terms appear as predicates? Because a hasic-level individual, or primary suhstance,

has a form for which no other individual can he held responsihle. Why should the

less specifie term be predicated of the more specifie term, as in "Socrates is a

man" (as opposed to "A man is Socrates") and "The cat is an animal" (as opposed

to "The animal is? . 't")? Because cats are responsihle for the heing of the form

of an animal, for whenever a cat comes to he, so does the form of an animal, hut

animaIs in general cannot be held responsihle for the heing of the form of a cat,

for it is not the case that whenever an animal cornes to he, the form of a cat

cornes into being.

In modern linguistics, the standard view of predication is as follows: The

subject is that which is talked about and the predicate is that which is said about

il. Hockett describes the standard view in this way:
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The most general characterization of predicative constructions is
sllggested by the terms "topic" and "comment" ... : The speaker
announccs a topic and then says something ahout il. (Hockett, 1958,
p.2(1)

Lyons (19611) descrihes this view as the "traditional" one "from the time of Plato

onward.'62 This characterisation of predication is so vague as to be

lIninterpretable. What does it mean to "say something" about something? Does it

only imply that words come out of one's mouth? And what does it mean for

something said to be "about" that which is the topic of the utterance? Further, the

distinction between a topie and a comment does not seem to apply fo ail

propositions. As 1 pointed out in section 4.1, the subject noun phrase in the

proposition "That idiot wrecked my car" seems to comment upon the character of

the subject; the subject noun phrase does not serve merely to identify an

individual about whom something is to be said.

An alternative view that is prevalent among Iinguists and psycholinguists is

that the subject specifies given or old information, and the predieate specifies new

information:

The topie-comment distinction is frequently glossed ... ill terms of
contextual dispensability or predictability: the topic, or 'subjeet of
discourse,' is described as that element which is given in the general
situation or in sorne explicit question to which the speaker is
replying; and the comment as that part of the utterance which adds
something /lew (and thus communicates information to the hearer).
(Lyons, 19611, p, 335)

This idea bears a vague resemblance to the belief held by Plato and Aristotle that

a noun (a/lama) by itself reveals nothing in extramental being to the mind; it just

brings to mind (or unconceals) the thought (ta /laein) of something with which we

51'his vielV may indeed be similar 10 Plato's. Plato describes a proposition as Ihe ulterance of /a

mita, 'existent thing."i' or 'bcing."i,' peri, 'about,' linos, 'somclhing,' by which he meaRS the subjecl
(Sol'''i''( 262e-263d). Bul he also makcs clear lhal a proposilion, as logos, unconceals being; for
instance, in a discussion of a combination of a noun and a predicalor as the prototype of a
proposilion, he says (al 262a), ".. , Epi tais praxesin on dëloma rhëma pou legomen," or " , , We
might deline a predicalor (read predicate) as a means of revealing being with respect 10 lhe actions'
(lhe lmnslation is mine); he also says (at 262d), that a noun combined with a predicalor in a
proposition (Ièlo;, 'rcvcals,' somcthing about bcing.
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are familiar (e.g., a kinJ; sec Aristl'tk. 011 IllIerpretlltioll 1. Ih"'l-I~ ..\ 1(,1'1'l-22;

J'vletaphysics 8.10. 105Ihl~-1052"4); hut the comhination of a noun (read Illlun

phrase) and a predicatol" (read pred!cate) in a truc affirmative proposition reveals

something new in the sense thal it hrings 10 mind some aspect of the suhject's

being, bringing something that is (or was. or is becoming, or will be) into the light

(see Aristotle, Oll IllIerpretatioll 1, 16"9-1~, 4, 16h28 - 5, 17" 12, and Plato, Sophist

262d). The predicate (beaded by or equivalent 10 the predicator) signifies some

property or relation that comes into being by virtue of the subject, coming to be,

in dependency upon this particular, out of nonbeing. and out of the Iimitless, into

being, and into the limited, that is, into the particular that is its substrate. The

limitation or determination of a predieate by a noun phrase in a truc affirmative

proposition, which Plato and Aristotle called logos (l'rom the verb lege), 'de termine'

ur 'bring to a limit,' as weil as 'utter [one or more propositions]') or, sometimes,

logos lipophamikos, 'a revelatory, or appearancc-permitting, utterancc (or

determination),' uneonceals being and adds to the listener's knowledge - or 10 the

knowledge of both the speaker and the listener when logos takes the form of

dialeetie (l'rom dialego or diaiegolllai, 'speak [or determine) throllgh [to the end):

or 'speak [or determine) apart, or by a split' becallse the dialectic, when in the

form of a questioning, asks for a choice between two contradictory propositions;

Aristotle, Prior Allalyties A.I, 24"24-25, 24h10-lI; see Plato, Repllhlie 6, 510-511, 7,

532-533; see also Aristotle's Topies) or demonstration (apodeitis; see Aristotlc's

Posterior Analyties), inclllding a syllogism (see Aristotle's Prior Allalyties), both of

which are propcrly forms of syllogislllos (e.g., Topies A.l, 100"25-30), or 'syllogism,'

related to sllllego (but derived directly l'rom ~yllogizolllai), 'speak (nr determine)

together' or 'gather together,' because both dialectic and demonstration detcrminc

so as to reveal being through the use of eonjoined propositions.
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API'ENDIX C

Dctccting Ward Baundarics

This appendix contains a review of the literature relevant to determining

whether young children and others just learning a language can locate the

houndaries of words so that they can extract from the speech st:eam those units

for which they must make part-of-speech decisions.

Gleitl11an and Wanner (1982; see also Gleitman, Gleitman, Landau and

Wanner, 1(88) argue that children initially equatc words with stressed syllahles,

that is, syllahles characteriscd hy greater duration and intensity, shifts in

fundal11cntal frcquency, and c1ear vowel quality (e.g., Bolinger, 1958; Fry, 1955,

195H; Klatt, 1976; Morton & Jassem, 1965; Parl11enter & Treveno, 1936; Rigault,

19M; Vanderslice & Ladefoged, 1972; Westin, Buddenhagen, & Obrecht, 1(66).

This strategy would allow children to identify ail monosyllabic members of open

classes. Where the root l110rphemc of a multisyllabic word is strcssed, children

could extract the root from a ward string, if not the whole ward. Identifying

strcssed syllables as words would work quite weil, then, for languages such as

Ellglish that place stress on the root of an open-c1ass ward in most instances.

(Cutler & Carter, 1987, found that 90 percent of the open-c1ass English words in a

190,OOO-word sample of natural speech had stress on the first syllable; this syllable

corresponds ta the root or part of the mot.)

There is considerable evidence for the use of a stress-based stratL';y in

demarcating word boundaries. Children initially isolate in the speech stream just

those words, or parts of words, that receive stress (e.g., Wijnen, Krikhaar, & den

Os, 1(94). When imitating speech, they produce strongly stressed syllables more

fcqucntly than those that are weakly stressed (Blasdell & Jensen, 1970; Risley &

Reynolds, 1(70). The first words isolated and analysed are members of open

classes, and these are the words that receive stress; unstressed words, such as

conjunctions and determiners, are not isolated in children's early analyses of

sentences (Brown, 1973; Holden & MacGinitie, 1972; Waterson, 1(71). Evidence
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l'rom several languages indieates that any word-initial unstresscd syllahlcs arc

often dropped in children's imitations of adult utterances and in their spont.lI1l'oUS

speech (for evidence l'rom English, see Aitchison &. Chiat, l'lR 1: Allen &. Hawkins,

1977, as cited in Hochherg, l'lRR; W. Miller &. Ervin, l'lM: Moskowitz, l'lïO: N.

V. Smith, 1973; and Waterson, 1'l71: for Finnish, sel' Bowerman, 1'l73: for French,

see Ingram, 1974; for Hehrew, sel' Berman, 191il, 191i5: for Hungarian, sel'

MacWhinney, 191i5; for Mohawk, see l'curer, 191iO; for Quiché, sel' Pye, 1'l1i3: for

Romanian, see Vogel, 1975). Even in Quiché (a Mayan language), wlwre

morphemes do not always coincide with syllahles in verhs, Pye found that ehildren

would adopt, as a word, just the stressed syllahle in a verh (e.g., a final syllahle

consisting of the final consonant of the root morpheme and a vowel-consonant

combination that terminates the word).

The importance of stress is underlined hy the fact that words onen lose,

over the course of the history of a language, unstressed syllahles or segments of

unstressed syllabl':ls (Hochherg, 191i1i). In addition, evidencc shows that adults

stress syllables when speaking to children that they do not stress whcn spcaking to

adults, so that a short sentence may l'ont,,;'. '."0 instances of primary strcss on a

syllable; they also lengthen syllahles in verbs and adjectives when speaking to

children (Garniea, 1977), making them more salient. Experimcntal evidence shows

that stress provides clues to word houndaries for adult listeners (Nakatani &.

Schaffer, 1978).

ln a language like Spanish, where stress l'an l'ail on a syllahle of an

inflected form that is not part of the root, children might have more trouhle

identifying the root morpheme; they might have to rely on the distrihutions of

word-final syllables (for instance) such as -a, -0, and -e to discover roots (Le"

familiarity with memhers of the small closed class of such syllahles might cause a

shift in their attention to the elements that vary more across utlerances: the roots

of wards). But the mast frequent words in Spanish, and those that dominate

children's carly vacabularies, are monosyllabic or l'Ise disyllahic with stress on the

p('nultimate syllable, so that stress l'ails on the root of the word (Hochberg, 1988).
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Where stress does not fall on the mot. other factors may conspire in

allowing the child to isolate a part of the word that conlains the mot. Syllahles

that are not separated hy pauses may hang together perceptually and he retained

(MacWhinney, 1985). Speakers altempting 10 speak c1emly are carcfu\ [0 place

pauses before words, especially if a word hegins with an unstressed syllahle; they

also lengthen the syllahle that comes herore a word. especially if the word's first

syllable is unstressed (Cutler & BUllerfield, 1990); adults may do the same when

speaking to children. Children tend to place a word boundary bcfore a consonant.

so that even an unstressed initial syllahle may be inc1uded in the wonl if it hegins

with a consonant (at least in Mohawk; see Feurer, 1980). The last syllable of a

word is often inc1uded with the stressed syllable (Viktor, 1917, as cited in

MacWhinney), especially if the word is ullerance-final (sec Clancy, IlJ85, for

evidence showing that ullerance-final portioos of innecled forms and particles in

Japanese are inc1uded with words at an especially early age); some researchers

attribute this phenomenon to an effect of recency, hut it l11ay be due to vowel

lengthening of final syllables, which has been found in Swedish (Lindblol11 &

Rapp, 1973, as cited in Klall, 1975, 1976) and English (Barnwell, 1971, as cited in

Klall, 1975, 1976; Lehiste, 1972; Olier, 1973). Lengthening is one component of

stress (see M. R. Smith, Cutler, BUllerfield, & Nimmo-Sl11ith, 1989, for evidence

suggesting that relative duration can signal word boundaries). Finally, earetakers

may facilitate ehildren's identification of word b:llIndaries by virtue of the way

they speak to children. Parents speaking to their young children tend to place

critical words at the beginning or end of an ullerance; they somtlimes do so even

if the result is ungrammatical (Aslin, 1993). If a word is placed at the end of a

sentenee, its final syllable will be lengthened, and that syllable will be more Iikely

to be reeognised as part of the word. The parental tendency to place key words at

the beginning or end of an utlerance facilitates children's identification of word

boundaries in and of itself; the pause between sentences (which may be very long)

signais one boundary of a sentence-initial or sentence-final word.
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Children may also he capable of using the phonotactic features of word

boundaries in their native language to locate word boundaries, tbat is, the

orderings of phonetic clements that can occur at tbe beginning or end of a word.

Friederici and Wessels (1993) bave shown that infants (aged 0;9) can distinguish

onJerings of consonant sounds at tbe boundaries of isolated words that are legal in

their native Innguage from those that are iIlegal (e.g., in English, str- is legal at the

beginning of a word, as in "street," but ilIegal at the end of a word; infants aged

0;9 oriented longer to a speaker that played nonwords containing legal, versus

illegal, orderings of consonant sounds at the word boundaries; this difference was

not found among infants aged 0;6). At age 0;9, infants show a preference also for

monosyl!abic nonwords with legal (versus illegal) orderings at their boundaries

when the nonwords are part of a string of nonwords - but only if they are

bracketed on either side by identical nonwords (as in "mig bref mig") and spoken

in motherese. Around the age of 0;11, infants may have the general ability to

detect word boundaries in strings (Kemler Nelson, 1989, as cited in Friederici &

Wessels; Werker & Pegg, 1992), and, according to Friederici and Wessels, such

detection may be facilitated by knowledge of legal orderings of phonetic elements

at word boundaries.

Phonetic clues to word boundaries are available, and a possibility exists that

children can use these clues in extracting words from the speech stream. Among

the allophones of a single phoneme, those that are word-initial can differ from

those in other positions within a word in features such as duration, aspiration, and

voicing (Lehiste, 1960), so that allophones might serve as word-boundary clues.

Nakatani and Dukes (1977) found that high-school students made use of the

following clues to word boundaries, most of which are present at the beginning of

a word: bursts, aspiration, glottal stops, laryngealisation, and distinct allophones of

III and Irl in syllable-initial and syllable-final position. It remains to be seen if

such clues are specifie to English, and if young children are able to use them in

detecting word boundaries.
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In addition to these factors. children may use the rhythm of a language to

locate word houndaries. The hasis of rhythm is language specific: ln English.

rhythm is based on stress; in French. it is hased on the syllahle; in Japanese.

rhythm is based on a unit known as a IIIOTIl (which is defined. accnrding to Mann.

1986, as "an isolated vowel. a vowel preceded hy a consonant. an isolated /n/. or

the first consonant in a geminate duster"; p. 71). (Bolinger. 197tl. argues that

English contains !la "stress rhythm"; he asks us to consider the string [where stress

is marked with acute accents]. "the qUÎte unnécessary incomprehensihîlity of his

w6rds." The sentences children hear, though - that is. short sentences eonsisting

mainly of monosyllahic words - prohahly have more rhythm.) Whatever the hasis

of rhythm in a language. native speakers of a language appear ahle to use rhythm

ta segment a speech stream into units (words. syllahles. or morae), or at least the

units they are able ta extract l'rom the speech stream are those upon which the

rhythm of their language is based (e.g.• for evidence for English. see Cutler &

Butterfield; Cutler & Norris. 1988; Nakatani & Schaffer. 1978; for French. see

Mehler, Dommergues. Frauenfelder, & Segui, 1981; Segui. Frauenfelder. &

Mehler, 1981; for Japanese, see Otake, Hatano, Cutler, & Mehler, 1993);

moreover, they are unable ta segment a speech stream into units upon which the

rhythm of their language is not based (e.g., English speakers cannot perform weil

on tasks requiring syllabic segmentation of English or French, and English and

Freneh speakers cannat segment Japanese into monte; Cutler, Mehler, Norris, &

Segui, 1986; Otake et al.). Infants appear able to learn the rhythm of their

caretakers' language in their prelinguistic phase of life (Cutler & Butterfield,

1992). (Cutler, 1994, compares this learning of rhythm to parameter setting

because bilingual adults can use language-specific rhythm to segment speech only

for their most dominant language, even when they are fluently bilingual.) While

little direct evidence exists for young children's ability to segment speech on the

basis of rhythm, considerable evidence exists for children's responsiveness to

rhythm. Condon and Sander (1974) found that newborn infants move in synchrony

with the rhythm of speech, regardless of the language (but not with the rhythm of
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other kinds of sound). Very young infants can distinguish stress contrasts, which

arc important lO the rhythm of languages like English that have stress-based

rhythms (Jusczyk & Thompson, 1978; Karzon, 1985; Spring & Dale, 1977), and

newborns can distinguish groups of syllables that differ in the number of syllables

(Bijeljac-Bahic, Bertoncini, & Mehler, 1993), suggesting that they could learn a

syllahle-based rhythm. The habbling of infants gradually shifts in the direction of

their caretakers' language in terms of its prosodic structure (Whalen, Levitt, &

Wang, 1991) and its rhythmie structure (Levitt & Utman, 1992; Levitt & Wang,

1991). Jusczyk, Cutler, and Redanz (1993) found that by age 0;9, infants showed a

preference for listening to speech that instantiated the rhythmic structure of their

caretakers' language; the preference remained when the speech was low-pass

filtered, removing segmental information but leaving its prosodic and rhythmic

structure intact. Indirect evidence for the use of rhythmic structure in segmenting

speech is availahle for young children (aged 2;0 to 7;0). Wijnen et al. (1994) found

that two children learning Dutch tended to retain the parts of words that followed

a rhythmic pattern of strong-weak stress, a pattern fairly characteristic of Dutch

words. Likewise, English-speaking children may make use of stress rhythm to

segment speech, for they extract and imitate portions of speech that together

follow a stress pattern of alternating strongly and weakly stressed syllables, in

keeping with the rhythmic structure of the language (Gerken, 1991; Gerken et al.,

1990); they do so even if it means producing indistinct versions of unstressed

syllables that the children have not fully analysed (Peters, 1985). Children learning

languages with syllabic rhythm segment utteraltces into syllables (Le., they have

difficulty breaking a syllable down into phones or phonemes; Alegria, Pignot, &

Morais, 1982; Content, Kolinsky, Morais, & Bertelson, 1986). Japanese children

segment utterllnces into morae (such that they have difficulty breaking a mora into

phonemes; Mann, 1986). Cutler argues that the earliest segmentation of speech

into words draws upon knowledge of rhythmic structure learned in the

prelinguistic stage of life. Wherever that structure is stress-based, segmentation

will typically yield words (at least in English, where about three quarters of the
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tokens of strongly stresseù syllahles are the initial syllahle or only syllahle of an

open-class worù, anù ahout two thirùs of the tokens of weakly stressed syllahlcs

are the initial or only syllahle of a closeù-class word; see Cutler 8.: Carter, 19117).

For languages with other types of rhythm, chilùren may initially divide the speech

stream into units smaller than worùs (e.g., syllahles or morae).

If children, in given instances, l'ail to correctly identify the houndaries of a

word, they are nonetheless able to extract sorne part of the word, use that as a

word, anù attribute to it a meaning (e.g., one hoy learning Mohawk used a sllffix

as a predicator meaning 'see'; see Feurer, 19110). If their caretakers can guess their

intendeù meaning when the chilùren use the worù, they will prohably correet the

children, and eventually the chilùren will replace one lexical entry with another

(the correct one); presumahly, at that point, thc part-of-speech membership of the

anomalous word will be inherited hy the conventional word. It is also possihle that

children's productions of parts of words do not reflect the lexical items they have

stored·. children may store a word in its entirety, hut produce just one syllable of it

due to production constraints. Pye (1983) founù that children learning Quiché

Mayan sometimes produced one syllahle of a verh in sorne utterances, and a

different syl1able of the same verb in other utterances. The choice of the verh

syllable appeared to depend on the position of the "word" in a sentence. In clause

final position, the termination of a verb is stressed, and chilùren lIsing a verh in

that position tended to produce just the final syl1able of the verb (Le., the final

consonant of the root morpheme plus a vowel-consonant ending). A verh

appearing in clause-medial position receives stress on the root morpheme, and

children using a verb in that position tended to produce a part of the word that

included the root morpheme. So the children appeared to have adopteù the

strategy of producing the part of the word that would be stressed in an adult

production, where the stressed part was determined by the position of the ward in

the utterance, This pattern of production implies that. the whole word was stored,

but that only pieces of it were uttered. Other researchers have found that parts

(e,g., consonants) of unstressed syl1ables are often added to or substituted for
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scgm~nts of the syllablc that is utlered (which corresponds to the stressed syllable

in adult production; Allen & Hawkins, 1980; Fikkert, 1991, as cited in Wijnen et

al., 1994); this observation suggests that unstressed portions of a word that are not

utlered, in their entirety, as part of a word are nonetheless stored as part of the

word's mental representation. So chiidren may succeed in correctly identifying the

boundaries of a word and storing the complete word, but are only able to produce

one syllable at a time. In general, they appear to do very weil in extracting wards

from the speech stream.
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AI'I'ENDIX D

Instructions Used in Experiment 3

ln this experiment, you will be taught some words. Il will be your task to

gue~s the meaning of each ward, and to guess its grammatical eategory. By

grammatical category, 1 mean H category such as "noun" that allows you to

construct grammatically correct sentences because the rules of grallllllar are

formulated in terllls of these categories of words.

My real interest is in how very young children (about two years of age)

learn words. Unfortunately, the tasks involved in this experilllent are far too

complex for a young child. So 1 am running the experiment with adults, hut the

learning situation is set up to mimie the situation in which a young ehild learns.

The experiment mimics the child's situation in a numher of ways.

Young ehildren do not know the meaning of every word they hear, hut they

often know the meaning of a few words in a sentence. 1'0 mimic this situation, you

will be presented with strings of words that sometimes contain English words you

know; but they will always contain one word that is unfamiliar (and in faet 1 made

it up, but pretend that it is rea!!). Just as the young child must guess the meaning

of a new word, you will have to guess the meaning of the unfamiliar word. (The

unfamiliar word may or may not correspond in meaning to a real English word.)

Young ehildren also have a very Iimited knowledge of the grammatical

rules of the language that they are learning. Because of this, they cannot always

use information about the structure of an utterance (e.g., the order of the words,

endings added to words, etc.) to determine the grammatical category of a word.

An adult knows that in the utterance "HIS GORP" the word "gorp" must he a

noun, but a young child might not yet know that the word "his" appears only

before nouns, so ils presence might not help him or her. 1'0 mimic this situation,

the string of words in which an unfamiliar word appears may or may not be a

grammatical English utterance. So sometimes grammatical clues to the category of

a word are present, and sometimes they are not.
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Chilùren have Jess exposure tel the worlù than aùults, anù they often

encounter a situation in which they ùon't know a worù to ùescrihe sorne aspect of

the situation. To mimic this limitt:ù knowleùge of the worlù, you will sometÎmes be

shown viùeos that involve the unfamiliar. Vou may or may not know a worù for

what you see.

Children learn language by listening ta people talk abDl!t whatever is going

on arounù them. They are never taught the grammal' of a language explicitly, hut

thèy pick it up easily. Nor are they taught the meanings of words. They just

somehow guess their meanings correctly. Vou will be asked ta do the same, and,

like the young chilù, you will learn worùs just by relating ward strings ta situations

in the worlù (which will be shown on viùeo). The intuitions that guiùe children in

language learning are available ta aùults tao, although we rarely need ta draw

upon them. 1 ask you ta tap into these intuitions, anù trust them completely. You

ÙO not neeù ta know any grammal' as it is taught at school ta perform the tasks,

anù in fact any attempt ta use what you have been taught in school will interfere

with your performance. Just listen ta those intuitions. Follow your instincts, your

"gut" feelings. Don't try ta be c1ever, or try ta outguess the experimenter! Your

intuitions and instincts are your best guide ta successful performance.

On each experimental trial, you will be asked ta read an unfamiliar ward in

the context of a ward string, which appears on a piece of paper. You will then

watch a brief video. The ward string is supposed ta be a comment on what is in

the video (in our imaginary experimental world). From reading the ward string

and watching the video, you should be able ta guess the meaning of the unfamiliar

ward, and you should have sorne idea of its grammatical category.

To indicate what you think the ward means, you will be asked ta choose

among the following options:

1) a specifie individual (as a name)?

2) a type of animate bounded abject?

3) a type of inanimate bounded abject?

4) a type of stuff or substance?
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5) a type of activity. action. process. or

change of state'?

6) a type of property. quality. attribute.

or state'?

7) other (please specify), _

In numbers (2) and (3) "animate" means living and "inanimate" means not

living; the words "bounded ohject" refer to any physical objcct that has fixed

boundaries, such as a cup. If a cup is broken into pieces or cut in two, the pieces

cannot be called ClipS, and the collection of pieces is no longer a cup; only the

combination of ail the pieces, fitted together appropriately, constitute a cup. Also,

if two cups are glued together (say hottom to bot!om). the result is not a cup. Two

small cups together do not form onè larger cup. This shows that cups have

boundaries that cannot be arbitrarily changed without the objects ceasing to be

cups. Contrast cups with clay. A lump of clay can be divided into any number of

lumps, and each lump is equally a lump of clay. And two lumps ('[ clay can he put

together to form one larger lump of clay. So a lump of clay is not a "bounded

object," but a cup is a bounded object. A puddle is not a hounded object because

its boundaries can change as rain increases its size or the water in it evaporates,

and yet it still remains a puddle. Examples of bounded ohjects are chairs, people,

apples, televisions, and books. If the idea of a bounded object is not clear, please

ask the experimenter about il.

Next, you will be asked to guess the grammatical category of the word. '1'0

do so, you do not need to know the names of grammatical categories, or

remember anything you learned in school. In fact 1 would rather that you forget

everything you were taught in schoo\! Vou just need to follow your intuitions as

you perform two tasks. In the first task, you will be asked to match the word to

one of two lists, basing your decision on your intuitions about the word's

grammatical category. If one Iist contains any number of words that seem to

belong to the same category as the new word, then match the word to that IiSl.

When you have made one choice, you will be asked to choose among two more
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lists, anù so on. Aflcr you makc a choÎcc, you shoulù inùicatc how confiùent you

fccl ahout your ùccision hy chccking onc of five hoxes, where the hox on the far

Icft mcans that you arc just gucssing at ranùom, anù the hox on the far right

mcans that you arc surc that you have matcheù the worù to the correct list. The

othcr hoxcs are rcserveù for intermeùiate levels of contïùcnce ahout your choice.

Thc final task involves making juùgments about various contexts for the

worù. You will be prescntcù with the following worù contexts:

1 am thinking of another _

Thcre is too much _

Ask to ùo it.

She/it was -ing it/her.

I-Ic/it was -mg.

Hc/it remains _

He/it is really _

Let's talk about the one.---
Your task is to mentally fill in the blank with the worù you have just

learneù, which appears at the top of the page, anù ùeciùe if the word sounds okay

in that context. The meaning is not the critical thing. Vou are to concentrate on

whether the sentence sounds grammatically correct. For example, in the sentence,

"Colourless green ideas sleep furiously," the words in combination don't mean

anything (except perhaps on a poetic level), but you probably have an intuition

that the grammatical structure of the sentence is okay. In contrast, the sentence

"Run a dog black the to store" may evoke a vision of a black dog running to the

store (i.e., you may be able to assign a meaning to it), but the sentence clearly

does not follow the rules of grammar. Vou do not need to know the rules of

grammar explicitly and consciously to make this judgment. Your intuitions tell you

clearly whether a sentence is grammatical. So trust those intuitions. When you

decide if a word sounds okay or not in a particular context, you will be asked to

check one of five boxes, where the box on the left indicates that the context is

clearly not appropriate for the word (because the sentence does not seem
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grammatical at ail), the box on the right indicates that the context is dearly

appropriate (because the sentence seems perfectly okay), and the other three

boxes are reserved for intermediate levels of appropriateness (e.g., fairly

inappropriate but not completely, neutral, ami fairly appropria te but not

completely).

To begin, you will be presented with eight common English words, and you

can practice the tasks on these words. Turn to the next page to begin these

practice trials. Feel free to refer back to these instructions during the practice

trials or to ask questions of the experimenter, but please try to restrict your

questions dming the actual experiment later on.
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APPENDIX E

Word Lists Used for the List-Matching Task in Experirnent 3

(The part-of-speech labels \Vere Ilot present in the versions of the lists that \Vere

given to sllhjects. Lists that are sille by sille \Vere lIsell for one matching llecision.)

Nouns Predicators

table hit

sand think

Mary main

idea afraid

justice happy

Peter consider

vehicle dance

jewellery rightful

I)roper Nouns Common Nouns

Kathy somersault

John macrame

Peter box

Mary water

Rhonda ball

Edward sand

Fido backbend

Mickey tennis

Count Nouns Mass Nouns

somersault macrame

table carpeting

animal furniture

ball sand

backbend tennis

box water

idea justi-::e• vehicle jewellery
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Verbs Adjecti"es

run fuzzy

clean former

breathe asleep

destroy cool

cry sole

hold ashamed

wait difficult

consider main

Intransitive Verbs Transitive Verhs

run clean

dance hit

breathe destroy

think like

sit feel

sleep hold

cry rub

wait consider

•

Adjectives Attributive Adjectives l'redicative Adjectives

fuzzy former ready

purple main asleep

smooth total afraid

cool sole aglow

gentle prime copacetic

thoughtful rightful akin

happy avid alive

difficult outright ashamed
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STATEMENT REGARDING ORIGINALITY

Ail clements of this dissertation are original, namely the critical review of

theories of part-of-speech identification, the new theory presented, the literature

reviews regarding assumptions and proposaIs of the theory, and the three

experiments reported. The analysis of historical change in the concept of a

relation that appears in Appendix A and the analysis of Aristotle's theory of

predication and the history of predication that appear in Appendix B are also

original.




