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ABSTRACT 

Influenza viruses cause severe, recurrent respiratory infections that have afflicted 

humans since at least the Middle Ages. Despite this long evolutionary period, today, clinicians 

are still hampered by limited prophylactic and therapeutic treatments for the lethal 

complications of influenza infection. Virus-encoded virulence factors and immune evasion 

strategies that efficiently dampen and subvert the host’s immune response, as well as an 

incomplete understanding of the mechanisms that comprise an effective immune response all 

hinder development of clinical interventions against influenza. Thus, studies that provide 

greater insight into pulmonary host-pathogen interactions during influenza infection are of 

urgent need. 

It has been demonstrated that host defense to infectious diseases is comprised of two 

arms: 1) host resistance that directly inhibits pathogen replication at the site of infection and 2) 

disease tolerance, which mitigates collateral tissue damage caused by the inflammatory 

response and/or pathogen virulence factors. While anti-influenza drugs that block viral egress 

by inhibiting neuraminidase protein function are available, the antiviral efficacy and disease 

amelioration of these drugs are minimal, as a result of emerging resistant strains and general 

ineffectiveness of these drugs. Moreover, seasonal influenza vaccines are widely deployed and 

attempt to generate antibody-mediated memory responses against surface hemagglutinin viral-

proteins to block entry of the virus. Yet, they also exhibit variable efficacies, due in part to high 

viral mutation rates. Collectively, the currently available therapeutic interventions that directly 

affect viral replication and conventional vaccine strategies specific to influenza are clinically 

imperfect. Thus, the central hypothesis of this thesis is that targeting both host resistance and 

disease tolerance are required for generating fully effective immunotherapeutic and vaccine 

strategies against influenza viruses. As such, it was the goal of this body of work to better 

understand the nature of host-influenza interactions and to provide targetable pathways for 

future influenza therapies. 

The first part of the thesis emphasizes upon host resistance and describes receptor-

interacting serine/threonine protein kinase 3 (RIPK3) as a critical component of macrophage 

antiviral immunity to influenza infection. RIPK3 had been primarily described in the 
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necroptotic pathway of cell death, which was known to have potent antiviral characteristics to 

certain viral infections. However, we found that rather than regulating macrophage necroptosis, 

RIPK3 activated multiple antiviral pathways in macrophages to promote IFN-I responses in 

response to influenza virus infection. Correspondingly, mice lacking RIPK3 were more 

susceptible to infection, exhibiting reduced pulmonary IFN-I levels and elevated viral titres that 

were abrogated by exogenous administration of IFN-β. Thus, agonists of RIPK3 are interesting 

prospects in enhancing host resistance to influenza infection.   

The second part of this thesis focuses on disease tolerance, where we define an essential 

role for mitochondrial cyclophilin D (CypD) in regulating immunopathology during influenza 

infection. In contrast to RIPK3 deficiency, CypD-/- mice were more susceptible to infection due 

to enhanced pulmonary tissue damage, rather than impaired host resistance. A reduction in the 

production of the epithelial regenerative cytokine IL-22 by NK cells was responsible for the 

elevated tissue damage in CypD-/- mice. Concordantly, intranasal administration of IL-22 

assisted in pulmonary tissue repair and improved survival of CypD-/- mice, without modulating 

host resistance to influenza infection. Thus, activation of the CypD/IL-22/NK cell axis is 

indispensable upon infection, which underscores the importance of disease tolerance in 

immunity to influenza.  

In the last part of this thesis, we focus on unconventional approaches to influenza 

vaccines. Conventional influenza vaccines generate highly specific adaptive memory responses 

but are often mismatched to circulating strains and, thus, are not fully effective. As the vast 

majority of species rely solely on innate immunity for host defense, it stands to reason that a critical 

evolutionary trait like immunological memory would have evolved in this primitive branch of our 

immune system. While the concept of the innate memory response (termed trained immunity) is 

“unconventional”, there is ample evidence that vaccines such as the Bacillus Calmette-Guerin 

(BCG) induce trained immunity to provide protection against TB as well as other pathogens. Yet, 

the exact mechanisms of “off-target” BCG protection remain unclear. To better understand this 

phenomenon, we dissected the cellular and molecular mechanisms of hematopoietic stem cells 

in generating or impairing trained immunity. Finally, using the inducers of trained immunity 

BCG and β-Glucan, we investigated their potential as unconventional vaccines against 
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influenza. Both BCG- and β-Glucan-vaccinated mice were remarkably protected against 

influenza, by enhancing host resistance and disease tolerance mechanisms, respectively.  These 

data indicate that trained immunity can provide heterologous protection against influenza virus, 

which has important implications in future vaccine design.  

Taken together, this thesis outlines novel pathways of host resistance and disease 

tolerance to influenza infection that can be targeted for host immunotherapy and offers trained 

immunity as a promising unconventional vaccine strategy.  
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RÉSUMÉ 

Les virus de l’influenza sont responsables d’infections respiratoires sévères et 

récurrentes qui affectent les humains depuis au moins le Moyen-Âge. Malgré cette longue 

période évolutive, les options thérapeutiques et prophylactiques des cliniciens pour protéger 

contre les potentielles complications fatales des infections grippales sont toujours limitées à  ce 

jour. Les facteurs de virulence encodés par le virus et les stratégies d’évasion de la réponse 

immunitaire qui atténuent et subvertissent la réponse de l’hôte, ainsi qu’un manque de 

connaissances des mécanismes qui conduisent à une réponse immunitaire efficace, ralentissent 

le développement de nouvelles thérapies pour lutter contre les virus de l’influenza. C’est 

pourquoi des études améliorant notre compréhension des interactions hôte-pathogènes durant 

les infections pulmonaires par le virus de l’influenza sont requises. 

Il a été démontré qu’une réponse immunitaire efficace face aux infections repose sur 

deux stratégies: 1) la résistance de l’hôte, qui inhibe directement la réplication du pathogène 

sur le site de l’infection et 2) la tolérance à la maladie, qui atténue les dommages tissulaires 

collatéraux causés par la réponse inflammatoire et/ou les facteurs de virulence des pathogènes. 

Bien que des médicaments anti-influenza bloquant la sortie du virus en inhibant la fonction de 

la protéine neuraminidase soient disponibles, leur efficacité antivirale et leur effet sur 

l’amélioration des symptômes sont limités dû à une augmentation de la résistance des virus et 

à une inefficacité générale. De plus, même si les vaccins contre la grippe saisonnière sont 

largement administrés et visent à générer une réponse mémoire médiée par les anticorps ciblant 

les protéines de surface hémagglutinines pour bloquer l’entrée du virus, ils présentent une 

efficacité variable due en partie à une fréquence de mutation élevée du virus. Ces données 

suggèrent que les interventions thérapeutiques qui affectent directement la réplication du virus 

et les stratégies de vaccination conventionnelles spécifiques aux virus influenza sont 

cliniquement imparfaites. Ainsi, l’hypothèse centrale de cette thèse est qu’il est nécessaire de 

cibler à la fois la résistance de l’hôte et la tolérance à la maladie pour générer des 

immunothérapies et des stratégies vaccinales efficaces contre les virus de l’influenza.  L’objectif 

de ces travaux de thèse est de mieux comprendre les interactions hôte-pathogène dans les 
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infections grippales afin d’identifier de nouvelles approches pour le développement de futures 

thérapies contre les virus de l’influenza. 

La première partie de cette thèse est portée sur la résistance de l’hôte et décrit la protéine 

sérine/thréonine kinase interagissant avec des récepteurs 3 (RIPK3) comme un élément 

essentiel de l’immunité antivirale des macrophages dans les infections par le virus de 

l’influenza. RIPK3 a principalement été décrite pour ses fonctions dans la nécroptose, un mode 

de mort cellulaire qui participe à l’immunité antivirale lors de certaines infections. Cependant, 

nos travaux montrent qu’indépendamment de la régulation de la nécroptose des macrophages, 

RIPK3 active de multiples voies antivirales des macrophages pour favoriser la production 

d’interféron de type I (IFN-I) après infection par le virus influenza. En conséquence, les souris 

déficientes pour RIPK3 sont plus susceptibles à l’infection par le virus influenza, présentant 

une réduction des niveaux pulmonaires d’IFN-I et une augmentation de la réplication virale, 

pouvant être corrigée par l’administration d’IFN-β exogène. Ainsi, l’utilisation d’agonistes de 

RIPK3 ouvre des perspectives intéressantes pour augmenter la résistance de l’hôte lors 

d’infections grippales. 

La deuxième partie de cette thèse s’intéresse à la tolérance à la maladie et définit le rôle 

essentiel de la protéine mitochondriale cyclophiline D (CypD) dans la gestion de 

l’immunopathologie pulmonaire dans les infections grippales. Contrairement à la déficience en 

RIPK3, les souris déficientes pour la protéine CypD sont plus sensibles à l’infection par le virus 

influenza, non pas à cause d’une résistance de l’hôte défectueuse, mais à une augmentation des 

dommages tissulaires pulmonaires due à un défaut de production de la cytokine IL-22 par les 

cellules NK, impliquée dans la régénération de l’épithélium. En conséquence, l’administration 

intranasale d’IL-22 recombinante améliore la survie des souris CypD-/- en favorisant la 

réparation des tissus pulmonaires, sans affecter la résistance de l’hôte. Ainsi, l’activation de 

l’axe CypD/IL-22/cellule NK est indispensable après infection et souligne l’importance de la 

tolérance à la maladie dans l’immunité contre les infections par le virus influenza. 

Dans la dernière partie de cette thèse, nous nous sommes concentrés sur les approches 

non conventionnelles de vaccination contre le virus de l’influenza. Les vaccins conventionnels 

qui génèrent des réponses immunitaires mémoires hautement spécifiques ne sont pas toujours 
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en adéquation avec les souches d’influenza en circulation et ne sont donc pas complètement 

efficaces. Comme la plupart des espèces repose uniquement sur l’immunité innée pour la 

défense de l’hôte, il semble probable qu’un trait évolutif critique comme la mémoire 

immunologique ait évolué au sein de cette branche primitive de notre système immunitaire. 

Bien que le concept de réponse mémoire innée (appelée immunité entrainée) soit « non 

conventionnel », il existe de nombreuses indications que le vaccin Bacillus Calmette-Guérin 

(BCG) induit l’immunité entrainée qui confère une protection contre la tuberculose ainsi que 

d’autres pathogènes. Cependant, les mécanismes précis impliqués dans ce processus ne sont pas 

encore élucidés. Pour mieux comprendre ce phénomène, nous avons disséqué les mécanismes 

moléculaires et cellulaires des cellules souches hématopoïétiques impliqués dans la génération 

ou l’altération de l’immunité entrainée. Enfin, nous avons analysé le potentiel du BCG et du β-

glucane, des inducteurs de l’immunité entrainée, comme vaccins non conventionnels contre le 

virus influenza. Les souris vaccinées par le BCG ou le β-glucane sont protégées de l’infection 

par le virus influenza, et présentent une augmentation des mécanismes de résistance de l’hôte 

et de la tolérance à la maladie, respectivement. Ces résultats indiquent que l’immunité entrainée 

peut conférer une protection croisée contre le virus influenza avec d’importantes implications 

pour le développement de futurs vaccins. 

Collectivement, les travaux de cette thèse décrivent de nouveaux mécanismes de 

résistance de l’hôte et de tolérance à la maladie qui peuvent être ciblés pour l’immunothérapie 

de l’hôte et présentent l’immunité entrainée comme une stratégie de vaccination non 

conventionnelle prometteuse. 
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CONTRIBUTION TO ORIGINAL SCIENTIFIC KNOWLEDGE 

 The results section of this thesis is comprised of chapters 2-5 and represents novel additions 

to the collective scientific knowledge. The thesis is submitted in accordance to the standards set 

out by McGill University and the Department of Pathology and is presented here in a “manuscript-

based” format. 

 Chapter 2: In this published manuscript (1), we demonstrate that RIPK3 promotes host 

resistance to influenza by enhancing IFN-I responses by pulmonary macrophages and protecting 

against severe disease. 

1. RIPK3 promotes IFN-I production in the lungs and airways of influenza infected mice 

by inhibiting pulmonary viral replication 

2. RIPK3 specifically mediates IFN-I responses by influenza infected macrophages (both 

resident and recruited) to control viral replication within macrophages  

3. RIPK3 acts transcriptionally to reduce IFN-β mRNA expression by interacting with 

MAVS and antagonizing RIPK1-mediated activation of the MAVS/TBK1/IRF3 IFN-

β pathway 

4. RIPK3 acts post-transcriptionally to stabilize IFN-β mRNA by activating PKR and 

preserving the Poly-(A) tail to specifically promote IFN-β translation 

5. RIPK3-dependent necroptosis is not observed in macrophages following influenza 

infection 

Chapter 3: In this submitted manuscript (submitted to Journal of Experimental Medicine, 

2020), we elucidate a novel axis of disease tolerance to influenza infection. We demonstrate that 

mitochondrial Cyclophilin D (CypD) protects the epithelium of influenza infected mice by 

promoting IL-22 production by recruited NK cells, independently of viral replication. 

1. CypD protects against influenza infection by minimizing pulmonary tissue damage, 

without altering viral titres 

2. CypD licences NK cell maturation and activation in influenza infected mice to promote 

effector function 
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3. CypD restricts p53-associated cell death of NK cell progenitors during lymphopoiesis 

4. CypD increases the production of epithelial protective IL-22 by NK cells to resolve 

pulmonary tissue damage  

5. Specific transfer of CypD-sufficient NK cells protects mice against influenza-

dependent pathology in an IL-22-dependent manner. 

Chapter 4: In this published manuscript (2), we uncover that BCG and Mtb differentially 

reprogram hematopoietic stem cells in the bone marrow to confer beneficial or detrimental trained 

macrophage responses, respectively, to subsequent Mtb infection. 

1. BCG and Mtb equally access the bone marrow, but uniquely reprogram HSCs for at 

least one-year post-exposure 

2. Bone marrow-derived macrophages from Mtb infected mice are impaired in their anti-

mycobacterial capacity both in vivo and in vitro via an IFN-I/iron axis 

3. Mtb promotes lymphopoiesis at the expense of myelopoiesis by causing RIPK3-

dependent necroptosis in committed myeloid, but not lymphoid, progenitors 

4. Stem cells from Mtb-infected mice are severely compromised in their long-term 

reconstitution capacity  

Chapter 5: In this manuscript in preparation, we highlight non-specific unconventional 

vaccine strategies against influenza A virus infection and provide evidence for trained immune 

responses in this observed heterologous protection.  

1. BCG protects against lethal influenza A virus infection and enhances antiviral immune 

responses 

2. Live BCG vaccination generates a unique subset of effector memory αβ T-cells that 

express CX3CR1 and enter the lung parenchyma to potentially combat influenza 

infection 

3. Macrophages from BCG-vaccinated mice are trained and produce more inflammatory 

and antiviral cytokines upon in vitro infection 

4. Dectin-1 agonist β-Glucan provides protection against subsequent influenza A virus 

infection by promoting disease tolerance  
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CHAPTER 1:  

INFLUENZA: AN INTRODUCTION TO THE DISEASE AND 

HOST-INFLUENZA INTERACTIONS IN THE LUNG 
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1.1: Introduction  

“There is a constant struggle going on throughout nature between the instinct of the one to escape its enemy 

and of the other to secure its prey” 

       -Charles Darwin: Essay on Instinct from Mental Evolution in Animals (4) 

The near constant exposure of humans to invading infectious agents puts continual pressure on the 

immune system to evolve mechanisms that defend the host against invasion and dispel the pathogen. 

Collectively referred to as “host defense” strategies (5), these processes are essential in ensuring survival 

and returning the infected and inflamed tissue to homeostasis. However, adaptation is not only limited to 

the infected host, as it is equally important for the pathogen to evolve immune subversion mechanisms that 

support pathogen persistence and repeated transmission at the cost of host fitness (6). This essential, never-

ending cycle of evolution/counter-evolution by host and 

pathogen has been termed an “evolutionary arms race” between 

organisms (7) As an important example of this continual arms 

race, infections with influenza viruses (Figure 1.1) have 

occurred since at least the 16th century, if not ancient times, and 

they remain the most common source of recurrent respiratory 

infections and hospitalizations today (8, 9). Despite yearly 

vaccination programs and approved anti-influenza drugs, 

influenza causes unwavering seasonal epidemics and sporadic, 

stochastic pandemics that occur at significant cost to humanity. 

In fact, since the beginning of the 20th century, four such 

pandemics have occurred and there remains continued risk of 

the arrival of a novel pandemic strain, likely arising from 

avian influenza sources (10). Thus, influenza’s success as a 

pathogen for centuries, without eradication or significant 

decline in annual morbidity, intimates at this arms race 

between host and pathogen, while underscoring the 

importance of better understanding host-influenza interactions in the lung. It was the goal of this body of 

work to delineate previously unappreciated mechanisms of immunity against influenza virus infection and 

propose novel strategies of protection outside of conventional antiviral therapies or vaccination. In light of 

Figure 1.1: Influenza A Virus. Electron 

cryotomography (CryoET) image. Typical spherical 

morphology of influenza virions. Budding projections 

on the virion membrane are surface proteins 

Hemagglutinin and Neuraminidase, which facilitate 

virus entry and egress, respectively, as well as provide 

strain classification (i.e. H1N1). Scale bar represents 

100 nM. Taken from (8).   
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our efforts, we suggest that immunomodulatory strategies that target the host’s own immune response, in 

addition to those that target the virus directly, are promising avenues for future clinical intervention.  

To begin, in chapter one, we review important concepts of influenza viruses, infections and the 

subsequent immune response in the lung. These immunological concepts focus on previously appreciated 

mechanisms of the host defense pathway, which helped guide this work and have evolved biologically, in 

part, from the continued immunological stress of the influenza virus on its human host.    

 

1.2: The influenza virus: a threatening pulmonary pathogen 

1.2.1: Overview of influenza viruses 

 Influenza viruses comprise 4 out of 6 genera of the Orthomyxoviridae viral family. Members of the 

family are enveloped viruses with a negative-sense, segmented RNA genome. Until recently, influenza 

viruses were thought to be comprised of three subtypes: A, B and C, of which all could infect humans (11). 

Recently, a fourth subtype influenza D was isolated from clinically ill swine (12). The ability of influenza 

D to infect humans has been suggested by antibody seroprevalence (13), yet its ability to cause symptomatic 

disease appears negligible (14). Influenza C virus infections produce only mild illness, while influenza B 

virus (IBV) infections can cause significant respiratory disease and occasional epidemics. Yet, importantly, 

B viruses cannot cause pandemics. Conversely, influenza A viruses (IAV) are by far the most threatening 

respiratory pathogen of the family to humans, being responsible for widespread seasonal epidemics and 

intermittent, devastating pandemics (15). Because influenzas B and C are almost exclusively confined to 

humans, with minimal spillover infections in animals and no known zoological reservoirs, they lack strain 

diversity and the high mutation rates needed to cause pandemics. On the other hand, the natural reservoir 

for IAV is the gastrointestinal and respiratory tracts of aquatic birds and IAV readily infects many different 

types of animals, thereby substantially increasing strain diversity and imparting pandemic-causing potential 

(16), as we will see in section 1.2.6.  
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Viruses of the influenza A genus are further defined by expression of hemagglutinin (HA) and 

neuraminidase (NA) glycoprotein subtypes on the surface of their virions. Although 16 unique HA and 9 

NA subtypes have been isolated in avian hosts, only 3 HA and 2 NA readily infect and spread through 

humans. Therefore, 

they are the ones 

capable of causing 

sustainable human 

disease and pandemics 

(11). Other rare 

HA/NA combinations 

of infections arising 

from birds have 

occasionally been 

observed in humans, 

often causing severe, life-threatening illness. However, they are not able to readily transmit from human to 

human. These infectious strains are referred to as highly pathogenic avian influenzas (HPAI) and the most 

common subtypes seen in humans are H5N1 and H7N9, although infections from H7N3, H7N7, H9N2 and 

H10N8 have caused recorded deaths. The hazard of these viruses is that they will retain their pathogenicity, 

while mutating to allow for successful human transmission. Thus, HPAI strains remain an omnipresent 

pandemic risk.  

As detailed in section 1.3.2, there have been four pandemics since the start of the 20th century, each 

marking the emergence of a new dominant human strain (Figure 1.2). In 1918, the devastating Spanish Flu 

was caused by an emergent H1N1 strain. The 1918 Spanish Flu exhibited incredible pathogenicity and 

transmissibility, being responsible for 50-100 million deaths. Descendants of this strain circulated until 

1957, when they disappeared and were replaced by the Asian Influenza pandemic-causing H2N2 strain. In 

1968, a novel reassortment H3N2 strain emerged in humans, leading to the third pandemic: The Hong Kong 

Flu. Surprisingly, strains stemming from pre-1957 H1N1 period re-emerged in 1977, circulating alongside 

H3N2 strains. Finally, the first pandemic of the 21st century occurred in 2009 following the appearance of 

an unrelated H1N1 that jumped directly from swine to humans, replacing old H1N1 strains. Since 2009, 

relatives of the Hong Kong H3N2 and Swine Flu H1N1 viruses have co-circulated in humans, each causing 

significant annual morbidity and mortality (17).  

Figure 1.2: IAV subtypes in humans since 1918. Timeline of emerging IAV strains since the Spanish 

Flu pandemic. Since 1900 two unique H1N1, as well as one H2N2 and H3N2, strains have circulated in 

humans, causing pandemics. The animal of origin is indicated next to each subtype and year of origin. 

Taken from (16).  
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To better understand how these infections occur, manifest and transmit in humans, in the ensuing 

sections, we will explore the replicative cycle of influenza, the disease it causes and its virulence factors, 

focusing predominantly on the most threatening IAV.    

 

1.2.2: Influenza virus genome and structure 

 All influenza viruses are composed of an anti-sense, segmented RNA genome. IAV and IBV 

viruses have 8 different segments, while ICV and IDV have 7, as the H and the N proteins are combined 

into a single protein and genomic 

segment (11). The 8 segments of 

IAV and IBV viruses are numbered 

in decreasing length and encode for 

10 essential proteins present within 

the virions, as well as up to several 

additional strain-specific proteins 

that have been identified (Figure 

1.3) (16). Segments 1, 2 and 3 

encode for the virus polymerase 

proteins PB2, PB1 and PA, 

respectively, and in some A 

viruses, segment 2 can also 

encode for the virulence factor 

protein PB1-F2 (18), while 

segment 3 can encode PA-X (19) 

from alternative reading frames. No known analogues of PB1-F2 or PA-X exist in B, C or D viruses, 

providing one reason for their decreased virulence (11). In IAV, the surface proteins HA, NA and M2 are 

translated from segments 4, 6 and 7, and functionally they facilitate viral entry, in the cases of HA and M2, 

and egress, in the case of NA, from cells. HA is the most prevalent protein on the virion surface, followed 

by NA at a 1:4 ratio and M2 at a roughly 1:100 ratio. Segment 7 additionally gives rise to the M1 protein 

by alternative splicing and M1 underlies the viral envelope and provides structure to the virion. Viral 

nucleoprotein (NP) is encoded on segment 5 and it is packaged into a hairpin structure, along with the 

genomic viral RNA (vRNA) and the polymerase proteins, collectively known as the viral ribonucleoprotein 

Figure 1.3: Genetic segments of influenza viruses. The 8 segments of influenza A and B 

viruses numbered by length and named by encoded proteins (left). The resulting mRNA 

products from each gene segment for IAV (centre) and IBV (right). Note the discrepancies 

between viral proteins arising from segments 2 and 3, which add virulence to IAV but are 

absent from IBV. Taken from (15).  
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or vRNP. Finally, segment 8 gives rise to two proteins: non-structural protein 1 (NS1) and 2 (NS2), both of 

which are present in very low amounts in virions, but are upregulated dramatically in infected cells (20). 

NS1 has many functions and is the chief virulence factor of influenza viruses (21), as it strongly manipulates 

host immune responses by predominantly interfering with IFN-I and cell death pathways. The role of NS2 

is not as well-studied; however, it is known to facilitate export of vRNP segments from the nucleus, which 

is critical for viral replication (22). In IBV there are 4 surface proteins: HA, NA, and, rather than M2, NB 

and BM2. C and D viruses replace the HA and NA proteins with a single surface protein and also express 

a minor matrix protein similar to M2 (11).    

Morphologically, IAV and IBV virions can exist in spherical or filamentous forms, with spherical 

being the most prevalently recovered from patients, while ICV and IDV can only be spherical. Although 

the exact consequence of filamentous virions is not understood, recent evidence suggests they enhance viral 

spread and persistence within the lungs in vivo (23). Importantly, in laboratory-passaged IAV strains using 

Madin-Dark Canine Kidney (MDCK) cells, the filamentous form is almost entirely lost, due to enhanced 

rigidity of the M1 protein that shapes the virion (16). Thus, it is important to consider that some biological 

relevance of filamentous IAV virions may be lost experimentally, as a consequence.      

 

1.2.3: Influenza virus replication  

Influenza viruses enter the human respiratory system through contact with infected surfaces, large 

virus-containing respiratory droplets or, most effectively, through small aerosols (24). The major site of 

productive replication for IAV is epithelial cells lining the respiratory tract, so early infection is maintained 

in upper airway epithelial cells, such as those found in the nose and nasopharynx. IAV replication is a multi-

step process that requires both the cellular machinery of the host and virus-encoded proteins (Figure 1.4). 

Infection is initiated by interactions between IAV HA and terminal sialic acid residues on the plasma 

membrane surfaces of susceptible host cells (step 1). Sialic acids are bound to carbohydrates primarily 

through two linkages: α(2,3) or α(2,6) (25). HA specificity for 2,3 or 2,6 linkages is critical in determining 

pathogenicity and species tropism of IAV. Human influenza viruses recognize α2,6 linkages, while avian 

and equine viruses recognize α2,3 linkages. Interestingly, swine influenzas indistinguishably recognize 

either linkage and this makes them ideal mixing-pots for multiple IAV strains.  

Following interaction between HA and the sialylated glycans, viral entry occurs mainly via 

receptor-mediated clathrin-dependent endocytosis for spherical influenza forms, or macropinocytosis for 
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filamentous influenza virions (26) (step 2). Once intracellular, the endosome is further acidified to ~pH 5 

and this prompts a conformational change in the HA protein that exposes a fusion domain that permits 

fusion of the viral envelope with the endosome. Endosomal acidity is species-dependent; thus, this 

biological factor provides an additional mechanism of viral tropism (27). For human viruses, this fusion is 

facilitated by the cleavage of HA at a single arginine site by extracellular trypsin-like proteases that cleave 

the HA into activated HA1 and HA2 subunits. Presence of hydrogen ions within the acidic milieu of the 

endosome causes the opening of the M2 ion channel that transverses the viral envelope to acidify the virion. 

Virion acidification triggers the loss of its structural integrity by freeing vRNPs from their scaffolding on 

the M1 protein and releases them into the cytoplasm of the host cell (16) (step 3).    

  Once the vRNPs have accessed the cytoplasm, their movement to the nucleus for replication is 

entirely dependent upon the nuclear transport system of the host. Each protein of the viral polymerase 

subunit contains a nuclear localization signal and import is mediated by the host α/β-importin system into 

the nucleoplasm (16).  Upon entry to the nucleus, viral PB1, PB2 and PA proteins “snatch” the 5’ caps of 

endogenous mRNA, effectively hiding the existence of viral mRNA from the host, while enhancing 

positive-sense transcription by providing the necessary primers. This 5’ “cap-snatching” is an essential 

component of influenza pathogenesis and a quintessential example of a host subversion strategy. 3’ 

polyadenylation (poly(A)-

tail) then occurs through 

“stuttering” transcription 

by the viral polymerase, 

due to uracil repeats 

encoded within the viral 

genome (step 5). The 

transcribed viral mRNA is 

then exported and spliced 

akin to host mRNA 

transport and splicing 

mechanisms (step 6). 

Translation then proceeds 

using host ribosomal 

machinery (16) (step 7). 

Following translation, HA, NA and M2 are trafficked to and embedded within the cell membrane through 

the Golgi Apparatus, while the remaining viral proteins are transported back into the nucleus to generate 

Figure 1.4: Influenza replication cycle. Influenza replication requires both host and viral machinery and 

proceeds through several steps as marked by the numbers in black and detailed in the text. Replication 

occurs in the nucleus, which is rare amongst RNA viruses. Adapted from (26)    
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additional antisense copies of the vRNP (28) (step 8). Viral polymerases replicate genomic antisense vRNP 

from positive-sense complementary RNP (cRNP) intermediates that are slowly and inefficiently generated, 

because this process proceeds in the absence of primers (step 9). Complete vRNP replication, furthermore, 

requires the incorporation of newly synthesized viral NP returning from the cytoplasm (29). Thus, the 

transition away from viral mRNA transcription (early stage) towards the generation of new vRNPs (late 

stage) necessarily occurs at later timepoints post-infection, as it requires translation of the NP protein in the 

cytosol and translocation back into the nucleus, as well as the inefficient and slow creation of cRNPs from 

unprimered polymerase reactions. Once complete vRNPs are formed, they are exported from the nucleus 

using a combination of the host’s nuclear export machinery and the viral M1 and NS2 proteins that 

expediate this process (step 10) (11). Importantly, this replication of influenza vRNP in the nucleus, rather 

than the cytoplasm, is exceedingly rare amongst RNA viruses, with retroviridae being the only other family 

of RNA viruses known to do this (16).  

 Following vRNP exit from the nucleus, they are transported to the cell membrane, where they 

interact with the HA, NA and M2 proteins that have accumulated there. In conjunction with the viral surface 

proteins, the envelope of the virus is generated using incorporation of the host’s lipid membrane. The M2 

protein specifically packages completed vRNPs into the virion and HA-mediated interactions with surface 

sialic acid residues are again formed (step 11). Mature and infectious progeny then bud off of the cell 

surface and, finally, sialic acid interactions are cleaved by the NA protein to release the infectious viral 

progeny (step 12). The cycle then repeats itself (28).  

 

1.2.4: Anti-influenza pharmaceuticals  

As detailed above, extensive study of the replicative cycle of influenza viruses has led to the 

generation of anti-influenza drugs. Initial classes of drugs, known as amantadines targeted the M2 protein, 

because of its importance in viral entry. Amantadines block M2 channel activity and prevent envelope 

uncoating. However, the M2 protein is not present on IBV, thus restricting amantadine usage to IAV 

infections—a distinction not immediately clear upon diagnosis. Moreover, the vast majority of circulating 

IAV strains are now completely resistant to current amantadines; therefore, their usage is precluded (11).  

To overcome the restrictions of amantadines, currently prescribed and widely deployed anti-

influenza drugs, such as Oseltamivir and Zanamivir, target the final step of the replication cycle by 

inhibiting neuraminidase activity, rather than entry. By acting as a sialic acid analogue, they bind the active 
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site of the neuraminidase protein and render it incapable of cleaving host-virus sialic acid interactions 

necessary for viral spread. Importantly, because these drugs target NA proteins, they are viable options 

against both IAV and IBV (11). Despite showing considerable efficacy in murine and in vitro studies, 

effects in humans are more controversial. Collectively, they show limited to no protection in the majority 

of cases and are only beneficial when delivered at early stages of infection, before symptoms develop (30, 

31). Moreover, although resistance is currently low, emergent, highly-resistant strains have been noted and 

are expected to continually rise (32). Intriguingly, a novel drug that targets the “cap-snatching” mechanism 

of influenza replication has recently been developed and approved for usage in the United States in 2018 

(33). The drug, Baloxavir Marboxil, inhibits the endonuclease activity of the PA viral protein to prevent 

the “snatching” of the 5’ cap of host mRNA to inhibit viral replication. Although its efficacy in practice is 

still unknown, it is thought to potentially prevent severe symptoms by only about 1 day. It is, therefore, 

evident that past, current and emerging antiviral drugs are insufficient to combat influenza and novel 

therapeutic strategies are required. 

 

1.2.5: Influenza as a disease 

Upon infection, IAV exhibits a short incubation period of 1-2 days, before a replicative burst causes 

a spectrum of disease severity, ranging from asymptomatic to fulminant. Clinically, the disease presents 

systemically with fever, chills, myalgia and general malaise, coupled with respiratory symptoms such as 

non-productive cough, sneezing, and sore throat or upper chest pain (8). Seasonal and mild influenza 

illnesses typically exhibit a fever that lasts 3 days, with a range of 2-8 days. Malaise and cough, on the other 

hand, can persist for weeks following the fever’s resolution (34). Experimentally, it has been noted that 

following sublethal infection in mice, pulmonary inflammation does not fully subside until over 4 weeks 

post-infection (35, 36). This suggests that long-term pulmonary remodelling occurs after influenza 

infection, which may have unappreciated effects on the progression of other infectious or inflammatory 

diseases of the lung. In line with this, IAV infections are strongly correlated with worsened allergic disease 

in mouse models (37) and asthma exacerbations in humans (38). Influenza infection, therefore, modulates 

pulmonary homeostasis far beyond acute viral-induced inflammation.  

Because uncomplicated influenza clinically presents similarly to many respiratory infections, 

symptoms are, alone, insufficient to confirm diagnosis. Adequate confirmation of a suspected influenza 

infection is achieved as a balance between sensitivity and speed. Presently, three major classes of 

diagnostics exist, each with its associated pros and cons. These three classes are: viral culture, RT-PCR, 
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and rapid antigen detection assays. Classically, influenza viral culture was the gold-standard and it has near-

perfect sensitivity; however, it is laborious and slow, originally requiring up to 10 days for results (27). The 

onset of rapid viral culture using centrifugation decreased the time dramatically to a few days, yet it is 

accompanied with a minor drop in specificity (70-90%) and is still relatively slow, with confirmation after 

about 3 days (8). RT-PCR is highly sensitive and specific, provides deep sequencing of viral variants and 

manufactures results in a few hours. Yet, it requires highly trained technicians and access to specialized 

equipment, so its use is limited as a point-of-care diagnostic. Conversely, modern point-of-care rapid 

antigen detection assays (that detect either the viral genome or nucleoprotein (27)) can be done on-site with 

results in approximately 15 minutes. These tests, though, are expensive, exhibit high technical expertise 

and have wildly variable sensitivities, ranging from 63% for seasonal infections and <40% during the 2009 

pandemic (39). Thus, accurate detection of influenza infections remains a considerable hurdle that is further 

confounded by many co-circulating strains and pervasiveness of other respiratory viral infections (34).           

Epithelial cells have long been appreciated as the major source of influenza virus replication and 

culturable virus can be retrieved from the upper and lower airways of infected individuals (40). The 

observation that the trachea, bronchi and alveoli epithelia represent the major sites of replication was first 

suggested by Winternitz and colleagues in 1919 (41) and immunofluorescence experiments, started during 

the 1957 H2N2 pandemic, confirmed presence of the virus within alveolar and tracheobronchial epithelial 

cells (42). Interpandemic and low virulence IAV strains fail to penetrate past the upper airways and sickness 

is, therefore, usually uncomplicated and mild in healthy individuals. Conversely, pandemic, avian and 

highly virulent seasonal infections can progress to primary viral pneumonia, as a result of translocation of 

the virus into the lower airways, with the most nefarious cases rapidly resulting in acute respiratory distress 

syndrome (ARDS). ARDS has a mortality  rate of approximately 40% and manifests as a result of 

predisposing host and viral factors (34). Autopsies beginning with the 1889 pandemic, and cemented during 

the 1918 pandemic, supported this notion of epithelial tropism and increased severity with lower airway 

involvement, as histopathological observations of severe tracheitis, pharyngitis, tracheobronchitis and 

alveolitis were nearly ubiquitously described (43).  
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The near-universal occurrence of secondary bacterial infection in the early pandemics made 

demarcation between primary viral histopathological changes and secondary bacterial sequelae nearly 

impossible. However, today, with the onset of antibiotics 

and improved hygiene, viral pneumonia and ARDS are 

the primary causes of influenza-induced mortality (44). 

The major histological changes associated with severe 

disease are necrotizing alveolitis and bronchiolitis, 

coupled with hyalination of the alveoli, pulmonary 

hemorrhaging, wide-spread epithelial sloughing and 

complete denudation of the basement membrane (45) 

(Figure 1.5). Epithelial cell necrosis equally activates the 

vascular endothelium to increase permeability and 

cytokine release from pulmonary immune and 

structural cells (known as the “cytokine storm”) that is 

intimately linked to the onset of ARDS. Moreover, the 

breakdown of the epithelial-endothelial barrier 

compromises gas exchange and disrupts the osmotic 

pressure barrier that typically prevents pulmonary edema. As a result, respiratory insufficiency, stemming 

from edema and extensive alveolar hemorrhaging, is a major contributor to mortality (39).         

 

1.2.6: Virulence factors of influenza viruses 

Influenza viruses are ever-changing, and this persistent mutation drives continued influenza 

pathogenicity and yearly endemics. Mutation of influenza viruses is mediated by two distinct phenomena: 

antigenic drift and antigenic shift. Antigenic drift occurs in both IAV and IBV, but only IAV ca mutate via 

antigenic shift. The surface proteins HA and NA contribute to the antigenic characterization of influenza 

viruses and antigenic drift results from point mutations in these genes. These small changes minorly affect 

the appearance of the HA or NA protein to the immune system, yet this drift is sufficient to compromise 

antibody or T-cell recognition, especially when multiple mutations are accumulated over time (46). Much 

of this form of mutation occurs within a singularly-infected human host, as antigenic drift appears as a by-

product of the error-prone viral polymerase and indirectly due to the selection pressure of the host’s immune 

system during the host-pathogen arms race (46).  

Figure 1.5: Histology from an autopsy of a 13-year-old boy 

during the 2009 pandemic. Hematoxylin and eosin staining of 

a lung section. Histological changes are as explained in the text 

and constitute massive inflammatory cell influx, pulmonary 

hemorrhaging and hyaline membrane formation (arrows). 

Death followed a seven-day clinical course and was likely 

caused by respiratory failure. Taken from (43).  
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IAV can, furthermore, undergo antigenic shift. Antigenic shift occurs when an IAV strain acquires 

a completely different HA or NA gene segment and, as a result, the human population has no pre-existing 

protective immunity. This reassortment can occur only when a cell is infected with multiple IAV strains of 

different origins, such as human and avian. Although all influenza viruses have a segmented genome that 

permits antigenic shift, because IAV is the only influenza species with animal reservoirs and zoonotic 

infections, it is the only one capable of antigenic shift. Animals such as the swine are ideal vessels for 

antigenic shift, as they are equally and readily infected by avian, human and porcine IAV strains. Novel 

strains generated following antigenic shift are pandemic-causing strains and are, thus, the most dangerous 

as emergent strains (11, 27).    

 On an infection level, the major determinant of influenza severity is the ability of the virus to 

penetrate the upper airways and translocate to the lower 

airways. The majority of seasonal strains fail to do so and, 

as a result, cause mild, resolving illness. Pandemic and HPAI 

infections, on the other hand, exhibit an altered tropism and 

viral replication is often seen in the lower airways, resulting 

in a more severe prognosis (Figure 1.6).  This movement is 

facilitated in part by the affinity of HA proteins for various 

sialic acid residues on the surface of epithelial cells. Avian 

influenza strains recognize with higher affinity α(2,3) 

linkages, while human strains utilize α(2,6) residues. 

Although both α(2,6) and α(2,3) linkages are found 

throughout the entirety of the human lung, HA that bind 

α(2,3) receptors preferentially infect the lower airways, due to a higher frequency of those receptors in the 

more distal portions of the lung. Importantly, although HPAI strains easily infect the lower airways and 

cause severe disease, this movement limits their infectious capacity. Human strains, conversely, replicate 

effectively in the upper airways to generate highly infectious virus-containing droplets that transmit rapidly 

between hosts. It is this alveolar tropism that enhances HPAI lethality, but severely limits human-to-human 

transmission. Interestingly, swine viruses equally recognize α(2,6) and α(2,3) linkages. Thus, pandemic 

strains, such as the 2009 virus that mutated in the swine host, can exhibit pronounced infiltration of the 

lower airways, which causes enhanced pathogenicity, while maintaining high levels of human transmission 

(47). In addition to HA sialic acid tropism, glycosylation sites on the HA protein are inversely correlated 

to pathogenicity. Heavily glycosylated viruses, like those commonly seen in seasonal infections, are more 

effectively trapped and expelled by the ciliary beat of the upper airways, while poorly glycosylated viral 

Figure 1.6: Histology from an autopsy of a 55-year-

old woman during the 2009 pandemic. Arrows 

indicate the presence of IAV NP in the nuclei of 

alveolar type I and II pneumocytes. Staining is naphthol 

fast-red substrate and hematoxylin counterstain using 

an anti-IAV NP antibody. Taken from (43). 
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variants are able to penetrate distal pulmonary areas. In support of this, the HA protein of the 1918 virus 

exhibited a single glycosylation site (48). Frighteningly, a recent study showed that a single amino acid 

substitution in the HA of an H7N9 IAV strain was sufficient to confer human receptor preference and that 

this mutation also led to a loss of a glycosylation site, underscoring the pandemic potential of avian strains 

(49).   

 Studies using recombinant viruses expressing 1918 (50) or 2009 (47) HA and NA proteins on a 

seasonal IAV backbone, conclusively showed that expression of these proteins conferred pathogenicity, 

presumably in part through the mechanisms described above. Generally, HA from human strains must be 

cleaved by extracellular trypsin-like proteases present only in the respiratory and gastrointestinal tracts to 

infect cells, as human IAV HA expresses only a single cleavage site. This restrains replication to the lungs. 

Discordantly, HPAI strains possess several basic cleavage sites on their HA; thus, they are readily cleaved 

by ubiquitous furin-proteases found intracellularly in the Golgi network. This allows viral dissemination 

outside of the respiratory tract and is the underlying mechanism for systemic viral infection seen in cases 

of HPAI infection.  Incredibly, the 1918 HA did not require trypsin for its infectivity and this likely explains 

why cases of multi-organ failure and systemic tissue involvement were reportedly observed during the 

Spanish Flu pandemic (50, 51). This peculiarity has not been noted again in human strains and likely 

underlies much of the astonishing pathogenicity of this virus.   

 Further to surface proteins as virulence factors of IAV, several other proteins encoded in their 

genome contribute substantially to virulence. The most extensively described virulence factor is the NS1 

protein (21). Viruses engineered to not express NS1 show heavily attenuated virulence (52). NS1 

antagonizes cellular responses at many different levels and is primarily studied for its role in inhibiting 

antiviral IFN-I/III responses. IFN-I induction following IAV infection occurs initially by activation of the 

RIG-I pathway through interactions with the 5’-triphosphate of viral ssRNA. RIG-I then translocates to 

mitochondria and interacts with the mitochondrial antiviral signaling protein (MAVS) to activate 

transcription factors IRF3 and NF-κB, resulting in IFN-I and inflammatory cytokine production, 

respectively (53). NS1 initially blocks the induction of IFN-I by binding RIG-I and preventing its activation 

of MAVS (54). NS1 is also a potent repressor of translation of IFN genes by inhibiting host pre-mRNA 3’ 

polyadenylation via interaction with the Cleavage and Polyadenylation Specificity Factor (CPSF) protein. 

This broadly suppresses mRNA transport and subsequent translation in the cytosol (55). Interestingly, viral 

mRNA is saved from this inhibition, as its polyadenylation is facilitated directly by the viral polymerase, 

independently of the host. Finally, NS1 also acts on the IFN pathway post-translationally. NS1 binds 

antiviral PKR, a major repressor of translation, to facilitate viral mRNA translation (56). It also blocks the 
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activation of the canonical interferon-stimulated gene (ISG) OAS, which is heavily upregulated following 

IFN-I signalling. OAS activates the otherwise latent RNA-L to degrade IAV RNA. The mechanism of this 

inhibition of OAS by NS1 appears to be indirect and occurs via sequestration of RNA away from OAS 

(57). The newly discovered PA-X protein also strongly suppresses host gene expression by inhibiting 

translation, through poorly understood mechanisms (58).        

 IAV also manipulates the immune response and enhances its virulence through regulation of cell 

death pathways. As we reviewed in (3), cell death manipulation by IAV is biphasic and variable depending 

on cell type. First IAV blocks early host-driven induction of apoptosis, which would remove its replicative 

niche. In addition to inhibiting IFN-I responses, initial expression of NS1 in infected cells equally activates 

the pro-survival PI3K/Akt pathway to permit early viral replication (59). Later during infection, NP 

expression and late-phase NS1 expression activate cell death pathways to promote viral dissemination (60). 

Moreover, the PB1-F2 protein expressed solely in IAV strains homes to the mitochondria, specifically 

within monocyte/macrophages, and induces the intrinsic pathway of apoptosis via cytochrome c release 

(61), which indirectly blunts IFN-I production by reducing macrophage numbers (62). Influenza viruses, 

therefore, disrupt host responses to infection at several different levels. These highly specific and effective 

mechanisms of antagonism intimately highlight the forever escalating arms-race of host versus pathogen. 

Further insight into the pathways of this antagonism is essential to combat highly lethal emergent IAV 

strains and generate more effective therapies.     

 

1.2.7: Secondary bacterial pneumonia following primary influenza infection 

Historically, the prevalence of secondary bacterial infection following influenza infections was 

nearly 100%. Yet, today bacterial pneumonia is present in as low as 10% of fatal cases (63). While certainly 

the usage of antibiotics and improved hospital and hygiene practices are primarily responsible for this 

reduction, it is unclear whether current circulating strains of influenza are also inherently less capable of 

promoting secondary bacterial infection. The frequency of secondary bacterial pneumonia is also IAV strain 

dependent, with circulating H3N2 strains having a higher propensity than H1N1 strains (64). The majority 

of bacterial pneumoniae result from Streptococcus pneumoniae or Staphylococcus aureus overgrowths and 

a minority of cases from other bacteria, such as Haemophilus influenzae. Currently, there are decreasing 

rates of S. pneumoniae infections, due in large part to vaccination, and an increase in S. aureus infections 

for which there is no vaccine and a steady rise in methicillin-resistant (MRSA) strains (64). Indeed, MRSA 

infections are of considerable concern in combatting influenza, particularly amongst elderly populations. 
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 The mechanisms of secondary bacterial invasion are complex, and dependent upon host, bacterial 

and viral factors. In the upper airways, IAV infection disrupts the ciliary beat that typically prevents bacteria 

from entering the lower airways, causing it to slow and beat irregularly, limiting its ability to control 

bacterial invasion (48).  Sloughing of the epithelium induced as a by-product of viral replication, reduces 

the effectiveness of mucus adherence to the epithelium and also enhances receptor availability for bacteria 

to bind. Similarly, the cleavage of sialic groups on the surface of epithelial cells during viral egress is 

associated with greater bacterial penetrance and adherence. Expression of NA by some strains of bacteria 

including subsets of S. pneumoniae further compounds this phenomenon. Additionally, the lower airways 

and kinetics of infections play critical roles in the progression of bacterial pneumonia. Influenza infection 

must precede bacterial infection for enhanced virulence, not vice versa (65), as IAV depletes the residential 

immune cell of the lower airways, alveolar macrophages (AM), shortly following infection. As AM are 

strongly bactericidal, this elimination by IAV dramatically impairs clearance of secondary bacterial 

infection (62, 66, 67). Moreover, the anti-inflammatory milieu required for wound healing and return to 

homeostasis at later time points post-IAV infection, indirectly provides a niche for bacterial invasion. For 

example, IFN-I signalling in the later stages of IAV infection is chiefly anti-inflammatory and synergizes 

with IL-10 to permit bacterial overgrowth in the lower airways, because of a broadly dampened 

immunological state and loss of pathogen recognition ability (48, 68).  Therefore, IFN-I, although critical 

in its antiviral capacity, additionally promotes secondary bacterial infection, highlighting the importance 

pathogen-specific responses and tight immune regulation. Taken together then, both the inflammatory and 

anti-inflammatory environment promoted sequentially by IAV infection, as well as upper and lower 

respiratory involvement, contribute to the pathogenicity of influenza and the development of secondary 

bacterial pneumonia.   

 

1.2.8 The mouse model of IAV infection 

 Animal models remain the best technique to study the immune response to influenza infection. 

Many animals can be infected experimentally, with ferrets and mice being the most commonly researched, 

followed by swine. Each animal model comes with its respective benefits and drawbacks, depending on the 

nature of the research question. Ferrets are predominately used because their pulmonary architecture is 

homologous to humans, as is clinical disease progression, including fever. Human IAV can readily infect 

ferrets, due to a prevalence of α(2,3) sialic linkages in the ferret lung and, critically, ferrets can transmit 

infectious virions from an infected host to an uninfected host through their sneeze reflex and nasal 
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secretions. They also support HPAI replication and extrapulmonary infection, as has been noted in humans. 

Thus, they are integral in understanding transmission and disease pathogenesis of circulating human or 

HPAI IAV strains. Because of their ability to transmit IAV, they are also extensively used to model 

vaccination efficacy. Unfortunately, in comparison to mice, housing is more expensive and ferrets lack 

reagents and genetic manipulation tools (i.e. knockout ferrets) that limit their overall use (69). 

 Mice, on the other hand, are small, inexpensive and have a vast repertoire of technical reagents and 

knockouts. Importantly, unlike ferrets, human strains do not readily infect mice and, thus, circulating IAV 

strains must be serially passaged multiple times to “adapt” them to the mouse. The most commonly used 

adapted laboratory strain, and the one utilized for the vast majority of this thesis, is the influenza A/Puerto-

Rico/8/34 (H1N1), abbreviated as PR8. Other viruses are routinely used, such as IAV WSN, as an additional 

example of H1N1 viruses, X31 as a model of H3N2 infection or the IBV Flu B, all of which exhibit milder 

prognoses compared to the PR8 virus. Disease progression in the mouse is similar to humans, where viral 

loads peak at around 3 days post-infection and are often cleared by 10 days post-infection, when signs of 

morbidity become most evident. Inflammation is similarly observed for multiple weeks following infection. 

Infected C57BL/6 mice exhibit many similar symptoms to humans, such as anorexia, weight loss and 

lethargy, while additionally manifesting ruffled fur; rapid, shallow breathing; reduced posture and 

hypothermia. Based on the infecting dose, cachexia and mortality can result (70). Laboratory infectious 

doses are often described as lethal or sublethal, on the basis of the lethal dose of 50% of the population 

(LD50) or the egg/tissue culture infectious dose (EID; TCID), as the allantoic fluid of chicken eggs or 

MDCK cell culture is used to propagate the virus in the laboratory. Although they vary dramatically from 

laboratory to laboratory, in our studies, the LD50 is ~90 plaque forming units (PFU) and the sublethal dosage 

(no mortality in male C57BL/6 mice) is 50 PFU. In all our studies, infections are performed intranasally 

with mice under anesthesia, although in some studies by other groups intratracheal infections are performed. 

However, intratracheal infections completely bypass replication in the upper airways, which deviates 

dramatically from natural infections and may alter results, correspondingly. 

Histological changes following PR8 infection in mice are similar to those observed in humans 

during lethal infection, including severe alveolitis, epithelial necrosis, as well as pulmonary hemorrhaging 

and edema. Virally infected epithelial cells are present all down the respiratory tract. Moreover, the immune 

system and its response to pulmonary viral infection is evolutionarily highly conserved between mice and 

humans. Thus, PR8 infection in the mouse accurately mirrors the inflammatory response and disease 

progression of life-threatening primary viral pneumonia in humans. The major drawback to the mouse 

model is, however, that it ineffectively maps uncomplicated seasonal IAV infections, which represent the 
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majority of disease in humans. Furthermore, mice do not readily produce infectious secretions of IAV, so 

their usage is precluded from transmission studies (71). Thus, increased combination of ferret and mouse 

models, as a more complete surrogate of human disease, is an important research strategy to more 

comprehensively investigate both immunity to and transmission of IAV.     

  



xli 

 

1.3: Epidemiology of influenza infections and a century of pandemics 

“Influenza killed more people in a year than the Black Death of the Middle Ages killed in a century; it killed 

more people in twenty-four weeks than AIDS has killed in twenty-four years.” 

- John M. Barry: The Great Influenza: The Story of the Deadliest Pandemic in 

History (72)   

 

1.3.1: Seasonal epidemic influenza infections 

 Although influenza infections are thought to subsist in human hosts at low levels throughout the 

entire year, there is a marked increase during “flu season”, which occurs during winter months in temperate 

climates, like those experienced in Canada and the United States. Seasonal influenza epidemics appear 

locally suddenly, peak for 2 to 3 weeks and linger for anywhere from 5 to 10 weeks (73). In North America 

this period of time is typically between November to March, while in the southern hemisphere the season 

generally runs from May to September. In tropical zones, influenza infections are equally prevalent as in 

temperate climates; however, the degree of seasonality and the predictability of infection is much less 

defined, which poses significant challenges in vaccination strategy and public health initiatives (74). The 

exact reason for the seasonality of influenza epidemics in temperate climates is incompletely understood, 

yet likely represents a myriad of factors that includes changes in host behaviour in colder, darker months 

(75, 76) and apparent atmospheric factors, such as humidity and temperature, on viral transmission (77-79) 

as well as fluctuations in the host’s immune response (80).  

In non-pandemic years, it is estimated that influenza causes approximately 1 billion infections 

globally per annum, which result in 3-5 million cases of severe illness and upward of 500 000 deaths. At 

particular risk are those under the age of two, aged individuals over 65 and immunocompromised 

individuals, including pregnant women (8, 27, 81). In fact, it is estimated that individuals over 65 represent 

greater than 90% of all influenza-caused hospitalizations during interpandemic years and roughly 2 out of 

3 deaths were in individuals younger than two (27, 81).  Moreover, in 2007, in the United States alone, 

these cases of severe illness and hospitalizations heavily burden the healthcare system, costing $10.4 billion 

dollars in direct medical fees and $16.3 billion dollars in economic losses (27). Thus, seasonal influenza 

epidemics are a major determinant of global health and remain a consistent infectious threat.  
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1.3.2: Pandemic influenza infections 

Beyond yearly epidemics, the greatest hazard of influenza is its ability to cause markedly deadly 

periodic pandemics, which cause substantially more morbidity and mortality, as well as cumbersome 

financial burden. Compared to epidemic strains, pandemic influenza strains also exhibit reduced seasonality 

and greatly enhanced lethality in typically low-risk middle-aged populations (82). Fortunately, they remain 

rare. Since the start of the 1900s, there have been four influenza pandemics. The first, in 1918 was the worst 

single pandemic in recorded history. Since then, three more have arisen: first in 1957 (Asian Influenza), 

then 1968 (Hong Kong Influenza) and, finally, most recently, in 2009 (Swine Flu). Today, highly 

pathogenic avian-derived influenza strains (e.g. H5N1, H7N9) exhibit high pandemic potential and are 

thought of as the prime candidates for an upcoming pandemic. Although avian strains currently have limited 

infectivity of humans and minimal human-to-human transmission capabilities, they mutate rapidly and have 

mortality rates in excess of 30% (10, 83). Critically, what exactly causes a pandemic strain to evolve and 

what permits their signature infectivity and lethality are poorly understood. Moreover, the ability to predict 

the arrival of future pandemics is completely lacking. Greater understanding of the mechanisms acquired 

by pandemic influenza strains will, therefore, assist in the preparation for future pandemics and should 

remain at the forefront of investigation. In the next subsections, we will revisit a century of IAV pandemics, 

beginning with the one of 1918.  

 

A) 1918 H1N1 Spanish Influenza Pandemic 

Despite spuriously referred to as the “Spanish Influenza”, the origin of the 1918 influenza pandemic 

is unknown and the exact reason for its exceptional pathogenicity remains a major unanswered question 

(84). Total infection rates reached 1/3 of all individuals worldwide and with fatal cases ranging between 50 

to 100 million, it is the single deadliest event in human history, killing approximately 3% of the world’s 
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population. So dramatic was the effect on human life, the Spanish Influenza caused a ~10 year drop in life 

expectancy in the United States (Figure 1.7) (85). Histopathological analyses of lung sections revealed near 

ubiquitous presence of complicating secondary bacterial infection (48, 86) and “pneumonia with acute 

hemorrhagic edema” (83) with firsthand 

accounts describing, “Thoracic cavities of 

victims contained varying amounts of light 

brown or yellow to dark red fluid. Dark, 

bloody, frothy fluid often poured out when 

lungs were sectioned” (87): findings that 

were not similarly observed in future 

pandemics. What caused this dramatic 

pathology is unclear, though studies using 

reconstructed influenza viruses (88) with a 

1918 protein backbone (50) directly show 

that viral proteins from the 1918 virus are 

intrinsically more virulent and capable of 

causing severe viral pneumonia (89). 

Fortunately, antibiotics dramatically 

dampened mortality via secondary 

bacterial infection in coming influenza pandemics; however, intrinsic viral virulence remains an unfettered 

problem (43). 

Another defining feature of the 1918 pandemic is a dramatic W-shaped mortality curve, where an 

additional highly susceptible population is observed in the ages between 25 and 45, rather than the 

traditional U curve of less severe pandemic and epidemic strains (Figure 1.8). In fact, 99% of deaths 

occurred in those younger than 65 with 50% of all deaths being in those between 20 and 40 (43, 82). This 

mortality rate in young individuals has not been experienced since. Why this occurred is unknown, but it is 

suggested some cross-protection to the 1918 influenza was observed in individuals older than 65, due 

immunological memory from previous influenza infections at the end of the 19th century, which was not 

afforded to younger, as-of-yet unborn individuals. 

 

 

Figure 1.7: United States life expectancy in the 20th century. Despite 

exhibiting a consistent rise, a dramatic decade-drop in life expectancy in 1918 is 

attributed to the deadliest pandemic in human history. Taken from (84)  
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B) 1957 H2N2 Asian Influenza Pandemic and 1968 H3N2 Hong Kong Influenza Pandemic 

 The Asian Influenza pandemic began in 

February of 1957 in China with first infections being 

detected in the United States in the summer of 1957. 

Similar to the 1918 pandemic, but to a much smaller 

magnitude, individuals under 40 were at 

considerable risk, with those younger than 65 

accounting for 36% of lethality. In total, excess 

mortality rates over endemic years reached 69 800 

(83). The third pandemic of the 20th century surfaced 

in Hong Kong in 1968 and initial viral isolates were 

obtained in the United States in the winter of 1968. 

Although severe in some regions, it is thought that the 

relatively attenuated nature of this pandemic in many 

areas of the world was due to cross-protection induced by the same neuraminidase protein from the 1957 

pandemic, adding strength to observations from the 1918 pandemic of protection in older individuals, 

stemming from immunological memory. Again, young people were disproportionately affected by the 

pandemic, with those under 65 accounting for nearly 50% of the mortality (43). Mortality associated with 

secondary bacterial infection was still prevalent, yet significantly reduced in comparison to the 1918, and 

was similar to interpandemic years in some cases, hovering around 45% (86). Thus, the enhanced mortality 

of the pandemic strains compared to seasonal strains, despite equal levels of bacterial coinfection, suggests 

intrinsic pathogenic factors of these viruses.  

 

C) 2009 H1N1 Swine Flu 

  The most recent influenza pandemic began in April 2009, when the infecting virus was isolated in 

Mexico and the United States (90). The World Health Organization declared a pandemic in early June 2009 

(91). An ancestor of the 1918 pandemic strain, it was the second H1N1 pandemic strain since 1900. 

Although the relative mortality of the 2009 strain hovered only around 1%, therefore barely differing than 

seasonal strains, its transmission rate was highly augmented and replication within experimentally infected 

animals (92, 93) and humans (94) was elevated, suggesting enhanced intrinsic virulence. In addition, those 

60 and above were relatively saved and a substantial burden of mortality was in younger individuals, often 

Figure 1.8: Mortality curve of the 1918 Spanish Flu. Differing 

from seasonal influenzas and other pandemics, the Spanish Flu 

caused significant death in young populations. The cause of this is 

not entirely understand. Taken from (81). 
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without predisposing factors (95). Critically, bacterial coinfections were no longer seen in the majority of 

cases of severe illness or mortality for the first time (44, 96). In all, bacterial coinfections were observed in 

an average of only 26-38%, and reported as low as 10%, of fatal cases and did not vary substantially from 

seasonal years (96).  

Importantly, 2009 infections also marked the first time neuraminidase antiviral resistance was 

detected during a pandemic, after beginning to appear in seasonal strains in 2007. Near complete resistance 

to adamantane M2 inhibitors was initially observed during the pandemic and as a result, their usage was 

discontinued (97). The neuraminidase inhibitor Oseltamivir was the drug chiefly deployed. Resistant 

viruses were detected in approximately 2% of tested viruses in over 27 000 samples (91). The majority of 

these viruses were confined to immunocompromised patients, or those receiving oseltamivir treatment; 

however, this was not true of all cases (91) and treatment efficacy was highly contentious (44). Interestingly, 

although viral replication was enhanced, the 2009 pandemic virus exhibited no known mutations associated 

with enhanced virulence. Thus, unknown pre-disposing host factors may have been the major determinants 

of mortality.  

 

D) Considering future pandemics 

Although it is currently impossible to predict when and which strain will cause the next pandemic, 

future pandemics are inevitable and predictive efforts should be maintained (10). Undoubtedly, mutation 

of circulating strains or re-emergence of other human strains are an unwavering threat to develop into a 

pandemic strain. However, much of the current evidence supports the emergence of  HPAI strains as the 

next pandemic-causing virus (98). Although lethal and readily transmittable in certain birds, current HPAI 

infections are rare and limiting in humans, and it is uncertain if bona fide human-to-human transmission is 

possible. Despite this, when they occur, HPAI infections are coupled with incredibly high mortality (often 

>50%) that transpires rapidly following infection, often due to ARDS (45). ARDS was extensively 

documented in both the 1918 and 2009 pandemics, almost exclusively independent of secondary bacterial 

infection (43, 44). It is this concept that HPAI viruses could undergo antigenic shift in a susceptible animal 

species that would increase the strain’s preference for human sialic acid linkages while maintaining 

enhanced pathogenicity of an HPAI strain, which makes them prime candidates as the future cause of 

pandemics. The observation that the 2009 virus caused notable mortality in younger populations, with 

infrequent bacterial coinfection and no known virulence mutations in the viral genome, suggests that future 

pandemics will be lethal based on inherent predisposing host factors, such as variations in the immune 
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response. Rising viral resistance and limited effectiveness of antivirals in preventing severe disease strongly 

advocate for a greater understanding of the pathogenesis of influenza and the discovery of novel host-driven 

therapies. Thus, as we will see in the upcoming sections, efforts to gain better insight into host immune 

pathways that protect against highly virulent influenza strains is strongly warranted. 
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1.4: The immune response to influenza virus infection 

1.4.1: The lung as a unique entry point for influenza viruses and other pathogens 

 As mentioned, circulating human influenza strains are confined to replicate in the lungs, as human 

IAV requires extracellular trypsin proteases that cleave surface HA proteins to enable infection. Although 

HPAI strains can disseminate, the respiratory tract is still the initial site of infection. Thus, the lungs are the 

critical tissue for influenza (29). While most vital organs are protected from the environment by structural 

components, the lungs are constantly exposed to ambient air, as they perform the essential task of gas 

exchange. Specific aspects of pulmonary biology, then, make the respiratory tract a unique niche for 

invading pathogens and an ideal entry point. This function of gas exchange, although essential, leaves the 

lung susceptible to infection, due to its intimate contact with the external environment. On average, an adult 

human inhales 11 000 litres of air and breathes roughly 25 000 times per day (99). Although the vast 

majority of air inspired is composed of innocuous debris and particulate matter, this is not always the case, 

and the substantial burden of gas exchange obligates frequent exposure to infectious microbes (100). Thus, 

host defense responses in the lung must be extremely well regulated to protect against pathogens that 

threaten host fitness, while equally avoiding hyperactivation to non-injurious exposures that compromise 

lung function via immunopathology. This balancing act of host resistance and disease tolerance mechanisms 

that expel pathogens and maintain tissue integrity, respectively, will be highlighted in the following 

sections.  

 

1.4.2: The immune system 

Upon infection, the immune system uncovers the nature of the invading pathogen and responds 

accordingly. In the lung, immunity is achieved through a carefully regulated stratum of effector mechanisms 

that conceptually deploys sequentially, based on location within the lungs and specificity of the response 

(101). Initially, constitutive mechanical responses work to repel the pathogen without activation of the 

immune system. If the pathogen manages to subvert the non-specific physical barriers of the lung, then 

immune activation results. Broadly, the immune system is grouped into two branches: the innate and 

adaptive systems. The innate immune system responds rapidly and recognizes pathogen associated 

molecular patterns (PAMPs), expressed by the invading microbe, or damage associated molecular patterns 

(DAMPs), released by the host in response to cellular stress or death, via pattern recognition receptors 

(PRR). Different families of PRRs exist, including toll, NOD, RIG-I, -like and C-type lectin receptors (TLR, 
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NLR, RLR, CLR) with the specificity of the PRR to a particular PAMP or DAMP helping the immune 

system recognize the type of pathogen to orchestrate an appropriately targeted inflammatory response (102, 

103). In the case of IAV infection, initial recognition of the virus is done by infected epithelial cells of the 

respiratory tract as well as the tissue-resident macrophage of the airways, the alveolar macrophage (AM), 

that patrols the epithelial/endothelial barrier of alveoli. AM and epithelial cells are potent producers of 

chemokines and cytokines. Engagement of these cells by IAV is then complemented by the recruitment 

and/or activation of resident interstitial macrophages of the lung parenchyma, neutrophils, inflammatory 

monocytes, NK cells, innate lymphoid cells (ILCS) and dendritic cells (DCs) that bolster the response. The 

recruited cells extravasate into the parenchyma and airways in response to chemokines produced by AM 

and infected epithelial cells; such as CCL2/CCL5, CXCL1 and CXCL3 that recruit monocytes, neutrophils 

and NK cells, respectively. Later, trafficking of viral antigen to the lymph nodes via DCs initiates antigen 

presentation and the adaptive immune response, with the antigen specific cells then returning to the lung to 

aid in viral clearance, resolution and immune memory.  

The adaptive immune arm is further subdivided into two branches: the cellular response (primarily 

virus-specific CD4+ and CD8+ T-cells), which kills infected cells by apoptosis, and the humoral response 

(virus-specific antibodies coming from plasma cells of the B-cell lineage) that neutralizes the virus prior to 

entry into a cell or during egress (104). Adaptive responses are highly specific, yet lag significantly behind 

innate immunity during primary infection, appearing in the lungs beginning at approximately a week post-

infection. However, following resolution of the primary infection, immunological memory is formed by 

cells of the adaptive system that affords a speedier and more robust response upon secondary exposure to 

IAV, which dramatically decreases disease severity and morbidity during subsequent infections. 

Classically, in contrast to the adaptive arm, the innate immune response was thought to have no memory, 

responding similarly to the same pathogen after successive infections and with equal intensity. Recently, 

this dogma has been challenged and it is now understood that innate immunity can, in fact, be anamnestic, 

exhibiting enhanced responses to successive heterologous challenges, following certain stimuli. This broad 

non-specific innate memory is termed “trained innate immunity” (105). This emerging immunological 

concept has radically changed our understanding of the immune response and is a burgeoning field of 

discovery. This concept is further explored in section 1.5.3 and greater comprehension of its mechanisms 

served as the impetus for our studies in Chapters 4 and 5.   
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1.4.3: Pulmonary host defense mechanisms  

 Collectively, the protective immune mechanisms to infection are referred to as host defense 

mechanisms. The intricate array of host defense mechanisms is vast and continually being reshaped as 

greater understanding of the immune system develops. Classically, investigation centred almost exclusively 

upon discovering immune factors that act directly against IAV to halt its replication and dispel it from the 

lung. These are referred to as host resistance mechanisms. Insufficient host resistance results in a longer 

disease course, augmented viral shedding, worsened pulmonary necrosis and impaired gas exchange, all of 

which contribute substantially to IAV-induced morbidity and mortality. Thus, elucidating anti-IAV host 

resistance mechanisms is valuable and this need set the groundwork for our study in Chapter 2. 

Conventional thinking suggested that the greater the magnitude of host resistance responses the more 

effective the immune response. Now, however, it is becoming known that host resistance comes with a 

steep inflammatory cost responsible for substantial tissue damage and immunopathology, in addition to 

damage induced by the pathogen. Thus, immune mechanisms must be in place to restrain host resistance 

responses, preserve tissue integrity and return the inflamed site to homeostasis, without direct impact on 

the pathogen. This host defense strategy is known as disease tolerance (106). While initially largely 

ignored, recent study has discovered the importance of disease tolerance during IAV infection. Indeed, the 

majority of IAV mortality can be attributed to immunopathology caused by overly zealous host resistance 

mechanisms that compromise disease tolerance, rather than direct cytopathic effects of the virus. Our study 

in Chapter 3 uncovers a novel pathway in disease tolerance to influenza infection.  

Although, conceptually, as we will 

discuss in chapter 6,  it is appealing to suggest 

that shortly following IAV infection a wave of 

host resistance mechanisms is deployed, 

followed subsequently by a wave of disease 

tolerance mechanisms, it is, in fact, more likely 

that disease tolerance mechanisms are evoked 

at the onset of the inflammatory response. Thus, 

the interplay between the magnitude of host 

resistance responses and regulation by disease 

tolerance mechanisms is a crucial area of 

investigation, as a break in either branch 

contributes to the susceptibility of the host 

Figure 1.9: Host defense mechanisms. Upon infection, the immune 

response can be broken into two broad arms, host resistance and 

disease tolerance. Host resistance mechanisms eliminate the pathogen, 

while disease tolerance mechanisms reduce the inflammatory cost 

associated with the inflammatory response. If either branch fails, the 

host is susceptible. Taken from (106). 
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(Figure 1.9) (107). Taken together, the lung is a unique organ that requires an intricate and highly regulated 

immune response to patrol it. In the coming sections, we will investigate the nature of this response and 

discuss the mechanisms of host defense against IAV, beginning with physical barrier responses in the lung 

and then more specifically at the known mechanisms of host resistance and disease tolerance. 

 

1.4.4: Mechanical and chemical responses in the lung 

 Chemical and mechanical features of the lung afford constitutive non-specific protection 

against invading microbes, including IAV. Although the branching network of bronchioles and the 

constantly diminishing size of the airways are formidable barriers for larger pathogens such as 

bacteria, IAV virions are typically too small to be trapped. However, filamentous IAV virions can 

exist on the micron scale and, thus, may be caught and expelled (11).  In the upper airways, closing 

of the trachea by the epiglottis forms an impenetrably seal of the lung and particulates are then 

either swallowed or exhaled back into the environment, while cough generation creates turbulent 

forces that allow for the removal of debris and mucus deposits, without cellular activation (108). 

More distally, mucus generated by goblet cells coats ciliated epithelial cells and chemical 

properties of the mucus trap pathogens, while the coordinated ciliary beat, known collectively as 

the mucociliary escalator, moves infected mucus back up the airways for expulsion (109). In 

addition to trapping pathogens, mucus and respiratory secretions have an intrinsic antimicrobial 

capacity, as first described by Alexander Fleming almost 100 years ago, in 1922 (110). Thus, 

mucus furthermore provides the necessary microenvironment to activate these antimicrobial 

peptides. For example, collectins form a large family of proteins that bind carbohydrates on the 

surface of microbes, such as IAV. Some of these collectins, including surfactant protein D and 

mannose-binding lectin, bind HA, and inhibit its activity, effectively blocking viral entry (111). 

Also within this milieu are so-called “natural” IgM Abs, constitutively produced by B-cells even 

in the absence of infection, of which a small subset can relatively non-specifically bind a variety 

of IAV strains to activate the immune system via complement or expel the virus directly (112).  

Important to note, the vast majority of potential infectious agents are dispelled by these constitutive 

factors, without immune involvement; however, when these non-specific defenses are breached, 

then the immune system must become activated and more specific anti-IAV responses result.  
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1.4.5: Host resistance mechanisms to IAV 

 Host resistance is the most intensely researched branch of the immune response to IAV. Resistance 

mechanisms act directly on the virus to halt its replication and attenuate its pathogenicity. When important 

host resistance factors are missing, increased mortality results, hallmarked by enhanced viral loads and 

cytopathic effects in the lung.  

 

A) Interferons  

The most extensively studied mediators of viral host resistance are the interferon cytokine 

pathways. Interferons are pleotropic cytokines that belong to 3 known families: IFN-I, II, III, with IFN-I 

and III being the most substantially described antiviral cytokines. The anti-IAV capacity of IFN-I was 

described over 60 years ago by Isaacs and Lindenmann in a pair of seminal 1957 studies (113, 114). 50 

years later IFN-III was described as a similarly antiviral protein, initially described following ECMV 

infection (115, 116).  IFN-I comprises a diverse family of proteins; including 13 IFN-α subtypes, a single 

IFN-β, IFN-ε, IFN-κ, IFN-ζ (mice) and IFN-ω (humans). Despite this diversity at the protein level, all IFN-

I bind the IFN-I receptor (IFNAR): a heterodimeric receptor containing IFNAR1 and IFNAR2 subunits. 

IFNAR signalling occurs in an autocrine or paracrine manner, due to the rapid usage of the protein. 

Expression of IFNAR is ubiquitous, being expressed by all nucleated cells and this hints at the widespread 

action of IFN-I. Interestingly, despite the fact that every subtype binds the same receptor and high 

redundancy of downstream responses is appreciated, clear differences still exist in cellular responses to 

different IFN-I subtypes (117).  Although the exact mechanisms underlying the differential responses are 

unknown, variation in subtype receptor affinity (IFNAR1 versus IFNAR2) and alterations in the promotor 

sequence of different IFN-I subtypes are thought to contribute to this phenomenon (118). Ligand binding 

leads to the recruitment of the Janus family kinases (JAKs), Tyk2 and Jak1, that phosphorylate each other 

and the receptor to recruit signal transducer and activator of transcription 1 and 2 (STAT1 and STAT2). 

pSTAT1 and pSTAT2 heterodimers partner with interferon regulatory factor 9 (IRF9) to form the ISGF3 

complex that enters the nucleus and promotes transcription of hundreds of ISGs by interacting with the 

interferon-sensitive response elements (ISRE) in their promoters. These ISGs then function through diverse 

mechanisms to restrict viral replication and modulate the immune response (118). In addition to STAT1 

and STAT2 heterodimers, STAT1 homodimers are also formed and interact with γ-activated sequences 
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(GAS) in the promoters of certain ISGs, akin to IFN-II. Finally, non-canonical signalling through STAT1 

and STAT3 heterodimers occurs following ligation of IFNAR by certain α-subtypes. STAT3 activation 

negatively regulates further IFN-I signalling and attenuates inflammatory ISGs, thus having a more 

immunomodulatory, rather than, antiviral role. This STAT3-dependent  mechanism-of-action of IFN-I will 

be introduced further in the section on disease tolerance (Section 1.4.6) (119). Signalling through other 

STATs, such as STAT4-6, has been reported; however, the effect of these pathways during IAV infection 

is unknown (118, 120).    

IFN-I signalling is essential in host resistance to IAV, with Ifnar1-/-, Ifnar2-/-  and Ifnb-/- 

mice being highly susceptible to infection by both human (H1N1) (121-124) and avian (H5N1) 

(125) IAV. These mice exhibit enhanced viral loads at early time points post-infection (122, 123) 

that ultimately return to WT levels at later time-points (123, 126), confirming the importance of 

IFN-I in host resistance to IAV, but also suggesting that IFN-I-independent effects complete viral 

clearance at later times post-infection. Stat1-/- mice are even more susceptible to infection than 

IFNAR-deficient mice, succumbing quickly to a fulminant systemic infection, likely due to the 

fact that STAT1 contributes to many additional signalling pathways beyond IFN-I (127). Initial 

production of IFN-β leads to signalling through IFNAR and causes upregulation of ISGs, including 

IRF7. IRF7 functions as the transcription factor for all IFN-α subtypes, except α4. Thus, IFN-I 

production occurs in biphasic waves of IFN-β (antiviral) and IFN-α (immunomodulatory) to 

protect against viral infection (128). The importance of the upregulation of ISGs in host resistance 

to IAV has been appreciated for over 30 years with the discovery of the Myxovirus resistance 

protein 1 (Mx1). Mx1 is undetectable in resting cells, but is highly upregulated specifically 

downstream of ISGF3/IRE binding (129). It is now understood that Mx1 interacts with IAV vRNPs 

in the nucleus to prevent replication (130) and protect against IAV infection. Today, several more 

ISGs have been shown to be of critical importance in inhibiting IAV replication at every stage of 

its replicative cycle. IFN-inducible transmembrane (IFITM) protein family members inhibit IAV 

replication at early stages of infection, by blocking the fusion of the viral membrane with the 

endosome.  Mice lacking IFITM3, therefore, succumb rapidly to IAV infection and have impaired 

host resistance (131). In the cytosol, Protein Kinase R (PKR) halts IAV replication through 

phosphorylation of the translation initiation factor eIF2α, effectively repressing translation of host 

and viral proteins. Correlatingly, PKR-deficient cells exhibit enhanced viral replication and Pkr-/- 
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mice are highly susceptible to several viral infections, including IAV. Moreover, PKR enhances 

the longevity and magnitude of IFN-β responses by promoting the stability of IFN-β mRNA 

through the maintenance of its poly(A)-tail (132). Finally, the 2’-5’-oligoadenylate synthase 1 

(OAS1) senses viral RNA in the cytosol to activate ribonuclease L (RNase-L), which degrades 

host and viral ssRNA to restrict viral replication and protect against IAV infection (133). 

Critically, the vast majority of inbred mouse strains are highly susceptible to influenza infection 

when compared to wild mice, due to an absence of a functional Mx1 gene, including C57Bl/6 mice 

used in all of our studies. Therefore, most ISG knockout studies need to be, in effect, considered 

double knockout studies (Mx1 and the gene of interest) and, as such, great care must be taken in 

interpretation of the results (107). Given that humans express Mx1 homologues, further study 

using Mx1-sufficient mice should be emphasized (134).    

IFN-II, in both mice and humans, is composed of a single member IFN-γ that signals through the 

complex of IFNGR1 and IFNGR2. IFN-II signals through both JAK1 and 2 and utilizes STAT1 

homodimers to interact with GAS and induce transcription of responsive genes (135). Thus, there is 

significant overlap in cellular responses to both IFN-I and II through mutual interaction with GAS elements 

(136). However, IFN-II does not induce transcription of genes solely with ISREs; thus, some specificity 

does exist. For example, OAS-1 is exclusively upregulated by ISRE engagement and, therefore, is not 

induced by IFN-II. On the other hand, IFITM1 is regulated by all IFNs, while IRF1 shows a higher 

responsiveness to IFN-II (120). NK cells and NK T-cells are the primary innate producers of IFN-II, while 

effector CD4+ T-cells are mostly responsible on the adaptive side to promote Th1 polarization of the 

immune response. Additionally, while IFNAR is expressed on all nucleated cells, IFNGR is mostly 

confined to leukocytes and hematopoietic cells, suggesting an immunomodulatory role for IFN-II. IFN-II 

acts most strongly to activate macrophages to kill intracellular pathogens and promote cytotoxic T and NK 

cell responses (135). Strangely, despite transcriptional overlap with IFN-I signalling, significant production 

of IFN-II following IAV infection and expression of IFNGR on many immune cells in the lung, the role of 

IFN-II in resistance to primary IAV infection is controversial. Studies have equally shown a protective 

(137), detrimental (138), or redundant (139) role for IFN-II signalling during IAV infection. The reason for 

these discrepancies is not entirely known, but may be due to differences in experimental design, infectious 

strain of IAV, or background of mice. Thus, the exact nature of IFN-II and its contribution to host resistance 

to IAV immunity is unknown. Given the critical requirement for IFN-II in other viral infection models 

(140), further study on the function of IFN-II during IAV infection is warranted. Greater understanding of 
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the kinetics and regulation of the IFN-II response, as well as its role in the recall response (141), may help 

rectify these uncertainties.    

Finally, IFN-III is composed of four IFN-λs (IFN-λ1-4) in humans, where in mice only IFN-λ2-3 

are produced. Similarly to IFN-I, IFN-III induces formation of the ISGF3 complex, downstream of its 

receptor and its induction occurs just as IFN-I. However, the receptor for IFN-III is uniquely IFNLR, 

composed of two subunits IFNLR1 and IL10Rβ. 

IL10Rβ also serves as a receptor subunit for other 

members of the IL-10 family of cytokines, such as 

IL-10 and IL-22 (142) (Figure 1.10). As with IFN-

I, IFN-III signalling is essential in immunity to 

IAV, contributing to host resistance by limiting 

viral replication in epithelial cells (143). 

Interestingly though, IFNLR activation leads to a 

more specific transcriptional program of ISGs than 

IFN-I. This subset is less inflammatory and has 

different kinetics, exhibiting a lower but more 

prolonged induction of ISGs than IFN-I. Moreover, 

the expression of the IFNLR is much more cell-

specific than IFNAR, as receptor expression is 

restricted to epithelial cells and a small subset of 

lowly-expressing leukocytes, including monocytes 

and some DCs (117). This collectively suggests that 

regardless of similarly activating ISRE-encoding 

genes and protecting against IAV infection by enhancing host resistance, the specific roles of IFN-I and 

IFN-III may differ, but complement in vivo (117). In line with this, there is accumulating evidence 

suggesting that IFN-III is preferentially and more quickly produced by epithelial cells of the upper airways 

to control mild infection and limit transmission, without inducing inflammatory cytokine production by 

leukocytes (144). However, upon more severe infection, there is a loss of IFN-III control in the upper 

airways and the virus escapes more distally, necessitating activation of the inflammatory and antiviral 

cascade of IFN-I that ultimately protects in the lower airways, at considerable inflammatory cost (145). 

Thus, it appears the host has evolved sequential and compartmentalized IFN responses to counter viral 

replication in the upper versus lower airways, each of which balances antiviral and inflammatory 

magnitudes to maintain host resistance to IAV, without dramatically jeopardizing host fitness. Assuredly, 

Figure 1.10: Type I and III Signalling. Both type I and type III 

interferons activate similar signalling pathways but use different 

receptors. Despite pathway homology, IFN-III activates a different 

subset of ISGs. Taken from (116). 
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further study into the regulatory mechanisms of IFN-I versus IFN-III induction is an intriguing avenue of 

future investigation. 

 

B) RLRs 

 Production of IFN-I/III occurs through similar pathways following recognition of IAV. 

The sensors responsible for their induction are varied and highly cell-specific (146). In structural 

cells (e.g. fibroblasts and pneumocytes), conventional DCs (cDC) and Mφ, sensing of the virus by 

the cytosolic RLR RIG-I is critical in the production of IFNs. Although RIG-I was initially 

discovered as a sensor of dsRNA, it is now known to also recognize 5’-triphosphates of ssRNA 

(54). Recognition of these phosphates by RIG-I is critical for the initial sensing of replicating IAV, 

within antiviral stress granules in the cytoplasm (147), and RIG-I-signalling is essential in viral 

clearance (148). ATP-dependent conformational changes of RIG-I then lead to recruitment to the 

mitochondrial antiviral signalling protein (MAVS; also known as VISA, Cardif, IPS-1) through 

the caspase activation and recruitment domain (CARD). Another RLR, melanoma differentiation-

associated gene 5 (MDA5), equally interacts with MAVS, yet it is activated by longer ssRNA 

segments and is, therefore, dispensable in IAV sensing (149). RLR/MAVS pathway-defective Mφ 

(150), cDCs (151) and mice (134) all fail to produce IFN-β, and Mavs-/- mice exhibit enhanced 

viral loads and susceptibility to IAV, primarily through an inability to upregulate of Mx1 (134).  

Interestingly, MAVS is located on the mitochondrial membrane as well as the surface of 

peroxisomes. At the mitochondrion, MAVS is phosphorylated by TANK-binding kinase 1 

(TBK1). This phosphorylation recruits and activates transcription factor IRF3 via phosphorylation 

by TBK1, facilitating subsequent dimerization and translocation to the nucleus for the induction 

of IFN-β (152). Moreover, mitochondrial MAVS leads to inflammatory cytokine production by 

the IKK/NFκB axis. On the other hand, peroxisomal MAVS signaling proceeds independently of 

IRF3, instead requiring IRF1 to specifically induce IFN-λ, without activating NFκB (153). Thus, 

localization of MAVS provides a cellular mechanism for specific IFN-I versus IFN-III production 

and the lack of an inflammatory cytokine signature observed in IFN-III-rich niches. As epithelial 

cells (144) and macrophages (150, 154) represent the major sources of IFN-III and IFN-I, 

respectively during IAV infection, it is intriguing to suggest that in addition to location within the 
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lung, the intracellular balance between levels of peroxisomes and mitochondria may dictate 

preferential production of IFN-I versus IFN-III.  

 

C) TLRs 

 In addition to RIG-I, endosomal TLRs 3 and 7 contribute to IFN-I responses during IAV 

infection. TLR7 recognizes ssRNA within the endosome during initial infection and, thus, signals 

without the need for IAV replication. TLR7 signals through the adaptor protein MYD88 to activate 

inflammatory cytokine production and IFN-I/ISGs through NFκB and IRF7, respectively. The role 

of TLR7 and its signaling components in immunity to IAV during primary infection is complex 

and appears to be strain-, dose- and time-dependent (134, 155-157), which is further complicated 

by the fact that the majority of studies use TLR7-deficient mice were coupled with RIG-I- or 

TLR3-signaling deficiencies. Taken together, however, evidence primarily supports the role of 

TLR7 signaling in the protective production of IFN-I and enhancement of host resistance to IAV. 

Moreover, despite uncertainty in innate immune responses, multiple studies have consistently 

shown a role for TLR7 in promoting humoral responses to IAV, but not T cell responses,  that are 

important in vaccination efficacy (107, 151), suggesting TLR 7 may play a larger role in the 

establishment of immunological memory, rather than bona fide innate responses. Interestingly, in 

contrast to cDCs, Mφ and structural cells, plasmacytoid DCs (pDCs) produce large quantities of 

IFN-α exclusively through TLR signalling, rather than RIG-I-pathways. This unique feature of 

pDC biology is due to high constitutive levels of IRF7 expression, which acts as the major 

transcription factor for most IFN-α subtypes (158). Despite being professional IFN-α producers, 

the role of pDC is again controversial during primary IAV infection. One study has shown a 

redundant role for pDCs following H1N1 infection (159), while another found a critical role for 

TLR7 signaling in pDCs in early viral clearance following H7N7 infection, in an Mx1-sufficient 

environment (160). Correlating to the latter study, an IRF7-/- deficient human showed impaired 

IFN-α production by pDCs and suffered life-threatening ARDS following primary pandemic 2009 

H1N1 infection (161). Thus, the protective input of pDCs appears to be primarily Mx1 family 

dependent. 
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Contrasting to TLR7, TLR3 recognizes IAV in apoptotic bodies that are taken up by 

efferocytosis (the uptake of apoptotic bodies) by phagocytes, thereby, contributing to later stages 

of IFN-I production, following replication. Unique amongst TLRs, TLR3 signals exclusively 

through the adaptor TRIF to promote IFN-I production in an IRF3-dependent manner and 

inflammatory cytokines downstream of NFκB.  Interestingly, tlr3-/- mice exhibit elevated viral 

loads due to a loss of IFN-I production and a reduction of CD8+ T cells; yet, they are more resistant 

to IAV, in part because of reduced immunopathology (157). However, humans with a TLR3-/- 

phenotype are highly susceptible to IAV, perhaps due to an impaired adaptive response as well as 

structural cell responses (162). Therefore, TLR3 is essential in humans in response to IAV, 

contrasting murine study.     

In sum, members of the RLR and TLR family synergize to promote host resistance to IAV, 

principally through the production of IFN-I and IFN-III, which is largely supported by 

experimental data and case studies of humans. However, it is evident that our knowledge of the 

exact contributions of each individual receptor, as well as crosstalk between pathways for the 

instruction of the adaptive arm, and the relative importance of RLRs versus TLRs in protection 

against IAV, is still lacking and further granularity is still needed. 

 

D) NLRs and CLRs 

 The nucleotide-binding oligomerization domain-like receptors (NOD-like receptors; 

NLRs) are a diverse family of primarily myeloid-expressed receptors that are activated by a variety 

of PAMPs and DAMPS to instruct the immune response. The human genome encodes 22 NLRs, 

of which few have known functions. However, recent work has uncovered that multiple NLRs 

contribute to host resistance against IAV as well as disease tolerance. NLR family member NOD2 

was initially described as a cellular sensor for peptidoglycan-derived muramyl dipeptide (MDP) 

(163) and was shown to be involved in immunity to Mtb (164). However, it also senses ssRNA of 

IAV in fibroblasts and BMDM to promote IFN-β responses in a MAVS/IRF3-dependent manner 

to protect against IAV infection (165). Moreover, in epithelial cells NLRC5 interacts with RIG-I 

to stabilize its activation of MAVS and this function potentiated IFN-β production and dampened 
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viral replication (166). In fact, NLRC5 also contributes to host resistance to IAV by promoting 

MHC-I expression and subsequent generation of CD8+ cytotoxic T cell responses that enhance 

viral clearance in vivo (167), although its expression was not associated with significant changes 

in morbidity/mortality. Thus, it appears that NLRC5 is inessential in immunity to IAV, despite 

promoting host resistance. Moreover, the exact PAMP responsible for NLRC5 remains unknown. 

Finally, NLRX1 is a mitochondrial protein that has had many reported roles in response to IAV 

and other viral infections. Initial work suggested that NLRX1 negatively regulated MAVS 

signaling at the mitochondria following IAV infection to dampen inflammatory and antiviral 

responses (168). However, this has since been refuted by us (62) and others (169). As mentioned 

earlier, we showed that NLRX1 interacts with IAV-expressed PB1-F2 specifically in the 

mitochondria of infected macrophages to disarm its pro-apoptotic potential and maintain the IFN-

β-producing pulmonary Mφ pool to counter viral replication (62). Thus, NLRs contribute to host 

resistance to IAV infection and mitochondria appear to be critical in IFN-I production through 

both antiviral signaling (MAVS) and cell death (NLRX1).  

 C-type lectin receptors (CLRs) are well-established PRRs in protection against fungi, due 

to their recognition of carbohydrates expressed on the fungal surface (170). Interestingly, although 

still incompletely appreciated, various CLR members, including the macrophage mannose receptor 

(MMR) and macrophage galactose type C-type lectin (MGL), have been shown to be alternative 

receptors for IAV entry in Mφ and DC, independent of sialic acid residues (171). Also, a recent 

study found that the CLR SIGN-R1 plays an important role in host resistance to IAV. SIGN-R1 

was found to be expressed early post-infection in the trachea on the surface of monocyte-derived 

inflammatory DCs. SIGN-R1 recognized and interacted with glycosylated carbohydrates on IAV 

virions and promoted viral clearance through the recruitment of active NK cells to the site of 

infection (172). The homing of these cells to the trachea, and not more distal airways, is consistent 

with the notion that glycosylated viruses are less capable of penetrating the upper airways. 

Therefore, recognition of glycans by CLR-expressing cells is advantageous there. CLRs appear to 

represent a previously underappreciated family of antiviral PRRs, as wells as receptors for IAV to 

infect myeloid cells.          
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Innate Immune Cells 

E) Alveolar Macrophages 

Although airway epithelial cells (AEC) represent the major replicative cell all down the respiratory 

tract, in the alveoli during severe infection, resident AM are infected in vivo (173) and they are thought to 

serve as the first immune cells to encounter the virus. Although infection of macrophages by most strains 

of IAV is primarily abortive (174), AMs appear to act as a sink for infection, with this interaction with the 

virus being essential for activation and coordination of robust anti-IAV responses. AMs highly express the 

receptors discussed above and they act as major producers of cytokines and chemokines shortly after 

infection. Likely due to their importance in immunity to infection, IAV has evolved mechanisms to induce 

cell death in AM shortly following infection, which enhances viral loads (62) and secondary bacterial 

overgrowth (66). Correlatingly, depletion of AM, either by loss of GM-CSF (Csf2-/-) (175, 176)—which is 

the critical maintenance cytokine for AM at steady-state—or by genetic deletion of Core Binding Factor 

Beta (CBFβ) (177), renders mice highly susceptible to IAV infection. These mice exhibit elevated viral 

replication and succumb to respiratory insufficiency (175, 177). Intriguingly, AM are also a major source 

of IFN-I, following IAV (154) and RSV infection (178). Thus, preservation of AM function is critical for 

anti-IAV immunity and protection against ARDS, at least in part due to IFN-I production, and IAV targets 

AM cell death pathways to facilitate its replication and compromise host resistance (67).  

 

F) Other Innate Leukocytes 

Early pulmonary Mφ and AEC responses serve primarily to halt viral replication and recruit other 

innate leukocytes to the site of infection to aid in the antiviral effort. Neutrophils rapidly accumulate in the 

airways as early as one-day post-infection and peak at 3 days in response to CXCL1 in mice, or IL-8 in 

humans. Despite this pronounced recruitment, the role of neutrophils in host defense to IAV is unclear. 

Neutrophils can be non-productively infected by IAV and are capable of producing ROS and defensins that 

can contribute to killing and neutralization of IAV (179). Nevertheless, neutrophilic ROS and extracellular 

traps (NETs) contribute substantially to immunopathology (180) and may be more beneficial in the 

prevention of secondary bacterial infection, rather than direct anti-IAV effects (181). 

Inflammatory monocytes, recruited in a CCR2-dependent manner, extravasate and reach peak 

levels in the lung shortly following neutrophils, where they differentiate into inflammatory monocyte-
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derived macrophages (IMM) and TNF/iNOS producing DCs (tipDCs).  CCR2-derived cells contribute to 

antiviral immunity through inflammatory cytokine production (182, 183), yet enhance susceptibility 

through their proinflammatory “cytokine storm” profile, such that Ccr2-/- mice show increased survival 

(182-184). However, the importance of these cells may be masked by solely exploring primary infection 

models, as tipDCs present antigen to CD8+ T-cells in situ (185) and IMM promote the proliferation of 

tissue-resident CD8+ memory T-cells (184), suggesting that immunological memory and recall responses 

may be severely compromised in Ccr2-/- mice.  

NK cells are innate cytotoxic lymphocytes that contribute importantly to host resistance to IAV. 

When in proximity to an infected cell, perforin housed in secretory lysosomes of NK cells creates aqueous 

pores within the membrane of the cell. Granzymes are then released to enact cell death through apoptosis. 

Importantly, in contrast to adaptive lymphocytes this process is not MHC-mediated and is, thus, in effect, 

faster and less specific (186). Sialylated activating receptors NKp44 and NKp46 on NK cells directly 

interact with HA expressed on the surface of IAV-infected cells through α2,6 linkages, causing direct cell 

lysis (187). Correspondingly, mice lacking NKp46 exhibit enhanced mortality (188) and NK cell-depletion 

studies using an anti-Asialo GM1 antibody also report increased susceptibility, as well as elevated viral 

loads (189, 190), confirming the role of NK cells in host resistance to IAV. In addition to NK cells, non-

NK innate lymphoid cells 1 (ILC1s) display anti-IAV effects in an ILC1-deficient adoptive transfer model 

(191). Unconventional T-cell populations have also been suggested to contribute to IAV resistance, 

although the exact mechanisms of these responses are unclear. NK T-cells are so named due to their 

expression of markers of both conventional T- and NK- cells and they recognize glycolipid antigens via 

their αβ TCR and the non-classical MHC molecule CD1d. Intranasal administration of the NK T-cell 

superagonist α-galactosylceramide boosted resistance to pandemic H1N1 infection in swine, presumably 

by activating NK T-cell effector functions (192), which are vast and combine components of the innate and 

adaptive systems (193). Finally, γδ T-cells are a unique subset of T-cells that express γδ subunits of the 

TCR, rather than αβ.  γδ T-cells are not restricted by MHC; however, the antigens that activate them remain 

elusive. γδ T-cells are innate-like lymphocytes that are most heavily studied in the protection of mucosal 

barriers and as early producers of IL-17 (194). However, a recent study associated a high fat, low 

carbohydrate ketogenic diet with augmented resistance to IAV infection, due to enhanced γδ T-cell 

accumulation and responses in the lung (195), emphasizing the importance of lifestyle in the regulation of 

protective anti-IAV immune responses. Therefore, ILCs and innate lymphocytes are emerging as critical 

mediators of resistance to IAV. Greater emphasis on the mechanistic basis of their protective capacities will 

be instrumental in potentially harnessing them for future therapies.  
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G) Adaptive Immune Cells   

 The adaptive system is composed of T- and B- cells that differ from innate cells in that their 

responses are highly restricted to specific antigens. Antigen specificity is determined by molecular 

sequences in the T- or B- cell receptor (TCR; BCR) generated during hematopoiesis and reflect conserved 

sequences of self and foreign peptides. B-cells can recognize their cognate antigen either in its native form 

or membrane bound form on the major histocompatibility complexes (MHC) of antigen presenting cells 

(APCs). T-cells, on the other hand, must be presented their cognate antigen on MHC molecules. Antigen 

presentation is initiated in secondary lymphoid organs and during IAV infection the major site is the lung-

draining mediastinal lymph node (mLN), continuing within the lung parenchyma later-on to enhance the 

response and seed the tissue with long-lived memory cells (185). Migratory DCs are the principal APC due 

to their high expression of MHC and motility. Therefore, DCs represent the bridge between the innate and 

adaptive arms of the immune response. MHC molecules are broadly defined as either class I or class II. All 

nucleated cells express MHC-I and CD8+ T-cells are presented antigen of intracellular origin via MHC-I to 

confer their cytolytic capacity against intracellularly infected cells. Thus, CD8+ cells are critical in viral 

immunity (196). Antigen loaded on MHC-I has two sources: 1) direct infection of DCs by IAV leading to 

viral antigen presentation or 2) cross-presentation. The capability to cross-present is restricted to a small 

subset of APCs and affords the ability to present exogenously-derived antigens (i.e. those obtained via 

efferocytosis) on MHC-I molecules, thereby stimulating a strong CD8+ T-cell response, without 

compromising APC effector functions caused by direct viral infection (197). Conversely to MHC-I, only 

APCs express MHC-II and these interact with helper CD4+ T-cells, which help mould the inflammatory 

milieu through the production of families of cytokines. IAV biases strongly towards a Th1 response, such 

that CD4+ T-cells produce high levels of IFN-γ in response to IL-12 released by DCs to activate CD8+ T-

cells and Mφ to kill IAV intracellularly. Classically, MHC-II epitopes were thought to be exclusively of 

extracellular origin, processed through the endosomal pathway; however, a recent study has indicated that 

endogenous MHC-II antigens are far more immunogenic during IAV infection than exogenous (198), 

indicating that alternative pathways for antigen processing are critical for a robust MHC-II-restricted T-cell 

response following IAV infection. 

The adaptive lymphocyte response is comprised of three phases: 1) initial activation and effector 

responses, 2) contraction via cell death and 3) the induction of memory cells. Central memory cells home 

to the mLN, while effector memory cells remain in the tissue, and both are activated very quickly upon re-

exposure to their cognate antigen during secondary IAV infection. So robust is this protection afforded by 

the adaptive memory response, that experimentally, homologous secondary infections of 5 log higher 
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infectious doses cause only a small percentage of morbidity/mortality with far fewer viruses collected from 

the lungs (148). This phenomenon is fully dependent on the adaptive memory, as Rag-/-  (mice lacking T- 

and B- cells) exhibit no protection (199). This memory response is primarily facilitated by cytolytic IAV-

experienced CD8+ T-cells in the airways, as well as anti-IAV IgA and IgG Abs, secreted in the upper 

respiratory tract mucosa or serum, respectively (200). However, although the hallmark of adaptive 

immunity is the memory response, it contributes substantially to host resistance during primary infection 

as well. During primary infection, Rag-/- mice are unable to clear the virus and succumb to infection when 

compared to WT mice (201). As Rag-/- mice broadly lack all T- and B- cells, understanding which cellular 

compartment is most responsible for this phenotype is refractory. To this point, mice deficient specifically 

in CD8+ T-cells clear the infection and survive, albeit with slightly delayed kinetics (202). CD4+ T-cell-

deficient mice also show delayed viral clearance, but similar mortality (203). This seems to be primarily 

attributed to a loss of B-cell responses, as B-cell-deficient mice are more susceptible to infection, while 

mice lacking B and CD8+ cells, but sufficient in CD4+ T-cells, equally cannot clear the virus and die (204). 

Thus, the individual components of the adaptive response are highly interconnected, combining to assist in 

late-stage host resistance, rather than the early innate responses. Interestingly, although effector T-cells are 

major producers of TNF-α and IFN-γ, these cytokines seem to contribute minimally to the protection 

afforded by these cells (196).       

As mentioned previously, DCs represent the bridge between innate and adaptive immunity through 

their antigen presentation and translocation to the draining LNs. In the lung, two known subsets of 

migratory DCs exist, namely CD103+ DCs and CD11b+ DCs, and recruitment to the mLN is dependent on 

CCR7 expression. Although their exact contributions to host resistance to IAV and establishment of 

memory is not fully delineated, it is clear that each plays an important role, seemingly through different 

mechanisms (197). CD103+ DCs accumulate in the mLN quickly, appearing as early as 2 days post-

infection, and they are critical in shaping initial effector CD8+ T-cell responses. These CD103+ DCs highly 

express the transcription factor BATF3, which is essential for cross-presentation (205). CD11b+ DCs enter 

the LN as the second wave of DCs, arriving between 6-8 days post-infection. They, on the other hand, do 

not express BATF3, and are, thus, precluded from cross-priming T-cells, instead being directly infected by 

IAV as the source of endogenous antigen (206). They are also considered the primary MHC-II APCs (207), 

while both migratory subsets, as well as LN-resident DCs, have been shown to promote memory responses 

(197). Following the acquisition of antigen specificity and expansion in the LN, the antigen specific T-cells 

migrate through the bloodstream back to the lung to exact their effector functions. It is becoming 

increasingly clear that proliferation continues at the site of infection, due to continued interactions with 

non-migratory DC subsets that are derived from monocytes (184, 185). Deletion of these cells following 



lxiii 

 

infection reduces immunopathology; however, it also severely compromises viral clearance and increases 

mortality (208).    

Fascinatingly, IFN-I also contributes extensively to the maintenance and generation of adaptive 

responses. In addition to its previously highlighted role in innate immunity, IFN-I production in the LN 

facilitates antigen presentation by providing necessary co-stimulatory signals (209). Moreover, in the lung, 

IFN-I signalling primes CD103+ DC for cross-presentation, while protecting them from direct IAV infection 

through the upregulation of antiviral ISGs, prior to migration (205). Finally, direct signalling of IFN-I on 

B-cells critically regulates the induction of humoral immunity to IAV (210).   

 

H) Cell Death Programs 

Arguably, manipulation of cell death programs during infection represents ground-zero of the 

host/pathogen evolutionary arms-race. Cell death is intimately linked to the pathogenesis of many, if not 

all, pathogens, including chronic infections such as HIV (211) or Mtb (212), and acute infections like S. 

enterica (213) or IAV (3). Additionally, cell death plays a critical role in human development and 

homeostasis, with an estimated 100 to 200 billion cells dying by apoptosis daily in an adult. A paramount 

feature of apoptosis is the fact that it proceeds in an immunologically silent manner to prevent continual 

activation of the immune system. Perhaps as a result of its profound importance at steady-state, the apoptotic 

machinery is highly conserved in multicellular eukaryotes. Therefore, it is not surprising that pathogens 

encode both pro- and anti- apoptotic proteins to manipulate cell death.  

The observation that IAV infection induces epithelial cell death has been made since at least the 

1918 pandemic, with the extent of apoptosis positively correlated to disease severity and strain virulence 

(214). Apoptosis is broadly divided into intrinsic and extrinsic pathways and both are activated following 

IAV infection. Intrinsic apoptosis represents a culmination of apoptotic stimuli mediated directly by IAV 

replication and is defined by caspase 9 activation downstream of cytochrome c release by mitochondria. 

Alternatively, extrinsic apoptosis proceeds indirectly of viral replication and is initiated by death ligand-

signaling pathways via caspase 8. FasL, TRAIL and IFN-β ligation have all been implicated in the induction 

of extrinsic apoptosis. Both pathways then culminate on effector caspases, such as caspase 3 or 7 (215). 

While intrinsic apoptosis is mostly modulated by IAV factors, extrinsic apoptosis is primarily mediated by 

the immune system and can contribute substantially to immunopathology (182, 216). Importantly, caspase 

3 activation is essential in the manufacture of new IAV virions (217), underscoring the intimate relation of 
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viral propagation and host cell death. As mentioned in section 1.2.6, apoptosis during IAV infection is 

biphasic: first being blocked by the viral NS1 protein to promote replication and then being induced by NP 

and PB1-F2 proteins to facilitate viral spread. Thus, blockade of apoptosis emerges as a potential enhancer 

of host resistance. In this vein, inhibition of caspase 3 (217), pro-apoptotic pathways (218), or TRAIL (219) 

decreased cellular viral loads. Additionally, blocking of FasL-signalling in mice in vivo lowered viral titres 

and protected against lethal IAV infection (220). Inhibition of apoptosis may, therefore, be an appealing 

immunomodulatory IAV therapy. 

Diverging from apoptosis, which is highly conserved and programmed, necrosis was thought to be 

a passive form of cell death that was strongly pro-inflammatory and occurred unregulated in response to 

significant cellular stress. Now, however, it is well-established that many forms of necrosis are, in fact, 

programmed, with necroptosis being the most thoroughly described. Necroptosis is a pro-inflammatory 

form of cell death whereby the necroptotic cell releases DAMPs that activate neighbouring cells. During 

times of caspase inhibition, necroptosis occurs via phosphorylation of the receptor-interacting 

serine/threonine protein kinase 3 (RIPK3) and family member RIPK1. RIPK3 then phosphorylates the 

mixed lineage kinase domain like pseudokinase (MLKL), which induces necroptosis by a combination of 

the assembly of a pore-forming complex at the plasma membrane and as a platform for Ca2+-mediated 

necrosis (221). Although uncontrolled non-necroptotic necrosis of the epithelium is strongly associated 

with mortality linked to respiratory insufficiency and ARDS (214), stromal cell necroptosis is antiviral and 

protective, presumably through destruction of the replicative niche. Ripk3-/- mice are more susceptible to 

IAV, and fibroblasts, epithelial cells and lungs all have enhanced IAV titres, due to an inability to undergo 

necroptosis (222). However, as we will see in Chapter 2, the role of RIPK3 in macrophages and other 

leukocytes during the immune response to IAV infection was completely unknown.  

Necroptosis can only occur when caspase 8 activity is compromised. Therefore, necroptosis is 

traditionally inhibited by the action of extrinsic apoptosis. While apoptosis has conserved eukaryotic 

cellular machinery, necroptosis is poorly conserved, and the pathway is only known to have evolved at all 

in higher-order animals. Intriguingly, as discussed, IAV has evolved several mechanisms to modulate host 

apoptotic pathways to promote its replication cycle, including caspase inhibitors. Yet, no known necroptotic 

inhibitors are expressed by IAV. Collectively, this suggests that the host necroptotic pathway may have 

evolved relatively recently, as an additional antiviral strategy, in part due to the immense exploitative 

evolutionary pressure put on the apoptotic pathway by pathogens.  
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1.4.6: Mechanisms of Disease tolerance to influenza virus infection 

 Contrasting to the large canon of research conducted on host resistance mechanisms to IAV 

infection, relatively little is known about disease tolerance as a host defense strategy to IAV. Having been 

a well-established component of plant immunity for approximately 150 years; disease tolerance has only 

been appreciated in humans and other animals in the last decade and a half (223). However, as previously 

highlighted, mammalian host resistance mechanisms are inherently immunopathological and inflammatory 

during IAV infection. Sometimes this associated inflammation is even collectively detrimental to the host—

despite some loss of antiviral capacity, as is the case in TLR3- and CCR2-deficiencies. Thus, there must be 

a wide network of mechanisms in place to tolerate this associated antiviral inflammatory cost. Indeed, 

although still in its infancy, appreciation for understanding disease tolerance mechanisms to IAV infection 

is rapidly growing. There is considerable overlap in the families of molecules that mediate tolerance versus 

resistance, albeit with different mechanisms. Therefore, it seems that divergent resistance and tolerance 

functions of the same immune mediators may have appeared as a result of a necessary evolutionary 

compromise in host defense (224). Interestingly, the majority of IAV-related deaths stem from immune 

dysregulation, rather than direct viral effects, indicating that a break in disease tolerance is the principal 

driver of susceptibility to IAV and not, counterintuitively, an inability to inhibit viral replication (225). In 

this section, we will look at these known mechanisms of disease tolerance that protect the host by mitigating 

pulmonary damage and returning the lung tissue to homeostasis, without directly affecting viral fitness. 

  

 A) Interferons  

    As with host resistance, IFN-I is critically involved in disease tolerance responses. PRR activation 

causes an initial wave of IFN-β, followed by a subsequent wave of IFN-α subsets, downstream of IFN-β 

ligation of IFNAR. Where IFN-β is chiefly antiviral, IFN-α signaling is more appreciated for its 

immunomodulatory effects and serves to dampen PRR-mediated inflammatory cytokine production and 

cell proliferation (226). In the context of IAV infection, it has been refractory to delineate the specific role 

of IFN-I in disease tolerance, as mice constitutively lacking IFN-I signaling have enhanced viral loads and 

neutrophilia (122, 123). Thus, it is possible that the loss of host resistance led to a break in disease tolerance, 

rather than a direct function of IFN-I in promoting disease tolerance. However, we recently showed that 

signaling of the bioactive lipid mediator leukotriene B4 (LTB4) specifically promoted IFN-α production by 

CX3CR1-expressing interstitial macrophages (IM) to suppress the proliferation of inflammatory monocyte-

derived cells, without affecting IFN-β responses or antiviral immunity. Thus, a reduction in IFN-α via loss 
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of LTB4 signalling confirmed a specific disease tolerance function of IFN-I (150). Moreover, IFN-I 

signaling leads to the production of the canonical anti-inflammatory cytokine IL-10, through a STAT3-

dependent manner, which ameliorates immunopathology (119) during IAV infection (122). Currently, there 

are no known disease tolerance mechanisms for IFN-II or IFN-III in the context of IAV infection.  

 

B) Alveolar Macrophages and Barrier Responses  

 As AM are frequently bombarded by particulate matter and potentially injurious exposures due to 

their location at the epithelial/endothelial barrier of the lung, they exhibit a highly tolerant phenotype as to 

not be constantly activated and immunopathological. Several reasons exist for this, including poor antigen 

presentation skills stemming from a lack of costimulatory molecules, reduced phagocytic capacity 

compared to tissue macrophages, and constitutive production of the anti-inflammatory cytokines like TGF-

β that maintain regulatory lymphocyte populations and protect the epithelium (227). In fact, a major 

determinant of what turns AM from regulatory to inflammatory is the disruption of the neighbouring 

epithelium/endothelium. To this end, AM remain in contact with type II AECs and endothelial cells through 

CD200R/CD200 interactions. Notably, following IAV infection, a loss of this interaction via physical 

disruption or using CD200-/- mice led to massive tissue damage with minimal effects on viral burden, 

dominated by a heightened inflammatory profile of AM (228). The importance of barrier maintenance is 

further appreciated by the expression of the matrix metalloproteinase-1 (MMP-1) following IAV infection 

by myeloid cells, including AM, that lyses the extracellular matrix and aggravates tissue damage (229). 

Endothelial cells also contribute to barrier rupture, through inflammatory cytokine amplification when 

sphingosine-1-phosphate (S1P) signalling is lost. Thus, agonism of this pathway promotes disease tolerance 

(230). Finally, it has been suggested that the driving cause of IAV-driven susceptibility to secondary 

bacterial infection is also pulmonary destruction that can be prevented through administration of the tissue-

regenerative protein amphiregulin (65). Amphiregulin has also been shown to boost protective disease 

tolerance in a primary model of IAV infection, being released by ILC2 (231) and this was critically 

dependent upon IL-33 produced by AM and NKT cells (232). Thus, AMs and the maintenance of the 

epithelial/endothelial barrier are important regulators of resistance and tolerance.   
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C) Other Innate Responses  

 Other innate immune mediators have been implicated in maintenance of disease tolerance 

responses. Yet, seemingly contradictory conclusions in different studies investigating similar models 

underscore the fine-line between protective tolerance responses that attenuate immunopathology and 

overly-tolerant responses that allow for enhanced disease progression.    For example, TNF-α, an 

inflammatory hallmark of PRR activation, exerts pleotropic functions, causing both cell survival and death 

based on its signalling pathway. Prophylactic inhibition of TNF-α ameliorated IAV-induced tissue damage 

and elongated survival, without affecting viral clearance (233). However, complete germline loss of TNF-

α signalling aggravated epithelial injury and delayed disease resolution (35). Similar observations have 

been in regard to IL-17, which is produced almost exclusively by γδ T-cells early post-IAV infection. In 

neonatal mice, a γδ T-cell/IL-17/IL-33 axis protected against lethal infection, without affecting viral loads, 

and a correlation of IL-17 levels in nasal secretions and reduced disease severity was observed in human 

children (234). Although in adult mice, IL-17 was also shown to be responsible for off-target 

gastrointestinal pathology (235) and exacerbated disease severity in the lung (236). Mucosal-associated 

invariant T (MAIT) cells are another unconventional subset of T-cells, expressing a semi-invariant αβ TCR 

that recognizes metabolites of the riboflavin biosynthetic pathway. They are a burgeoning field of research 

due to their high frequency in human peripheral blood, as well as their diverse effector functions that are 

important in infection and antitumor immunity (237). Murine MAIT cells have been shown to protect 

against IAV infection by preventing pulmonary epithelial damage, independent of viral clearance (238). A 

similar response is thought to exist in humans (239). However, the exact mechanisms of their protection in 

mouse and humans require greater investigation. 

 As previously highlighted, NK cells can recognize IAV-infected cells through HA/NKp46 

interactions to assist in host resistance. Interestingly, pulmonary NK cells are equally necessary in disease 

tolerance. IL-22 is a member of the IL-10 family of cytokines and its receptor is expressed almost 

exclusively on structural cells at mucosal sites. Initially recognized for its importance in maintaining gut 

homeostasis (240), it is now appreciated that IL-22 acts on lung epithelial cells to protect against IAV-

dependent cytolysis and induce beneficial epithelial hyperplasia during both primary IAV (241-243) and 

secondary bacterial (244, 245) infections, without altering pathogen burdens. As such, Il-22-/- mice succumb 

to infection with markedly enhanced epithelial barrier destruction. Several cellular sources can contribute 

to the IL-22 response during IAV infection, including NKT cells (246) and γδ T-cells (245).Yet, it appears 

that conventional NK cells represent the primary protective source of IL-22 in response to IAV (242, 243). 

As we investigated in Chapter 3, despite the substantial evidence supporting a critical role for an NK 
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cell/IL-22 cascade in disease tolerance to IAV, the exact cellular pathways involved remained 

obscure.              

 

D) Adaptive Immune Cells 

 Although the adaptive system is indispensable in the late stages of viral clearance, its high effector 

state contributes to immunopathology. Thus, a unique subset of CD4+ T-cells known as Tregs, denoted further 

by their expression of the transcription factor Foxp3 and CD25, serves to rein in effector T-cell responses 

through the inhibition of T-cell proliferation and the production of IL-10. Tregs represent a ubiquitous 

strategy of adaptive system regulation that is far from singular to IAV infection. Interestingly though, Treg 

responses during IAV infection precede effector responses in the lung and serve to set a tolerant tone prior 

to the arrival of antigen-specific cytotoxic responses (247). Moreover, highly activated cytotoxic CD8+ T-

cells and, to a lesser degree, Th1-polarized CD4+ T-cells can also contribute IL-10 to balance the magnitude 

of the inflammatory response (248).  

 

E) Cell Death Programs 

 Pyroptosis is a rapid inflammatory form of cell death that is characterized by a loss of membrane 

integrity and DNA damage, which acts as a DAMP for neighbouring cells to sustain inflammation. 

Pyroptotic cell death is dependent upon caspase-1, NLRP3—a member of the NOD-like receptor family—

and the adaptor ASC. Upon interaction, these proteins collectively form the inflammasome.  NLRP3 is 

highly expressed in myeloid cells and activation of the inflammasome leads to release of IL-1 family 

cytokines (e.g. IL-1β, IL-18), as well as pyroptosis. Interestingly, inflammasome activation requires two 

signals: signal 1 is mediated by TLR signalling and it induces expression of pro-IL-1β and pro-IL-18 

proteins, while signal 2 is provided by cell stressors that activate NLRP3 and caspase-1. Synergy of the two 

signals causes cleavage of the pro-forms of the cytokines into their active states and ultimately pyroptosis 

(249). IAV has been shown to activate NLRP3 through multiple ways, including interaction of viral NP/PB1 

with the newly discovered myeloid innate sensor: interferon-inducible protein Z-DNA binding protein 1 

(ZPB1) (250). 

 Although inflammasome activation and pyroptosis are potently inflammatory, in immunity to IAV, 

they have been shown to protect the host without contributing substantially to viral clearance until very late 
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time-points post-infection. Mice lacking caspase-1, ASC, or ZPB1 all succumb to lethal infection, 

exhibiting reduced cell recruitment as well as unfettered apoptosis and necrosis. Thus, the inflammasome 

activation primarily contributes to disease tolerance (250, 251). The minor contribution of the 

inflammasome to late-stage viral elimination can likely be attributed to its role in promotion of the adaptive 

response (252). Lastly, although the inflammasome is incontrovertibly linked to IL-1β and IL-18 release 

following IAV infection, whether or not IAV induces bona fide pyroptosis has not been properly elucidated, 

as pyroptosis induction is difficult to measure. Interestingly, on the other hand, one study has suggested 

that in the immunosuppressed elderly population, pyroptosis detrimentally compromises disease tolerance 

by promoting neutrophilia and NETosis (134). Certainly, further research of pyroptosis in IAV pathogenesis 

is warranted.           

Finally, just as overly exuberant cell death can dysregulate disease tolerance to IAV, so too can 

cells that are protected against IAV-induced cell death. Club cells are small ciliated epithelial cells that line 

bronchioles. Interestingly, they have been shown to be highly responsive to IFN-I signalling, such that IAV 

infection is unable to lyse the cell and disseminate, despite significant replication. As a result, club cells 

clear IAV, yet contribute to long-standing immunopathology due to sustained inflammatory cytokine 

release, such as CXCL10 and CCL5 in both murine and human models (253). However, although this 

phenomenon confers susceptibility to primary IAV infection, the heightened antiviral ISG signature 

bestows non-specific protection against subsequent heterologous IBV infection (254), coupling transient 

loss of disease tolerance to longer-lasting enhanced host resistance.     

 

1.4.7: The bone marrow as the control centre for hematopoiesis and immune regulation 

 As infections with human IAV strains are almost exclusively confined to the respiratory tract, 

fittingly the majority of research has focused on responses in the lung. Yet, it has long been established that 

the bone marrow represents the initial source of all blood cells in humans, which then circulate through the 

vasculature and seed the tissues, hinting at the importance of bone marrow/periphery axes during 

inflammation. The idea that marrow sustained the blood and bone has been around since antiquity, during 

the time of Hippocrates (255). However, it was not until the observations by Osler and his contemporaries 

in the 19th century that the bone marrow was properly recognized as the seedbed of the blood (256). Today, 
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it is known that at steady-state the bone marrow produces 200 billion red blood cells, 400 billion platelets 

and 10 billion leukocytes 

daily—numbers that can be 

augmented dramatically 

during inflammation or 

stress (255). Thus, the 

central actions of the bone 

marrow are of critical 

importance during times of 

peripheral inflammation, 

including IAV infection, 

where increased demand of 

leukocytes is necessitated.    

The generation of 

blood cells is a process 

termed hematopoiesis, 

coming from the Greek 

words haima (blood) and 

poiēsis (to produce something). Hematopoiesis proceeds in a tightly regulated fashion from pluripotent 

progenitors with high dormancy and self-renewal capacity, denoted by their expression of CD150, (CD150+ 

CD48- long-term hematopoietic stem cells; LT-HSCs, followed by CD150+ CD48+ short-term HSCs; ST-

HSCs) to CD150- CD48+ multipotent progenitors (MPPs), collectively referred to as lineage- cKit+ Sca-1+ 

(LKS) cells, before differentiating into increasingly lineage-restricted progenitors that are more active, but 

have lost their self-renewal capabilities (Figure 1.11) (257, 258).  An important bifurcation occurs just 

downstream of the MPP, where progenitor cells become destined to give rise to either cells of the 

myeloid/erythroid or lymphoid lineages, but not both. MPPs differentiate into cells of the myeloid/erythroid 

lineage through the common myeloid progenitor (CMP) and the lymphoid lineage through the common 

lymphoid progenitor (CLP) (259). From there, hematopoiesis continues through gradually more restricted 

progenitors where the ability to give rise to multiple cell types is progressively lost, until, ultimately, mature 

effector leukocytes are generated. For example, monopoiesis progresses downstream of the LKS to the 

CMP and then through the granulocyte-monocyte progenitor (GMP; loss of erythroid potential), followed 

by the common monocyte progenitor (cMoP; loss of granulocyte potential), before finally giving rise to 

mature Ly6chi and Ly6clo monocytes that egress into the peripheral blood (260). As an exploding field of 

Figure 1.11: Hematopoietic hierarchy. Hematopoiesis progresses through a series of differentiation 

steps from pluripotent stem cells to committed effector cells. With each step, differentiating lineage 

potential is progressively loss, but cellular activation is enhanced. The two major lineages (myeloid 

and lymphoid) bifurcate downstream of the MPP. In red are the associated known markers for each 

cell type and in blue are the cytokines or growth factors required for differentiation. Taken from (257). 
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research, discrete progenitor populations for each effector leukocyte, and the markers for them, are 

constantly being elucidated. In this vein, it was initially thought that hematopoiesis progressed in this 

rigorous stepwise fashion with lineage-restriction decisions occurring strictly downstream of LKS cells, 

such that LKS cells possessed unbiased pluripotent differentiation patterns. However, an abundance of 

evidence has refuted this, and it is becoming increasing understood that lineage biasing is progressive and 

begins very early during differentiation. This begins at the level of HSCs, where higher expression of 

CD150 confers myeloid lineage bias (261) and continues at the level of MPPs, with MPP3 (CD34+ Flt3-) 

and MPP4 (CD34+ Flt3+) subsets biasing towards the myeloid or lymphoid lineage, respectively (262). 

Thus, programming of HSC lineage determination during infection could fundamentally impact the 

magnitude and nature of the inflammatory response.    

The signals involved in interrupting HSC quiescence and in lineage determination are complex and, 

despite their importance in shaping the immune response, remain incompletely understood. It is known that 

specific transcription factor expression is needed to differentiate into particular lineages, such as PU.1 of 

the myeloid lineage or Notch signalling during T-cell development (257). However, their expression does 

not directly affect HSC lineage commitment decisions. Cytokine signalling, alternatively, plays a direct, 

integral role in stem cell activation and proliferation. Recently, TNF-α was shown to promote HSC survival 

(263), as was IL-6 (264). IFNs, additionally, appear to be critical mediators. At steady-state, IFN-II is 

essential for maintaining stem cell quiescence and survival (265), but chronic exposure to either IFN-I (266, 

267) or IFN-II (268) causes excessive proliferation and exhaustion of the HSC compartment. Interestingly, 

above stem cell maintenance, IFN signalling can directly regulate lineage commitment through modulation 

of cell death pathways in HSCs and subsets of committed progenitors. For example, IFN-I-dependent 

osteopontin production (269) promotes lymphopoiesis via inducing myeloid progenitor apoptosis (270), 

while IFN-I-dependent necroptosis of HSCs blunts myelopoiesis during bacterial infection (271). The 

effects of lineage commitment biasing of HSCs on the subsequent peripheral immune response, though, 

and whether this biasing could be exploited by pathogen virulence factors, were unknown. As we will see 

in Chapter 4, lineage biasing in the bone marrow is an underappreciated regulatory mechanism of 

the immune response, as the balance between myelopoiesis and lymphopoiesis has critical effects on 

host defense to highly pathogenic microbes.  

In contrast to chronic viral (272) and bacterial (268) infections, where it is well-established that 

continually heightened requirement for leukocytes causes stem cell exhaustion and bone marrow collapse, 

very little investigation of the bone marrow compartment has occurred following acute infections like IAV. 

However, some study into the long-distance effects of IAV infection on the bone marrow exists. Seminal 
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work by Seo et al. highlighted that in addition to critically promoting an antiviral state in the lung, IFN-I 

signalling in the bone marrow also protected against IAV by acutely modulating hematopoiesis. Following 

infection, Ifnar1-/- mice exhibit neutrophilia, due to an inability to generate Ly6Chi monocytes, instead 

producing Ly6Cint monocytes, not found in WT mice, that produce substantial levels of KC in the lung to 

fuel neutrophil chemotaxis and immunopathology (123). Additionally, recruited monocytes arrive in the 

lung tissue with a pre-emptive antiviral state, due to pulmonary-derived IFN-I signalling in the bone marrow 

that confers resistance to infection and contributes to viral clearance (273). Thus, the protective role of 

acute IFN-I in the bone marrow against IAV is at least two-fold. Finally, a prophylactic fibre-rich diet has 

recently been shown to promote monopoiesis that prevents neutrophilic immunopathology and boosts 

cytotoxic CD8+ T-cell responses following IAV infection (274). Certainly, the protective responses of the 

bone marrow in immunity to IAV remain an exciting outstanding area of research.   

 Over the course of the previous sections, the complexity of immunity to influenza virus infections 

has been made evident. Many cellular components of both the innate and adaptive systems have been 

implicated in protection against influenza, either via direct viral clearance (Host Resistance) or by 

safeguarding the lung tissue against immunopathology (Disease Tolerance). Although vast research efforts 

have been expended on understanding the exact immunologically mechanisms in a beneficial versus 

detrimental immune response, many unanswered questions linger. Moreover, it has been highlighted that 

effective immunomodulatory, rather than antiviral, therapeutic strategies are, as of yet, still entirely lacking. 

Acknowledging this pitfall in existing clinical interventions, the next section will overview the current 

vaccine as the only partially protective preventative strategy against influenza.      
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1.5: Vaccination as a strategy against IAV 

As previously stated, anti-IAV drugs are routinely administered when infection is suspected, yet 

their efficacy has been consistently challenged (31). Rising resistance rates and ineffectiveness when 

prescribed following symptom-onset add to the inadequacies of antivirals. To combat this, prophylactic 

therapies such as vaccination are appealing, in that they prevent, rather than fight, disease. Indeed, the only 

chance for disease eradication depends on a highly protective vaccine and the best approach in preventing 

influenza infection remains the vaccine. However, as evidenced below, the current vaccination strategy is 

equally fraught with shortcomings and, as such, better understanding of what constitutes a protective 

response to vaccination and how that can be harnessed in building a more effective influenza vaccine is 

warranted.  

 

1.5.1: Conventional influenza vaccination 

 Current vaccines invariably target the adaptive system and their effectiveness is dependent upon a 

combination of memory T- and, primarily, B- cells, which robustly responds following re-exposure to 

conserved antigens. Thus, the candidate vaccine’s efficacy at preventing disease is principally measured 

experimentally by levels of neutralizing antibodies in the serum (IgG) and T-cell responses upon ex vivo 

restimulation, thereby primarily ignoring potential contributions from other cells. In the case of influenza, 

vaccination is thought to principally protect through the generation of neutralizing IgG antibodies that target 

the globular head of the HA protein (275). Although these prevent infection of cells and, thus, disease, the 

head of the HA protein is highly variable and harbours strong mutagenic potential from antigenic drift. 

Because antigen-specific responses of the host are highly conserved, but the viral HA that these responses 

recognize is not, in contrast to other more effective vaccines against other pathogens, influenza vaccines 

are necessarily administered annually to maintain their protection (276).  

Despite this annual vaccination program, antigenic mismatch often still occurs. As mismatch causes 

low vaccine efficacy, global surveillance by the WHO of circulating influenza strains transpires year-round 

to map mutations in the circulating strains, in hopes of generating proper vaccination strains for upcoming 

epidemics. Biannual meetings for each the northern and southern hemispheres are conducted by the WHO’s 

Global Influenza Surveillance and Response System (GISRS) to select which strains will be incorporated, 

based on antigenic information of infecting strains and epidemiological data of over 130 national influenza 

centres in 100 countries across the globe. Unfortunately, due to the length of time required to generate 
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appropriate amounts of vaccine stocks, strain decisions are made at least 6 months prior to the flu season 

in either hemisphere, increasing the likelihood for antigen mismatch (276). Pandemic strains that emerge 

via antigenic shift render the vaccine completely ineffective due to evasion of memory responses, heavily 

compounding efficacy issues. All taken together, over the last decade-and-a-half, adjusted influenza vaccine 

effectiveness has varied substantially but invariably suboptimal, ranging anywhere from 10 to 60% (Figure 

1.12) (277).  

 Administered influenza vaccines contain either three (trivalent) or four (quadrivalent) strains. 

Quadrivalent vaccines combine two IAV strains: an H1N1 strain descended from the 2009 pandemic and 

an H3N2 strain descended from the 1968 pandemic, as well as two IBV strains: Yamagata and Victorian. 

The trivalent vaccine, on the 

other hand, immunizes against 

both IAV strains and a single 

IBV strain based on WHO 

recommendations (275). The 

majority of influenza vaccines 

are inactivated influenza 

vaccines (IIV) in which the 

virion has been disrupted by 

fixatives (whole virus) or 

ethers (split virus), but 

temperature-dependent live 

attenuated influenza vaccines 

(LAIV) are also available in 

North America and much of 

Europe. Of the IIV subtypes, split virus vaccines are more common and effective, due to exposure of all 

viral proteins rather than just those on the surface. Interestingly, although less immunogenic when 

compared to IIV, LAIV more closely mimics a natural infection, therefore conferring a broader adaptive 

response that comprises cell-mediated immunity and mucosal-associated IgA responses in the upper 

respiratory tract, in addition to conventional IgG responses (278).  To generate, both vaccine types are 

predominantly propagated in embryonated chicken eggs, which afford high viral titres. Discouragingly, 

forced viral replication within eggs causes selective egg-adapted changes of the HA protein that lower 

immunogenicity and lead to antigenic mismatch. This phenomenon is especially evident with the current 

H3N2 strain that replicates poorly in eggs and, thus, requires several passages to obtain suitable titres, 

Figure 1.12: Annual vaccine effectiveness in the United States. Influenza vaccine 

effectiveness since 2004, varying from 60% to 10%. The high mutagenic rate of the HA head 

of the virus is primarily to blame. The dashed line indicates 5-year rolling average. Adapted 

from (276) 



lxxv 

 

increasing the occurrence of these egg-adapted changes (279). Adding to these issues is that HPAI strains 

remain refractory to conventional vaccination strategies, as they are highly pathogenic in embryonated 

chicken eggs (275).  

To partially overcome these shortcomings, novel strategies have been brought forth. Recombinant  

HA vaccines are approved for use in the United States and are manufactured using recombinant protein-

expressing insect cells or viruses (280). As the recombinant HA vaccine does not use replicating virions or 

eggs, it does not induce egg-adapted mutations, could be used for HPAI vaccines and can also be produced 

to large volumes within 2 months. However, it only induces immunity to HA and, therefore, is highly 

dependent on exact strain match. It also exhibits low immunogenicity, being only suitable for healthy 

individuals between 18-49 as a result (276). IIV and LAIV propagation has been equally done in cell culture 

(e.g. MDCK cells) to avoid egg-adapted mutations, yet viral replication is reduced when compared eggs 

and high titres are not sufficiently reached to become a viable option. Intriguingly though, recent work has 

been undertaken that utilizes the Nicotiana benthamiana plant as a vector for quadrivalent influenza vaccine 

replication (QVLP), which limits propagating strain mutations. Experimentally, QVLPs were shown to be 

more immunogenic than the split-virion vaccine, inducing both a balanced T- and B- cell response  (281). 

In ongoing Phase II clinical trials, QVLPs were shown to be safe and immunogenic in both young and aged 

populations (282), suggesting that plant-derived vaccines may be better than current egg-based strategies.               

 

1.5.2: Potential universal influenza vaccinations   

 Modifications to the current vaccine such as the vector used, route of administration, or initial virus 

source show promise in improving influenza vaccine efficacy. Yet, due to the fact that current vaccines 

preferentially induce the generation of neutralizing IgG antibodies that recognize the head of the HA 

protein, which exhibits rapid mutation rates, all are highly susceptible to viral antigenic drift/shift and poor 

seeding strain decisions. Thus, the current vaccination strategy is inherently limited in its efficacy by such 

factors, and, therefore, much of the current vaccine research has shifted towards finding a so-called 

universal vaccination that is broadly cross-protective. If successful, these universal vaccines would repeal 

the requirement for yearly vaccination and elongate the protective period, regardless of the dominant 

circulating IAV, IBV, or, even, HPAI strain. Continuing to target the adaptive arm of immunity, the 

majority of work has centred around generating neutralizing immunity to more conserved viral epitopes.   
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 Unlike the head domain, the stalk region of the HA protein is antigenically much more conserved. 

Antibodies that target the HA-stalk are produced during infection, but their numbers are significantly lower 

than those targeting the head and the stalk is of relatively low immunogenicity. Additionally, they are not 

naturally neutralizing by preventing viral fusion, as are the anti-HA head antibodies, serving instead to 

enhance antibody-dependent cell mediated cytotoxicity (ADCC),  prevent the HA conformational change 

in the endosome, or by activating complement, showing activity against a broad range of heterologous 

influenza infections (283, 284). Enhanced production of these stalk-recognizing antibodies following 

vaccine is achieved by using an engineered fragmented or headless HA protein to force immunogenicity of 

the stalk region to both IAV and IBV strains (275, 284). In a similar vein, surface influenza NA proteins 

have been shown to be quite conserved and in animal studies injection of anti-NA antibodies from 

immunized animals exhibited heterologous strain protection; however, antibodies against NA have never 

been formerly quantified in current human vaccines. Excitingly, recent study has elucidated human NA-

specific antibodies that offer broadly neutralizing effects against all tested IAV strains of human, swine and 

avian origins, as well as some IBV strains are generated during vaccination (285). Ongoing study is needed 

to determine how to enhance the levels of anti-NA antibodies following infection or vaccination, although 

important proof-of-concept now exists. Similarly, due to its equally conserved nature, the transmembrane 

M2 protein has been extensively investigated for use in a universal vaccine, having been formally tested in 

early-phase clinical trials (286). Despite exhibiting safety and some efficacy, no such vaccine has been 

marketed and greater effort is needed to enhance immunogenicity.              

 Vaccine efficacy tends to decline in elderly individuals through not well understood mechanisms, 

which is particularly true in the case of current influenza vaccines. Interestingly, it has been suggested that 

current influenza vaccines that bolster humoral responses while only weakly promoting cell-mediated 

responses may be poor candidates for a universal vaccine, as robust vaccine effect has been observed in 

aged populations in the absence of a humoral response, but with a strong cell-mediated response (287). 

Furthermore, the immunodominant antigen of cytotoxic T-cells is derived from the NP protein, which is 

highly conserved within influenza strains, suggesting that T-cell-mediated immunity may play an important 

role in the cross-protection of a universal vaccine. Similarly, a pox virus vaccine engineered to express 

conserved internal IAV NP and M1 proteins enhanced T-cell mediated immunity in experimentally infected 

humans, and decreased disease severity and viral shedding (288). Intriguingly, the previously mentioned 

plant-derived vaccines also significantly elevated T- as well as B-cell responses (281), suggesting plant 

produced vaccines may be more protective through a number of mechanisms.         
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 As cytotoxic T-cell responses require infection to occur, they can only limit disease severity, while 

antibodies can neutralize viruses prior to infection to prevent disease entirely. Thus, it is expected that a 

true universal influenza vaccine candidate will synergize cell-mediated and humoral responses, and, as we 

will explore in the following section, likely involve contributions from the innate system as well, potentially 

by exploiting an expanding immune concept known as trained immunity.   

 

1.5.3: Unconventional vaccination: Trained innate immunity  

 As discussed previously, conventional thinking branched the immune system into the amnestic 

innate system and the anamnestic adaptive system. The adaptive system is poorly conserved evolutionarily, 

only being found in upper order 

vertebrates, while all other 

organisms with an immune system 

have only an innate compartment 

or signalling mediators. Thus, it 

was thought that immune memory 

was an important immunological 

step that emerged with the 

evolution of complex orders of 

life. However, dating back to the 

early 20th century (289), a concept known as systemic acquired resistance (SAR) in plants had been 

appreciated, where infected portions of plants could relay resistance mechanisms to uninfected portions of 

plants, akin to vaccination in vertebrates, despite lacking formal immune cells (290). This argued the 

capacity for immune memory exists outside of the adaptive response. Since then, this capacity has been 

extensively described in invertebrates, where enhanced resistance to secondary infection was mediated by 

innate cells (291), and more recently beginning in the 1980s in vertebrates, including humans and other 

mammals.  

In 2011 this phenomenon was coined innate trained immunity (292), where initial inflammatory 

stimuli could train innate cells (e.g. monocyte/macrophages and NK cells) to respond more robustly to 

subsequent infections similar or dissimilar to the initial inflammatory cue in comparison to naïve cells 

(Figure 1.13) (105). This boosting of the secondary inflammatory response is mediated by epigenetic (293, 

294) and/or metabolic (295, 296) reprogramming induced by the initial stimulus. Effector molecules and 

Figure 1.13: Schematic of trained immune responses. Following a trained stimulus, 

innate immune cells exhibit enhanced inflammatory responses to subsequent stimuli. Taken 

from (104). 
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indicators of trained immunity are vast, but research has focused on enhanced release of inflammatory 

cytokines such as IL-1β and IL-6 in comparison to untrained cells (105). Very recently, trained immunity 

has been extended to non-bone marrow-derived cells, such as embryonically-derived lung resident alveolar 

macrophages (297) and structural cells (298). Although trained immunity has been shown extensively to be 

protective against infectious diseases, it can manifest itself deleterious during inflammatory disorders such 

as atherosclerosis and neuropathies (299). As we highlight in chapter 4, more insight into the signature 

of protective versus detrimental trained immunity of innate cells imprinted by pathogens is required 

before it can be harnessed therapeutically.  

Although inducers of trained immunity are still being discovered and likely numerous, two have 

already been extensively described, one a live bacterium and the other a PRR ligand (105): 

1. Bacillus Calmette-Guérin (BCG): A live attenuated form of the bacterium Mycobacterium 

bovis, used for over a century as the vaccine against Mycobacterium tuberculosis (Mtb) 

(300). 

2. β-Glucan: A polysaccharide PAMP found on the surface of fungi and bacteria that acts as 

the ligand for the PRR Dectin-1. Dectin-1 is highly expressed on the surface of myeloid 

cells (301).    

 

1.5.4: The bone marrow as the critical site for trained immunity 

 The initial ability of BCG to train cells was described in mature bone marrow-derived 

monocyte/macrophages of humans and mice through recognition by NOD2 (302). With the half-life of 

innate immune cells being short, roughly 24 hours for monocytes at steady-state (303), a trained phenotype 

confined to innate cells shows limited promise in immunity to chronic diseases or as a vaccination strategy. 

However, as introduced in section 1.4.7, bone marrow HSCs give rise to all circulating leukocytes 

throughout the entirety of an organism’s life. Recently, our laboratory showed the importance of the route 

of delivery in the longevity of trained immunity. By delivering BCG intravenously, which granted BCG 
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access to the bone marrow, rather than subcutaneously, which did not, bone marrow HSCs became 

programmed in an IFN-II-dependent manner, which conferred long-lived training to progeny cells and, 

ultimately, to monocyte-

derived macrophages via 

epigenetic and transcriptional 

changes. This training 

afforded enhanced 

antimycobacterial responses 

of BMDM against subsequent 

Mtb infection for upwards of 5 

months in a murine model 

(304). Thus, by targeting HSCs 

through intravenous 

administration, elevated 

protection can be observed 

downstream (Figure 1.14) (305). Evidence for the enhanced efficacy of intravenous administration of BCG 

against Mtb has since been extended to non-human primates (306).  

 

1.5.5: Moving towards a more effective influenza vaccine 

Taken together, current vaccination strategy is insufficient to protect against seasonal and pandemic 

influenza infections, in part due to vaccine production drawbacks and the fact it primarily generates highly 

strain-specific anti-HA-head antibodies. Recent work focusing on the generation of universal vaccines by 

creating a cross-protective and broadly neutralizing humoral response against more highly conserved 

antigens such as the HA-stalk, as well as a robust cytotoxic T-cell response have shown considerable 

promise experimentally. However, as of yet, nothing has fully materialized into a marketable vaccine. 

Interestingly, innate immune responses, until recently thought to be amnesiac in mammals, are now known 

to exhibit memory-like responses, called trained immunity, that can provide long-term heterologous 

protection through HSC reprogramming in the bone marrow. As mentioned, two potent inducers of trained 

macrophage-mediated immunity are already approved for use in humans and widely deployed: the vaccine 

for Mtb, BCG, and the ligand for the PRR Dectin-1, β-Glucan. Equally, the TLR3 agonist Poly (I:C:LC) 

has been prophylactically administered intranasally to provide protection against several IAV strains, and 

Figure 1.14: Targeting the bone marrow to generate long-term trained immune responses. 

Initial findings of trained immunity were hampered by the fact that monocytes were short-lived. 

By gaining access to the bone marrow, BCG programs stem cells, such that all downstream 

progeny exhibit a trained phenotype that allows them to traffic to the lung and more effectively 

combat Mtb. Taken from (304).  
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other viruses, alone for up to one month prior (307-309), or as an adjuvant along with the classical influenza 

vaccine (310), by inducing IFN-I. Recent early results in humans also show promise (311). Finally, as we 

will see in chapter 5, these immunomodulators and inducers of trained immunity are appealing 

candidates as unconventional universal vaccines for IAV due to the non-specific and long-term 

protection conferred by them.       
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1.6: Rationale 

 It is evident that despite at least a century of intensive clinical, epidemiological, immunological 

and molecular study, our understanding of the host response to influenza infection remains incomplete. The 

first influenza pandemic of the 20th century, the 1918 Spanish Flu, was the single deadliest pandemic in 

human history. Although influenza mortality has dramatically declined to approximately 500 000 deaths 

per year, much of this can be attributed to the arrival of hygienic practices and the age of antibiotics that 

curtailed secondary bacterial pneumonia, rather than effective influenza interventions (i.e. antivirals and 

immunomodulators) or prophylactics (i.e. vaccination). Thus, our ability to effectively combat influenza is 

still lacking, at least in part due to our imperfect comprehension of the mechanisms underlying a successful 

immune response. 

As highlighted in Chapter 1, it is now appreciated that, upon infection, host defense to influenza 

can be broadly divided into two branches: host resistance mechanisms which restrict viral replication and 

disease tolerance mechanisms that counter the tissue damage caused by the inflammatory response. If these 

branches are appropriately regulated, influenza is dispelled from the lungs, tissue damage is resolved and 

the host returns to homeostasis. However, if one branch is compromised, immune dysregulation occurs and 

the host succumbs to infection, either via unsustainable levels of viral replication or an intolerable 

magnitude of lung pathology. Vaccination can pre-emptively boost both host resistance and disease 

tolerance mechanisms to ameliorate disease severity, or even prevent infection. Yet, current influenza 

vaccines fail to provide reliable protection by targeting traditional adaptive memory responses, arguing that 

alternative strategies of vaccination may yield higher efficacy. Trained immunity represents an appealing 

mechanism of a universal influenza vaccine, as it can provide non-specific heterologous protection. 

However, effectors of protective trained immunity in vivo are based on hitherto unknown mechanisms, 

converging on the bone marrow. Thus, the fundamental reason for our study was to carefully interrogate 

protective pathways of host resistance and disease tolerance to provide therapeutic targets, as well as to 

better understand the mechanisms of protective trained immunity to harness its potential in future vaccine 

design. 
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1.6.1: Main hypotheses 

1) Host resistance and disease tolerance mechanisms both critically protect against IAV infection 

2) Differential manipulation of bone marrow hematopoiesis (i.e. myelopoiesis versus lymphopoiesis) 

is a critical pathogen virulence strategy that manipulates effector leukocyte responses    

3) Protective trained immunity can be utilized as universal vaccination strategies against IAV 

 

1.6.2: Major objectives 

1) To investigate the potential role of RIPK3 in host resistance to IAV 

2) To determine the potential role of CypD in disease tolerance to IAV 

3) To investigate how related mycobacteria BCG and Mtb manipulate hematopoiesis and their effects 

on trained innate immunity 

4) To harness the power of trained immunity as potential vaccines against IAV 
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PREFACE TO CHAPTER 2 

 Cell death is intimately involved in both host defense to infection, as well as IAV pathogenesis. 

Extensive work by us (62, 154) and others (312) had previously investigated the role of apoptosis in anti-

influenza immunity and disease pathogenesis. However, other cell death pathways remained less 

thoroughly scrutinized. Interestingly, a novel form of programmed cell death known as RIPK3-dependent 

necrosis, or necroptosis, in structural cells contributed to host resistance following vaccinia (313) and IAV 

(222) infections. Yet, macrophage necroptosis following Mtb (314) and S. enterica (213) infections 

facilitated bacterial dissemination, suggesting that necroptosis following infection could be either protective 

or detrimental, depending on the cell type or pathogen. What role necroptosis had in macrophages following 

IAV infection was completely unknown, but given the critical role of macrophages in immunity to IAV 

(175, 176), we initially hypothesized that RIPK3-deficiency would conserve macrophage viability and 

function post-infection to protect against IAV. In fact, unexpectedly, our results outlined a role for RIPK3 

in IFN-I production by macrophages that crucially contributed to host resistance to IAV, without affecting 

macrophage cell death. Thus, the contribution of RIPK3 to IAV resistance is at least two-fold: the control 

of viral replication through structural cell necroptosis and by IFN-I production by pulmonary macrophages. 
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CHAPTER 2: 

RIPK3 interacts with MAVS to regulate type I IFN-mediated 

immunity to Influenza A virus infection 
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2.1 Abstract 

The type I interferon pathway plays a critical role in both host defense and tolerance against viral 

infection and thus requires refined regulatory mechanisms. RIPK3-mediated necroptosis has been 

shown to be involved in anti-viral immunity. However, the exact role of RIPK3 in immunity to 

Influenza A Virus (IAV) is poorly understood. In line with others, we, herein, show that Ripk3-/- 

mice are highly susceptible to IAV infection, exhibiting elevated pulmonary viral load and 

heightened morbidity and mortality. Unexpectedly, this susceptibility was linked to an inability of 

RIKP3-deficient macrophages (Mφ) to produce type I IFN in the lungs of infected mice. In Mφ 

infected with IAV in vitro, we found that RIPK3 regulates type I IFN both transcriptionally, by 

interacting with MAVS and limiting RIPK1 interaction with MAVS, and post-transcriptionally, by 

activating protein kinase R (PKR)—a critical regulator of IFN-β mRNA stability. Collectively, our 

findings indicate a novel role for RIPK3 in regulating Mφ-mediated type I IFN anti-viral immunity, 

independent of its conventional role in necroptosis.  
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2.2 Author Summary 

Influenza A virus (IAV) is a pulmonary pathogen that presents a significant threat to human health 

through seasonal epidemics and occasional, highly lethal pandemics. Type I IFN is an essential 

component of anti-viral immunity to influenza infection and pulmonary macrophages are the major 

source of type I IFN. Recently, we have shown that programmed macrophage cell death 

(apoptosis) plays a key role in immunity to influenza infection. Interestingly, another cell death 

program, termed necroptosis, has been implicated in control of viral infection via receptor-

interacting serine/threonine protein kinase 3 (RIPK3). In the present study, we define a novel role 

of RIPK3 in regulating the type I IFN pathway to protect against lethal IAV infection, which is 

independent of necroptosis. RIPK3 regulates type I IFN signaling at both the transcriptional and 

post-transcriptional levels to sequester viral replication and protect the host against influenza 

infection. Thus, manipulation of the RIPK3 pathways poses a novel avenue in the development of 

anti-IAV treatments. 
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2.3 Introduction 

Pulmonary macrophages (Mφ) reside in the unique extraepithelial environment of the 

lower airways and are the main source of one of the key components of host anti-viral immunity: 

type I IFN (primarily IFN-α and β) (178, 315, 316). However, many highly pathogenic viruses, 

including IAV, have evolved to reach the lower respiratory tract and effectively sidestep the type 

I IFN pathway in Mφ. Initial recognition of IAV-ssRNA occurs by the cytosolic RNA helicase 

retinoic acid-inducible gene I (RIG-I) that interacts with the mitochondrial anti-viral-signaling 

protein (MAVS) to activate the interferon regulatory factor 3 (IRF3)-mediated type I IFN pathway, 

upstream of the TANK-binding kinase 1 (TBK1) (152). Subsequent binding of type I IFNs to their 

heterodimeric receptor (IFNαR) leads to activation of the JAK/STAT pathway and the 

transcription of IFN-inducible genes (ISGs), such as the double-stranded RNA-dependent protein 

kinase R (PKR), which is critical in controlling viral replication, by regulating proteins involved 

in inhibiting both host and viral translation (317) as well as IFN-β mRNA integrity (132).   

Resident alveolar Mφ are the first immune cells to encounter IAV in the airways and 

orchestrate the immune response (175). While both the frequency and number of resident alveolar 

Mφ are constant shortly after infection (318), the frequency and total cell number of bone marrow 

derived-monocytes, recruited in a CCR2-dependent manner, are significantly increased and 

represent the major source of Mφ in the lungs during IAV infection (154, 184). We, and others, 

have shown that the induction of type I IFN by pulmonary Mφ is indispensable during IAV 

infection (154, 178, 315). Thus, it is not surprising that IAV has evolved several strategies to inhibit 

the type I IFN axis, including encoding the virulence factor PB1-F2, which specifically targets 

mitochondria to induce early apoptosis in Mφ (18, 319) to limit the production of type I IFN (62). 

Interestingly, the receptor interacting serine/threonine protein kinase (RIPK) family members 

(RIPK1 and RIPK3) regulate necroptosis (a form of programmed necrosis) and play a critical role 

in immunity to viral infections. For example, RIPK3-mediated necroptosis was shown to be 

important in the host defense against vaccinia virus (313), murine cytomegalovirus (MCMV) 

(320), as well as IAV (222). Additionally, a cell death-independent role for RIPK1 and RIPK3 in 

inflammation has also been described in myeloid cells. In models of LPS-induced inflammation 

using bone marrow-derived Mφ (BMD-Mφ) (321), or bone marrow-derived dendritic cells (DC) 
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(322), RIPK3-deficient cells failed to release pro-inflammatory cytokines (323, 324). Consistent 

with these studies, it has been also demonstrated that RIPK1 regulates the production of potent 

inflammatory cytokines, including TNF- (325). Importantly, it has recently been shown that 

RIPK3 confers enhanced viral clearance and protection to IAV by modulating apoptotic and 

necroptotic cell death in infected lung structural cells (222), while its expression moderately affects 

the pro-inflammatory and anti-viral signature of fibroblasts (326). However, the function of RIPK3 

in lung immune cells, which contribute significantly to immunity to IAV infection has not been 

well understood.   

In this report, we sought to further delineate the role of RIPK3 in immunity to pulmonary 

IAV infection. As previously shown, herein, we define RIPK3 as an essential component of host 

defense against IAV infection. Surprisingly, RIPK3-deficient mice were extremely susceptible to 

IAV infection due to a significant reduction in type I IFN. Pulmonary Mφ from RIPK3-deficent 

mice failed to mount an effective type I IFN response to IAV. Mechanistically, we demonstrated 

that RIPK3 was upregulated in IAV-infected Mφ and its induction was required for optimal 

production of type I IFN at two steps: via interaction with MAVS to regulate IFN-β transcription 

and via activation of PKR to stabilize IFN-β mRNA. Notably, the loss-of-function in RIPK3 has 

no effect on cell death responses to IAV-infected Mφ, both in vitro and in vivo, indicating a new 

cell-death independent function for this kinase in innate anti-viral responses.  
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2.4 Results 

RIPK3-deficient mice are highly susceptible to IAV infection and exhibit a heightened 

pulmonary viral load 

To examine a potential role for RIPK3 in immunity to IAV infection, wild-type (WT) and 

Ripk3-/- mice were infected with a low dose (50 pfu) of IAV. Ripk3-/- mice exhibited significant 

morbidity as shown by increased weight loss (Fig 1A) as well as mortality (Fig 1B) compared to 

WT mice. Similar data were obtained using a higher dose of (90 pfu ≈LD50) of IAV infection 

(S1A-B Fig). This increase of mortality was associated with a significantly increased pulmonary 

viral load (Fig 1C) and decreased levels of active type I IFN in both the airways and the lungs (Fig 

1D and 1E, respectively) and reduced levels of IFN-β in the lungs (S1C Fig). Corresponding to the 

increased pulmonary viral load (Fig 1C), Ripk3-/- lungs had a higher percentage of viral 

nucleoprotein (NP)+ cells in both epithelial cells (Non-leukocytes, CD45- NP+) as well as 

leukocytes (CD45+ NP+) (Fig 1F). Interestingly, the percentage of NP+ pulmonary Mφ (CD45+ 

F4/80+ CD19-) was higher in the lung (S1D Fig) and BAL (Fig 1G) of Ripk3-/- mice, indicating 

RIPK3-deficient Mφ are more susceptible to IAV infection in vivo.  The initial control of virus 

propagation is a major determinant of an adequate host immune response, allowing elimination of 

the pathogen with minimal immunopathology. In line with this, the significant increase in viral 

load in Ripk3-/- mice correlated with markedly enhanced inflammation (Fig 1H, S2A-B Fig) and 

immunopathology (Fig 1I and S1E Fig) as well as reduced pulmonary function (Fig 1J). 

Collectively, these data indicate that RIPK3 plays an indispensable role in immunity to IAV 

infection by regulating host pulmonary anti-viral responses and reducing pulmonary 

immunopathology. 

 

RIPK3 is required for optimal induction of type I IFN in Mφ infected with IAV 

During the steady state, the pulmonary compartment is primarily comprised of resident 

alveolar Mφ (AMφ). However, after pulmonary infection the recruitment of monocyte/Mφ from 

the bone marrow is critical for host defense to infection (123). Since Mφ are the primary source of 

type I IFN in response to pulmonary viral infections (154, 178, 315, 316) and Ripk3-/- mice elicited 



xci 

 

attenuated type I IFN responses to IAV, we next determined whether Ripk3-/- Mφ are impaired in 

their ability to produce type I IFN in vitro. Consistent with the significant reduction of type I IFN 

and increased viral load in the lungs of RIPK3-deficient mice, a significant reduction of total active 

type I IFN and IFN-β was observed in IAV-infected Ripk3-/- BMD-Mφ (Fig 2A-B), AMφ (S3A 

Fig), but not BMDC (S3B Fig). In addition, RIPK3-deficient BMD-Mφ were more permissive to 

IAV infection, as evaluated by qPCR for IAV NS1 transcripts (Fig 2C), flow cytometry for NP 

protein (Fig 2D), or standard plaque assay (S3C Fig). Similarly, WT BMD-Mφ treated with the 

selective inhibitor of RIPK3 activity (GSK ‘843) also exhibited less active type I IFN upon IAV 

infection (Fig 2E) with a higher viral load (Fig 2F). Finally, we sought to extend the role of RIPK3 

in immunity to IAV in human monocyte-derived Mφ. Using monocyte-derived Mφ generated from 

peripheral blood mononuclear cells (PBMC) obtained from healthy donors and infected with a 

human strain of IAV (H3N2), RIPK3-inhibited PBMC released significantly less type I IFN (Fig 

2G) and exhibited an elevated viral load (Fig 2H). These data collectively indicate that RIPK3 

regulates the induction of type I IFN in murine and human Mφ infected with IAV.     

As necroptosis has been shown as a mechanism involved in cytokine release (e.g. IL-1) 

(323), and RIPK3 is a key player in this cell death pathway, we initially hypothesized that RIPK3-

mediated necroptosis is required for the secretion of type I IFN from IAV-infected BMD-Mφ. 

Consistent with other experimental models using LPS (327), which show that the addition of the 

pan-caspase inhibitor (zVAD-FMK) is required for the induction of necroptosis (S3D Fig), we 

also found that inhibition of caspases via zVAD increased necroptosis in IAV-infected BMD-Mφ 

(Fig 2I). In these experimental models, the induction of necroptosis was RIPK1- and RIPK3-

dependent, as necroptosis was completely abrogated by addition of necrostatin-1 (Nec-1) or the 

loss-of-function of RIPK3 (Fig 2I and S3D Fig). However, in the absence of zVAD, using the 

LDH assay (Fig 2J), Annexin V/7-AAD staining (S3E Fig), or viability dye (S3F Fig), we found 

no difference in the cell death program between groups of IAV-infected BMD-Mφ at any time 

points of infection. In agreement with these in vitro observations, the levels of pulmonary Mφ 

death were not altered in the BAL of WT and Ripk3-/- mice infected with IAV (S3G Fig). Thus, 

the use of pan-caspase inhibitors to reveal necroptosis in the majority of experimental models may 

mask the other biological functions of RIPK1/RIPK3 in natural settings. Together, these results 
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indicate that the lack of type I IFN responses by Ripk3-/- BMD-Mφ is not coupled to cell death 

outcomes in IAV-infected Mφ. 

 

RIPK3 interacts with MAVS, mediating type I IFN signaling in BMD-Mφ infected with IAV 

As the induction of the type I IFN pathway is critically mediated by RIG-I/MAVS signaling 

during IAV infection in BMD-Mφ (S4A Fig), we next assessed whether RIPK1 and RIPK3 are 

involved in regulation of this pathway. Following IAV infection of WT BMD-Mφ, we observed 

an upregulation of RIPK3 (Fig 3A). We found that prior to IAV infection, RIPK3 is primarily 

localized in the cytoplasm (Fig 3B-C). However, following IAV infection of WT BMD-Mφ, the 

levels of cytoplasmic RIPK3 markedly decreased, while there was an increase in RIPK3 

translocation to the mitochondria (Fig 3B-C). Interestingly, we also found that RIPK3 interacted 

with MAVS (Fig 3D and S4B Fig) and surprisingly, in IAV-infected Ripk3-/- BMD-Mφ, there was 

a robust interaction between RIPK1 and MAVS (Fig 3E and S4B-C Fig) at the mitochondria (Fig 

3F). This enhanced interaction between RIPK1/MAVS led to a significantly increased level of 

phosphorylation of the downstream mediators of MAVS signalling, TBK1 and the transcription 

factor IRF3 (Fig 3G-H). A similar trend was also observed in stimulation of Ripk3-/- Mφ with the 

RIG-I ligand, 5’triphosphate (ppp) dsRNA, which led to increased levels of interaction between 

RIPK1 and MAVS, increased phosphorylation of IRF3, as well as IFN-β transcripts (S4D-F Fig). 

To test whether RIPK1 directly mediates TBK1 activation, we next inhibited RIPK1 using Nec-1 

and demonstrated that TBK1 activation was completely abolished in IAV-infected Ripk3-/- BMD-

Mφ (Fig 3H and S4G Fig). Furthermore, inhibition of RIPK1 by Nec-1 significantly decreased the 

levels of IFN-β mRNA after IAV infection (Fig 3I). These data collectively indicate that in the 

absence of RIPK3, there is increased activation of the RIPK1-dependent RIG-I/MAVS signaling 

pathway.  Thus, these findings support RIPK3 as a negative regulator of RIPK1-mediated 

activation of type I IFN signaling pathways during IAV infection. 
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RIPK3 activates the PKR pathway in BMD-Mφ infected with IAV, increasing the integrity 

of IFN-β transcripts and promoting protection 

Given the increased activation of TBK1/IRF3 signaling in Ripk3-/- BMD-Mφ, we next 

investigated whether this leads to an upregulation at the transcriptional level of IFN-β. In line with 

the increased TBK1/IRF3 signaling, IFN-β transcripts were elevated in IAV-infected RIPK3-

deficient BMD-Mφ (Fig 4A). Similarly, the levels of IFN-β transcripts were also significantly 

elevated in the lungs of Ripk3-/- mice after 3 and 6 days of IAV infection (Fig 4B). These results 

were surprising as the levels of IFN-β protein were significantly reduced in both IAV-infected 

Ripk3-/- BMD-Mφ (Fig 2A-B) and lungs (Fig 1D-E and S1C Fig). To address the disparity between 

the transcription and translation of IFN-β in RIPK3-deficient BMD-Mφ and lungs, we next 

investigated the mechanism involved in IFN-β post-transcriptional regulation. Protein kinase R 

(PKR) is an important player in the host response to viral infections mainly via phosphorylating 

the α subunit of the translation initiation factor eIF2 (eIF2α) that inhibits both host and viral mRNA 

translation, thus suppressing viral propagation (317, 328). Additionally, several studies also 

demonstrate that PKR plays a key role in augmenting type I IFN responses to viral infection (132, 

329). This mechanism can occur at a translational level through activation of eIF2 kinase (330) 

or at a post-transcriptional level by preserving the integrity of IFN-β mRNA, via the maintenance 

of its poly(A)-tail (132). We found that during IAV infection there was no difference in 

phosphorylation of eIF2α in Ripk3-/- or WT BMD-Mφ (Fig 4D). However, after IAV infection, 

activation of PKR was markedly reduced in Ripk3-/- BMD-Mφ, compared to the WT as assessed 

by confocal microscopy (Fig 4C) or western blot (Fig 4D), and no significant effects were observed 

in the total PKR protein (S5A Fig). Correlating to these in vitro findings, we also found a 

significant reduction of PKR phosphorylation in the lungs of IAV-infected Ripk3-/- mice, compared 

to infected WT mice (Fig 4E). Furthermore, the reduction of PKR activation in IAV-infected 

Ripk3-/- BMD-Mφ correlated with diminished IFN-β mRNA stability, as evaluated by the levels of 

IFN-β mRNA after synthesis of cDNA with oligo(dT) primers, compared to hexamer primers (Fig 

4F). Comparable to another viral model (132), this effect was specific to IFN-β mRNA, as the 

levels of GAPDH (S5B Fig) and IL-6 (S5C Fig) mRNA did not differ following synthesis with 

either hexamer or oligo(dT) primers. In agreement with the loss of IFN-β mRNA integrity, 

confocal analysis confirmed the reduction of intracellular IFN-β protein levels within Ripk3-/- IAV-
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infected BMD-Mφ (Fig 4G-H). These data collectively indicate that in RIPK3-deficient Mφ and 

mice infected with IAV, PKR activation is profoundly compromised, leading to reduced IFN-β 

mRNA stability and thus IFN-β production.  

Finally, to directly address whether the reduced anti-viral function of Ripk3-/- BMD-Mφ in 

vitro translated to an impaired control of IAV replication in vivo, we adoptively transferred 

(intratracheally) BMD-Mφ from either Ripk3-/- or WT mice into Rag1-deficient mice (lacking B 

and T cells), which were then infected intranasally with IAV (Fig 4I). At day 3 post IAV-infection, 

the Rag1-/- mice that received Ripk3-/- BMD-Mφ showed a significantly increased pulmonary viral 

titre in comparison to the Rag1-/- mice that received WT BMD-Mφ (Fig 4J). Finally, to provide 

the direct link between reduction of type I IFN in RIPK3-deficient mice and susceptibility to IAV 

infection, we reconstituted IFN-β in the lungs of Ripk3-/- mice and showed that there was a 

significant reduction in pulmonary viral load, which was comparable to the viral load in infected 

WT mice (Fig 4K). Taken together, our data provide the first evidence that RIPK3 intrinsically 

regulates anti-viral immunity in Mφ, independent of its conventional role in necroptosis, by driving 

PKR activation and the IFN-β anti-viral effector program.  
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2.5 Discussion 

In the present study, we define a novel and critical role of RIPK3 in host defense against 

IAV. Our findings provide strong evidence that in IAV-infected Mφ, RIPK3 regulates type I IFN 

production at both the transcriptional level, via interaction with the RIG-I/MAVS signaling 

pathway, as well as the post-transcriptional level, via activation of PKR (Fig 5).  

RIPK3 was initially identified as a master regulator of necroptosis (221). Genetic studies 

have undoubtedly shown the critical physiological role of RIPK1/3 dependent necroptosis in 

embryonic development (331, 332). Moreover, accumulating evidence indicates that RIPK1/3 are 

also key players in host defense. Several viral infections have been shown to initiate RIPK1/3 

mediated necroptosis, which contributes to host immunity against the infection (313, 320, 333). 

While a previous study suggested that the protection and survival of RIPK3-deficient mice is 

comparable to WT mice following IAV infection (334), here we have demonstrated that RIPK3-

deficient mice are remarkably susceptible to pulmonary IAV infection, which is also in line with 

a recent study by Balachandran’s group (222). The exact nature of this difference is unknown, but 

we speculate that the strain of IAV, as well as the low dose of IAV (~0.4 LD50), which was weight-

adjusted, may potentially explain these differences. Additionally, following IAV infection, it was 

shown that RIPK3 was critical in the production of IL-1β by Mφ via the NLRP3 inflammasome 

(333). Although, the in vivo consequences of this deficiency were not investigated in that study, 

activation of the NLRP3 inflammasome was previously shown to be crucial in immunity to IAV 

infection (251). 

RIPK3 deficient mice are fully resistant to murine cytomegalovirus (MCMV) (320), 

murine hepatitis virus (335) and lymphocytic choriomeningitis virus (336), but they are 

particularly susceptible to vaccinia virus (313). The susceptibility of RIPK3-deficient mice to 

vaccinia has been directly linked to necroptosis in a RIPK1-dependent manner (313), while their 

resistance to MCMV—despite their inability to induce necroptosis—was RIPK1-independent 

(320). These differences might be the reflection of a dual regulatory role of RIPK1 in the 

transcription of cytokines, as well as cell death. For instance, RIPK1 was shown to be essential in 

inducing inflammatory cytokines (IL-6, IL-1β, TNF-α) in response to bacterial (337) and viral 

infections (338). This pro-inflammatory role may be explained by its ability to trigger NF-κB 
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activation via a TLR3/TRIF-dependent pathway (339, 340). In the case of type I IFN, during 

dsRNA responses (338) and following VSV or Sendai virus infection (341), RIPK1 has been 

shown to be involved in upregulation of type I IFN signaling and can interact with the RIG-

I/MDA5/MAVS complex (152, 342, 343). Similar to these studies, our data indicate that during 

IAV infection, in the absence of RIPK3, there is a markedly increased interaction between RIPK1 

and MAVS compared to WT that leads to enhanced activation of TBK1/IRF3 and transcription of 

IFN-β mRNA in Mφ. Interestingly, others have previously reported that RIPK3 negatively 

regulates the TRIF-RIPK1-induced NF-κB pathway (339).  Our data suggest a potentially similar 

mechanism in which the interaction of RIPK3 with MAVS limits its interaction with RIPK1 to 

dampen TBK1/IRF3 activation. Whether RIPK3 directly inhibits RIPK1 recruitment to RIG-

I/MAVS, or recruitment of other partners in the complex, requires further investigation. Taken 

together, our data support the function of RIPK1 as an activator of host immunity, while RIPK3 

serves to limit RIPK1 activity, regulating the inflammatory response at the signaling level during 

the “tug-of-war” between host defense and tolerance.  

Several recent reports (321, 322, 333, 344) describe the functional role of RIPK3 in 

regulating pro-inflammatory cytokines, independent of necroptosis. Herein, we showed that 

RIPK3 controls IFN-β production at the mRNA level, by regulating the stability of IFN- 

transcripts through the activation of PKR. It is well established that PKR-deficient cells are 

impaired in type I IFN production following viral infections. Interestingly, a study by Schulz and 

colleagues revealed that PKR activation is indispensable in the production of IFN- to MDA5-

mediated viruses (e.g. ECMV) but dispensable for RIG-I-mediated viruses (e.g. Sendai virus, 

∆NS1-IAV) in infected DC. However, another study indicated that the optimal production of type 

I IFN in pulmonary macrophages infected with IAV was dependent on activation of PKR (216). 

Similarly, we also found that PKR plays an indispensable role in the stability of IFN- mRNA by 

maintaining the poly(A) tail in IAV-infected BMD-Mφ, rather than controlling IFN- production 

through eIF2α kinase activation. How RIPK3 regulates PKR activation and which molecular 

mechanisms are involved upstream of RIPK3 in this process need further investigation.  

Interestingly, the DNA-dependent activator of IFN regulatory factors (DAI) is a recently 

characterized sensor of IAV that modulates both cell death responses (345) and inflammation 
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(250). In the study by Thapa et al., DAI was shown to promote apoptosis and necroptosis upstream 

of RIPK3 in IAV-infected fibroblasts, supporting DAI as an activator of RIPK3. Moreover, DAI 

was first identified as an activator of TBK1/IRF3 in the type I IFN response to herpes simplex 

virus 1 (346). These studies are intriguing and may reveal the differential role of RIPK3 in 

regulating type I IFN production via sensing IAV genomic RNA and the RIG-I/MAVS axis versus 

necroptosis via DAI/MLKL axis. Potentially, the differential expression of RIG-I versus DAI in 

different cell types can dictate the functional role of RIPK3 in immune cells (e.g. macrophages) 

versus structural cells (e.g. fibroblasts or epithelial cells). Furthermore, the replicative capacity of 

IAV and the levels of cytosolic IAV genomic RNA in each cell type may preferentially activate 

one axis versus the other. Certainly, this is a very exciting area of research and further investigation 

is required to determine the mechanisms regulating innate immunity to IAV infection. 

Moreover, although in the current study we demonstrate that the function of RIPK3 is 

dispensable in Mφ death modality during IAV infection, the contribution of RIPK3 in pathogenesis 

of IAV in vivo is certainly more complex and we cannot exclude its potential role as a death kinase 

in other immune cells or structural cells. In this context, a recent publication highlighted the critical 

role of RIPK3-mediated necroptosis in promoting immunity to IAV in fibroblasts (222). 

Interestingly, they also showed that the levels of type I IFN, although modest, were significantly 

reduced in RIPK3-deficient fibroblasts after infection with IAV (326). However, fibroblasts 

contribute substantially less to type I IFN production than macrophages, which have been 

demonstrated to be the main producer of type I IFN during IAV infection (154). Both our study, 

as well as Balachandran’s studies indicate that RIPK3 has evolved to promote viral clearance 

through distinct mechanisms in immune (macrophages) and lung structural cells (fibroblasts). 

Furthermore, the function of RIPK3 also appears to differ among immune cells. For instance, 

RIPK3-deficient DC were impaired in the production of pro-inflammatory cytokines following 

LPS stimulation, while Mφ were not (322). Our data also support this notion since the production 

of type I IFN was only impaired in Mφ but not DC. Thus, the mechanisms underlying the 

differential activation of RIPK3 is certainly cell, as well as pathogen specific.    

Pulmonary Mφ convert into highly active cells following detection of IAV viral particles 

by PRRs and become the major source of type I IFN (154). As the initial control of virus 
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propagation through type I IFN is a major determinant of an adequate host immune response that 

eliminates the pathogen with minimal immunopathology, IAV has evolved multiple strategies to 

subdue Mφ type I IFN pathways. We have recently demonstrated that the mitochondrial PRR 

belonging to the NOD-like family (NLRX1) plays a critical role in Mφ by maintaining 

mitochondrial fitness and preventing IAV-induced cell death to maximize type I IFN production 

(62). IAV’s strategies for suppressing type I IFN in Mφ is not limited only to PRRs, as they also 

target Mφ eicosanoid pathways (154). In line with this, one may envision a scenario where IAV 

evolved a strategy to upregulate RIPK3 to dampen RIPK1/MAVS-mediated TBK1/IRF3/type I 

IFN production to facilitate its replication. However, the host may have counter-evolved to 

promote a secondary role of RIPK3 in activating PKR and eliciting type I IFN responses through 

mRNA stability. Additional studies are required to address this unique function of RIPK3 in 

regulating type I IFN responses, following infection with other strains of IAV or pathogens.  

In summary, we provide conclusive in vivo evidence showing that the lack of RIPK3 limits 

the production of type I IFN, which results in enhanced IAV propagation, early excessive host 

inflammatory responses that contribute to pulmonary tissue and vasculature damage/dysfunction 

and, ultimately, enhanced mortality. The integrity of type I IFN pathways is essential in anti-viral 

immunity and identification of molecular mechanisms that are involved in maintaining this will 

undoubtedly provide new opportunities for targeted therapy of highly pathogenic strains of IAV.   
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2.6 Materials & Methods 

Mice 

Six- to ten-week-old C57BL/6 mice were purchased from Jackson Laboratories. Ripk3-/-, kindly 

provided from Vishva Dixit (Genentech, San Francisco), and Mavs-/-, a kind gift from Dr. Salman 

Qureshi (McGill University), were bred at McGill University. Experiments were performed using 

age- and sex-matched mice.  

 

Isolation and Culture of Primary Macrophages and Cell Lines 

Murine Bone Marrow-Derived Macrophages (BMD-Mφ) were isolated following aseptic flushing 

of tibiae and femurs of eight- to ten-week-old mice. Macrophages were differentiated from bone 

marrow precursors for 7 days in RPMI-1640 supplemented with 30% (vol/vol) L929 cell- 

[American Type Culture Collection (ATCC)] conditioned medium, 10% (vol/vol) FBS, 2 mM L-

glutamine, 1 mM sodium pyruvate, 1% essential and nonessential amino acids, 10mM HEPES and 

100 U/mL penicillin/streptomycin. To generate BMDC, bone marrow was cultured in RPMI-1640 

supplemented with 10% (vol/vol) FBS, 2 mM L-glutamine, 1 mM sodium pyruvate, 1% 

nonessential amino acids, 100 U/mL penicillin/streptomycin and 0.35% Β-mercaptoethanol, 

containing 20 ng/ml of GM-CSF as described previously (347). Alveolar macrophages (AMφ) 

were collected by bronchoalveolar lavage of naïve mice using cold, sterile PBS. AMφ were 

cultured in RPMI-1640 supplemented with 10% (vol/vol) FBS, 2 mM L-glutamine, 10mM HEPES 

and 100 U/mL penicillin/streptomycin. After 1h adhesion, AMφ were washed with PBS and placed 

in fresh media. Madin-Darby Canine Kidney cells (MDCK) were obtained from ATCC and 

maintained in Dulbecco’s Modified Eagle Medium (DMEM) enriched with 10% (vol/vol) FBS, 

2mM L-glutamine, and 100 U/mL of penicillin/streptomycin. To generate human monocyte-

derived macrophages, peripheral blood mononuclear cells (PBMCs) were isolated from healthy 

donors using Ficoll-Paque PLUS (GE Healthcare, Burlington, ON, Canada), according to the 

manufacturer’s protocol. PBMCs were then cultured in RPMI with 2% human serum with 

20ng/mL of human M-CSF. Monocytes were differentiated for 7 days with fresh media added 
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every second day.  All reagents and supplements pertaining to cell culture were purchased from 

GIBCO. Cells were seeded at a density 0.5-1.5x106 cells/well of a 6-well plate. 

 

Viruses and Infections 

All in vitro and in vivo infections were performed using influenza A/Puerto Rico/8/34 (H1N1) 

virus (IAV), kindly provided by Dr. Jonathan A. McCullers (St. Jude Children Research Hospital), 

except for in vitro infections of human cells that were performed using the clinical strain H3N2 

A/Hong-Kong/1/68. Mice were challenged intranasally (in 25μL PBS) with IAV at a sublethal 

dose of 50 pfu or a lethal dose of 90 pfu. In vitro, BMD-Mφ were seeded in tissue culture plates 

the day before infection, unless indicated otherwise, and infections were performed in fresh 

medium lacking L929 cell-conditioned medium with 1, or 5 multiplicities of infection (MOI) of 

virus. Viruses were propagated and isolated from MDCK cells and titrated using standard plaque 

assay in MDCK cells (348). 

 

Flow Cytometry 

BAL were collected by cannulating the trachea with a 22-gauge cannula, then washing the lungs 

with 3 x 800μL of cold, sterile PBS. The total volume of the recovered lavage after 3 washes was 

~2mL. Cells were initially surface stained with anti-CD16/32 (BD Bioscience) in 0.5% BSA/PBS 

solution to block non-specific AB interaction with Fc receptors. Cells were then surface-stained 

with different combinations of PE-conjugated anti-Siglec-F, PE-Cy7-conjugated anti-F4/80, APC-

conjugated anti-CD11c, APC-Cy7 anti-CD11b, FITC-conjugated anti-Gr1, PE-Cy5.5-conjugated 

anti-CD115 (All from BD Biosciences). For NP staining, cells were fixed and permeabilized using 

BD CytoFix/CytoPerm (BD #554714) before intracellular staining with FITC-conjugated anti-NP 

(Abcam #ab20343). Flow cytometry was performed using BD LSR II (BD Biosciences) with 

FACSDiva Software Version 6.1.2 (BD Biosciences). Analysis was performed using FlowJo 

Software Version 10.0.6 (Tree Star). 
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Histopathological analysis 

Lungs were inflated and fixed for at least 24 hours with 10% formalin, and then embedded in 

paraffin. 5 μm sections were cut and stained with hematoxylin-eosin.  Slides were scanned at a 

resolution of 200X magnification (Nanozoomer scanner, Hammamatsu, Japan) and pictures were 

taken using NDPI viewer (Hammamatsu, Japan). 

 

Analysis of Pulmonary Function 

Airway responses to methacholine were evaluated using a small animal ventilator (flexiVent 

apparatus and flexiVent 5.1 software) as previously described (349). 

 

Cell Death Analysis 

LIVE/DEAD Fixable Violet Dead Cell staining was implemented to determine cell viability 

following viral infection (Molecular Probes). Necrosis and apoptosis levels in vitro and in vivo 

were assessed using the PE-AnnexinV and 7-amino-actinomycin D (7-AAD) Apoptosis Detection 

Kit I (BD Biosciences) according to the manufacturer’s instructions and analyzed by flow 

cytometry. Lactate dehydrogenase (LDH) release in culture supernatants of IAV-infected BMD-

Mφ was quantified using the CytoTox 96 Non-Radioactive Cytotoxicity Assay (Promega), as per 

the manufacturer’s recommendations.  

 

BMD-Mφ Stimulation and Cytokine Quantification 

BMD-Mφ were stimulated with 100ng/mL of LPS (Sigma-Aldrich) for 24 hours or with 1µg/mL 

of 5’triphosphate (ppp) dsRNA (InvivoGen) for different lengths of time. Secretion of total active 

type I IFN (both IFN- and IFN-) in BAL fluid, lung homogenates and cell culture supernatants 

was assessed using B16-blue IFN/ reporter cell line (InvivoGen), according to the specifications 
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of the manufacturer. IFN- levels in culture supernatants were measured using Verikine Mouse 

IFN- ELISA kit (PBL Assay Science #42400-1). When indicated, BMD-Mφ were pre-treated 

with a combination of necrostatin-1 inhibitor (Nec-1, 10µM, Sigma-Aldrich), zVAD-FMK 

(zVAD, 25µM, R&D) for 1 hour before infection with IAV. In some experiments, BMD-Mφ were 

pre-treated with the selective RIPK3 inhibitor GSK’843 (kindly provided by GSK) (10µM) (350). 

Samples were then collected for further analysis. 

  

RNA Isolation and RT-qPCR. 

RNA from BAL of IAV-infected mice or from BMD-Mφ was extracted using Qiazol reagent 

(Qiagen) according to manufacturer’s instructions. Five hundred ng of RNA was reverse 

transcribed using the Quantitect Reverse Transcription kit (Qiagen), as directed by the 

manufacturer. cDNA was generated by qPCR using EvaGreen SYBR Green (Biorad) and the 

following primers : GAPDH-forward: 5’-GGTCCTCAGTGTAGCCCAAG-3’; GAPDH-reverse: 

5’-AATGTGTCCGTCGTGGATCT-3’; Ifn-β-forward: 5’-AGACTATTGTTGTACGTCTCC-3’; 

Ifn-β-reverse: 5’-CAGTAATAGCTCTTCAAGTGG-3’; IL-6-forward: 5’-

CACAAAGCCAGAGTCCTTCAGAGA-3’; IL-6-reverse: 5’-

CTAGGTTTGCCGAGTAGATCT-3’-forward.  Viral NS1-forward: 5’-

AGAAAGTGGVAGGCCCTCTTTGTA-3’. Viral NS1-reverse: 5’-

GGGCACGGTGAGCGTGAACA-3’. Cq values obtained on CFX96 PCR System (Biorad) were 

analyzed using the formula 2-∆Cq formula normalizing target gene expression to GAPDH. In some 

experiments oligo dT primers (0.4µg/mL, Qiagen) were used in place of random hexamer primers 

to generate cDNA targeting specifically the poly(A)-tail of the mRNA. For the experiments 

involved in mRNA stability, the fold difference in gene expression was calculated by using the 

formula 2-∆Cq, where ∆Cq = Cq-target geneWild-type – Cq-target geneRipk3
-/-. 
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Western Blot 

Cells obtained from BAL of WT or Ripk3-/- mice at day 3 post-infection or BMD-Mφ were lysed 

in lysis buffer (1% Triton X-100, 150mM NaCl, 20mM Hepes pH7.5, 10% glycerol, 1mM EDTA, 

supplemented with anti-protease and anti-phosphatase cocktails, Roche) and protein concentration 

was determined using BCA assay (Pierce). 20 µg of protein were resolved by SDS-PAGE and 

transferred onto PVDF membranes (Biorad). Membranes were blocked and incubated overnight 

at 4°C with gentle agitation with primary antibodies. The following primary antibodies were used: 

anti-RIPK3 (1:1000, Proscience #2283), anti-phospho-PKR (1:200, Santa Cruz Biotechnology 

#sc-101784), anti-PKR (1:200, Santa Cruz Biotechnology #sc-1702), anti-RIPK1 (1:1000, Cell 

Signaling Technology #3493), anti-phospho-IRF3 (1:500, CST #4947), anti-IRF3 (1:1000, CST 

#4302), anti-phospho-eIF2 (1:1000, CST #3597), anti-eIF2 (1:1000, CST #5324), anti-MAVS 

(1:1000, CST #4983), anti-TBK1 (1:1000, CST #3504), anti-pTBK1 (1:1000, CST #13498), anti-

CYPD (1:1000, Calbiochem #AP1035) and anti-actin (1:10000, Sigma-Aldrich #2066). Primary 

antibodies were followed by HRP-conjugated secondary antibodies and signal was detected using 

Clarity ECL kit (Biorad) and acquired on Chemidoc MP System (Biorad). Densitometry analyses 

were performed using ImageJ software (NIH). 

 

Mitochondria isolation. 

Mitochondrial and cytosolic fractions from IAV-infected or uninfected WT BMD-Mφ were 

extracted using Qproteome Mitochondria Isolation Kit (Qiagen) following manufacturer’s 

intructions. Purified mitochondria were lysed with RIPA buffer and further analysed by western 

blot using antibodies against RIPK3, CYPD, MAVS and actin. 

 

Immunoprecipitation 

Protein (250-500µg) from whole-cell extracts lysed in lysis buffer (1% Triton X-100, 150mM 

NaCl, 20mM Hepes pH7.5, 10% glycerol, 1mM EDTA, supplemented with anti-protease cocktail, 
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Roche) were incubated with anti-RIPK3 or anti-RIPK1 or rabbit IgG overnight at 4°C with gentle 

agitation. Protein G beads were then added for an additional 2 hours incubation at room 

temperature. Immunoprecipitates were washed 3 times with lysis buffer (2500g, 3min, 4°C), eluted 

by boiling in 2x Laemmli buffer and analyzed by western blot using antibodies against MAVS, 

RIPK3 or RIPK1. 

 

Confocal Microscopy 

BMD-Mφ were seeded in a media chamber of a glass microscopy slide (Nunc Labtek II). Cells 

were infected with IAV-PR8 for the indicated period of time and then fixed in 4% (vol:vol) 

paraformaldehyde for 15 min. When indicated, mitochondria were stained using Mitotracker 

Orange CMTMRos (200nM, Life Technologies #M7510) for 30 minutes at 37°C and then fixed 

with PFA. Cells were then permeabilized by incubating with 0.1% Triton X-100 in PBS for 15 

min. Samples were blocked with 1% milk in PBS Tween 0.1% for 1h and then incubated with a 

specific rabbit polyclonal anti-IFN- (1:50, #PA5-20390, ThermoFisher), anti-RIPK3 (1:50), anti-

RIPK1 (1:50) or anti-pPKR (1:50) overnight at 4°C. Cells were incubated for 1 hour with 

secondary antibody Alexa Fluor 488- or Alexa Fluor 555-conjugated goat anti-rabbit (1:1000, 

Invitrogen) and nuclei were stained with Hoechst (1:2000, Molecular Probes). Coverslips were 

mounted (ProLong Gold Anti Fade, Invitrogen) onto microscope slides. Images were acquired 

using a Zeiss LSM 700 laser-scanning confocal microscope. 

 

Adoptive Transfer Model of Infection 

BMD-Mφ from Wild Type and Ripk3-/- mice were generated as described previously. On day 7 of 

differentiation, BMD-Mφ were harvested and resuspended at a density of 1 x 106 cells per 50µL. 

BMD-Mφ were then transferred by the intratracheal route into naïve Rag1-/- mice. After 2 hours, 

Rag1-/- were intranasally infected with 500 PFU of IAV. Lungs were harvested and processed as 

previously described for viral load analysis. 
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Interferon- treatment. 

Recombinant murine interferon- was purchased from R&D Systems (#8234-MB-010). Mice 

were intranasally infected with 50 pfu of IAV. On day 2 post-infection, mice were given 

intranasally either PBS or IFN- (2000U). Mice were euthanized on day 3 post-infection and lungs 

were harvested and processed to determine pulmonary viral load as previously described.  

 

Statistical analysis 

Data are presented as mean ± SEM. Statistical analyses were performed using GraphPad Prism 

v6.0g software (Graphpad). Statistical differences were determined using log-rank test (survival 

studies: Fig 1B and S1B Fig), Kruskal-Wallis followed by Dunn’s multiple comparison test (Fig 

4K), two-way ANOVA followed by Bonferroni’s multiple comparison test, or Mann-Whitney test, 

with significance expressed as follows: *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. 

 

Ethics Statement 

All experiments involving animals were approved by McGill (Permit # 2010-5860) in strict 

accordance with the guidelines set out by the Canadian Council on Animal Care. Human blood 

samples were collected from healthy donors following informed consent for the McGill University 

Health Centre (MUHC) institutional review board-approved research protocol GEN10-256. 
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2.8 Figures 

Fig 2.8.1. RIPK3 restricts early viral replication and prevents excessive inflammation, morbidity, and mortality during IAV infection. (A-

J) WT and Ripk3-/- mice were infected with a sublethal dose (50 pfu) of IAV and morbidity, as a percentage of original weight (A), and survival 

(B) were assessed. Pulmonary viral loads (C) and total active type I IFN (α and β) via B16-blue reporter cells in the bronchoalveolar lavage (BAL) 
(D) or lung parenchyma (E) were measured at various times post-infection. (F-G) At 3 days post-infection lungs and BAL from WT and Ripk3-/- 

mice were collected and cells were intracellularly stained for IAV NP protein. (F) Percentage of NP+ non-leukocytes and leukocytes in the lung. 

(G) Representative histogram (left panel) of NP protein levels in Mφ (CD45.2+ F4/80+ CD19- cells) of the BAL and the frequency of NP+ Mφ (right 
panel). (H) Number of alveolar Mφ (AM), interstitial Mφ (IM), dendritic cells (DC), neutrophils (Neutro), Gr1+ inflammatory monocytes (Inflam 

Mono), and Gr1- resident monocytes (Res Mono) present in the BAL at day 3 post-infection. (I) Micrographs of H&E-stained lung sections prepared 

prior to and 6 days after IAV infection. At low power, inflammation is absent in both Wild Type and Ripk3-/- (day 0). At high power, the 
inflammatory infiltrate is composed of lymphocytes, histiocytes and neutrophils within the alveolar space (solid arrow) and bronchiolar lumen 

(dotted arrow), shown at 6 days post-infection. Scale bar represents 1mm (low magnification) and 50μm (higher magnification). Using flexivent, 

total respiratory resistance (J) of uninfected or IAV-infected mice was measured following methacholine challenge at day 6 post-infection. Data 

are represented as mean ± SEM. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001 between genotypes as indicated, in J, † indicate significant 
differences over baseline parameter readings of the same genotype. Except in A and B (as indicated), n=4-8 animals per group per time point. 
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Fig 2.8.2. RIPK3-deficient BMD-Mφ are impaired in anti-viral immunity, independent of the necroptosis pathway. (A-F, I-J) BMD-Mφ 
from WT and Ripk3-/- mice were generated and infected with IAV at MOI 1. Total active type I IFN (α and β) was assessed in supernatants (A) and 

IFN- β by ELISA (B). (C) The relative levels of viral NS1 mRNA were determined via qPCR. (D) BMD-Mφ from WT and Ripk3-/- mice were 

infected with IAV and the level of viral protein NP was analyzed by flow cytometry. Zebra plots (left panel) are representative of the 24h time-
point and numbers adjacent to the gates indicate percent of NP+ Mφ as quantified in the right panel. Level of total active type I IFN in cell culture 

supernatants (E) and viral load (F) in BMD-Mφ from WT mice treated, or not, with the selective RIPK3 inhibitor GSK‘843 (10µM) and infected 

with IAV. (G-H) Human monocyte-derived Mφ treated, or not, with the selective RIPK3 inhibitor GSK‘843 (10µM) were infected with IAV H3N2. 
Levels of active type I IFN (G) and viral load (H) were assessed in culture supernatants 24h after infection.(I) BMD-Mφ from WT and Ripk3-/- mice 

were generated and treated with various combinations of zVAD-FMK (zVAD, 25µM) and necrostatin-1 (Nec-1, 10µM) for 1h and then were 

infected with IAV. Necroptosis was assessed by lactate dehydrogenase (LDH) assay after 24h of IAV infection. (J) LDH was measured in BMD-
Mφ cell culture supernatants following IAV infection at various time points. Data are representative of the mean ± SEM of triplicate wells and are 

representative of at least 3 experiments. *p<0.05, **p<0.001, ***p<0.001, ****p<0.0001 
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Fig 2.8.3 RIPK3 interacts with MAVS in IAV-infected BMD-Mφ regulating TBK1 and IRF3 phosphorylation. BMD-Mφ were infected with 

IAV at an MOI of 5 (A-H) or 1 (I). (A) Western blot analysis of RIPK3 expression at various times post-IAV infection in WT BMD-Mφ. 

Densitometry analysis to quantify ratio of RIPK3 to -actin is shown in the right panel. (B) Immunofluorescence analysis of co-localization of 

RIPK3 (green) and mitochondria (red) in WT BMD-Mφ infected or not with IAV. Yellow regions are the areas of RIPK3 and mitochondria 

colocalization. Nuclei were stained with Hoechst (blue). The scale bars represent 10µm. (C) BMD-Mφ lysates were collected at 0, 2 and 4 hours 

post-IAV infection. Cytosolic and mitochondrial fractions were isolated and analyzed by western blot for RIPK3 and MAVS. Actin and 
mitochondrial protein CYPD were used as loading controls and to ensure purity of the fractions. (D-E) BMD-Mφ lysates were collected at 0, 2 (D-

E) and 4 (E) hours post-IAV infection and immunoprecipitation was performed with anti-RIPK3 (D) or anti-RIPK1 (E). Samples were then analyzed 

by immunoblotting for MAVS or RIPK1. (E, right panel) Densitometry analysis to quantify the interaction between MAVS and RIPK1 is shown, 
representative blot in left panel (n=3). (F) Immunofluorescence analysis of co-localization of RIPK1 (green) and mitochondria (red) in WT and 

Ripk3-/- BMD-Mφ 2 hours post IAV-infection. Nuclei were stained with Hoechst (blue). The scale bars represent 10µm. (G) Representative blot 

(left panel) of phosphorylated IRF3 in WT and Ripk3-/- BMD-Mφ infected, or not, with IAV at various times post-infection. Densitometry analysis 
to quantify ratio of phosphorylated IRF3 to total IRF3 is shown in the right panel (n=3). (H-I) WT and Ripk3-/- BMD-Mφ were pretreated 

with/without necrostatin-1 (Nec-1, 10μM) for 1h and then were infected, or not, with IAV. Representative blot of the phosphorylation of TBK1, 

determined by western blot as in B. (I) Total RNA was extracted and the expression of IFN-β mRNA was determined by qPCR. Data are expressed 
as mean ± SEM representative of at least three independent experiments. *p<0.05, **p<0.001, ****p<0.0001. 
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Fig 2.8.4. RIPK3 regulates IFN- mRNA integrity through activation of PKR. Total RNA was extracted from IAV-infected BMD-Mφ (MOI 

1) (A) or cells of the BAL (50 pfu) (B) and the expression of IFN-β mRNA was determined by qPCR. (C) Phosphorylation of PKR (green) was 

analyzed by immunofluorescence in WT and Ripk3-/- BMD-Mφ at different time point post IAV-infection. Nuclei were stained with Hoechst (blue). 

The scale bars represent 10µm. (D) Phosphorylated and total forms of PKR and eIF2 in whole-cell lysates were analysed by immunoblotting. β-

Actin was used as a loading control. One representative blot is shown (left panel). Densitometry analysis to quantify the ratio of phosphorylated 

PKR relative to total PKR (n=4, right panel). (E) Cells were harvested from the BAL of infected (50 pfu) WT or RIPK3-deficient mice and levels 

of phosphorylated and total PKR were determined by western blot (top panel). Densitometry analysis to quantify the ratio of phosphorylated PKR 
relative to total PKR is shown in the bottom panel. (F) Difference in the expression of IFN-β mRNA between WT and Ripk3-/- BMD-Mφ infected 

with IAV. Gene expression was analyzed by qPCR following cDNA generation using random hexamers (blue bars) or oligo(dT) primers (white 

bars). (G) Confocal images showing IFN- production in IAV-infected BMD-Mφ. Cells were stained with a rabbit polyclonal antibody specific for 

IFN- (red) as well as nuclear dye Hoechst (blue). (H) Percentage of cells positive for IFN- stain per random field. The scale bars represent 50µm. 

(I) BMD-Mφ (1x106 cells) from WT and Ripk3-/- mice were adoptively transferred (i.t.) into naïve Rag1-/- mice, which were then infected with 500 

PFU of IAV 2h post-transfer. (J) Viral load was assessed 3 days after IAV-infection (n=8, compilation of 2 experiments). (K) Wild Type and Ripk3-

/- mice were infected with 50 pfu of IAV. After 2 days, mice were intranasally administered PBS or 2000U of IFN-. Viral load was determined at 

day 3 post-infection by standard plaque assay (n=7-8 mice/group, compilation of 2 experiments).  *p<0.05 **p <0.01, ****p <0.0001, ns=not 

significant. 
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Fig 2.8.5. RIPK3 enhances innate anti-viral immunity against Influenza A virus. 

Pulmonary infection by IAV triggers the recruitment of monocytes from the bone marrow that differentiate into macrophages. IAV encounters and 

infects those macrophages, where viral RNA activates the RIG-I/MAVS pathway, leading to production of the key anti-viral cytokine IFN-β. IAV-
induced RIPK3 interaction with MAVS at the mitochondria and may represent an immune evasion strategy to decrease IFN-β production. In the 

absence of RIPK3, there is increased RIPK1/MAVS interactions, which enhance downstream signaling, resulting in higher TBK1/IRF3 activation 

and IFN-β mRNA levels. However, this mechanism is counteracted by the RIPK3-mediated activation of PKR. PKR stabilizes IFN-β mRNA 
through the poly(A) tail, leading to increased IFN-β protein production and, ultimately, host protection. 
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PREFACE TO CHAPTER 3 

As explored in chapter 1, disease tolerance is an integral component of protective immunity 

to IAV (351), yet it remains substantially less understood than resistance mechanisms such as the 

antiviral macrophage/IFN-I axis we investigated in chapter 2. Despite this, respiratory 

insufficiency secondary to a break in pulmonary disease tolerance underlies the majority of 

mortality caused by IAV in humans, particularly in the absence of confounding bacterial co-

infections (44), strongly arguing in favour of greater investigation of disease tolerance 

mechanisms. Interestingly, a previous study of ours highlighted a critical function for the 

mitochondrial protein CypD in disease tolerance to chronic Mtb infection, through the regulation 

of T-cell responses (352). Thus, we sought to delineate the role of CypD during acute viral 

infection, hypothesizing that, in contrast to chapter 2, CypD would be more susceptible to IAV 

infection due to increased pulmonary damage. In line with our hypothesis, we found CypD-/- mice 

were highly susceptible to IAV, without any defect in viral clearance. Using a series of 

reconstitution and adoptive transfer experiments, we showed that CypD is essential for IL-22 

production by pulmonary NK cells that protects the lung epithelium from damage and promotes 

disease tolerance to IAV.   
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CHAPTER 3: 

Cyclophilin D promotes disease tolerance to influenza A virus 

infection by licensing NK cell development and function 
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3.1: Summary 

Influenza A virus (IAV) is a principal cause of global infections, with cases ranging from 

asymptomatic to fatal, but the immune correlates that underlie this spectrum of severity remain 

incompletely known. In this study, we show that NK cell-derived IL-22, induced in a CypD-

dependent manner, protects the lung epithelium following lethal infection to protect mice without 

an effect on antiviral resistance. Greater insight into mediators of disease tolerance to IAV will 

fuel next generation therapies.    
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3.2: Abstract 

An effective immune response to influenza A virus (IAV) requires two arms: host resistance, 

which restricts viral replication, and disease tolerance that limits tissue damage caused by the 

immune response to IAV. Interestingly, fatal influenza infections are more often associated with 

dysregulated inflammation, rather than an inability to control viral replication, highlighting the 

importance of mechanisms involved in disease tolerance to IAV. Here, we show that cyclophilin 

D (CypD), a mitochondrial protein known to regulate cell death and cytokine production, protects 

against IAV infection through disease tolerance. Mice deficient in CypD (CypD-/-) exhibit 

enhanced susceptibility to IAV infection, despite comparable myeloid immune responses and 

intact antiviral immunity. Instead, CypD-/- susceptibility was due to pulmonary tissue damage, 

caused by a lack of the cytokine IL-22 that protects the lung epithelium. We found the critical 

source of IL-22 following IAV infection to be conventional natural killer (NK) cells that failed to 

reach the airways of infected CypD-deficient mice, as a result of dysregulated lymphopoiesis in 

the bone marrow. Importantly, following infection, a single administration of recombinant IL-22 

in the airways abrogated pulmonary damage and rescued CypD-/- mice. Thus, the CypD/IL-22/NK 

cell axis is critical in immunity to IAV by promoting disease tolerance, limiting lung tissue damage 

and maintaining pulmonary function.  

 

KEYWORDS: Influenza, Disease Tolerance, Cyclophilin D, IL-22, NK cells, Lymphopoiesis 
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3.3: Introduction 

In response to infection, host resistance mechanisms inhibit replication to prevent loss of 

pathogen control. These resistance mechanisms are a critical component of host defense to 

infection, yet they come with a considerable inflammatory cost that paradoxically threatens host 

fitness through immunopathology. Thus, immune mechanisms of disease tolerance exist to 

mitigate tissue damage, restore organ function and counter the cost of anti-microbial inflammation 

(106, 223, 224). Influenza A viruses (IAV) cause consistent and recurrent respiratory infections, 

responsible for approximately half a million deaths per annum globally, while also causing 

unpredictable and devastating pandemics. Severe and fatal IAV infections are more often 

characterized by a “cytokine storm”, which contributes to a break in disease tolerance 

characterized by destruction of the pulmonary epithelial/endothelial barrier and respiratory 

insufficiency, rather than ineffective antiviral resistance responses (44, 225, 353). Additionally, an 

average of 16% of influenza infections are estimated to be asymptomatic, suggesting certain 

individuals, via unknown mechanisms, are highly tolerant to IAV and do not require robust host 

resistance responses (354). Yet, despite these findings, our knowledge of the underlying 

mechanisms of disease tolerance to IAV remains incomplete. Similar observations have been made 

clinically during the 2020 COVID-19 pandemic, caused by the novel SARS-CoV-2 virus—a 

member of the RNA viral family Coronoviridae— which through the first six months was 

responsible for over 10 million infections, 500 000 deaths and incalculable socioeconomic losses. 

Like influenza, deaths due to COVID-19 seem to be often associated with a loss of disease 

tolerance as asymptomatic individuals appear to harbour similar viral titres to symptomatic 

individuals (355). Thus, understanding mechanisms of disease tolerance and uncovering targetable 

pathways may provide conserved front-line therapies to combat pandemics by a variety of acute 

respiratory pathogens.     

IAV infections are short-lived and usually self-resolving within approximately 7-10 days, 

though inflammation can persist for weeks post-infection. The early inflammatory response is 

marked by an influx of innate leukocytes into the lung parenchyma and airways through a 

combination of distal recruitment from the bone marrow/vasculature and local in situ proliferation. 

Cells of the myeloid lineage, such as neutrophils and inflammatory CCR2+ monocyte-derived 
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macrophages (IMM), play important roles in early restriction of viral replication (180, 184) and 

priming of the adaptive response (185), yet contribute substantially to immunopathology, such that 

Ccr2-/- mice exhibit elevated viral loads, but enhanced survival (182, 183). Mechanistically, our 

group recently highlighted the importance of the bioactive lipid leukotriene B4 (LTB4) in inhibiting 

in situ proliferation of monocyte-derived IMM by specifically potentiating immunomodulatory 

IFN-α signalling to conserve pulmonary epithelial integrity (150). Equally, reduction of 

extracellular matrix (ECM) turnover, to which the lung epithelium is anchored, by inhibiting 

membrane type I matrix metalloprotease (MT1-MMP) activity during IAV infection protected 

mice by conserving epithelial structure (229). Thus, maintenance of the pulmonary architecture 

appears to be an essential component of a protective immune response to IAV.  

In addition to myeloid cells, innate lymphocytes, such as natural killer (NK) cells 

accumulate in the lung shortly upon infection, beginning as early as 2 days post-infection (356). 

NK cells express a variety of activating and inhibitory receptors that perform diverse context- and 

tissue-specific functions, including well-described roles in the killing of tumour or virally infected 

cells in a non-MHC-restricted manner through production of IFN-γ and expression of perforin and 

granzymes (357). In the context of IAV infection, NK cells contribute to host resistance by 

recognizing sialylated hemagglutinin (HA) proteins (187, 358) on the surface of IAV infected cells 

to facilitate lysis and enhance viral clearance  (188-190). Beyond their role in host resistance during 

IAV infection, NK cells are equally critical in disease tolerance by secreting the epithelial 

protective cytokine IL-22. IL-22 is a member of the IL-10 family of cytokines that maintains 

mucosal barriers by inducing survival and proliferation of epithelial cells, where the IL-22 receptor 

(a heterodimeric receptor composed of an IL-22R1 and a IL-10R2 subunit) is exclusively 

expressed, being absent from hematopoietic cells (359). Although several cell types are capable of 

producing IL-22 following IAV infection, including NKT cells, γδ T-cells, ILCs and αβ T-cells  

(245, 246), NK cells have been suggested to be the major source (242), especially at later time-

points (243). Importantly, Il22-/- mice exhibited enhanced epithelial damage and pulmonary 

pathology, following infection with IAV (241, 243, 245), although this may be dose-dependent 

(242). What molecular mediators may be involved in the production of IL-22 from NK cells upon 

infection, however, have not been elucidated. 
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Cyclophilin D (CypD), nuclearly encoded by the Peptidyl-prolyl isomerase F (Ppif) gene, 

is a member of the cyclophilin family of isomerases that resides within the mitochondrial matrix. 

CypD is well-established as an essential modulator of the mitochondrial permeability transition 

pore (MPTP) and, thus, is required for the induction of necrosis (360, 361). CypD-dependent 

necrosis is involved in numerous pathologies, including neurological disorders (362, 363) and we 

highlighted a role for it in Mycobacterium tuberculosis (Mtb)-induced macrophage necrosis (314). 

However, independent of its role in macrophage necrosis, we recently showed that CypD critically 

promoted immunity to Mtb through the regulation of T-cell metabolism and contraction (352), 

without altering bacterial burden, adding a previously unappreciated requirement for CypD in 

disease tolerance to chronic bacterial infections, while it enhanced T-cell responses to LCMV 

infection in a cell extrinsic manner (364). However, the role of CypD during IAV infection is 

unknown. 

Given the important regulatory role of CypD in macrophage necrosis (314, 361)  and the 

importance of conserved macrophage viability/function in immunity to IAV (3, 62, 66) , we 

initially hypothesized that the inhibition of CypD-mediated necrosis would enhance macrophage 

viability and, thus, protection to infection. Surprisingly, in contrast to our expectations, CypD-

deficient mice were highly susceptible to IAV infection without aberrations in host resistance 

mechanisms or leukocyte necrosis. We found that a lack of IL-22 production by NK cells in the 

infected airways of CypD-/- mice was the major cause of the susceptibility and exogenous 

reconstitution of IL-22 into the airways of CypD-/- abrogated their heightened mortality. 

Phenotyping analyses by flow cytometry revealed that CypD-/- mice had altered NK cell kinetics 

and maturation in comparison to WT mice and this was due to enhanced cell death of NK cell-

specific progenitors in the BM. Thus, our findings elucidate an essential role for CypD in immunity 

to IAV infection and in conjunction with our previous work (352, 364) hint at a potentially broad 

importance of CypD in response to infection. In addition to antivirals and vaccination programs, 

greater insight into mechanisms of disease tolerance to IAV will be pivotal in development of 

novel therapies.  
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3.4: Results 

CypD is dispensable for host resistance to influenza A virus infection, but is critical in the 

maintenance of disease tolerance 

Given the role of CypD in certain forms of necrosis (360, 361) and the intimate relationship 

between influenza A virus (IAV) pathogenesis and cell death (3), we postulated that CypD-/- mice 

would have reduced leukocyte necrosis following infection that would enhance immune responses 

and dampen disease severity. Using our established IAV model to investigate this, we began by 

infecting wild type (WT) and CypD-/- mice with a sublethal 50 PFU dose of PR8 IAV and, 

unexpectedly, found no differences in necrotic cell death (Fig. S1A), as measured by lactate 

dehydrogenase (LDH) levels in the BAL over the course of infection. Despite this, CypD-/- mice 

were highly susceptible to an LD50 (90 pfu) dose of IAV, exhibiting increased mortality (Fig. 1A) 

and morbidity (Fig. 1B). Interestingly, the enhanced mortality of CypD-/- mice was not due to 

differences in host resistance, as CypD-/- mice had similar viral loads (Fig. 1C) and levels of active 

type I IFN (IFN-I) in the lung (Fig. 1D) and BAL (Fig. 1E), as well as equal amounts of antiviral 

IFN-β (Fig. S1B-C). In light of these findings, we then hypothesized that the susceptibility was 

linked to dysregulated disease tolerance responses. Therefore, we assessed the levels of tissue 

damage and pulmonary inflammation in CypD-/- mice compared to WT mice following infection. 

As hypothesized, CypD-deficient mice exhibited impaired disease tolerance, evidenced by 

enhanced pulmonary edema (Fig. 1F), as well as protein and erythrocyte influx into the BAL (Fig. 

1G-H; Fig. S1D). Additionally, using a fluorescently-labelled dextran molecule delivered into the 

airways of mice at 7 days post-IAV infection, there was reduced fluorescence in CypD-/- lungs, 

indicative of enhanced epithelial/endothelial damage compared to WT mice due to greater 

diffusion of the dextran across this otherwise impermeable barrier (Fig. 1I). Finally, we also noted 

elevated inflammatory cell accumulation in the parenchyma (Fig. 1J) and airways (Fig. 1K) of 

CypD-/- lungs, beginning at 7 days post-infection, which coincided with the onset of enhanced 

tissue damage in these mice. This correlated with histological H&E staining at 7 days post-

infection, with no inflammation observed in either group at steady-state (Fig. 1L). Thus, CypD is 

essential in immunity to IAV by regulating disease tolerance, rather than host resistance, to protect 

against immunopathology.  
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 The hematopoietic compartment confers susceptibility of CypD-/- mice to IAV and CypD-

deficient NK cells exhibit altered kinetics and are phenotypically immature 

Mechanisms of disease tolerance are numerous and can be mediated by either structural or 

hematopoietic compartments (106, 224, 365). To delineate which cellular compartment was 

primarily responsible for the increased tissue damage in CypD-/- mice, we generated bone marrow 

chimeric mice, wherein the hematopoietic compartment of lethally irradiated CD45.1 WT mice 

was reconstituted with CypD-deficient (CD45.2) (CypD-/- → WT) bone marrow (BM) and vice 

versa (WT→ CypD-/-). At 10-12 weeks post-reconstitution, reconstitution efficiency was greater 

than 95% (data not shown). Mice were then infected for 7 days to correlate with the peak of lung 

damage in the CypD-deficient mice and pulmonary damage was assayed as before. CypD-/- → WT 

mice showed a statistically significant increase in erythrocytes in the BAL and pulmonary 

inflammation when compared to WT (Fig. 2A-B), as well as elevated inflammatory cell influx 

into the BAL (Fig. S2A). Although the WT→CypD-/- mice showed a small increase over the WT 

control in each experiment, this was never significant. Thus, the lack of disease tolerance is 

mediated primarily by the hematopoietic compartment of CypD-deficient mice.  

To elucidate which cell(s) of the hematopoietic compartment may be responsible for the 

increased lung damage, we extensively phenotyped innate immune cells by flow cytometry (full 

gating strategy Fig. S1 E-F) at various time points post-infection in the lung parenchyma and 

airways. As we have previously shown the importance of regulating IMM numbers upon infection 

to maintain disease tolerance (150), we initially characterized IMM kinetics in the BAL and found 

similar frequencies and numbers in WT and CypD-/- mice (Fig. 2C), as were the frequency and 

number of Ly6Chi monocytes (Fig. 2D).  As with IMM, pulmonary neutrophilia is correlated with 

increased immunopathology and a poorer prognosis during IAV infection (180). Yet, we found a 

reduced frequency, but similar number, of neutrophils in the BAL of CypD-/- mice at day 5 p.i. 

with no differences at other timepoints, suggesting neutrophils could not explain the exacerbated 

lung injury in these mice (Fig. 2E). Of note, however, we discovered altered kinetics of NK cells 

in the airways of CypD-deficient, such that CypD-/- mice had an elevated frequency at day 5 p.i. 

but a reduction 7 days p.i. when differences in pulmonary damage became apparent (Fig. 2F). No 

differences in any of the cell populations assessed were observed in the lung parenchyma (Fig. 
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S2B-E), perhaps hinting at the importance of spatial regulation of immune responses (i.e. 

parenchyma versus airways) during IAV infection. 

 NK cells are required in protection to IAV through both resistance and tolerance responses 

(188, 243). Moreover, a recent study suggested that lower ratios of NK cells to inflammatory 

monocytes may underlie individual susceptibility to IAV, without affecting early viral loads (366), 

leading us to hypothesize that they may be responsible for the exacerbated lung damage observed 

in CypD-/- mice.  Thus, we sought to further interrogate their phenotype post-infection. 

NKp46/IAV HA interactions elicit cell lysis via perforin and granzyme to kill virally infected cells 

(187, 188). However, CypD-deficient and WT NK cells expressed similar levels of perforin and 

granzyme B (Fig. 2G-H), suggesting the lytic capacity of CypD-deficient NK cells was intact 

correlating with similar viral loads in these mice. The maturation and accumulation of effector 

functions in NK cells is known to be dependent on downregulation of CD27 and upregulation of 

CD11b, which gives rise to four populations of NK cells (CD27- CD11b-, CD27+ CD11b-, a 

transitory CD27+ CD11b+, CD27- CD11b) (367-369). Unbiased single cell analysis has confirmed 

the importance of these different populations in determining effector function of NK cells in mice 

(370). Intriguingly, CypD-/- NK cells exhibited a significantly higher frequency and number of 

immature (CD27+ CD11b-) cells and significantly less fully mature (CD27- CD11b+) cells when 

compared to WT in both the BAL (Fig. 2I-L) and lung (Fig. S2F-J) at different timepoints post-

infection. Similar results were obtained in splenic NK cells (Fig. S2K-M), although a total increase 

of NK cells was observed at day 7 post-infection in the CypD-/- mice. To assess the potential for a 

direct role of CypD in NK cells, we purified splenic NK cells from WT and CypD-deficient hosts 

and verified significant expression of CypD in WT, but not CypD-/- cells (Fig. 2M), which aligns 

with data publicly available from ImmGen (371). 

 Taken together, our results show that CypD-deficient mice have reduced accumulation of 

NK cells in the airways at the time of peak immunopathology and the cells present have altered 

surface level expression of critical maturation markers, suggesting an alteration in their effector 

function.       
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CypD promotes NK cell hematopoiesis to generate mature peripheral NK cells post-IAV 

infection  

 The lack of developmentally mature NK cells in the airways of CypD-/- mice following IAV 

infection could be explained by a variety of mechanisms, including perturbations in local 

proliferation and/or cell death. To investigate these possibilities, we analyzed markers of 

proliferation (Ki67) and cell death (active caspase 3) by flow cytometry on NK cells in the BAL 

and found no differences (Fig. 3A-B). In addition to proliferation and cell death, aberrant 

recruitment or chemotaxis into the airways could be responsible. CCR2, along with CCR5, 

expression on NK cells is known to specifically facilitate migration of NK cells into the airways, 

without affecting extravasation into the lung, which is instead mediated by CX3CR3 (356, 372). 

As previously reported (372), we observed a high frequency of CCR2 expressing NK cells in the 

BAL at 5 days p.i. that decreased with time, while expression on parenchymal NK cells was low 

throughout, supporting the notion that CCR2 is required for NK cell accumulation in the BAL, but 

is dispensable for translocation into the lung from the vasculature. Nevertheless, the frequency of 

CCR2+ NK cells was indistinguishable between WT and CypD-/- mice in the BAL, lung and blood 

(Fig. 3C; Fig. S3A-B), confirming CCR2-mediated migration of NK cells into the airways is not 

dependent on CypD expression.  

Although continual on-demand egress of NK cells from the BM into the blood to supply 

peripheral tissues is well-described, it is now known that an additional population of long-lived 

tissue-resident NK cells exists in several peripheral tissues that can be differentiated by expression 

of CD49a rather than CD49b (373). This population is most prevalent in the uterus, liver and skin, 

but can be found in a variety of other sites including the lung (374). To see if this population of 

tissue-resident NK cells was altered in our model, we investigated expression of CD49a versus 

CD49b on the surface of NK cells from WT and CypD-/- mice. As expected (374), the vast majority 

of NK cells from the BAL and lungs of both groups of mice were CD49b+ CD49a-, indicative of a 

predominantly blood-derived population, and this frequency was the same between both groups 

(Fig. 3D; Fig. S3C). Thus, differences in blood-derived versus resident NK cells could not explain 

the changes in accumulation and effector states observed in CypD-/- mice. Interestingly, the 

frequency of NK cells in the peripheral blood was decreased in CypD-deficient mice (Fig. 3E). 
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Those cells displayed a less activated profile at day 5 post-infection, but not at steady-state or day 

7 post-infection (Fig. 3F-G; Fig. S3D-E).  

The reduction of NK cells in the blood and peripheral tissue led us to speculate that there 

was a defect in the generation of NK cells in the BM of CypD-/- mice and subsequent recruitment 

via the peripheral blood. NK cell generation occurs through a stepwise progression of progenitors, 

ultimately giving rise to fully mature effector NK cells that are released into the bloodstream. 

Downstream of the pluripotent LKS cells, a major bifurcation exists that separates out cells of the 

lymphoid lineage and those of the myeloid/erythroid lineage, through the common lymphoid 

progenitor (CLP; Lin- CD127+ cKitlo Sca1lo) and the common myeloid progenitor (CMP; Lin- 

CD127- cKit+ Sca1- CD34+ CD16/32-), respectively. Deriving from the CLP, NK cells are 

generated first from the pre-NK progenitor (pre-NKP; Lin- CD127+ CD27+ CD122- CD244.2+), 

then the NKP (Lin- CD127+ CD27+ CD122+ CD244.2+), which represents what is thought to be 

the first fully committed cell of the NK lineage,  and finally bona fide NK cells that then begin to 

express NKp46, CD49b and CD11b (375). To investigate any potential aberrations in NK cell 

development between WT and CypD-/- mice, we phenotyped the BM precursors beginning at the 

LKS population and working towards more committed progenitors during homeostasis and upon 

infection. We observed no differences in the frequency or number of LKS cells between groups 

(Fig. 4A; Fig. S4A), nor in the CLP (Fig. 4B; Fig. S4B). Additionally, there were similar levels 

of the CMP and granulocyte-monocyte progenitor (GMP) in WT and CypD-deficient mice (Fig. 

S4C-D), correlating with equal levels of myeloid cells in the lung/BAL. However, beginning at 

the NK cell-specific progenitors, we noted a decrease in pre-NKP (Lin- CD27+ CD127+ CD244.2+ 

CD122-) and NKP (Lin- CD27+ CD127+ CD244.2+ CD122+) populations (Fig. 4C-E). This 

reduction of NK cell progenitors led to a lower frequency of fully mature CD11b+ CD27- 

expressing NK cells in the BM (Fig. 4F; Fig. S4E). Thus, CypD mediates NK cell hematopoiesis 

and an inability to progress through the NK cell lineage aligns with a lack of mature NK cells in 

the periphery.  
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CypD-/- NK cell progenitors express higher levels of p53 and undergo enhanced cell death, 

leading to their reduction in the BM  

 Looking to extend on our observation of a reduction of NK cell output due to a lack of NK 

cell progenitor production in CypD-/- mice, we investigated the reason for the reduction. Both at 

steady-state and upon infection, CypD expression had no effect on proliferation of NK cell 

progenitors, as determined by intracellular Ki67 expression (Fig. S4F-G). Because we observed 

no differences in progenitor proliferation, we next hypothesized that cell death may be responsible, 

as it has been shown to be a critical mediator of hematopoiesis and the biasing of myelopoiesis 

versus lymphopoiesis (263, 271). Interestingly, p53, a central regulator of cell growth arrest and 

cell death in a variety of cell types (376), has recently been demonstrated to interact with CypD in 

mitochondria to facilitate necrosis of structural cells (377), while also antagonizing p53-dependent 

growth arrest in a tumour model, suggesting that CypD-deficiency could increase p53 function 

(378). Moreover, enhanced expression or activity of p53 halts lymphopoiesis, causes cell death 

specifically in the lymphoid lineage and leads to lymphopenia (379, 380). Thus, we investigated 

the level of p53 in NK cell progenitors and found an elevation in p53 protein in CypD-/- pre-NKP 

(Fig. 4G) and NKP progenitors (Fig. 4H), but not in effector NK cells in the BM (Fig. S4H) or 

BAL (Fig. S4I). Using differential expression of AnnexinV/NucSpot (a 7-AAD analogue), the 

upregulation of p53 correlated with an enhanced percentage of dead (AnnexinV+ NucSpot+) NKP 

cells (Fig. 4I), but not in pre-NKP cells (Fig. 4SJ). Collectively, our results indicate that CypD 

antagonizes p53 function and likely prevents p53-mediated cell death to conserve NK cell 

lymphopoiesis and the generation of mature effector NK cells.          

 

Mice deficient in CypD are more susceptible to IAV due to a lack of IL-22 production by 

conventional NK cells            

 Having established dysregulated NK cell hematopoiesis in the BM led to decreased 

output/accumulation of mature NK cells in the airways of infected mice, we next wanted to 

determine if CypD-/- NK cells were functionally different and, if so, if these functional differences 

were responsible for the observed susceptibility of these mice. As our previous results indicated 
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that cytolytic markers were equally expressed in both WT and CypD-/- mice (Figure 2G-H), we 

instead wondered whether the cytokine profiles differed between mice. NK cells are a well-known 

source of IFN-γ during IAV infection (381, 382). However, the role of IFN-γ in response to IAV 

infection is controversial (137-139) and a potential role in disease tolerance is not well-described. 

Nevertheless, we noted a significant decrease in the levels of IFN-γ in the BAL of infected CypD-

/- mice at day 7 p.i., correlating with the increased pathology (Fig. 5A). Utilizing ex vivo 

stimulation of cells with PMA/ionomycin, we confirmed by intracellular cytokine staining (ICS) 

that CD49b+ NK cells from the BAL and spleen were substantial sources of IFN-γ and that a 

significantly lower frequency of CypD-/- NK cells was IFN-γ+ at 5 days post-IAV infection (Fig. 

5B; Fig. S5A). However, as suggested by a previous study (139), using Ifngr-/- mice, we found no 

role for IFN-γ signalling in disease tolerance to IAV, with mice exhibiting similar levels of protein 

and number of erythrocytes in the BAL (Fig. S5B-C), although a significant increase in total 

leukocytes was noted (Fig. S5D). To completely rule-out that the reduction in IFN-γ was 

responsible for the damage in the CypD-deficient mice, we reconstituted the airways of WT and 

CypD-/- mice with 100ng of IFN-γ intranasally (i.n.), or PBS, at 5 days p.i. and collected the BAL 

at 7 days post-IAV and characterized pulmonary barrier damage. As expected, we observed a 

significant increase in erythrocytes and protein in the BAL of CypD-deficient mice that received 

PBS compared to control WT mice, but there was no amelioration in either group that received 

IFN-γ (Fig S5E-F). Collectively, these data confirm that despite a reduction of NK cell-derived 

IFN-γ in CypD-deficient airways post-IAV infection, this does not explain the lack of disease 

tolerance observed in these mice.                 

 An emerging protective role for NK cells is as an important source of IL-22—a promoter 

of epithelial cell survival and proliferation at barrier sites—and a critical correlate of immunity to 

IAV (241, 243). Thus, we postulated that a lack of IL-22 production from CypD-deficient NK cells 

was underlying the susceptibility of these mice. To assess this hypothesis, we began by confirming 

previous work (241) that IL-22-deficient mice had enhanced protein and cell accumulation in the 

BAL, as well as pulmonary inflammation by histology at 7 days post-IAV infection (Fig. S5G-I), 

indicative of impaired disease tolerance. Next, we assayed IL-22 in the BAL of WT and CypD-/- 

mice at various time points p.i. and found a significant reduction in CypD-/- mice at 7 days p.i. 

(Fig. 5C). Moreover, as with IFN-γ, we identified NK cells as an important source of IL-22 and 
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there was a specific reduction of IL-22+ NK cells in both the BAL and spleen of CypD-deficient 

mice compared to WT at 5 days post-IAV (Fig. 5D; Fig. S5J). These data collectively confirm the 

importance of CD49b+ blood-derived conventional NK cells in IL-22 production following IAV 

infection.  

Because of the observation that IL-22 is critical in promoting disease tolerance to IAV and 

that CypD-/- mice lacked IL-22 in the airways, we wanted to investigate whether or not 

reconstitution of CypD-deficient airways with IL-22 could protect against IAV infection in a 

disease tolerance manner. At 5 days post-lethal IAV infection, we intranasally reconstituted the 

airways of WT and CypD-/- mice with 100ng of IL-22 or PBS and assessed mortality. As expected, 

CypD-/- mice that received PBS were significantly more susceptible than WT mice that received 

PBS. Yet, we noted that CypD-deficient mice given exogenous IL-22 were significantly less 

susceptible to IAV compared to CypD-/- PBS controls and their survival was comparable to WT 

mice (Fig. 5E). This improvement in survival could be completely correlated to improved disease 

tolerance and not host resistance, as the elevated erythrocyte influx was abrogated in the CypD-

deficient mice by cell counts and histology (Fig. 5F-G), with no effect on viral loads (Fig. 5H). 

No improvement was seen in WT mice receiving IL-22 compared to those receiving PBS, 

suggesting that increased levels of IL-22 may not protect an already IL-22-sufficient host.  

Finally, having established the role of IL-22 in enhancing disease tolerance in CypD-/- mice, 

as well as an inability of CypD-deficient NK cells to produce IL-22, we sought to directly assess 

the capacity of WT versus CypD-/- NK cells to protect against tissue damage in an IL-22-deficient 

environment. To do this, we purified NK cells from naïve spleens of WT and CypD-deficient hosts, 

then transferred 1x105 cells, or control PBS, intratracheally into infected IL-22-/- hosts at 5 days 

post-IAV infection, as to not affect early viral replication or the onset of tissue damage. At 7 days 

p.i. (2 days post-transfer), we collected the BAL and lungs and assayed damage and viral loads. 

We found that IL-22-deficient mice that received WT NK cells exhibited statistically significantly 

enhanced disease tolerance, as assessed by attenuated protein and erythrocyte accumulation in the 

BAL, while no improvement was noted in mice receiving CypD-/- NK cells compared to PBS 

controls (Fig. 5I-J). Furthermore, no differences in viral load between any group could be 

delineated; thus, disease tolerance, rather than host resistance, was responsible for the reduced 
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airway damage (Fig. 5K). As the cells from both groups displayed the same purity prior to transfer 

(>85%, data not shown) and they were transferred into the same IL-22-deficient 

microenvironment, the inability of CypD-/- NK cells to promote disease tolerance in this scenario 

must be due to an intrinsic inability to produce IL-22. Therefore, NK cell-derived IL-22 is 

dependent upon CypD expression and is essential in the establishment of disease tolerance 

following IAV infection.  
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3.5: Discussion 

The immune response to influenza virus must be tightly regulated at both the innate and 

adaptive branches. Shortly following infection, resident immune cells coordinate early innate 

leukocyte infiltration to inhibit IAV replication and clear it from the lung, through host resistance 

responses. Host resistance to IAV is well studied (101) and current influenza antivirals, such as 

oseltamivir, aid in these pathways by directly acting on the virus to inhibit replication/egress (27). 

Although insufficient host resistance can be lethal (383, 384), the majority of IAV-related deaths 

stem from dysregulated immune responses and immunopathology (44, 225). Thus, it is essential 

to understand the mechanisms that promote disease tolerance to IAV. As an immune mechanism, 

disease tolerance was initially observed in plants (385) and has since been extended to mammals 

(106, 224). While our understanding of mechanisms of disease tolerance is accumulating during 

chronic infections, such as helminths or Mycobacterium tuberculosis (305, 386), following acute 

infections like IAV, it remains incomplete. However, our group and others have suggested that 

pulmonary barrier integrity is a fundamental component (150, 229). In the current study, we extend 

this observation and find that CypD protects against IAV by limiting tissue damage to promote 

disease tolerance. 

The unique location of CypD within the mitochondrial matrix places it at the epicentre of 

PRR signaling, cell death and metabolism during response to infection. For example, in mature 

leukocytes, the mitochondrial antiviral signalling protein (MAVS) is anchored to the outer 

mitochondrial membrane and is essential for the induction of IFN-I in response to several viruses, 

including IAV. Although activation of the cytosolic PRR RIG-I by viral RNA is the major initiator 

of MAVS-mediated responses, mitochondrial heat shock proteins, fission proteins and 

mitochondria-derived ROS all regulate MAVS function (387). Additionally, IAV-encoded PB1-

F2 localizes to the mitochondria and induces early intrinsic apoptosis to temper antiviral responses, 

which is combatted by the host PRR NLRX1 within the mitochondrial matrix (62). During LCMV 

infection, enhanced mitochondrial oxidative phosphorylation promotes antiviral immunity by 

pDCs (388), while our recent study highlighted the importance of CypD-dependent metabolic 

changes in T-cell contraction to promote disease tolerance to Mtb (352). Thus, mitochondria are 
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critical orchestrators of both resistance and tolerance mechanisms in ways that are cell and 

pathogen specific.  

Although the majority of previous work has focused on mitochondria in mature leukocytes, 

this study also revealed a role for mitochondrial CypD in regulating lymphopoiesis and p53-

associated progenitor cell death. In structural cells, p53, an essential regulator of cell survival and 

death, was previously shown to translocate to the mitochondrial matrix and interact with CypD, 

resulting in cell necrosis (377). Interestingly, enhancement of p53 activity specifically within 

lymphocyte progenitors has been shown to induce cell death and skewing of hematopoiesis 

towards myelopoiesis (379, 380). Our results uncovered a hitherto unappreciated inhibition of p53 

by CypD in NK cell progenitors to promote lymphopoiesis, akin to the role previously described 

for Mysm1 and Mdm2 (379, 380). Importantly, hematopoietic progenitor cell death is emerging 

as a master regulator of lymphopoiesis versus myelopoiesis (270, 271). Though no direct protein-

protein interaction experiments between p53 and CypD were attempted in our study, it is intriguing 

to speculate that a balance between pro-lymphopoiesis versus pro-myelopoiesis signals in 

progenitors may alter the outcome of p53/CypD interactions in the mitochondria, either by 

promoting or antagonizing p53-dependent lymphoid progenitor cell death, as leukocyte 

requirements change in the periphery. Certainly, more study is required to fully delineate the 

contributions of CypD and p53 to hematopoiesis, as well as other known regulators such as Mysm1 

and Mdm2.  

In addition to our results in the bone marrow, we equally identified a function for CypD in 

mature NK cells that promotes their activation and function. NK cells are well-known for their 

role in host resistance by killing virally infected cells, through an “innate” non-MHC restricted 

manner, which differs from cytotoxic antigen-specific T-cells (357). Specifically during IAV 

infection, complete genetic ablation of NK cells (via knockout of the transcription factor Nfil3; 

Nfil3-/- mice) (190), loss of the HA interacting receptor NKp46 (Nkp46-/-) (188), or depletion using 

an anti-asialo GM1 antibody (189), all result in lethality and elevated viral titres in the lung. 

Although one finding suggested that NK cells contribute to IAV pathogenicity, this is likely due 

to the high dose used, as this result was not obtained at medium or low doses (389). Furthermore, 

an additional role for NK cells in IL-22 production has been shown to be critical in disease 
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tolerance to IAV (243). Here we show that CypD regulates this IL-22 production from NK cells 

(Fig. 5D), while the components of host resistance (e.g. viral loads (Fig. 1C) and NK cell 

expression of perforin and granzyme B (Fig. 2G-H)) are not regulated by CypD expression. 

Therefore, the importance of NK cells in the immune response to IAV is varied and involves both 

resistance and tolerance functions.   

Early NK cell responses, beginning at approximately 2 days post-IAV infection appear to 

be mediated by NKp46 and are primarily concerned with restricting viral replication by killing 

infected cells. Thus, studies using mice that lack NK cells or NKp46 expression prior to the onset 

of infection show enhanced mortality coupled with increased viral loads (188-190). However, 

following viral containment, the function of NK cells appears to shift from host resistance to 

disease tolerance, as marked by enhanced production of IL-22. Our results suggest that the early 

phase of NK cell function is CypD-independent, while the later stages are CypD-dependent. In 

this vein, several lymphocyte subsets have been identified as sources of IL-22 in response to IAV, 

including NK cells, NKT cells, ILCs and conventional αβ T-cells. Studies investigating the early 

phase of IAV infection (i.e. 2 and 4 days p.i.) elucidated NKT and ILCs as the major sources (245, 

246), while our work and another study (243) at later timepoints reveal conventional NK cells as 

the primary source of IL-22. Collectively, these results suggest that early IL-22 production is 

dominated by NKT cells and ILCs, while NK cells are performing their antiviral function, before 

NK cell function shifts to disease tolerance via the production of IL-22. Undoubtedly, further 

insight into the kinetics of IAV infection and how leukocyte function changes over time is required 

to more completely understand this complex phenomenon.  

Our study also outlines an important bone marrow/lung/NK cell axis that is differentially 

regulated by varying roles of CypD. The exact molecular mechanisms of differential CypD 

function in progenitors versus mature lung NK cells is unknown and requires further investigation. 

Intriguingly, mounting evidence suggests that progenitors may be imprinted in the bone marrow 

and that this signature may affect the function of terminally differentiated effector cells in a process 

termed “trained innate immunity” (390). Thus, NK cells in the periphery of CypD-/- mice may be 

imprinted with an immature phenotype because of the lack of CypD function in bone marrow NK 

cell progenitors. We have recently described BCG, the vaccination against Mtb, delivered 
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intravenously imprints hematopoietic stem cells to promote myelopoiesis and generate more 

protective macrophage responses to subsequent Mtb infection (304). Interestingly, NK cells have 

equally been shown to be “trained” by BCG (391) and memory NK cells are generated following 

IAV infection (190). Thus, it is possible that CypD may play a role in protective NK cell imprinting 

in the bone marrow. The potential for trained immune responses to IAV is currently unknown.   

In conclusion, influenza infections are responsible for yearly seasonal epidemics that result 

in approximately 1 billion infections and between 300 000-500 000 deaths worldwide each year, 

as well as sporadic pandemics (27). Past IAV pandemics as well as the current COVID-19 

pandemic have highlighted how an incomplete understanding of the immune response to acute 

respiratory infections hinders the generation of efficacious vaccines or antiviral therapies. Our 

study in eicosanoids and IAV, and now IL-22, has outlined the potential for combinatory 

immunomodulatory and antiviral therapies to combat IAV (150, 154) in both experimental (229) 

and clinical settings (32). The emerging observation that disease tolerance is equally critical in 

immunity to SARS-CoV-2 (392, 393), offers promise that immunomodulatory therapies targeting 

disease tolerance may provide more universal benefit to a variety of infections. Thus, investigating 

novel pathways of disease tolerance is required to combat current and next generation respiratory 

viruses.             
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3.6: Materials & Methods 

Mice 

Six- to ten-week-old C57BL/6, CD45.1, Ifngr-/- mice were purchased from Jackson 

Laboratories. CypD−/− mice were provided by M. Fortin (Oregon Health and Science University, 

Portland, OR, USA and Il22-/- mice were a gift from I. King (McGill University, Montreal, 

Canada). All animals were housed and inbred at the animal facility of the Research Institute of 

McGill University. Experiments were performed using age- and sex-matched mice.  

Viruses & Infection 

All in vivo infections were performed using mouse adapted influenza A/Puerto Rico/8/34 (H1N1) 

virus (IAV), kindly provided by Dr. Jonathan A. McCullers (St. Jude Children Research Hospital). 

Mice were challenged intranasally (in 25μL PBS) with IAV at a sublethal dose of 50 PFU or a 

lethal dose (LD50) of 90 PFU. 90 PFU was used for the survival experiments in Fig. 1A and Fig. 

5F. For all other experiments, 50 PFU was used. During survival experiments mice were monitored 

twice daily for signs of duress and weighed daily. Mice reaching 75% of original body weight 

were considered moribund and sacrificed.  Viruses were propagated and isolated from Madin-

Darby Canine Kidney (MDCK) cells and titrated using standard MDCK plaque assays. MDCK 

cells were obtained from the American Type Culture Collection and maintained in Dulbecco’s 

modified Eagle medium enriched with 10% (v/v) FBS, 2 mM L-glutamine and 

100 U ml−1 penicillin/streptomycin. 

Protein in the BAL 

BAL were collected by cannulating the trachea with a 22-gauge cannula, then washing the lungs 

with 3 × 1 ml of cold, sterile PBS. The total volume recovered after lavage was ~0.7 ml. Samples 

were spun down (1,500 r.p.m.; 10 min) and the total protein content was assessed by Pierce BCA 

Protein assay (Thermo Fisher Scientific). 
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Texas Red-Dextran Lung Permeability 

WT and CypD-/- were infected for 7 days with 50 PFU. On day 7, mice were delivered 25µL of 

50mg/mL (1.25mg) Texas Red-Dextran (10 000 MW) intranasally. 1 hour later mice were 

sacrificed and lungs were carefully excised without damaging. Lungs were imaged using the In 

Vivo Xtreme (Bruker) using fluorescence capture. Resulting images were then analyzed for total 

fluorescent intensity of lung images using ImageJ software (National Institutes of Health). During 

the 1 hour of incubation Texas Red-Dextran molecules diffused into the blood of infected mice, 

due to the loss of epithelial/endothelial barrier integrity. Therefore, lower fluorescence is indicative 

of increased damage and compromised barrier integrity.   

Generation of chimeric mice 

CD45.1+ B6 mice or CypD-/- mice were lethally irradiated with 9 Gy following 3 days of antibiotic 

treatment (0.5g Enrofloxacin (Bayer) per litre of drinking water). 16 hours later, the BM 

compartment was reconstituted with 4x106 nucleated cells from either CD45.1+ mice (CypD-/- 

recipient) or CypD-/- mice (CD45.1+ recipient) and antibiotic treatment was maintained for 2 

additional weeks. Between 10-12 weeks post-injection, reconstitution was validated by flow 

cytometry and was >95%. Mice were then infected for downstream assays. 

Flow Cytometry 

Lung tissues were perfused with 10 mL of PBS, harvested and minced before collagenase digestion 

(150 U mL 

−1) for 1 h at 37 °C. Lungs were passed on a 40 µm nylon mesh, and red blood cells were lysed. 

For bone marrow staining, cells were isolated following aseptic flushing of the tibiae and femurs, 

and red blood cells were lysed. BAL were collected as previously described, spun down and red 

blood cells lysed. Spleens were aseptically removed, crushed on a 40 µm nylon mesh, and red 

blood cells were lysed. Then total cell counts were determined with a haemocytometer, and two to 

three million cells were used for staining. In some experiments BAL were counted prior to red 

blood cell lysis to enumerate erythrocyte influx into the airways and then red blood cells were 
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lysed. For peripheral blood staining, the blood was collected by cardiac puncture in a BD 

Microtainer tube and stained extracellularly; red blood cells were then lysed. 

Cells were initially stained with eFluor-506 viability dye in PBS (eBioscience; 20 min; 4 °C), 

washed and surface stained with anti-CD16/32 (BD Biosciences) in 0.5% BSA/PBS solution to 

block non-specific antibody interactions with Fc receptors (10 min; 4 °C). Cells were then surface 

stained with combinations of  PE-CF594-conjugated anti-SiglecF, BUV395-conjugated anti-

CD11b, PerCP-eFluor780-conjugated anti-Ly6G, fluorescein isothiocyanate (FITC)- or 

allophycocyanin (APC)-conjugated anti-Ly6C, APC-eFluor780-conjugated anti-F4/80, BV421-

conjugated anti-CD11c, FITC- or BUV395-conjugated anti-CD45.2 or APC-conjugated anti-

CD45.1, Pe-Cy7-conjugated anti-CD3, BV786-conjugated anti-CD127, APC- or BUV737-

conjugated anti-NKp46, BV421-conjugated anti-CD49b, PE-conjugated anti-CD49a (all from BD 

BioScience, except anti-Ly6G from eBioscience), or PE-Cy7-conjugated (BD Biosciences) or 

FITC-conjugated (eBioscience) anti-CD27. Cells were then fixed with 1% PFA for 1 hour, washed 

and acquired in 0.5% BSA/PBS solution. 

In some experiments, following extracellular staining, samples were stained intracellularly for 

Ki67, active Caspase 3 or p53. For APC-conjugated anti-Ki67 and PE-conjugated anti-active 

Caspase 3 (both from BD Biosciences) cells were initially fixed and permeabilized using BD 

Cytofix/Cytoperm (BD Biosciences) for 30 minutes at 4° C and then stained for 1 hour. Cells were 

washed and acquired. For p53 staining, cells were initially fixed and permeabilized for 1 hour 

using the Foxp3/Transcription Factor Staining Buffer Set (eBioscience) and then stained using the 

PE-conjugated anti-p53 Set (BD Biosciences) was used according to the manufacturer’s 

instructions. The provided PE-conjugated isotype was used as a control.    

In experiments involving bone marrow progenitors, cells were processed, counted, stained for 

viability and blocked as before. Cells were then stained with biotin conjugated anti-Ly6C/G, anti-

CD5, anti-B220, anti-Ter119, anti-CD4 and anti-CD8 for 20 minutes at 4° C. Cells were then 

washed and stained with APC-Cy7-conjugated streptavidin, APC-conjugated anti-cKit, PE-Cy7-

conjugated Sca-1 for LKS cells. For CMP/GMP experiments, cells were not blocked and instead 

FITC-conjugated anti-CD34 and PerCP-eFluor780-conjugated anti-CD16/32 (all from BD 

Biosciences, except anti-CD16/32 from eBioscience) were added to the previous cocktail. For NK 
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cell progenitors, PE-CF594-conjugated anti-CD122 and BUV395-conjugated anti-CD244.2 were 

added along with anti-CD27 and anti-CD127 (BD Biosciences) as previously described.     

Finally, for experiments involving intracellular cytokine staining (ICS), 2x106 single splenocytes 

or BAL cells were incubated for 4 hours at 37° C in the presence of PMA/Ionomycin and Brefeldin 

A (Cell Activation Cocktail; BioLegend) or GolgiPlug control (BD Biosciences). Cells were then 

stained extracellularly, fixed and permeabilized using BD Cytofix/Cytoperm (BD Biosciences), 

before being stained intracellularly for PE-conjugated anti-IL-22 and APC-conjugated anti-IFN-γ 

(BD Biosciences).       

Flow cytometry acquisition was performed using BD LSRFortessa X-20 (BD Biosciences) with 

FACSDiva Software version 8.0.1 (BD Biosciences). Analysis was performed using FlowJo 

software version 10 (Tree Star). 

Adoptive transfer model 

NK cells were purified from uninfected spleens of WT and CypD-/- mice using the EasySep Mouse 

NK Cell Isolation Kit (Stem Cell Technologies) according to the supplier’s recommendations. 

Sorted cells were counted, washed (cold sterile PBS) and normalized to 1x105 cells/50µL of sterile 

PBS. Purity was verified by flow cytometry and purity was always over 85% NK cells prior to 

transfer. NK cells were then transferred into Il22-/- mice on day 5 post-infection (50 PFU) via the 

intratracheal route. 2 days later, BAL were harvested for lung damage assays or histology, and 

lungs were harvested for viral load analysis.  

IL-22 or IFN-γ treatment 

Recombinant murine IL-22 or IFN-γ was purchased from Peprotech. Mice were intranasally 

infected with 50 p.f.u. of IAV. On day 5 post-infection, mice were given either PBS, IL-22 or IFN-

γ (both 100ng/25µL) intranasally. Mice were sacrificed on day 7 post-infection, and the lungs were 

harvested and processed to determine the pulmonary viral load, or the BAL collected for damage 

assays. In some experiments, mice were infected with 90 PFU and IL-22 was delivered as stated 

and survival was monitored.  
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Histopathological analysis 

Lungs were inflated and fixed for 48 h with 10% formalin, then embedded in paraffin. Next, 5 μm 

sections were cut and stained with haematoxylin and eosin. Slides were scanned at a resolution of 

40× magnification and pictures were taken using a Leica Aperio slide scanner (Leica). 

Total bioactive IFN-I assay 

Secretion of total active IFN-I (both IFN-α and IFN-β) in cell culture supernatants was assessed 

using the B16-Blue IFN-α/-β reporter cell line for murine samples (InvivoGen), according to the 

specifications of the manufacturer. B16 cells were maintained in RPMI supplemented with 10% 

(v/v) FBS, 2 mM L-glutamine and 100 U ml−1 penicillin/streptomycin. 

Cell death analysis 

Lactate dehydrogenase release in the BAL of IAV-infected mice was quantified using the CytoTox 

96 Non-Radioactive Cytotoxicity Assay (Promega), per the manufacturer’s recommendations. 

Dead cell levels in vivo were assessed using PE-AnnexinV (BioLegend) and NucSpot Far-Red 

(Biotium), according to the manufacturer’s instructions and unfixed cells were acquired 

immediately by flow cytometry. 

Wet-to-dry ratio 

Lungs were harvested from naive or IAV-infected mice (50 PFU.; day 7 post-infection), and blood 

clots were carefully removed. Then, the lungs were weighed (wet weight) and dried in an oven 

(56 °C, 2 d; dry weight), and the dry weight was measured. Data are presented as the ratio of wet 

weight to dry weight. 

RNA isolation and reverse transcription quantitative PCR (qPCR) 

RNA from purified NK cells was extracted using an RNeasy Kit (Qiagen) according to the 

manufacturer’s instructions. Some 500 ng of RNA was reverse transcribed using the ABM 5X RT 

MasterMix (Applied Biological Materials), as directed by the manufacturer. Complementary DNA 

was generated by qPCR using BrightGreen SYBR Green (Applied Biological Materials). Cq 



cxxxviii 

 

values obtained on a CFX96 PCR System (Bio-Rad) were analysed using 2-ΔCq formula 

normalizing target gene expression to GAPDH.  

ELISA  

IFN-β levels in infected lungs and BAL were measured using a VeriKine Mouse IFN-β ELISA kit 

(PBL Assay Science). IFN-γ and IL-22 (R&D Systems) levels were assessed by ELISA according 

to the manufacturer’s instructions.  

Statistical analysis 

Data are presented as means ± s.e.m. Statistical analyses were performed using GraphPad Prism 

version 8.0.2 software (GraphPad). Statistical differences were determined using a two-sided log-

rank test (survival studies), one-way analysis of variance (ANOVA) followed by Sidak’s multiple 

comparisons test, two-way ANOVA followed by Sidak’s or Dunnett’s multiple comparisons test, 

or two-tailed Student’s T-Test, as outlined in the Figure Legends. All means are depicted ± SEM 

with significance denoted by * p<0.05, ** p<0.01, ***p<0.001, ****p<0.0001.  

Ethics 

All experiments involving animals were approved by McGill University (permit number 2010-

5860) in strict accordance with the guidelines set out by the Canadian Council on Animal Care.  
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3.8: Figures 

 

Figure 3.8.1: CypD protects against IAV infection by promoting disease tolerance. (A-B) WT and CypD-/- mice were infected with the LD50 

dose of 90 PFU and survival (A) and weight loss (B) were monitored. (C-L) WT and CypD-/- mice were infected with a sublethal dose of 50 PFU. 

At various time points post-infection viral load (C), total active IFN-I in the lungs (D) or BAL (E) were measured. (F) Lung wet-to-dry ratio at 
steady-state or at day 7 post-infection. Protein (G) or erythrocytes (H) in the BAL of mice at various timepoints post-infection. (I) Fluorescence 

intensity of lungs following one hour of Texas-Red Dextran administration. The left panels are representative lung images from two separate 

experiments and are quantified on the right. Total cell counts in the lungs (J) and BAL (K) following infection. (L) Representative micrographs of 
lungs stained with hematoxylin and eosin that are either uninfected or infected for 7 days. In A and B, total mice are denoted in the figures, in C-K 

each symbol represents a unique mice, in L micrographs are representative of at least 5 mice. All figures are a compilation of at least two 

experiments. Statistical analyses were performed using the Log Rank Test (A), Two-way ANOVA followed by Sidak’s multiple comparison test 
(C-H, J-K) or Two-tailed Student’s T-Test (I).  
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Figure 3.8.2: CypD mediates disease tolerance via hematopoietic cells and mice exhibit altered NK cell kinetics upon infection. (A-L) Mice 

were infected with 50 PFU of IAV. (A-B) Chimeric mice were generated by reconstituted irradiated CypD-deficient mice with CD45.1 bone marrow 

(WT → CypD-/-) or irradiated CD45.1 mice with CypD-deficient bone marrow (CypD-/- → WT). Chimeric mice were infected for 7 days and total 
erythrocytes in the BAL (A) were quantified. (B) Representative micrographs of hematoxylin and eosin stained lungs. (C-F) BAL from WT and 

CypD-/- mice were phenotyped by flow cytometry and total frequencies (left panels) and total cell counts (right panels) of IMM (C), Ly6Chi 

monocytes (D), neutrophils (E) and NK cells (F) quantified. Mean fluorescence intensities of perforin and granzyme B on the surface of NK cells 
at day 5 (G) or day 7 (H) post-IAV infection. (I) Representative FACS plot of CD27 and CD11b expression on NK cells in the BAL of WT versus 

CypD-deficient mice at 7 days post-infection. (J-L) Quantifications of the percentages (left panels) and total cells counts (right panels) of NK cell 

activation subsets in the BAL at day 3 (J), day 5 (K) and day 7 (L) post-infection. (M) Relative expression of CypD transcripts in purified splenic 
NK cells of naïve mice. In each panel, each symbol indicates a separate mouse, except in B, which is a representative figure of 4 mice/group and I, 

which is a representative plot compiled in L. All figures are a compilation of at least two experiments, except G and H, which are one representative 

experiment of two. Statistical analyses were performed using the One-way ANOVA followed by Dunnett’s multiple comparisons (A), Two-way 
ANOVA followed by Sidak’s multiple comparison test (C-F, J-L) or Two-tailed Student’s T-Test (G-H and M).  
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Figure 3.8.3: CypD-deficient mice have impaired recruitment of activated NK cells from the peripheral blood. (A-G) WT and CypD-/- were 

infected with 50 PFU. (A) Intracellular expression of Ki67, indicative of proliferative cells, in NK cells of the BAL. Left panels show a 
representative FACS plot as quantified on the right at day 5 post-infection. (B) Intracellular expression of active Caspase 3 expression by flow 

cytometry, indicative of apoptotic NK cells in the BAL of infected mice. The panels on the left are of a representative FACS plot at day 5 post-

infection, as quantified on the right. (C) CCR2 expression on NK cells of the BAL with a day 5 representative FACS plot on the left and quantified 
on the right. (D) Differential expression of CD49b versus CD49a on NK cells of the BAL with a representative FACS plot on the left. (E-F) At 

various times post-infection peripheral blood was collected and the frequency of NK cells (E) and their activation state as defined by CD27 and 

CD11b (F-G) were quantified. In the left panel of F is a representative FACS plot of NK cells at day 5 post-infection. Each panel represents the 
combination of at least two experiments, except C which is one representative of two independent experiments. Each symbol represents one unique 

mouse. For all panels, Two-way ANOVA followed by Sidak’s multiple comparisons test was performed to determine significance.  
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Figure 3.8.4: CypD-/- mice have reduced NK cell hematopoiesis in the bone marrow of infected mice due to dysregulated cell death of 

progenitors. (A-F) Total cell counts of LKS (A), CLP (B), pre-NKP (C-D), NKP (E) and differential activation statuses of mature NK cells (F) as 

assessed by flow cytometry. (C) Representative FACS plots of pre-NKP and NKP populations in the bone marrow at 5 days post-infection. In A, 

B and F, left panels are representative FACS plots taken at day 3 (A-B) and day 5 (F) post-infection. (G-H) Expression of p53 within pre-NKP (G) 
and NKP (H) populations in the bone marrow. Left panels are representative histograms taken at 5 days post-infection as quantified in the right 

panels. (I) Differential expression of AnnexinV and NucSpot to determine the levels of dead cells within the NKP population at various times post-

infection. FACS plots on the left are taken from day 5 post-IAV infection. Panels in A-E are a compilation of at least 2 experiments, while F-I are 

one representative experiment of three independent experiments, with each symbol representing an individual mouse. In all panels, significance 
was assessed by Two-way ANOVA followed by Sidak’s multiple comparisons test.  
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Figure 3.8.5: A lack of IL-22 production by NK cells in the airways is responsible for the susceptibility of CypD-/- mice in a disease tolerance 

manner. (A) Levels of IFN-γ in the BAL of infected WT and CypD-/- mice as determined by ELISA. (B) Intracellular cytokine staining of IFN-γ 

in NK cells. FACS plots are representative of the quantification on the right and are gated against the FMO. (C) Levels of IL-22 in the BAL of 
infected WT and CypD-/- mice as determined by ELISA. (D) Intracellular cytokine staining for IL-22 by NK cells in the BAL of day 5 infected 

mice. FACS plots on the left are representative of the quantification on the right. An IL-22-deficient mouse was used as a staining control for 

specificity. (E) Mice were infected with LD50 90 PFU and administered recombinant IL-22 or PBS; survival was monitored. In F-H a sublethal 50 
PFU dosage was used and mice were administered IL-22 or PBS. At day 7, erythrocytes in the BAL were enumerated (F), pulmonary inflammation 

was assessed by hematoxylin and eosin staining (G) and viral loads quantified (H). On day 7 post-infection, day 2 post-transfer, protein (I) and 

erythrocyte (J) levels in the BAL and lung viral loads (K) were assessed. In panels A, C, E-F, I-K data are combinations of two or three independent 
experiments. In B, D and H data are from one experiment that is representative of three independent experiments. Micrographs in G are 

representative of 3 or 4 individual mice. In A-D, F, and H-K, each symbol represents data from one individual mouse, while in E total n values are 

displayed in the panel legend.  Statistical analyses were performed as follows: in A, C Two-way ANOVA followed by Sidak’s multiple comparisons 
test; in B, D Two-Tailed Student’s T-test; Log Rank Test; G, H Two-way ANOVA followed by Tukey’s multiple comparisons test; I-K One-way 

ANOVA followed by Dunn’s multiple comparisons test.  
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PREFACE TO CHAPTER 4 

Initially thought to be confined exclusively to cells of the adaptive system, the realization that the 

mammalian innate immune system can also exhibit memory-like responses, termed trained immunity (292), 

led to intense study of the phenomenon and its role in disease pathogenesis and prevention. As outlined in 

chapter 1, trained immunity refers to how innate cells, predominantly monocyte-derived macrophages but 

also other cells like NK cells, in response to certain stimuli, become “trained” to respond more robustly to 

secondary heterologous challenges. Such known inducers of trained immunity in monocyte/macrophages 

are BCG, the vaccine against Mtb, and β-Glucan, a polysaccharide PAMP (105). Although we recently 

showed that HSC reprogramming and biasing of hematopoiesis towards myelopoiesis by BCG in the bone 

marrow were critical in conferring long-term trained macrophage responses against subsequent Mtb 

infection (304), the cellular signalling pathways involved in the imprinting and myeloid biasing were still 

unclear. Additionally, although much study has centred around the protective capacity of trained immunity, 

it can also be manifest detrimentally, depending on inflammatory context (299). Thus, we sought to better 

understand the underlying mechanisms of this duality of training, using evolutionarily related mycobacteria. 

We found that one virulence strategy of Mtb, compared to BCG, is the biasing of hematopoiesis towards 

lymphopoiesis—at the expense of myelopoiesis—that conferred impaired trained macrophage responses 

and promoted tuberculosis pathogenesis in the lung. We found that the observed reprogramming of the 

HSCs depended upon the magnitude of IFN-II (protective training; myeloid-biasing) and IFN-I (detrimental 

training; lymphoid biasing) signatures that were greater in BCG and Mtb, respectively. This reprogramming 

had long-lasting effects on the antimycobacterial capacity of macrophages, lasting up to at least one year, 

and Mtb-exposed HSCs were severely compromised in their reconstitution capacity when compared to 

BCG-exposed cells. Thus, Mtb has evolved virulence strategies in the bone marrow to subvert the host’s 

immune response and promote TB pathogenesis in the lung.   
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4.1: Highlights 

• BCG and Mtb challenges uniquely reprogram HSCs for at least one year post-exposure  

• Mtb suppresses myelopoiesis at the level of committed progenitors and impairs HSC 

engraftment 

• Mtb hijacks a host type I IFN/iron axis to induce RIPK3-dependent necroptosis 

specifically in myeloid progenitors 

• Reprogramming of HSCs by a type I IFN/iron axis prevents the induction of trained 

immunity to Mtb 
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4.2: Abstract 

A greater understanding of hematopoietic stem cell (HSC) regulation is required for dissecting 

protective versus detrimental immunity to pathogens that cause chronic infections such as 

Mycobacterium tuberculosis (Mtb). We have shown that systemic administration of BCG or -

glucan reprograms HSCs in the BM via a type II interferon (IFN-II) or IL1 response, respectively, 

that confers protective trained immunity against Mtb. Yet, whether BCG/β-Glucan is unique in its 

ability to induce this protection remains unknown. Herein, we demonstrate that unlike BCG or -

glucan, Mtb reprograms HSCs via IFN-I response that suppresses myelopoiesis and impairs the 

development of protective trained immunity to Mtb. Mechanistically, IFN-I response dysregulates 

iron metabolism, depolarizes mitochondrial membrane potential, and induces cell death in myeloid 

progenitors. Additionally, the activation of IFN-I/iron axis in myeloid progenitors impairs trained 

immunity to Mtb infection. These results identify an unanticipated immune evasion strategy of 

Mtb in the bone marrow that controls the magnitude and anti-microbial capacity of innate 

immunity to infection.   
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4.3: Introduction 

During infection or stress, hematopoietic stem cells (HSCs) interrupt dormancy and adapt 

to meet the peripheral demand for immune cells via their expansion and differentiation into more 

lineage-restricted progenitors, primarily within the bone marrow (BM). This process must be 

tightly controlled to avoid the costs of dysregulated HSC activation that may lead to exhaustion, 

or even complete depletion, with devastating effects on the systemic immune compartment  (266, 

267, 394). Infection-specific changes in hematopoiesis may restrict or promote the generation of 

specific lineages to centrally bias the overall systemic immune response. For instance, we have 

recently demonstrated that exposure of HSCs to Bacillus Calmette-Guérin (BCG) or -glucan (a 

component of fungal cell membrane) in the BM results in their reprogramming to promote 

myelopoiesis and protective immunity against Mtb infection in type II IFN or IL1 dependent 

manner, respectively (304, 395). Thus, safeguard mechanisms must be engaged to ensure the 

maintenance and survival of the HSC pool as well as their commitment towards myelopoiesis, 

providing immune-driven resistance to infection.  

While initially confined to cells of the lymphoid lineage, memory-like responses have now 

been extensively described in myeloid cells and particularly within monocyte-derived 

macrophages, in a process coined trained immunity (105). The relatively short lifespan of innate 

immune cells, however, limits the effectiveness of this protective response against chronic 

infections. Interestingly, enhancing myelopoiesis in the BM has been shown to have a significant 

impact on the generation of trained macrophages (290, 291, 396). Moreover, others (296) and we 

(304, 395) have also demonstrated that trained immunity is driven by epigenetic imprinting of 

HSCs, where it can then be transmitted to BM-derived monocyte/macrophages. Thus, imprinting 

of innate memory signatures by HSCs appears to overcome the limitation of the short half-life of 

fully differentiated BM-derived innate immune cells. Although many examples of protective 

trained immunity have been documented, this process may also manifest deleteriously. For 

example, the persistent hyperactive state of trained innate cells can trigger tissue damage or chronic 

inflammation upon exposure to endogenous ligands (397, 398) or pathogen-associated molecular 

patterns (PAMPs) (399), suggesting that the stimulus, localization and cell type are crucial in 

promoting the development of a protective versus detrimental epigenetic rewiring. While exposure 
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of HSCs to pathogens and/or PAMPs appears to be an important step in the generation of protective 

trained immunity, the current understanding of the mechanistic basis of this process remains 

largely unknown.   

Type I interferon (IFN- and ; IFN-I) and type II interferon (IFN-; IFN-II) signaling 

pathways are critical in regulation of HSC activation (265-267, 400) and are also involved in 

generation of epigenetic-mediated innate memory responses (401). Moreover, chronic exposure of 

HSCs to either IFN-I (266) or IFN-II (268) leads to excessive proliferation and exhaustion of 

HSCs. IFN-II signaling has also been shown to be required for HSC proliferation under steady 

state (265) and to promote myeloid cell responses in systemic BCG vaccination (304) or malaria 

infection (400). Although these cytokines are involved in promoting survival and expansion of 

progenitors, there is little evidence that their signaling directly regulates lineage commitment in 

HSCs. Progenitor cell death appears to be a key mechanism that drives HSC proliferation and 

regulates skewing of the HSC and progenitor populations towards the myeloid versus lymphoid 

lineage. For instance, during bacterial infection, IFN-I signaling inhibits HSC expansion via 

increased necroptosis (271), while overexpression of anti-apoptotic proteins BcL-xL (402) or Bcl-

2 (403) rescues erythropoiesis in erythropoietin (EPO)-deficient mice or lymphopoiesis in IL7R-

deficient mice, respectively. However, the factors and molecular mechanisms involved in HSC 

fate decisions are incompletely understood.  

Iron (Fe) is a vital micronutrient that supports fundamental cellular functions in most, if 

not all, living organisms and is, therefore, of particular relevance in the context of host pathogen 

interactions (404). While vital to sustain life, Fe can also be deleterious if allowed to exchange 

electrons in an unrestrained manner to generate free radicals, like hydrogen peroxide (H2O2). This 

leads to the production of intracellular hydroxyl radicals and hydroxide ions, via Haber–

Weiss/Fenton reactions, triggering lipid peroxidation and driving a form of programmed cell death 

known as ferroptosis (405, 406). Thus, it is not surprising that the regulation of iron metabolism 

has emerged early in life to form an evolutionary conserved host defense strategy (407-409) to 

effectively instruct host resistance and disease tolerance against infections (410). During chronic 

Mtb infection, the host minimizes iron availability to inhibit bacterial growth (411, 412) and any 

major alteration in iron metabolism leads to severe infection and susceptibility to TB (413, 414). 
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Moreover, regulation of iron metabolism plays a key role in the maintenance of HSCs as iron 

overload promotes HSC exit from quiescence (415), which is frequently associated with 

myelodysplastic syndrome (MDS) caused by failure of hematopoiesis (416). However, the 

potential contribution of iron in HSC lineage fate decisions during infection is, to the best of our 

knowledge, unknown. 

Given that access of the BCG vaccine to the BM reprograms HSCs towards the myeloid 

lineage and generates protective trained immunity against subsequent Mtb infection (304), we 

investigated whether the virulent strain of Mtb in the BM impacts host innate immunity to 

infection. Here, we demonstrate that while access of Mtb to the BM changes the transcriptional 

landscape of HSCs and MPPs similarly to BCG, the magnitude of some of these pathways, in 

particular IFN-I and heme metabolism, significantly differed between BCG and Mtb. In sharp 

contrast to BCG, Mtb infection induced RIPK3-dependent necroptosis in myeloid progenitors 

(CMP/GMP) downstream of HSCs via an IFN-I/iron axis, which then led to enhanced 

lymphopoiesis. Dysregulated iron metabolism in myeloid progenitors was associated with 

increased mitochondria-mediated necroptosis and subsequent suppression of myelopoiesis. Thus, 

Mtb reprogrammed HSCs via an IFN-I/iron axis failing to generate trained immunity to Mtb 

infection. Importantly, the protective signatures of BCG or the detrimental imprints of Mtb on 

HSCs were maintained for a long time ( one year). Thus, our study indicates that Mtb accesses 

the BM to target innate immunity via imprinting HSC populations with a unique transcriptomic 

profile that suppresses myelopoiesis and is associated with reduced ability to control Mtb infection.  
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4.4: Results 

Systemic Mtb Differentially Modulates Hematopoiesis Compared to BCG in an RD-1-

Dependent Manner 

We have recently demonstrated that following systemic (intravenous; iv), but not 

subcutaneous, vaccination, BCG (TICE) bacteria accessed the BM, reprogrammed HSCs to 

promote myelopoiesis and generated trained immunity in macrophages to confer protection against 

a subsequent virulent Mtb infection (304). Similarly, we have shown that systemic administration 

of -glucan promotes HSC-myelopoiesis and protection against pulmonary Mtb infection 

(Moorlag et al., 2020). These studies collectively reveal that skewing hematopoiesis towards 

myelopoiesis appears to be a protective mechanism in immunity to Mtb infection. While it has 

been previously shown that Mtb can disseminate to the BM in diverse TB patient populations, 

ranging from asymptomatic individuals to those suffering from AIDS (417), the impact of Mtb 

accessing the BM in comparison to BCG on disease pathogenesis and trained immunity, as well 

as HSC proliferation and fate decision remains unknown. To investigate this, we began by 

determining the effects of the same dose (1x106 CFU) of intravenous BCG vaccine or Mtb (H37Rv) 

infection (Figure 1A) on survival, BM bacterial loads and hematopoietic cell responses in wild 

type (WT; C57BL/6J) mice. While all BCG-iv vaccinated and control mice survived, Mtb-iv 

infected mice succumbed to infection by approximately 120 days (Figure 1B). When administered 

systemically, Mtb rapidly accessed the BM and persisted until at least 28 days post-infection, 

coinciding with the earliest onset of mortality. At these timepoints, both BCG and Mtb entered and 

replicated to similar extents within the BM (Figure 1C). As was previously shown with BCG-

GFP (304), Mtb (H37Rv-GFP) was unable to infect Lin- c-Kit+ Sca-1+ (LKS) cells, while Lin+ cells 

were readily infected by Mtb as evidenced by both ImageStream (Figure 1D-E) and flow 

cytometry (Figure 1F-G). Thus, any effect of these mycobacteria on hematopoietic cells must be 

indirect.  

To quantify these potential effects, we directly compared the impact of Mtb-iv versus BCG-

iv on HSC and MPP kinetics (full gating strategy Figure S1A). The presence of Mtb or BCG in 

the BM correlated with a significant expansion of the LKS population (Figure 1H, quantified in 

the panels on the right), which remained elevated until at least 28 days post-infection. LKS 
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expansion was associated with proliferation, as monitored by the frequency of Ki67+ LKS cells in 

mice infected with Mtb-iv versus BCG-iv and control mice at 7 days post-infection (Figure 1I), 

yet was not due to an increase in long-term HSCs (LT-HSC; LKS+ CD150+ CD48-), but rather 

short-term HSCs (ST-HSC; LKS+ CD150+ CD48+) and multipotent progenitors (MPPs; LKS+ 

CD150- CD48+) (Figure S1B-D).  Despite a more rapid hematopoietic response in Mtb-iv 

compared to BCG-iv mice at day 7 post-infection, by day 28 the number of HSCs and MPPs was 

similar between two groups (Figure S1B-D). Our previous work showed that BCG skews HSC 

fate towards myelopoiesis by specifically enhancing the pool of myeloid-biased MPP3s, but not 

lymphoid-biased MPP4s (304), which correlated with the enhanced protection afforded by BCG-

iv. Unexpectedly, the dynamics of MPP3 versus MPP4 were indistinguishable between BCG-iv 

and Mtb-iv (Figure S1B-D). Taken together, despite the greater virulence of Mtb as compared to 

BCG, both bacteria are able to access and persist in the BM to promote HSC expansion of myeloid-

biased MPPs.   

The LKS population gives rise to all cells of the hematopoietic compartment including the 

common myeloid progenitor (CMP) and the common lymphoid progenitor (CLP), that lead to the 

generation of more restricted progenitors and then mature effector cells, such as 

monocyte/macrophages and T- and B-cells. As the plasticity between MPPs is high (418, 419), 

lineage restriction is more stringently completed downstream of the common progenitor level (403, 

420). Thus, we next investigated how intravenous Mtb or BCG affected lineage-restricted 

progenitors. As with LKS cells (Figure 1D), both Mtb and BCG did not infect myeloid progenitors 

(cKit+ Progenitors) (Figure S1E). Despite this similarity, at day 7 and continuing at days 14 and 

28 post-infection, Mtb, but not BCG, significantly suppressed myelopoiesis and promoted 

lymphopoiesis, as shown by loss of the CMP (Lin- cKit+ CD34+ CD16/32-) and the granulocyte-

monocyte progenitor (GMP; Lin- cKit+ CD34+ CD16/32+), with an increased frequency and 

number of common lymphoid progenitors, CLPs (Lin- CD127+ cKitlo Sca1lo) (Figure 1 J-L). We 

then sought to investigate how Mtb, in contrast to BCG, caused these changes in hematopoiesis. It 

is well established that the region of difference 1 (RD-1) is present in all virulent strains of Mtb, 

but absent in BCG. Deletion of the 9.5-kb RD1 region from M. tuberculosis (H37Rv:ΔRD1) results 

in an attenuation that is strikingly similar to that of BCG in cultured macrophages and mice (421, 

422). Considering RD-1 is an important region required for Mtb virulence, we hypothesized that 
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RD1 may be responsible for the observed alterations in hematopoiesis. To test this hypothesis, we 

performed similar experiments using the ΔRD1 strain of H37Rv (Mtb-ΔRD1). We found that there 

was no difference between Mtb-ΔRD-1, Mtb and BCG in expanding LKS or HSC populations at 

28 days post-infection (Figure 1M-O and Figure S1F-G). However, the skewing of 

hematopoiesis towards lymphopoiesis in Mtb-iv mice was completely dependent on RD1-

expression, as BCG and Mtb-ΔRD1 had equal levels of myeloid/lymphoid progenitors (Figure 1N 

and Figure S1G; left panel), while Mtb significantly suppressed myelopoiesis (CMP/GMP) and 

promoted lymphopoiesis (CLP) compared to Mtb-ΔRD1  (Figure 1O and Figure S1G; right 

panel). 

Downstream of the CMP/GMP, the granulocyte progenitor (GP; Lin- Sca-1- cKit+ 

CD16/32+ CD34+ Flt3- Ly6C+ CD115-) gives rise to mainly neutrophils, while the 

macrophage/dendritic cell progenitor (MDP; Lin- Sca-1- cKit+ CD16/32- CD34+ Flt3+ Ly6C- 

CD115+) and the common monocyte progenitor (cMoP; Lin- Sca-1-cKit+ CD16/32+ CD34+ Flt3- 

Ly6C+ CD115+) can differentiate into all cells of the mononuclear phagocyte lineage and Ly6Chi 

monocytes, respectively. Correlating to the reduction in CMP/GMP, at day 28 post-Mtb infection, 

we observed a significant reduction in the frequency and number of the MDP, cMoP and GP, and 

the number, but not frequency, of mature Ly6Chi monocytes and neutrophils (Figure 1P-S and 

Figure S1 H-L). Therefore, the loss of myeloid progenitors leads to a loss of mature myeloid cells.  

Finally, while the role of the spleen in hematopoiesis at steady-state is mostly considered 

negligible, under stress it is the major contributor to extramedullary leukocyte hematopoiesis 

(423). To investigate whether the spleen may compensate for the suppressed BM myelopoiesis 

during systemic Mtb infection, we phenotyped splenic progenitors at day 28 post BCG-iv or Mtb-

iv infection. As expected, we observed a smaller proportion of LKS cells in the spleen than the 

BM that was nevertheless equal between groups (Figure S1M). Moreover, we noted an identical 

phenotype in the spleen as in the BM in terms of HSCs and the CMP/GMP versus CLP (Figure 

S1N), albeit at lower frequencies. Thus, although the contribution of the spleen to the leukocyte 

pool is likely smaller than the BM, Mtb universally regulates hematopoiesis to restrict 

myelopoiesis.  
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Mtb Uniquely Reprograms HSCs and Impairs Trained Macrophage Immunity 

Because of the similar responses at the cellular level in HSCs, but divergence at the 

progenitor level, we postulated that Mtb transcriptionally reprogrammed HSCs to modulate 

downstream progenitors. To test this, we performed bulk RNA sequencing (RNA-seq) on HSCs 

(LKS+CD150+) and MPPs (LKS+CD150-) isolated from the BM of C57BL/6J mice at day 28 post-

injection with BCG-iv, Mtb-iv or PBS-iv (control). For both MPPs and HSCs, the first principal 

component (PC1) of gene expression data explained over 40% of the total variance and segregated 

Mtb-iv versus BCG-iv or PBS-treated control mice (Figure 2A; one tailed t-test, p=0.023 and 

5.1x10-7 for HSCs and MPPS, respectively). Accordingly, we found extensive differences in the 

gene expression levels between Mtb-iv and BCG-iv as compared to PBS-treated control mice 

(Figure 2B; Mtb-iv versus control: 1282 (10.6%) and 2952 (24.3%) differentially expressed genes 

in HSCs and MPPs, respectively; BCG-iv versus control: 1793 (14.8%) and 2646 (21.8%) 

differentially expressed genes in HSCs and MPPs, respectively; false discovery rate [FDR] < 0.01). 

Regulation of gene expression induced by Mtb and BCG were highly concordant in both MPPs 

and HSCs (Figure 2C; Pearson correlation of Mtb-iv vs BCG-iv effects: 0.751 and 0.837 in HSCs 

and MPPs, respectively, p< 1x10-10 in both), as well as the gene ontology terms enriched among 

genes that significantly changed expression levels in response to Mtb or BCG (Figure S2A: 

Pearson correlation of significance levels: r=0.68 (HSCs), r=0.77 (MPPs), p<1x10-10). Globally, 

differentially expressed genes in BCG-iv or Mtb-iv infection were strongly enriched for gene sets 

involved in IFN-I and IFN-II responses, T cell activation and proliferation as well as glycolysis 

(Figure S2B), suggesting that the presence of mycobacterium in the BM alters the activity of the 

interferon-related pathways and rewires HSCs and MPPs, consistent with our previous report 

(304).  

Despite the overall similarities in the gene expression response of HSCs and MPPs to BCG 

and Mtb, we found significant differences between infections in genes that respond to either Mtb-

iv or BCG-iv. 689 of these infection-responsive genes in HSCs and 402 in MPPs showed 

significant differences in expression across mycobacteria (FDR<10%). Gene Set Enrichment 

Analyses showed that genes involved in IFN-I signaling, glycolysis, and inflammation were 

significantly enriched in Mtb-iv versus BCG-iv (Figure 2D).  In contrast, genes more differentially 
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expressed following BCG-iv versus Mtb-iv were enriched for those involved in heme metabolism 

(Figure 2D). As the cellular response between BCG and Mtb at the HSC/MPP level was similar 

(Figure S1B-D), but highly discordant at the committed progenitor level (Figure 1J-L and Figure 

1P-R), these data suggested that intrinsic differences in the transcriptional magnitude of pathways 

involved in IFN-I signaling and heme in HSC/MPP populations might be transmitted to the more 

committed progenitors and effector cells, modulating their numbers and/or function.  

Intriguingly, in line with our RNA-seq data, a loss of heme oxygenase (424) or iron sequestration 

(425) in BM-derived macrophages (BMDM) greatly enhances susceptibility to Mtb, while enhanced IFN-I 

signaling impairs the mycobactericidal capacity of macrophages (426), suggesting our observed imprinting 

of these pathways by Mtb may contribute to a loss of in vitro control of Mtb in macrophages. Given the 

importance of BMDM in immunity to Mtb (427, 428), we investigated whether suppression of myelopoiesis 

impacted either BM progenitor differentiation into macrophages in vitro and/or the antimycobacterial 

capacity of macrophages. We generated BMDM from BCG-iv, Mtb-ΔRD1, Mtb-iv and control PBS mice 

and infected them with Mtb (Figure 2E). To ensure there was no contamination with Mtb from the in vivo 

infection, we cultured cells with anti-TB drugs and all BMDM cultures were Mtb and BCG free at the time 

of in vitro infection with Mtb. Similar to the results of in vivo myelopoiesis (Figure 1J-K and Figure 1P-

S), Mtb-infected mice generated fewer BMDM than BCG-vaccinated or Mtb-ΔRD1-infected mice, relative 

to PBS control mice (Figure 2F). Moreover, despite culturing the same number of macrophages in each 

group prior to in vitro Mtb infection, BMDM from Mtb-infected mice, in contrast to BCG-iv vaccinated 

mice, failed to control Mtb growth at day 5 post-infection (Figure 2G), suggesting that access of Mtb to the 

BM suppresses myelopoiesis and impairs the intrinsic protective capacity of macrophage immunity to Mtb. 

This finding was again contingent upon presence of RD1 (Figure 2G).  Although we observed a decrease 

in the number of macrophages generated in the Mtb-iv group (Figure 2F), the purity and activation levels 

(CD80, CD40 and MHC-II) were similar to the BCG-iv and PBS group (Figure S2C-F). Therefore, the 

impaired training of BMDM in the Mtb-iv group is not due to the presence of immature macrophages or 

contamination by other cell types. To investigate whether the detrimental impact of Mtb infection on 

BMDMs was independent of a constant presence of the bacteria in vivo, we treated BCG-iv, Mtb-iv and 

control PBS mice with anti-TB drugs for 28 days followed by two weeks rest. We then generated BMDM 

from these mice and subsequently infected them with Mtb in vitro (Figure S2G). BM and BMDM cultures 

were free of mycobacteria (Mtb or BCG) prior to in vitro infection with Mtb. Yet again, BMDM from Mtb-

iv mice showed impaired capacity to control Mtb growth, as compared to BMDM from BCG-iv or control 
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PBS-iv mice (Figure S2H). Thus, the trained immunity is independent of constant exposure of HSCs to 

mycobacteria. 

Finally, to directly assess the functional anti-Mtb capacity of BMDM in vivo, we performed 

adoptive transfer experiments. We generated BMDM in the presence of anti-TB drugs from PBS control, 

BCG-iv and Mtb-iv groups at day 28, then infected these macrophages in vitro with Mtb and adoptively 

transferred them (intratracheally) into RAG1-deficient mice (lacking B and T cells) (Figure 2H). 

Consistent with our previous observations (304), BMDM from the BCG-iv group provided enhanced 

protection when transferred into Rag1-/- mice (Figure 2I). However, Rag1-/-  mice that received 

macrophages from the Mtb-iv group had significantly higher bacterial burdens in the the lung than the PBS 

control and BCG-iv mice. This difference was observed despite the fact that the number of Mtb in 

macrophages from the BCG-iv group was slightly higher than the PBS or Mtb-iv group prior to the transfer 

into the RAG1-deficient mice (Figure S2I).  Thus, Mtb, in contrast to BCG, suppresses HSC-myelopoiesis 

to impair BMDM generation and their intrinsic antimycobacterial capacity in vitro, and in vivo, uncovering 

an important strategy of Mtb pathogenesis in the BM. 

  

Mtb Suppresses Myelopoiesis Preventing the Induction of Trained Immunity after 

Pulmonary Infection   

The systemic model of Mtb infection does not represent the natural route of infection in 

humans. Thus, to extend our findings to a physiological model of pulmonary tuberculosis, we 

infected mice with a low dose of Mtb (~75 CFU) via the aerosol route (Figure 3A and Figure 

S3A). It is well established that following aerosolized Mtb infection, within 10-14 days, the 

bacteria disseminate to the pulmonary draining lymph nodes via infected dendritic cells and/or 

monocytes that leads to T cell priming (429-431). Interestingly, we found that Mtb also reached 

the BM at 10 days post-infection and continued to grow over the course of infection until the last 

time point analyzed at 120 days, when the number of Mtb in the BM was close to the intravenous 

model (Figure 3B). Similar to the Mtb-iv model, this was associated with the expansion of LKS 

population (Figure 3C-D) via expansion of ST-HSCs and MPPs, but not LT-HSCs (Figure 3E-H 

and Figure S3B-D). Moreover, aerosolized Mtb equally skewed hematopoiesis towards the 

myeloid-biased multipotent progenitor MPP3 (~5-fold increase compared to uninfected) versus 
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the lymphoid-biased MPP4 (~2-fold increase compared to uninfected) (Figure 3I and Figure 

S3E). In the lineage-restricted progenitors, we again observed a reduction in the CMP/GMP and 

an expansion of the CLP (Figure 3J-L and Figure S3F-H), as well as a significant reduction in 

the numbers, of the MDP and GP (Figure 3M-N) and a minor decrease in cMoP numbers (Figure 

S3I). This reduction of myelopoiesis led to a decreased number of mature neutrophils and Ly6Chi 

monocytes in the BM by day 120 compared to steady-state (Figure S3J-K), as well as a gradual 

loss of Ly6Chi monocytes from peak levels (day 14 versus 120) but an increase in T-cells (Figure 

S3L-O) in the lung. Thus, these data indicate that BM hematopoiesis biasing may contribute to 

driving the shift in the pulmonary immune response from innate to adaptive immunity. Thus 

following pulmonary Mtb infection, Mtb access to the BM and manipulation of the HSC and 

progenitor responses to Mtb are conserved regardless of the route of infection.  

Next, we sought to characterize at single cell resolution the transcriptional response of HSCs 

and progenitor cells to Mtb aerosol infection. To do so, we performed droplet-based single-cell RNA 

sequencing (scRNA-seq) (432) on sorted LKS and cKit+ progenitors from the BM at 120 days post-

aerosol Mtb infection (see STAR Methods). Following quality control, we kept a total of 5,698 high 

quality LKS cell transcriptomes (LKS dataset: 2,388 derived from PBS control mice and 3,310 

derived from the aerosolized Mtb group), and 5,745 transcriptomes from myeloid progenitor cells 

(Progenitors dataset:  2,241 PBS, 3,504 aerosolized Mtb). LKS cells were classified into six clusters 

based on known canonical markers, as well as genes that were differentially expressed between 

subsets of LKS cells (433) (see STAR Methods, Figure S3P): a cluster of long-term HSCs 

(HSC_LT), three clusters of short-term HSCs (HSC_ST_A, B and C), one cluster of lymphoid-biased 

progenitors (MPP4), and one last cluster of myeloid-biased progenitors (MPP3) (Figure 3O and 3Q).  

Among cKit+ progenitor cells we identified two clusters of common myeloid progenitors (CMPs), 

four clusters of granulocyte-monocyte progenitors (GMPs) and three clusters of megakaryocyte-

erythrocyte progenitors (MEPs) (Figure 3P-Q and Figure S3Q-R). In accordance with the flow-

cytometry data, we observed an expansion of ST-HSCs (up to log2(OR)=3.3 in HSC_ST_C, p<2.2E-

16) and depletion of monocyte precursors (GMP_MonP, log2(OR)=-1.2, p<1E-7) in the Mtb group 

as compared to PBS controls (Figure S3S-T).   
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We found many differences in gene expression across all clusters when comparing cells 

derived from Mtb challenged mice and controls. LKS cells were the most responsive to Mtb infection 

(Figure 3R; top panel), showing between 506 (HSC_ST_A) and 2,269 differentially expressed (DE) 

genes (HSC_ST_B) (FDR<5% and an absolute fold-change >=0.1). Although by comparison less 

frequently, aerosolized Mtb also had a large impact on the transcriptional profile of progenitor cells, 

ranging from 203 DE genes among monocyte precursors (cluster GMP_MonP) and 851 DE genes 

among CMP_MegP (Figure 3R; bottom panel).  

Despite differences in the number of DE genes identified within each cell type—which in part reflects 

differences in statistical power due to differences in cell numbers (Figure S3U)—the response to 

aerosolized Mtb was concordant across all cell types, with stronger correlations among cell types that 

are functionally more related. For example, the correlation in the transcriptional response to Mtb 

between MPP3 and MPP4 cells was 0.76, (p<2.2E-16), as compared to only 0.48 (p<2.2E-16) 

between MPP3 and LT-HSCs (Figure S3V).  Gene Set Enrichment analyses (GSEA) revealed that 

the two pathways most enriched among genes up-regulated in response to aerosolized Mtb infection 

were the interferon gamma (IFN-II) and interferon alpha (IFN-I) pathways (enriched in all clusters: 

normalized enrichment score (NES) across clusters ranges  from 1.51 to 3.23, FDR<0.05), further 

highlighting the key importance of interferon signaling in the reprograming of HSCs and progenitor 

cells in the BM (Figure 3S).  For example, Stat1, a key TF involved in the response to IFN-II and 

IFN-I, was significantly up-regulated in response to Mtb in virtually all clusters (Figure 3T). As with 

Mtb-iv infection, this imprinting in the BM correlated with a loss of in vitro control of Mtb by BMDM 

from aerosol Mtb-infected mice (Figure 3U).   

Taken together, our results indicate that during infection, in contrast to BCG, Mtb imprints 

HSCs and progenitors to blunt myelopoiesis and generate macrophages that lack the ability to control 

Mtb growth.  
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IFN-I Signaling Restricts Myelopoiesis and Impairs Macrophage Responses to Confer 

Susceptibility to Mtb Infection. 

The RNA-seq analyses of HSCs/MPPs and cKit+ progenitors indicated that IFN signaling pathways 

were significantly modulated by Mtb in comparison to BCG. We and others have shown that IFN-II 

signaling is critical for HSC expansion and myelopoiesis (265, 304, 400), while IFN-I signaling induces 

loss of stem cell numbers and function (271, 419). Interestingly, during Mtb infection, IFN-II signaling is 

essential for host survival (434), while IFN-I signaling is detrimental (435). Thus, we sought to determine 

how Mtb-induced IFN-I signaling may specifically affect lineage commitment and subsequent macrophage 

anti-microbial responses. We infected WT and Ifnar1-/- (lacking IFN-I signaling) mice with either aerosol 

or iv Mtb and observed that survival was significantly enhanced in Ifnar1-/- mice (Figure 4A-B) and was 

associated with a significant increase of CMPs and GMPs, post-Mtb-iv (Figure 4C-D and Figure S4A-B). 

Interestingly, no differences were discerned in CLP expansion in both Mtb-iv or aerosol Mtb infection 

model (Figure 4E and Figure S4C), indicating that additional factors other than IFN-I promote 

lymphopoiesis during Mtb infection. Similar effects of IFN-I signaling on progenitor populations were 

observed following aerosol infection (Figure S4D-F).  

It has been shown that IFN-I impairs macrophage anti-Mtb immunity (426) and that IFN-I 

receptor signaling enhances susceptibility to Mtb infection via the recruitment of permissive BM-

derived CCR2+ monocytes into the lungs (435). Thus, we investigated what role IFN-I responses had, 

if any, on the generation of BM derived macrophages and trained immunity. In line with a detrimental 

role for IFN-I signaling on myeloid cells, Ifnar1-/- mice showed enhanced macrophage yield following 

in vitro BMDM culture (Figure 4F). Moreover, using our ex vivo model (Figure 2E) and in vivo 

model (Figure S2G), we showed that the lack of protection by BMDM from Mtb-infected mice was 

entirely dependent on IFN-I signaling (Figure 4G-H, respectively).  

To determine the specific role of IFN-I in hematopoiesis, we used a model of systemic IFN-I 

production through the intraperitoneal administration of the TLR3 synthetic viral ligand 

Polyinosinic:polycytidylic acid (Poly (I:C)). Mice received Poly(I:C) (200µg/mouse) on days 0, 2, 4 

and 6 (271). The effects on BM progenitors were then assessed at days 3 and 7 post-initial Poly (I:C) 

treatment (Figure 4I), which correlates with the early changes in hematopoiesis observed upon Mtb 

infection (Figure 1H). In line with previous reports (419), an increase in BM IFN-I was observed in 

mice shortly following Poly (I:C) administration (Figure S4G). Similar to Mtb, Poly (I:C) increased 
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the numbers of LKS/ST-HSCs/MPPs but not LT-HSCs (Figure 4J-N and Figure S4H-J) and 

decreased the CMP, while increasing CLP frequencies and cell numbers (Figure 4O-P; Figure S4K-

L). Poly(I:C)-treated WT mice also displayed reduced MDPs, cMoPs and GPs downstream of the 

CMP, as well as Ly6Chi monocytes and neutrophils, at day 3 post-administration (Figure S4M-Q). 

As expected, the effects of Poly (I:C) on BM hematopoiesis were entirely IFN-I-dependent, as 

revealed in Ifnar1-/- mice (Figure 4J-P and Figure S4H-Q). Like BMDM from Mtb-infected mice, 

BMDM from Poly (I:C)-treated WT mice showed impaired resistance to Mtb, which required IFN-I 

signaling (Figure 4Q). Thus IFN-I signaling is required to inhibit myelopoiesis in the BM and to 

prevent the generation of protective trained immunity in macrophages. 

To contrast the impact of Poly(I:C) on suppression of myeloid lineage and trained immunity, 

we next used β-Glucan (Figure 4R), which has been shown to promote myelopoiesis (296, 395). β-

Glucan-treated mice showed enhanced LKS/LT-HSC/ST-HSC/MPPs at 7 days post-treatment 

(Figure S4R-U) with expansion of myeloid CMP/GMP progenitors (Figure S4V-W) with no 

changes in CLP (Figure S4X). To determine the protective imprinting of β-Glucan on myelopoiesis, 

we generated BMDM from β-Glucan or PBS-control treated mice, which were subsequently infected 

with Mtb, in vitro (Figure 4R). BMDM from β-Glucan treated mice provided protection against Mtb 

infection, via an IFN-I-independent mechanism (Figure 4S). Importantly, while BCG protection was 

afforded by IFN-II signaling (304), β-Glucan protection was dependent on IL1 signaling (395). 

Remarkably, the protective capacity of β-Glucan was long-lived in vivo, as 100% of control PBS-

treated mice succumbed to aerogenic Mtb infection within 400 days, while 60% of β-Glucan-treated 

mice survived up to 500 days post-infection (Figure 4T) and similar results were observed in Balb/c 

mice (395). Together these data indicate that there are multiple signaling pathways involved in 

hematopoietic stem and progenitor cells imprinting to promote myelopoiesis and generate protective 

trained immunity (e.g. IFN-II or IL1) or to suppress myelopoiesis and generate failed trained 

immunity (e.g. IFN-I) against Mtb. 
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IFN-I Signaling Modulates Iron Metabolism in Myeloid Progenitors to Limit Myelopoiesis and 

Enhance Susceptibility to Mtb 

Considering the important role of IFN-I signaling in regulating hematopoietic progenitor cells via 

the induction of cell death during bacterial infection (271) as well as the critical role of cell death programs 

in HSC lineage decisions (270), we next investigated whether cell death pathways limit myeloid lineage 

expansion. We found that the level of necrotic cell death was significantly increased in the CMP/GMP of 

Mtb-iv infected mice compared to BCG-iv vaccinated mice (Figure 5A), while there were no differences 

in CLP death programs (Figure S5A). Interestingly, the expression levels of Ripk3, a key mediator of 

necroptosis (436), were significantly increased in HSCs from Mtb-iv infected mice, but not BCG-iv 

vaccinated mice (Figure 5B). Given our observation that Mtb induced necrosis of myeloid progenitors and 

the reported role of RIPK-dependent necroptosis in HSC death (271), regulation of myelopoiesis (263) and 

susceptibility to Mtb (212, 314, 437), we hypothesized that RIPK3 mediates cell death in myeloid 

progenitors during infection with Mtb. Prior to Mtb infection, the numbers of CMPs/GMPs/CLPs in naïve 

WT and Ripk3-/- mice were similar (Figure S5B-D). However, at 7 days post-Mtb infection RIPK3-deficient 

mice had significantly increased frequencies and numbers of CMPs and GMPs when compared to WT mice, 

with no effect on CLPs (Figure 5C-E and Figure S5E). These data collectively indicate that Mtb induces 

RIPK3-mediated necroptosis in myeloid progenitors to suppress myelopoiesis.     

The results from HSC-RNA-seq indicated an enrichment for heme metabolism in BCG-iv 

vaccinated compared to Mtb-iv-infected mice (Figure 2D). Interestingly, dysregulation of iron/heme 

metabolism in HSCs leads to oxidative stress and HSC ablation (415). Additionally, a reduction in the 

cellular iron pool through chelation or cellular stress is associated with cell death via mitochondrial 

dysfunction (438) and a loss of myeloid cells (439). Thus, we postulated that dysregulation of iron 

metabolism is in part responsible for the contraction of BM myeloid progenitors during Mtb-infection or in 

response to Poly (I:C) administration, while appropriate regulation of iron metabolism is maintained in 

BCG-vaccinated mice. We first found that the increase in necroptosis was accompanied by mitochondrial 

dysregulation in CMPs (Figure 5F), but not in CLPs (Figure S5F). This correlated with a reduction in the 

mitochondrial iron content in the CMPs of Mtb-infected versus BCG-vaccinated mice (Figure 5G), but not 

in the CLPs (Figure S5G). In line with the reduction of mitochondrial iron content, there was upregulation 

of the transferrin receptor (CD71) on CMPs, which plays a critical role in iron import and regulation of 

intracellular iron levels (440) (Figure 5H). This was at least partly IFN-I-dependent, as the levels of CD71 

expression in CMPs and CLPs (Figure 5I and Figure S5H), as well as the frequency of necrotic CMPs, 

was also significantly reduced in Mtb-infected Ifnar1-/- mice (Figure 5J). Additionally,  the  mitochondrial 
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iron level (Figure 5K) and mitochondrial membrane potential (Figure 5L) remained at the same level as 

uninfected controls in Ifnar1-/- mice, confirming the importance of IFN-I signaling in modulating CMP iron 

metabolism. Similar to Mtb infection, the expression levels of CD71 were also significantly increased in 

CMPs, but not CLPs, after Poly(I:C) treatment in WT mice (Figure 5M and Figure S5I). This was 

associated with iron accumulation within the BM (Figure 5N) along with a reduction mitochondrial iron 

content (Figure 5O and Figure S5J) and membrane potential loss (Figure 5P and Figure S5K) in CMPs, 

but not CLPs,  in an IFN-I-dependent fashion. The loss of mitochondrial potential was furthermore linked 

to an accumulation of mitochondrial reactive oxygen species (ROS) and necrosis in myeloid (CMP) but not 

lymphoid progenitors (CLP) (Figure 5Q-R and Figure S5L-M). Similar results were obtained using the 

aerosol model of Mtb infection (Figure 5S-V).  

Having established that IFN-I signaling modulated iron metabolism specifically within myeloid 

progenitors to induce necrosis and impair macrophage trained immunity, we next investigated whether 

altered iron metabolism, using an inducible mouse model of ferritin H chain (FTH)—the key iron sequester 

in cells (441)—dysregulated hematopoiesis and/or trained immunity to Mtb infection. Whole-body 

tamoxifen-inducible Fth deletion via Cre-recombinase activity under the ROSA26 promoter in adult mice 

(referred to as FthΔ/Δ mice) (Figure 6A) is lethal shortly after tamoxifen administration (441). While the 

cause of death in FthΔ/Δ mice has been suggested to be due to altered thermogenesis (441), we also found 

that the hematopoietic system was severely suppressed, as the frequency and numbers of CMP/GMPs and 

CLPs in FthΔ/Δ mice were significantly reduced in comparsion to control R26Cre  or Fthfl/fl control mice 

(Figure 6B-C and Figure S6A). This suggests that FTH is essential to sustain hematopoiesis. To overcome 

the short life expectancy of FthΔ/Δ mice, we next generated BM chimeric mice in which FTH is deleted 

specifically in the hematopoietic compartment, allowing us to investigate the role of FTH in hematopoietic 

cells. Lethally irradiated WT (CD45.1+) mice reconstituted with ROSA26CreERT2Fthlox/lox BM (CD45.2+) 

(hereafter referred to as BM-Fth-/- mice) or vehicle (BM-Fth+/+ mice) received tamoxifen for 5 days to 

induce Fth deletion specifically in the BM hematopoietic compartment (Figure 6D-E). Similar to Mtb-

infected or Poly (I:C)-treated mice, in BM-Fth-/- mice, the frequency and total cell numbers of CMPs 

(Figure 6F) were significantly decreased, which correlated with reduced mitochondrial Fe2+ (Figure 6G) 

and elevated mitochondrial depolarization (Figure 6H) in CMPs. In BM-Fth-/-, the frequency but not total 

cell numbers of CLP (Figure S6B) was significantly increased and no alterations in mitochondrial iron 

were observed in CLPs (Figure S6C). Strikingly, this dysregulation of myelopoiesis in BM-Fth-/- mice had 

substantial impact on macrophage anti-mycobacterial responses, as BMDM from BM-Fth-/- mice failed to 

control the growth of the virulent Mtb, but not the avirulent strain BCG (Figure 6I and Figure S6D). These 

impaired macrophage responses were relevant in vivo as, similar to mice lacking FTH specifically in 
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myeloid cells (442), mice deficient for FTH in the entire hematopoietic compartment were severely 

susceptible to low-dose aerosol Mtb infection, despite largely normal myeloid cell frequencies in the lung, 

BM and spleen, prior to infection (Figure S6E-G). The growth of Mtb was significantly increased in the 

BM, liver, spleen and lung of Mtb-infected BM-Fth-/- (Figure 6J-M), which succumbed to death within 50 

days of infection (Figure 6N). These results collectively indicate that dysregulation in IFN-I/iron axis 

severely impairs myelopoiesis and trained immunity causing susceptibility to Mtb infection. 

 

The longevity of mycobacteria mediated trained immunity in BM-HSCs and progenitors is 

maintained up to at least one year 

Our results indicate that BCG reprogram HSCs, ultimately leading to the induction of trained 

immunity and increased protection against TB. In sharp contrast, Mtb induces regulatory changes in HSCs 

that fail to induce trained immunity and instead lead to generation of macrophages with impaired capacity 

to control Mtb infection.  HSC exhaustion in the BM has been reported in human TB cases since the 1980s 

(443), but how Mtb/BCG may modulate the long-term functional capacity of HSCs is unknown. To directly 

compare the reconstitution capacity of mycobacterial-exposed BM cells, we performed a competitive mixed 

chimera experiment. Lethally irradiated mice were reconstituted intravenously with mixed bone marrow 

cells (50:50) of Mtb (CD45.1+), BCG (CD45.2+) or PBS (either CD45.1+ or CD45.2+) and treated with 

antibiotics for 4 weeks to eliminate mycobacteria and then rested for 2 weeks (Figure 7A). Beginning at 4 

weeks post-reconstitution and continuing every 4 weeks until 16 weeks post-reconstitution, when HSCs are 

completely engrafted, we sampled peripheral blood and analyzed the percentage of CD45.1+ versus 

CD45.2+ leukocytes. Importantly, by 16 weeks, in the PBS:PBS group, frequencies of CD45.1+ compared 

toCD45.2+ donor cells in all leukocyte populations tested  were equal (Figure S7A-D, top left panel), 

excluding any potential bias in engraftment of CD45.1+ cells compared to CD45.2+ cells in control groups. 

However, while the proportion of circulating leukocytes was comparable between Mtb:PBS group (Figure 

7B-C, left panel and Figure S7C-D, top right panel), strikingly, in both the BCG:PBS and BCG:Mtb 

groups, peripheral blood leukocytes in the recipient mice showed a significant bias to be driven from BCG-

vaccinated mice rather than PBS-control or Mtb-infected groups (Figure 7B-C, right panel and Figure 

S7C-D, bottom panels). This propensity was due to a greater engraftment of BCG-derived HSCs, as at 16 

weeks post-reconstitution, the chimerism of the BCG:Mtb recipients was dominated by BCG-derived HSCs 

and progenitors, as well as effector leukocytes in the BM and lung (Figure 7D-L and Figure S7E-I). Thus, 
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BCG-exposed HSCs exhibit superior engraftment when compared to control or Mtb-exposed HSCs, 

indicating that BCG reprograms HSCs to enhance their functional capacity, in addition to trained immunity.    

To further explore the durability and length of HSC imprinting following exposure to mycobacteria, 

we next employed an in vivo serial engraftment model. CD45.2+ mice were infected with Mtb, BCG or 

PBS-control for 4 weeks, then treated with anti-mycobacterial drugs for 4 weeks and rested for 2 weeks. 

BM was harvested from each group and transplanted into lethally irradiated CD45.1+ mice (primary 

engraftment). After 16 weeks, BM was re-harvested and transplanted into a second group of lethally 

irradiated CD45.1+ mice (secondary engraftment) (Figure 7M). After 20 weeks of secondary engraftment, 

when no mycobacteria could be found in the BM (Figure S7J), we analyzed the peripheral blood and there 

was a significant reduction in total myeloid cells, as well as Ly6Chi monocytes and neutrophils in the 

recipients of Mtb-iv BM (Figure S7K-M). In line with the reduced leukocytes in the circulation, the HSC 

compartment of the recipients of Mtb-iv BM had fewer LKS and LT-HSCs, as well as CMPs (Figure 7N-

P and Figure S7N-P). Additionally, we incubated BM cells from each group in MethoCult medium 

(StemCell Technologies) to assess hematopoietic output potential. BM cells from the mice that were 

reconstituted by the BM of BCG-iv-vaccinated mice produced a greater number of colonies and mature 

CD11b-expressing myeloid cells (as determined by flow cytometry) than the mice that received BM from 

Mtb-iv infected mice (Figure 7Q-R). Having determined the impaired engraftment and reconstitution 

ability of Mtb-exposed HSCs, we then sought to elucidate the longevity of the training signatures in HSCs 

that can still be observed in macrophages. Thus, we derived BMDM from the secondary engraftment mice 

and infected them with Mtb in vitro. Remarkably, after two rounds of reconstitution and almost a year after 

the initial mycobacterial exposure, BMDM from BCG-iv vaccinated mice were still able to significantly 

control the growth of Mtb, while macrophages from the Mtb-iv infected mice continued to exhibit impaired 

control (Figure 7S).  

To examine the training program of BM-HSCs and progenitors after secondary engraftment, 

we performed scRNA-seq on HSCs and progenitor cells derived from animals that had originally 

been exposed to BCG, Mtb or PBS to evaluate if there were any transcriptional differences still present 

after about year post the original challenge. After QC, we kept a total of 7,959 LKS cell transcriptomes 

(3,872 PBS, 2,524 BCG and 1,563 Mtb), and 9,859 transcriptomes from cKit+ myeloid progenitor 

cells (3,353 PBS, 5,020 BCG and 1,486 Mtb). These cells were clustered in 7 and 8 groups, in the 

LKS and progenitor populations, respectively (Figure S7Q-S; STAR Methods and Figure S7T-V for 

details on LKS and progenitor clustering inference and validation). In the LKS population we 
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observed 2,684 and 2,230 genes that are DE between PBS and either Mtb or BCG, in at least one of 

the cell clusters (Figure 7T).  In progenitor cells, the effects of Mtb appeared to be much more 

pronounced than those of BCG with 5,574 identified as DE when contrasting Mtb to PBS versus only 

1,392 between BCG and PBS (Figure 7U). Genes that respond significantly to either treatment 

(FDR<0.05 & abs(logFC)>0.1 for BCG-PBS or Mtb-PBS) show highly correlated treatment effects 

(Pearson correlation averaged across clusters r=0.53 and 0.47 for LKS and progenitor populations, 

respectively, p<1E-18 in all clusters, Figure S7W). Interestingly, among all cell clusters identified, 

the most committed monocytic precursors (GMP_MonP) are the ones showing the most divergent 

response between BCG and Mtb, which possibly explains the remarkable differences in the ability of 

BMDM derived from Mtb-iv vs BCG-iv groups to control Mtb growth (Figure 7S). To further explore 

the pathways differently regulated in monocytic precursors between the two groups we performed 

Gene Set enrichment analyses on the Mtb and BCG effects in this cluster. Focusing on the hallmark 

list of gene sets (444), we detected 27 gene-sets significantly enriched among genes differentially 

expressed between BCG-iv or Mtb-iv and PBS control conditions (Figure 7V, FDR<0.01, see STAR 

Methods), with most pathways enriched uniquely in either BCG-iv or Mtb-iv conditions. To explicitly 

dissect the divergence in the regulatory pathways altered by BCG-iv and Mtb-iv, for every monocytic 

precursor cell, we calculated the average gene expression of all genes annotated in each of the gene 

sets analyzed. We then compared differences in the overall activity of each of the pathways between 

monocytic precursor cells derived from the different groups of animals (Figure 7W). These analyses 

revealed that monocyte progenitors from Mtb-iv animals present a phenotype that is characterized by 

an impaired inflammatory activity, as shown by the coordinated decrease in the expression levels of 

genes associated with the regulation of inflammatory responses, as well as IFN-I and II. In contrast, 

genes involved in the E2F pathway, which is a critical regulator of cell proliferation versus cell death 

via apoptosis (445), showed increased activity in monocyte progenitors from Mtb-iv animals as 

compared to BCG-iv. Consistent with these findings, gene-ontology enrichment analyses for the set 

of genes differentially expressed between monocyte progenitors from BCG-iv and Mtb-iv (1,707 

under a more stringent cutoff: abs(logFC)>0.2 & FDR<0.01) revealed that  genes up-regulated in 

BCG-iv as compared to Mtb-iv were significantly enriched among terms related to the regulation of 

cytokines production, such as IFN-I (FDR=1.5E-4) or IL6 (FDR=2.6E-5). In turn, genes more highly 

expressed in Mtb-iv than BCG-iv were enriched in functions related to regulation of cell proliferation 
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such as mitotic nuclear division (FDR=2.1E-23) as well as terms related to mitochondrial respiration, 

such as oxidative phosphorylation (FDR=8.1E-17), ATP biosynthetic process (FDR=2.9E-8) and 

respiratory electron transport chain (FDR=6.5E-10). Key genes for the regulation of hematopoiesis 

(Flt3) and the deployment of inflammatory responses (Il6ra) appear to be divergently regulated 

between Mtb vs BCG (Figure 7X). Collectively, these results demonstrate that the impact of BCG 

and Mtb on the transcriptional profile of HSCs and progenitor cells lasts for at least one year and 

generates protective or failed trained immunity in macrophages after BCG-iv vaccination or Mtb-iv 

infection, respectively.  
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4.5 Discussion 

One of the hallmarks of chronic infection is impaired immune-driven resistance, allowing pathogen 

persistence (164, 446). Given that HSCs are responsible for generating all non-embryonically seeded 

immune cells, any manipulation of HSC responses by a pathogen will impact resistance to infection. While 

some of the cellular and molecular mechanisms of rapid HSC adaptation, such as emergency 

granulopoiesis, to acute systemic infections (e.g. E. coli) have been studied, understanding of the HSC 

response program to chronic infectious diseases, including Mtb is extremely limited. Interestingly, BM 

suppression in TB was documented in the late 1980s (443), although the pathophysiology of such a 

syndrome was not understood. Notably, it has been recently shown that Mtb accesses the BM by exploiting 

the mesenchymal stem cells as a potential niche for its survival (417). However, its persistence in the BM 

and impact on HSCs and progenitor cells remains incompletely understood. In the current study, we 

demonstrate that Mtb accesses the BM as early as 10 days after pulmonary infection and reprograms HSCs 

at two critical levels: 1) depleting myeloid progenitors and 2) generating failed trained immunity, both of 

which compromise host resistance to infection. Thus, Mtb may have evolved to access the BM and imprint 

the hematopoietic system to generate inadequate host immunity.    

We have recently shown how BCG or adjuvants like β-Glucan reprogram HSCs towards 

myelopoiesis via imprinting protective trained immunity against Mtb (304, 395). Although there is a 

striking difference in pathogenesis of BCG versus Mtb (Figure 1B), with the exception of a very early 

timepoint (day 7), the absolute numbers of HSC and MPP populations remained remarkably similar 

between BCG and Mtb time courses. However, BCG and Mtb were highly dichotomous in their modulations 

of lineage restricted progenitors, whereby Mtb, unlike BCG, specifically skewed immune cell development 

toward lymphopoiesis at the expense of myelopoiesis. As the hematopoietic system is hierarchical with 

HSCs/MPPs giving rise to all of the blood cell lineages (e.g. CMP/GMP or CLP) at the apex, it was initially 

thought that specific transcriptional networks of individual HSCs are the major determinants for driving 

specific hematopoietic lineages (447, 448). However, similar to a recent study (449), we found that the 

specific lineage transcriptional networks for myelopoiesis or lymphopoiesis were similar in HSCs/MPPs 

after BCG vaccination or Mtb infection. Despite this similarity, transcriptomic profile of HSCs and MPPs 

from BCG vaccinated and Mtb infected mice showed considerable differences in the magnitude of several 

key pathways, including IFN-I and heme/iron metabolism, which were both implicated in lineage 

commitment downstream of HSCs/MPPs.  
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Our results highlight the importance of IFN-I/iron axis in lineage commitment, considering the 

susceptibility of myeloid progenitors (CMP) compared to lymphoid progenitors (CLP) in undergoing 

programmed cell death, following Mtb infection.  It has been shown that during shock-like ehrlichial 

infection, IFN-I severely limits HSC and progenitor cell proliferation and induces necroptosis in progenitor 

cells (271). Our findings additionally establish that IFN-I alters intracellular iron levels specifically in 

myeloid progenitors, resulting in the disruption of mitochondrial function, as illustrated by the loss of 

mitochondrial membrane potential, and presumably driving programmed cell death.  Interestingly, Poly 

(I:C)—a potent inducer of IFN-I response—also induced necrosis of myeloid progenitors via a mechanism 

associated with profound alteration of intracellular iron metabolism. Poly (I:C) equally induces 

lymphopoiesis, but, unlike Mtb, this was fully dependent on the IFN-I pathway, this difference is likely due 

to the fact that, Poly (I:C) triggers only the IFN-I pathway acutely, while Mtb chronically activates a 

multitude of pathways, which can either inhibit or promote lymphopoiesis. Thus, closer examination of the 

kinetics of the IFN-I response to Mtb infection may resolve this dichotomy.  

The overwhelming majority (>80%) of the iron available in mammals exists in the form of 

heme, a hydrophobic tetrapyrrole ring that binds iron through nitrogen atoms, and presumably 

therefore pathogenic microorganisms evolved to re-direct not only iron but also heme from their 

hosts (409).  In keeping with this notion, mice lacking the heme catabolizing enzyme heme 

oxygenase 1 (HO-1) are highly susceptible to Mtb infection (424, 450). The iron generated via 

heme catabolism by HO-1 must be stored by ferritin in its inert ferric form. Interestingly, we also 

found that the heme metabolic pathway significantly differed in HSCs/MPPs of BCG-vaccinated 

mice versus Mtb-infected mice. 

Iron plays an important role in TB pathogenesis as it is required for the growth of Mtb (451, 452). 

Thus, iron needs to be tightly regulated in host cells because alteration of iron levels affects numerous 

processes, including mitochondrial function, and a deficiency or excess of iron promotes the generation of 

the hydroxyl radical-mediated cell death. Similar to Mtb infection, mice harboring ferritin-deficient BM 

cells showed a reduction of myelopoiesis at the steady state and were highly susceptible to subsequent Mtb 

infection. Although we have not directly linked the alteration of iron metabolism to specific cell death 

programs, including ferroptosis or RIPK1/3-mediated necroptosis, the increased expression of RIPK3 in 

HSCs (Figure 5B), the involvement of necroptosis pathway in BM failure (271, 453, 454), and the unique 

evolutionary link between Mtb and necroptosis (212, 314, 437, 455) all suggest that the IFN-I/iron axis 

limits myelopoiesis via necroptosis during Mtb infection. Furthermore, our results provide direct evidence 
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that myeloid progenitor viability can be preserved in Mtb-infected Ripk3-/- mice supporting the notion that 

RIPK3-dependent necroptosis is a major determinant of lineage bias during hematopoietic stress.  

It remains to be determined how HSC/MPP populations resist cell death despite significant 

imprinting of genes involved in cell death programs (e.g. RIPK3, Figure 5B) during infection. However, 

our results are compatible with an elegant and very recent study from Passegué’s group demonstrating that 

while TNF promotes cell death in myeloid progenitors, it prevents necroptosis in HSCs (263). These 

findings collectively suggest that there are safeguard mechanisms engaged in HSCs to prevent HSC 

depletion/exhaustion and BM failure syndrome. Adding additional complexity is the requirement for host-

derived iron by Mtb for its cellular functions. Induction of cell death through modulation of iron metabolism 

could potentially link the acquisition of iron by Mtb with its dissemination and persistence in the BM, as 

has been suggested recently in the lung (425). How exactly Mtb benefits specifically from modulating these 

pathways is an intriguing area for future work. Moreover, other metals like zinc are required by Mtb (456) 

and modulate the balance of lymphopoiesis versus myelopoiesis (457). Therefore, metal acquisition in 

hematopoietic compartments appears to have substantial impact on an evolutionarily conserved host 

defense strategy coined originally as nutritional immunity (458) and further studies are required to identify 

mechanisms involved in innate nutritional immunity (404).  

While Mtb specifically targets progenitors of myeloid lineages to restrict the generation of the 

innate compartment, it also alters the quality of the innate immune cells, as BMDM from Mtb-infected mice 

are extremely permissive to subsequent Mtb infection in an IFN-I-dependent manner. This observation 

provides more supportive evidence that ligands, such as β-Glucan via IL-1 signaling (395), or live vaccines 

like BCG via IFN-II (304), sustain myelopoiesis with protective imprinting to generate trained macrophages 

which are then able to prevent the growth of Mtb (296, 304). Thus, although the hematopoietic system is 

able to rapidly adapt to stress to meet the higher demand of the host immune responses, this demand-adapted 

hematopoiesis is context-specific and depends on unique imprinting and lineage fate decisions. It is also 

important to note that perhaps the collective magnitudes of these reprogramming signals in HSCs 

determines a protective or detrimental immunity to a given infection. For instance, IFN-I therapies have 

been rarely associated with BM suppression (459, 460), indicating that IFN-I signaling alone is not the 

cause of BM failure and it requires a secondary stimuli. During LCMV infection the suppressive effects of 

IFN-I on hematopoiesis requires IFN-II (461). As the levels of IFN-II gene expression in HSCs and 

progenitor cells are very similar between BCG and Mtb infection, it is tempting to speculate that during 

Mtb infection, IFN-I may override the protective effects of IFN-II that we observed in BCG-vaccinated 

mice. There are recent studies suggesting that the induced epigenetic signature can be erased by other 
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signaling pathways (462). Thus, further investigation at the levels of chromatin and gene interactions will 

provide more mechanistic understanding of the interaction of these signaling pathways during infectious 

diseases. 

One of the outstanding questions in the field of trained immunity is the longevity of imprinting in 

trained immune cells. In the current study, by using competitive mixed BM chimeric experiments we have 

demonstrated that HSCs from BCG-vaccinated donors have superior engraftment capacity compared to the 

HSCs from Mtb-infected donors. This indicates that BCG reprograms HSCs with a remarkable repopulation 

capacity. Furthermore, via our serial engraftment study, we have demonstrated that the BCG or Mtb 

reprogramming of HSCs lasts for at least a year. Remarkably, the protective or detrimental signatures of 

HSCs were also transmitted to macrophages after one year. The mechanisms of how HSCs were able to 

maintain these epigenetic signatures in the complete absence of mycobacteria for this lengthy period of 

time are unknown, but the basal levels of PAMPS in the circulation may at least partially contribute to this 

maintenance (463, 464). Equally, the observation that the epigenetic/transcriptional signatures of 

mycobacteria-exposed HSCs are sustained over successive engraftments intimates potentially important 

effects on bone marrow transplantation and subsequent protection/susceptibility to infections in patients, as 

has been previously suggested (465). However, more studies need to be directed at identifying the cellular 

and molecular mechanisms involved in this phenomenon.  

  Our understanding of the immune response to Mtb infection in the BM as well as the dynamic 

between innate and adaptive immune cells/mediators and stromal/HSCs is extremely limited, which is 

necessary to understand the mechanism of direct or indirect effects of Mtb infection on hematopoietic 

system. It is tempting to speculate that the observed effect of IFN-I on iron metabolism is related to an 

antimicrobial response that limits the availability of this essential nutrient to potential pathogens. In this 

context, the ability of this response to bias hematopoiesis to the benefit of Mtb would reflect the subversion 

of host immunity by this highly-adapted pathogen.  This type of immune subversion is conceptually similar 

to the observations that human T cell epitopes of Mtb are evolutionary hyperconserved (466) and T cells 

have been in fact proposed to contribute to TB transmission by participating in the induction of cavitary 

lung disease (467, 468). Moreover, it is plausible that while Mtb bias HSCs toward lymphopoiesis, they 

may also intrinsically reprogram lymphoid lineages generating ineffective lymphocytes against TB. 

Certainly, future studies investigating the potential impact of Mtb on lymphopoiesis are required to 

carefully test this hypothesis. While our findings identified RD1 of the Mtb genome to be critical in 

detrimentally manipulating hematopoiesis in response to Mtb, how exactly RD1 does this, as well as which 
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components of the BCG genome are conversely protective remain to be investigated but are essential to 

further develop therapeutic interventions or novel vaccine. 
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4.6: Materials & Methods 

Experimental Model and Subject Details 

Mice. Six- to ten-week old CD45.1 and CD45.2 C57BL/6J, Ifnar1-/-, and Ripk3-/- (kindly provided 

by Dr. Vishva Dixit, Genentech) mice were housed and bred at the RI-MUHC, Montreal, QC, 

Canada. Rosa26CreERT2Fthlox/lox mice were provided by MP Soares (Portugal) and tamoxifen 

treatment was performed as previously described (441).  All animal studies were conducted in 

accordance with the guidelines of, and approved by, the Animal Research Ethics Board of McGill 

University (project ID: 5860). Mice were housed under SPF conditions with ad libitum access to 

food and water. Experiments were conducted using male and female sex- and age-matched mice 

that were randomly assigned to experimental groups.  

Bacterial culture. Mtb H37Rv, Mtb H37Rv ΔRD1 (421) and BCG-TICE were grown in 7H9 broth 

(BD) supplemented with 0.2% glycerol (Wisent), 0.05% Tween80 (Fisher), and 10% albumin-

dextrose-catalase (ADC) under constant shaking at 37° C. For experiments involving Mtb-GFP 

and BCG-GFP bacteria were grown as above with the addition of kanamycin (25µg/mL; Pfizer) 

for selection of resistant bacteria.  For in vitro and in vivo experiments, Mtb (H37Rv) bacteria in 

log growing phase (OD 0.4 – 0.9) were centrifuged (4000 RPM, 15 minutes) and resuspended in 

RPMI without penicillin/streptomycin or sterile PBS. Single cell suspensions were obtained by 

passing the bacteria 10-15 times through a 22G needle (Terumo). 

 

In vivo experiments 

Mtb infection or BCG vaccination of mice 

Throughout the study, mice were intravenously (iv) infected with Mtb H37Rv, Mtb H37Rv-ΔRD-

1 or vaccinated with BCG-TICE with a dose of 1x106 single-suspended bacteria in 100µl PBS, 

unless otherwise indicated. For aerosol infection, mice were infected with approx.50-100 CFU of 

Mtb H37Rv in a nose-only aerosol exposure unit (Intox). Infection dose was confirmed by 

enumerating the lung CFU one-day after infection. 
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Antibiotic treatment of mice 

For antibiotic treatment with antimycobacterial drugs, the drinking water of the mice was supplied 

with 100mg/L Isoniazid (INH; Sigma-Aldrich) and 100mg/L Rifampicin (RIF; Fisher) for four 

weeks. The antibiotic treatment was followed by a two-week wash-out period on regular water. 

Poly (I:C) and β-Glucan treatment 

C57BL/6J and Ifnar1-/- mice were treated with Poly (I:C) (Invivogen) (200µg/mouse) 

intraperitoneally (i.p.) at day 0, 2, 4, 6. Mice were sacrificed at day 3 and day 7 depending on the 

experiment. For β-glucan (Sigma, catalogue #G5011), mice were treated with 1mg/mouse i.p. at 

day 0 and day 3. Mice were sacrificed at day 7. 

Adoptive transfer experiment: C57BL/6J mice were vaccinated with BCG-iv or infected with 

Mtb-iv (1x106 CFU) or PBS injected (PBS-iv). After 4 weeks, BM cells were harvested and 

differentiated into BMDMs in the presence of anti-TB drugs to kill any residual Mtb. BMDMs 

were infected with H37Rv (MOI of 0.2) for 30 minutes at 37 C and 5% CO2 with frequent 

agitation. Free bacteria were then removed by washing 5x with cold RPMI, each followed by 

centrifugation (1500 RPMI) for 10 min at 4 C. BMDMs (0.5x106 cells) were resuspended in 40l 

PBS and then intratracheally transferred into naive Rag1-/- mice (Divangahi et al., 2009; 2010). 

The initial number of bacteria prior to transfer was assessed by plating Mtb-infected macrophages 

on 7H10 agar plates. 

Competitive Mixed chimeric mouse model 

C57BL/6J mice were either PBS-injected or BCG iv-vaccinated or Mtb iv-infected (1x106 

bacteria). After four weeks, mice were treated with anti-TB drugs for four weeks. The antibiotic 

treatment was followed by a two-week wash-out period on regular water. BM cells (2x105) from 

either BCG iv-vaccinated or Mtb-iv infected were admixed with 2x105 rescue BM cells and were 

intravenously injected into CD45.1+ recipient C57BL/6J mice 16 hours post lethal irradiation with 

9 Gy. Mice were kept under antibiotic treatment (0.5g Enrofloxacin (Bayer) per litre of drinking 
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water) for three days before and two weeks after irradiation and reconstitution. Engraftment was 

measured after 4, 8, 12 and 16 weeks of reconstitution by staining peripheral blood cells. 

Secondary engraftment mouse model 

C57BL/6J mice were either PBS-injected or BCG iv-vaccinated or Mtb iv-infected (1x106 

bacteria). After four weeks, mice were treated with anti-TB drugs for four weeks. The antibiotic 

treatment was followed by a two-week wash-out period on regular water. CD45.2+ BM cells 

(4x106) either from BCG iv-vaccinated or Mtb iv-infected mice were intravenously injected into 

congenic CD45.1+ C57BL/6J mice 16 hours post lethal irradiation with 9 Gy. CD3+ T cells were 

depleted from the BM by MACS sorting prior to transplantation. Mice were kept under antibiotic 

treatment (0.5g Enrofloxacin (Bayer) per litre of drinking water) for three days before and two 

weeks after irradiation and reconstitution. The chimerism was validated after 16 weeks of 

reconstitution by flow cytometry and was 96%. For the second engraftment, CD45.2+ BM cells 

(4x106) from the 16 week-reconstituted mice were intravenously injected into CD45.1+ C57BL/6J 

mice 16 hours post irradiation with 9 Gy. The chimerism was validated after 20 weeks of 

reconstitution by flow cytometry and was 96% and subsequent experimentation was performed. 

Generation of chimeric mice using inducible Tamoxifen model 

CD45.1+ B6 mice were lethally irradiated with 9 Gy following 3 days of antibiotic treatment (0.5g 

Enrofloxacin (Bayer) per litre of drinking water). 16 hours later, the BM compartment was 

reconstituted with 4x106 nucleated cells from Rosa26CreERT2Fthlox/lox mice (CD45.2+) and 

antibiotic treatment was maintained for 2 additional weeks. Between 8-12 weeks post-injection, 

reconstitution was validated by flow cytometry and was >90%. Tamoxifen was administered at 

50mg/kg (10% ethanol in corn oil v/v) i.p. for 5 consecutive days and the mice were then rested 

for 1 week.  
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In vitro experiments 

Generation of BMDM 

BM from both femurs and tibiae was harvested in RPMI (Wisent) supplemented with 10% heat-

inactivated FBS (Wisent). Cells were subsequently seeded in 7ml RPMI supplemented with 2mM 

L-glutamine, 10% FBS, 2% HEPES, 1% non-essential amino acids, 1% essential amino acids, 

0.14% 5N NaOH, 1mM sodium pyruvate, 100U/ml penicillin, 100mg/ml streptomycin (all 

Wisent), 30% of L929-conditioned media (LCM) and isoniazid (INH 5µg/ml) in petri dishes. After 

3 days of incubation at 37°C with 5% CO2, fresh medium containing LCM and INH (5µg/ml) was 

added. Cells were allowed to differentiate into macrophages for a total of 6 days and then were 

harvested by removing the supernatant and addition of 4ml cell stripper (Corning) for 20 minutes 

at 37°C. As evaluated by flow cytometry, the purity was >95%. INH was added only during the 

differentiation of the BMDM derived from BM cells of non-treated BCG-iv or Mtb-iv infected 

mice. Yield was determined by trypan blue dead cell exclusion counts and normalized to PBS 

control mice yields. For all experiments equal number of macrophages were seeded.   

In vitro Macrophage Infection 

BMDMs (1x106 cells) were seeded in 6-well plates supplemented with RPMI without 

penicillin/streptomycin (1 ml) and incubated overnight at 37°C with 5% CO2. The next day, cells 

were infected with Mtb H37Rv (MOI 1), or BCG (MOI 10) unless otherwise indicated. Cells were 

incubated for 4 hours at 37°C with 5% CO2. Subsequently, cells were washed 3x with sterile PBS 

and were then incubated in supplemented RPMI without penicillin/streptomycin. CFUs were 

enumerated at 4 hours, day 3 and day 5 post-infection.  

Mycobacterial CFU Enumeration 

For CFU enumeration in in vitro infected cells, cells were lysed with 500µl sterile H2O for five 

minutes, followed by addition of 500µl PBS supplemented with 0.05% Tween80. For CFU 

enumeration in tissues, organs were homogenized in 1ml 7H9 broth (BD) supplemented with 0.2% 

glycerol (Wisent), 0.05% Tween80 (Fisher), and 10% ADC using OmniTip Plastic Homogenizer 

Probes (Omni International). Serial dilutions in PBS+0.05% Tween80 were plated on 7H10 agar 
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plates with 10% OADC enrichment and PANTA (BD). Plates were then incubated at 37°C and 

counted after 21 days. 

Flow Cytometry 

BM/Spleen cells (3 x 106 cells) after RBC lysis were stained with fixable viability dye eFluor501 

(eBioscience) at the concentration of 1:1000 for 30 minutes (4°C). Subsequently, the cells were 

washed with PBS supplemented with 0.5% BSA (Wisent) and incubated with anti-CD16/32 (clone 

93, eBioscience) at a concentration of 1:100 in PBS/0.5% BSA at 4°C for 10 minutes except for 

myeloid progenitor and downstream progenitors staining. The following antibodies were then used 

for staining: anti-Ter-119, anti-CD11b (clone M1/70), anti-CD5 (clone 53-7.3), anti-CD4 (clone 

RM4-5), anti-CD8a (clone 53-6.7), anti-CD45R (clone RA3-6B2), and anti-Ly6G/C (clone RB6-

8C5) all were biotin-conjugated (all BD Bioscience) and added at a concentration of 1:100 for 30 

minutes at 4°C. Cells were subsequently washed with PBS/0.5% BSA. For staining of LKS, HSCs, 

and MPPs: Streptavidin–APC-Cy7 (eBioscience), anti-c-Kit–APC (clone 2B8, eBioscience), anti-

Sca-1–PE-Cy7 (clone D7, eBioscience), anti-CD150–eFluor450 (clone mShad150, eBioscience), 

anti-CD48–PerCP-eFluor710 (clone HM48-1, BD Bioscience), anti-Flt3–PE (clone A2F10.1, BD 

Bioscience), and anti-CD34–FITC (clone RAM34, eBioscience) (all 1:100) were added and 

incubated at 4°C for 30 minutes. For staining of myeloid and lymphoid progenitors: Streptavidin–

APC-Cy7 (eBioscience), anti-c-Kit–APC (clone 2B8, eBioscience), anti-Sca-1–PE-Cy7 (clone 

D7, eBioscience), anti-CD34–FITC (clone RAM34, eBioscience), anti-CD16/32 PerCP-

eFluor710 (clone 93, eBioscience) and anti-CD127 BV786 (clone A7R34, BD bioscience) (all 

1:100) were added and incubated at 4°C for 30 minutes. For cMoPs and downstream progenitors: 

BM cells were incubated with biotin antibodies against lineage markers as mentioned above, 

except without anti-Ly6C/6G, at 4°C for 30 minutes. Cells were subsequently washed with 

PBS/0.5% BSA. Following antibodies were added: Streptavidin–BUV-395(BD Bioscience), anti-

c-Kit – Pacific Blue (clone 2B8, BD Bioscience), anti-Sca-1–PE-Cy7 (clone D7, eBioscience), 

anti-CD34–FITC, anti-CD16/32–PerCP-efluor710 (clone 93, eBioscience),  anti-CD115 BV711 

(clone AFS98, BioLegend), anti-Flt3–PE (clone A2F10.1, BD Bioscience), anti-Ly6C–APC 

(clone HK1.4, eBioscience) and anti-Ly6G AF700 (clone 1A8–Ly6G, eBioscience) all (1:100 

except Streptavidin BUV395 at 1:50) were added and incubated at 4°C for 30 minutes. In some 
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experiments cells were further stained with AnnexinV–PE and 7AAD (Biolegend) or NucSpot 

Far-Red (Biotium), according to the manufacturer’s instructions and unfixed cells were acquired 

immediately. In another set of experiments, cells were fixed and permeabilized using the FOXP3 

Transcription Factor Staining Kit (eBioscience) for 1 hour at 4°C. Then, cells were stained with 

anti-Ki67–PE (clone 16A8, BioLegend) (1:400) for 1 hour at 4°C and acquired. 

Staining for innate and adaptive immune cells: Red blood cells were lysed in bone marrow and 

collagenase IV (Sigma)-treated lung samples. Lung, spleen or BM cells (3×106) were then stained 

with fixable viability dye eFluor501 (eBioscience) at the concentration of 1:1 000 for 30 minutes 

(4°C). Subsequently, the cells were washed with PBS supplemented with 0.5% BSA (Wisent) and 

incubated with anti-CD16/32 (clone 93, eBioscience) at a concentration of 1:100 in PBS/0.5% 

BSA at 4°C for 10. After washing, cells were incubated with fluorochrome tagged antibodies at 

4°C for 30 minutes. Antibodies for the innate panel: anti-CD11b–Pacific Blue (clone M1/70, 

eBioscience), anti-CD11c–PE-Cy7 (clone N418, BD Bioscience), Siglec-F–PE-CF594 (clone 

E50–2440, BD Bioscience), F4/80–APC (clone BM8, eBioscience), Ly6C–FITC (clone HK1.4, 

BD Bioscience), Ly6G–PerCP-eFluor710 (clone 1A8, eBioscience). Antibodies for the adaptive 

panel: anti-CD3–PE (clone 145-2C11, eBioscience), anti-CD19–PE-Cy7 (clone eBio1D3 (1D3), 

eBioscience), anti-CD4–eFluor450 (clone GK1.5, eBioscience), anti-CD8–AF700 (clone 53-6.7, 

BD Bioscience).   All cells were subsequently washed with PBS/0.5% BSA and resuspended in 

1% paraformaldehyde.  

Blood Leukocytes: 50 L of whole blood collected in heparin tubes (BD) was incubated with 

fluorochrome tagged antibodies at 4°C for 30 minutes. Antibodies for the innate panel: anti-

CD11b–Pacific Blue (clone M1/70, eBioscience), anti-CD11c–PE-Cy7 (clone N418, BD 

Bioscience), Siglec-F–PE-CF594 (clone E50–2440, BD Biosciences), F4/80–APC (clone BM8, 

eBioscience), Ly6C–FITC (clone HK1.4, BD Bioscience), Ly6G–PerCP–eFluor710 (clone 1A8, 

eBioscience). Antibodies for the adaptive panel: anti-CD3–PE (clone145-2C11, eBioscience), 

anti-CD19–PE-Cy7 (clone eBio1D3 (1D3), eBioscience), anti-CD4–eFluor450 (clone GK1.5, 

eBioscience), anti-CD8 AF700 (clone 53-6.7, BD Bioscience).   After RBC lysis, cells were 

subsequently washed with PBS/0.5% BSA and resuspended in 1% paraformaldehyde.  
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If required, panels were modified to contain anti-CD45.1–APC (clone A20, BD Bioscience, 1:100) 

and anti-CD45.2–BUV395 (clone 104, BD Bioscience, 1:100). 

Cells were acquired on the Fortessa-X20 (BD) and analyzed using FlowJo software (version 

10.6.1). 

Evaluation of Mitochondrial Fe2+, Mitotracker Green/Orange and Mitosox Red. BM 

mononuclear cells were stained with rhodamine B 4-[(1,10-phenanthrolin-5-

yl)aminocarbonyl]benzyl ester (RPA) (Squarix) at 0.2 µM, or Mitotracker Green and Orange 1µM, 

or MitoSox Red 1µM (all from Invitrogen technologies) in PBS for 30 min at 37 °C and then 

washed with PBS. The dye-loaded cells were further stained with antibodies for progenitors as 

mentioned above. RPA MFI fluorescence was normalized to PBS groups, inversed and multiplied 

by 100 to give a percentage of iron pools compared to PBS, as fluorescence is quenched by higher 

levels of iron. For experiments involving mitochondrial potential, dysregulated mitochondria were 

considered as Mitotracker Greenhi and Mitotracker Orangelo as previously described (469).  

Perls’ Prussian blue iron staining. Bone epiphyses were removed and femurs were fixed in 4% 

PFA for 24-48h followed by washing with PBS. Perls’ staining was performed by Histopathology 

Core of RI-MUHC, Montreal, QC, Canada. 

ImageStream. Freshly isolated BM cells from naïve C57BL/6J mice were infected with Mtb-GFP 

(MOI 3) for 4 hours. BM cells were then stained with antibodies for LKS and Lineage+ cells. 

Images were captured on an Amnis ImageStream Mark II Imaging Flow Cytometer with 40X 

magnification (EMD Millipore). Data were acquired and analyzed using Amnis INSPIRE software 

and Amnis IDEAS software, respectively. ImageStream samples were also acquired using 

Fortessa-X20 (BD) and then analyzed using FlowJo software. 

Methylcellulose assay.  

5x103 BM cells were suspended in methocult medium (MethoCult GF M3534; Stem Cell 

Technologies) with specific cytokines to promote the growth of myeloid progenitors.  Colonies 

were counted after 10-12 days. Cells were collected by washing with PBS and stained for anti-

CD11b and cKit+ cells. 
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Cell Sorting 

For stem cell sorting, BM cells were harvested from femurs, tibiae, humeri and ilia, and incubated 

with the described biotin-conjugated antibodies against lineage-committed cells. Subsequently, the 

cells were incubated with MACS streptavidin conjugated microbeads (Miltenyi) for 30 minutes at 

4°C. A depletion of the lineage-committed cells was performed using MACS magnets with LS 

Columns (Miltenyi, #130-042-401). The remaining cells were incubated with the above described 

antibodies for LKS/HSCs/MPPs. DAPI (0.005µg) was added for viability staining to 10x106 cells 

right before sorting on a BD FACSAria Fusion sorter. Cells were sorted in 200µl lysis buffer of 

Magmax-96 Total RNA Isolation Kit (life technologies, Ambion 1830) at room temperature or in 

PBS containing 0.04% BSA for single cell sequencing. RNA samples were vortexed for 30 

seconds, and subsequently stored at –80°C until RNA extraction. 

RNA Extraction.  Total RNA was extracted from the sorted HSCs and MPPs using Magmax-96 

Total RNA isolation kit (life technologies, Ambion 1830M). RNA quality was evaluated 

spectrophotometrically, and quality was assessed with the Agilent 2100 Bioanalyzer (Agilent 

Technologies). All samples showed RNA integrity number >8. 

RNA-seq Analyses: Pre-processing Steps. 

Experimental mice were split into three treatment groups, (either BCG-iv, Mtb-iv or the control: 

PBS-iv) with 4 animals each. 28 days after treatment, animals were sacrificed, and their BM 

extracted. Hematopoietic stem cells (HSCs; Lin- cKit+ Sca-1+ CD150+) and multipotent progenitors 

(MPPs; Lin- cKit+ Sca-1+ CD150-) were sorted as described above. RNA was then extracted and 

sequenced, generating a dataset of 23 samples (two cell types multiplied by three treatments and 

by four animals per group, minus one HSC-PBS sample that did not produce a valid RNA library). 

As for RNA-seq data pre-processing, low-quality score bases (Phred score < 20) and adaptor 

sequences were trimmed using Trim Galore (version 0.2.7) 

(http://www.bioinformatics.babraham.ac.uk/projects/trim_galore/). Mapping of the resulting 

reads to the mouse genome reference sequence (Ensembl GRCm38 release 81) was done with 

kallisto (v0.43.0) (470). Then, protein coding genes were selected, and samples were normalized 

using the weighted trimmed mean of M-values algorithm (TMM), implemented in edgeR (471). 
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Data were log-transformed using voom, within the limma package (472) and lowly-expressed 

genes were filtered out, defined as those with a median log2-transformed expression lower than 2 

within all experimental groups (i.e. treatment-cell-type combinations). This produced a reads 

matrix of 12132 genes. 

Bulk RNA-seq: differential expression analyses 

The filtered matrix was then re-normalized, using EdgeR and voom, and modelled according to 

the following design, using limma (472):  

Expression~ Cell_type+Treatment:cell_type 

From the mentioned model design run over all 12132 genes in the dataset, BCG and Mtb effects 

were retrieved within each cell type. Focus was then put on genes showing treatment responses in 

any cell-type (2214 genes responding at 1% FDR to either BCG or Mtb at HSCs; 3542 for MPPs) 

and these genes were then tested for differences in expression between the two treatments. 

Differences in expression between HSCs and MPPs were also characterized. We found 581, 608 

and 600 differentially expressed genes between the HSCs and MPPs, at 1% FDR, in cells coming 

from PBS, BCG and Mtb treated mice, respectively. 

 

Single cell RNA-seq library preparation and sequencing. 

Single cell transcriptomic data was collected for LKS (Lin- Sca-1+ cKit+) and myeloid progenitor 

(Lin- Sca-1- cKit+) populations in the context of the Mtb aerosol challenge and the second 

engraftment experiments. Cells were sorted as described above into PBS containing 0.04% BSA.  

Single-cell GEMs were generated using a Chromium Controller instrument (10x Genomics). 

Sequencing libraries were prepared using Chromium Single Cell 3’ Reagent Kits (10x Genomics), 

according to the manufacturer’s instructions. Briefly, GEM-RT was performed in a thermal cycler: 

53°C for 45 min, 85°C for 5 min. cDNA was cleaned up with DynaBeads MyOne Silane Beads 

(ThermoFisher Scientific) and amplified with a thermal cycler: 98°C for 3 min, cycled 12 x 98°C 

for 15 s, 67°C for 20s, 72°C for 1 min, and 72°C 1 min. After a cleanup with SPRIselect Reagent 
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Kit, the libraries were constructed by performing the following steps: fragmentation, end-repair, 

A-tailing, SPRIselect cleanup, adaptor ligation, SPRIselect cleanup, sample index PCR, and 

SPRIselect size selection. Libraries were sequenced on a NovaSeq S2 flowcell with 100 bp paired-

end reads. 

 

scRNA-seq data pre-processing and quality control: Sample preprocessing was done using the 

count command of CellRanger (432) against the mm10 1.2.0 reference genome, yielding numbers 

of cells between 3,305 and 11,994 depending on experiment, cell population and condition (Table 

1, row 1). Initially, we measured the expression of 31053 genes in each cell (Table 1, row 2). In 

each of the four datasets analyzed, we excluded lowly expressed genes, detected in less than 5 cells 

in all conditions, in order to select a relevant gene set in each experiment to conduct quality control 

on (Table 1, row 3). Using this reference gene set in each experiment, we determined the 

percentage of protein coding genes detected, as well as the percentage of mitochondrial RNA in 

each cell. We then excluded cells that featured: (i) a high fraction of mitochondrial RNA reads 

(𝑓𝑚𝑖𝑡𝑜 > 5%), (ii) a low percentage of protein-coding genes (𝑓𝑝𝑐 < 95%) or (iii) a number of 

UMIs that was either too low (<𝑛𝑈𝑀𝐼 < 5000) or too high (𝑛𝑈𝑀𝐼 > 40,000). After the filtering, 

we kept variable numbers of cells per experiment and condition, comprised between 578 and 4733 

(Table 1, row 4). Using this final set of cells, we filtered out genes detected in less than five cells 

in all conditions and re-normalized the percentages of protein coding genes and mitochondrial 

transcripts per cell on the final dataset. At the end, the number of genes included for clustering and 

differential expression analyses varied between 14568 and 16480, depending on the experiment 

and cell population (Table 1, row 5). 
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Mtb. aerosol challenge Serial engraftment 

LKS Progenitors LKS Progenitors 

PBS Mtb PBS Mtb PBS BCG Mtb PBS BCG Mtb 

1.Cells 3305 6580 3741 8259 5391 4673 2786 5094 8987 11994 

2.Genes 31053 31053 31053 31053 

3.Genes 

>5 cells 
16071 15103 17019 16268 

4. Filtered 

Cells 
2388 3310 2241 3504 3872 2524 1563 3353 5020 1486 

5. Filtered 

Genes 
15550 14568 16480 15676 

Table 1. Recapitulation of number of cells and genes at the different stages of the quality control 

process of the single-cell RNA-seq data analyses. 

 

scRNA-seq data normalization: We used the function computeSumFactors, from the R package 

scran (473) to normalize the data. This method works by declaring a series of cell pools whose 

expressions are added and normalized against a common reference. Each of these pools is then 

interpreted as a linear system from which the contribution of each single cell can be deconvolved, 

allowing the inference of cellwise normalization factors in a way that is robust against noise and 

low expression levels. To ensure that a majority of genes are not DE between any of the pools and 

the common reference that they are normalized against, clusters of homogeneous gene expression 



clxxxv 

 

are first built using the function quickCluster. Thus, cell specific normalization factors 𝑛𝑖 are 

inferred within each cluster, and then rescaled by normalization between clusters. Normalization 

used was: 

 

𝐸𝑛𝑜𝑟𝑚(𝑖, 𝑗) = 𝑙𝑜𝑔2(1 + 𝐸𝑐𝑜𝑢𝑛𝑡(𝑖, 𝑗)/𝑛𝑖 )                    (1) 

 

For the j-th gene in the i-th cell, where 𝑛𝑖 represent the normalizatiomn factor estimated for the i-

th cell. 

Correcting for variation in cell cycle in single cell data: Cell cycle numeric scores were inferred 

for each cell using the function cyclone implemented in package scran (473). The method is based 

on a pre-defined classifier constituted by gene pairs whose relative difference in expression 

depends on the cell cycle stage. By comparing the coherence of the sign of the differences observed 

in the data to the classifier’s expectation, per-cell scores were obtained for phases G1 and G2M. 

These values were summarized as a single numeric score C=(G1-G2M)/(G1+G2M), which we 

mean centered and scaled across cells. These scores were corrected for at the steps of expression 

data scaling and cell clustering.  

 

Single cell data scaling: Once the data was normalized in each of the four datasets, we fitted for 

each gene the following linear model: 

𝐸~𝑓𝑝𝑐 + 𝑓𝑚𝑖𝑡𝑜 + 𝑛𝑈𝑀𝐼 + 𝐶 + 𝜀                    (2) 

The variance associated to the residuals 𝜀 derived from this model 𝑠𝜀
2  was then fitted against mean 

expression of the corresponding genes using scran’s smoothing function trendVar (parameters: 

method=loess, span=0.1, degree=2). The deviations from the inferred trend were computed per 

gene using scran’s function decomposeVar. Then, the first decile corresponding to the genes 

showing the largest, negative deviations from the fitted trend were selected, and the procedure was 
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repeated. By doing so, we obtained an unbiased basal trend for the technical component of the 

residual variance that is not affected by the outliers with variance much larger than the technical 

variance. Finally, we calculated the biological component of the variance as the difference between 

the residual variance and the basal technical component: 

 

𝑠𝜀
2 = 𝑠𝑡𝑒𝑐ℎ

2 + 𝑠𝑏𝑖𝑜
2               (3) 

 

Once the variance decomposition is ready, the scaled expression 𝐸̃ was defined by rescaling the 

residuals 𝜀 of Equation (2) by the square-root of the technical component of the residual variance, 

from eq. (3) 

 

𝐸̃ = 𝜀/𝑠𝑡𝑒𝑐ℎ             (4) 

 

By doing this, the mean-variance relationship was successfully removed from the data. 

Selection of highly informative genes: Next, we integrated the data corresponding to the different 

conditions. To do so, we first selected in each case a set of highly informative genes (HIGs) whose 

expression is to be interrogated to complete data integration. In both LKS+ and progenitor datasets, 

we selected HIGs as those that showed both high levels of (biological) expression variance across 

cells and had been reported in the literature as markers of the different cell sub-populations present 

among LKS+ and progenitor cells (derived from (433) for LKS+ data and (474) for progenitor 

cells). Specifically, for LKS+ cells, HIGs were defined as the intersection between the following 

four sets of genes: (set i) the 1000 genes with mean expression higher than 0.1 that showed the 

largest positive biological variance 𝑠𝑏𝑖𝑜
2  across cells in our data (‘‘highly variable genes’’. HVGs); 

(set ii) genes differently expressed (10% FDR) between MPPs and HSCs based on the bulk RNA-

seq, in all conditions present in each experiment, (set iii) genes differently expressed between 
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myeloid progenitors (MPP3) and lymphoid progenitors (MPP4) (219 genes) based on the bulk 

RNA-seq data reported in (433) and (set iv) Genes differentially expressed between short and long 

term hematopoietic stem cells (105 genes) based on the bulk RNA-seq data also reported in (433). 

Regarding set (iv), it is important to note that the gating strategy followed in (433) is slightly 

different from ours. While we do not distinguish among sub-types of long-term HSCs (according 

to our gating strategy, LT-HSCs are just Flt3-, CD48- and CD150+), Cabezas-Wallscheid et al. 

subdivide this population according to CD34 levels, distinguishing between cells that are  Flt3-, 

Cd48-, CD150+, CD34- (that they denote as HSCs), and cells that are Flt3-,CD48-, CD150+,  CD34+ 

(that they denote as MPP1s). In what regards short term HSCs, the cell population that they denote 

MPP2s (Flt3-, CD48+ and CD150+ and CD34+) would be included within the population described 

as short-term HSCs in this work (Flt3-, CD48+ and CD150+). Consequently, in order to obtain 

genes that would mark the difference between LT- and ST-HSCs according to our gating 

schematics (set iv), we selected the genes that, at the same time, showed differential expression 

between HSCs and MPP2 and MPP1 vs MPP2 in the dataset from (433) according to their notation. 

In what regards the identification of highly informative genes to identify sub-populations in the 

progenitor cells data, we used the single cell data published in (474) where an analogous 

population of hematopoietic progenitors (c-Kit+ Sca1- Lin-) was sorted and analyzed using sc-

RNAseq. From the dataset reported in this work, we extracted cluster specific fold changes for the 

genes showing statistically significant associations to any of the cell clusters reported in the study, 

and kept those that present, for some of the clusters, a fold change larger than 1.5 with respect to 

the average expression levels across the rest of cells in the dataset. In this case, HIGs were defined 

as the intersection of these genes and HVGs in our data. Following these procedures, we selected 

349, 115 HIG in the aerosol LKS and progenitor cells, respectively, and 346 and 112 HIGs in LKS 

and progenitor cells, respectively, in the secondary engraftment dataset.   

Data integration across conditions: Data were integrated across conditions using the anchoring 

routine proposed in Seurat (FindIntegrationAnchors) (475, 476), applied to the sub-matrix 

constituted by the highly informative genes previously identified. This technique works by 

identifying pairs of cells across conditions that represent common cell states (anchors), despite 

batch/condition effects, that are then used to provide a transformed (integrated) expression matrix 
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𝐸𝑖𝑛𝑡 where anchors will ultimately be assigned to common cell clusters. The procedure has the 

advantage of allowing integration over multiple samples at the same time (useful in the 

engraftment experiment, where we had to integrate the data across three conditions (PBS, BCG-

iv and Mtb-iv), and features flexibility in the assignment of anchors, allowing for the possibility 

that some cell types are unique to one of the conditions. After data integration, the steps of variance 

modeling, scaling and identification of highly informative genes were repeated on the transformed 

data, with a procedure entirely analogous to what was previously described.  

Cell clustering: The scaled version of the integrated data was used to identify different cell sub-

populations in each of the datasets available. First, we performed a principal component analysis 

of the matrix of scaled & integrated expression levels of the HIGs identified from the integrated 

data. After visual inspection of elbow plots, we select the first n=20 PCs (with the exception of 

LKS cells in the engraftment experiment for which we selected n=15) to identify cell clusters using 

Seurat’s functions FindNeighbors plus FindClusters. We used the default parameters except for 

the resolution, which was set at 0.4 for the engraftment experiment and aerosol LKS+ cells, 0.7 for 

the aerosol progenitors. In parallel, we run Uniform Manifold Approximation and Projection 

(UMAP) to visualize the clustering using RunUMAP, also from Seurat. 

Cluster classification and validation of sub-populations (LKS): To distinguish hematopoietic 

stem cells (HSC), from multipotent progenitors (MPP), we used the genes differentially expressed 

between sorted HSCs and MPPs in the bulk RNA-seq experiments reported.. We stratified this 

gene-set according to the direction of the effects and computed in each cell the average integrated 

scaled expression of all genes that were respectively up or down regulated in HSCs vs. MPPs. By 

comparing the expression levels of these averaged cell-type markers across clusters we could 

classify HSCs and MPPs in each experiment. This allowed the identification of 4 clusters of HSCs 

and 2 clusters of MPPs in the aerosol experiment, and 4 HSC and 3 MPP clusters in the second 

engraftment experiment. (Figure S3P and Figure S7S, upper panels). Next, to distinguish between 

myeloid-biased (MPP3) and lymphoid-biased (MPP4) progenitors, we used the set of 219 genes 

(set iii) that were reported in (433) to be differentially expressed between these two populations 

according to the direction of effects, and computed the average expression values of these genes 

(integrated and scaled) in each cell. Focusing on the clusters previously defined as MPPs, we 
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visualized the expression of these average markers of lymphoid vs myeloid up or down-regulation 

to distinguish in each experiment, clusters of MPP3 vs MPP4 cells (Figure S3P and Figure S7S, 

center). Whilst in the aerosol experiment, we observed one cluster associated to each phenotype, 

in the second engraftment we identified two clusters of MPP3s and one cluster of MPP4s. Finally, 

in order to distinguish short versus long term HSCs, we built analogous average markers from the 

set of genes differentially expressed between these two cell sub-types as defined by Cabezas-

Wallscheid et al. Exploring the distribution of these average markers across HSC clusters led to 

the identification of a marked distinction between one LT- vs three ST-HSCs in the aerosol 

experiment, and a more gradual distribution of transcriptional profiles, which can be associated to 

the existence of two vs two clusters of LT- versus ST-HSCs in the second engraftment dataset 

(Figure S3P and Figure S7S, bottom) 

Cluster classification and validation of sub-populations (progenitor populations):  In order to 

identify subpopulations of myeloid progenitors associated to the different developmental stages 

and lineage biases present in the cell population initially sorted (c-Kit+ Sca1- Lin-), we capitalized 

in the data published in (474), where the same cell population was analyzed through scRNA-seq. 

In that work, the authors identified 19 clusters that they associate to either Common myeloid 

progenitors (CMPs), Granulocyte-Monocyte progenitors (GMPs) or Megakaryocyte-erythrocyte 

progenitors (MEPs). Within each of these broader groups, they further identified subpopulations 

that were polarized towards specific cell fates: CMPs biased towards a megakaryocytic cell fate, 

groups of MEPs distributed in a continuous gradient of bias towards erythrocyte differentiation, 

as well as CMPs and GMPs showing bias towards different myeloid cells: monocytes, neutrophils, 

eosinophils and basophils. As part of their analyses, they report a set of 3,461 genes that are 

specific markers of each of these clusters, providing an expression estimate of the gene in each 

cluster, measured as the fold change of the observed expression of a given gene, in a given cluster, 

compared to its average expression across all clusters.  

In order to compare these data to our clustering results, we selected the subset of their cluster 

markers that were among the set of HIGs in the integrated data. Then, we retrieved, for each of 

these genes, cluster-specific expression estimates by fitting a linear model 
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𝐸̃𝑖𝑛𝑡~0 + 𝐶𝑙𝑢𝑠𝑡𝑒r      (5) 

 

Which produced a cluster specific intercept 𝛽𝑜(𝑖, 𝑗), for the ith gene under scrutiny, in the jth 

cluster. From these cluster-specific intercepts, (which operate in log-scale) we reversed the log-

transformation to retrieve a natural scale expression estimate for the expression of gene I in cluster 

j as 2𝛽𝑜(𝑖,𝑗), which we averaged across clusters for each gene: 〈2𝛽𝑜(𝑖,𝑗)〉𝑗. Finally, by obtaining the 

ratio between those two quantities, we retrieved an estimate of the expression fold change of any 

given cluster with respect to the average of all clusters.  

 

𝐹𝐶(𝑖, 𝑗) = 2𝛽𝑜(𝑖,𝑗)/〈2𝛽𝑜(𝑖,𝑗)〉𝑗       (6) 

 

These values are equivalent to the fold changes reported in (474) and were used to identify matches 

between our cell clusters and those reported by Paul et al. based on the correlation structure of the 

two datasets (Figure S3Q and Figure S7T).  Cell clustering assignment was further validated by 

inspecting the expression levels of canonical lineage markers (Figure S3R and Figure S7U). MEP 

expressed Car1, Car2, Klf1 high; CD34, Cebpa, and Spi1 low; GMPs expressed Car1, Car2, Klf1 

low, CD34, Cebpa, Spi1 high; and CMPs expressed Meis1 high while GMP and MEP markers 

were lowly expressed.   

Within MEP cells, we further analyzed a series of markers that were reported to either increase or 

decrease continuously in earlier or more mature erythrocyte progenitors (Car1, Car2, Cited4, Epor, 

Gfi1b, Klf1, and Phf10; whose expression increases in more mature cells, and Gata2 and Meis1, 

which decreases). As it was observed in (474) our clusters of erythroid progenitors can be mapped 

to different developmental stages, from MEP_EP1 (earlier) to MEP_EP3 (more mature). 
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Within GMPs, neutrophil progenitors (GMP_NPs) were characterized by high expression levels 

of neutrophilic markers Cebpe and Gfi1; basophil progenitors (GMP_BPs) by high expression of 

basophile marker Lmo4; and Monocyte progenitors (GMP_MonP) by high amounts of Irf8.  

Within-cluster differential gene expression induced by BCG and Mtb:  Finally, we 

interrogated for differences in expression of genes in response to BCG or Mtb challenges. Since 

one of the putative effects of BCG and/or Mtb on cell phenotypes might be the promotion or arrest 

of cell quiescence, we used a linear model where cell cycle is not corrected for, in order to avoid 

masking the putative effects of treatment on the expression patterns of cell cycle-dependent genes. 

It is also important to note, that to avoid the distortion induced in the data by the procedures of 

data scaling and integration, to conduct differential expression analyses, we used the normalized, 

original data prior to these procedures used in cell clustering. To do these analyses, we fitted the 

following experimental design: 

 

𝐸~𝑓𝑝𝑐 + 𝑓𝑚𝑖𝑡𝑜 + 𝑛𝑈𝑀𝐼 + 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 + 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛: 𝐶𝑙𝑢𝑠𝑡𝑒𝑟 + 𝜀                            (7) 

 

The results of these analyses, for each cluster, are summarized in Figure 3 and Figure 7, 

evidencing the existence of relevant effects within each of the cell clusters identified, in the four 

datasets here analyzed. 

GO enrichments and visualization. 

Gene ontology (GO) enrichment analyses were performed using the Cytoscape module ClueGO 

(477, 478). We conducted one-sided tests for enrichment and corrected for multiple tests using the 

Benjamini-Hochberg (B-H) method (479).  For visualization, in Figure S2B analyses were 

focused only on terms that fell between levels 4 and 7 of the GO tree in the (Biological Process). 

In all analyses, we included terms that had at least 10 genes in the test gene-set and for which at 

least 20% of the total number of genes belonging to the GO term were present in the test gene set, 

except in the case of bulk-RNA-seq MPPs, where thresholds were raised to a minimum of 15, and 
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35%. Finally, to compile Figure S2A, which shows the existing correlation between GO-

enrichment results after BCG vs Mtb treatments in each cell type, analyses were repeated removing 

the thresholds on gene-set size or percentage in order to avoid any selection bias. In this analysis 

we included all terms between levels 4 and 7 of the GO tree, regardless of enrichment significance 

or gene-set size. Importantly, when done, a much larger number of GO terms passed the 

enrichment significance threshold (between 1.4 and 7.1 times more terms enriched at 5% FDR, 

depending on the combination of cell-type and treatment), despite the much larger set of terms 

tested. 

Finally, GSEA (http://software.broadinstitute.org/gsea/) was to interrogate functional enrichments 

among genes showing differences in expression between BCG and Mtb treated mice, in each cell 

type (Figure 2D). It was again used to interrogate for functional enrichments among genes 

differentially expressed upon treatment, either Mtb alone in the aerosol challenge experiment 

Figure 3S), or both BCG and Mtb in the serial engraftment section (Figures 7V-W). In all cases, 

we used the hallmark list of genesets, and conducted GSEA on ranks of standardized differences 

in expression, (mode GSEA pre-ranked, version 6.2).  

Western Blot 

BM cells from BM Fth-/- or BM Fth+/+ were isolated. Briefly, cells were lysed in lysis buffer (1% 

Triton X-100, 150mM NaCl, 20mM Hepes pH7.5, 10% glycerol, 1mM EDTA, supplemented with 

anti-protease and anti-phosphatase cocktails, Roche) and protein concentration was determined 

using BCA assay (Pierce). 20 μg of protein was resolved by SDS-PAGE and transferred onto 

PVDF membranes (Biorad). Membranes were blocked and incubated overnight at 4°C with gentle 

agitation with anti-Fth (1:1000, Cell Signalling Technologies) or actin (1:10 000, Sigma-Adrich). 

Then primary antibodies were conjugated to secondary HRP-conjugated antibodies and the signal 

was detected using Clarity ECL kit (Biorad) and acquired on Chemidoc MP System (Biorad). 

Quantification of IFN-I 

Secretion of total active IFN-I (both IFN-α and IFN-β) in BM supernatants was assessed using 

B16-blue IFNα/β reporter cell line (InvivoGen), according to the specifications of the 

manufacturer. 
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Statistics 

Statistical analyses were performed using Graph Pad Prism, version 8. Data are displayed as mean 

± SEM and n define number of animals analyzed per group. Statistical significance was determined 

by t test, one-way ANOVA, or two-way ANOVA as indicated in the figure legends, and is 

represented by the following scheme: *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. 
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4.8: Figures 

Figure 4.8.1. Systemic Mtb infection induces HSC expansion and suppress myelopoiesis. (A) Schematic of BCG-iv vaccination and Mtb-iv 

infection.  (B-C; H-S) Mice were infected with Mtb, Mtb-ΔRD1, or vaccinated with BCG (1x106), intravenously. (B) Survival of WT mice after 

BCG vaccination or infection with Mtb (n=6-8 mice per group). (C) Kinetics of BCG and Mtb bacterial loads in the BM (n=4-10 mice/group). (D-

G) BM cells were infected with H37Rv-GFP or BCG-GFP for 4 hours in vitro (MOI 3). (D) ImageStream analysis of H37Rv-GFP or BCG-GFP 

infected cells (BF=bright field) as quantified in (E). (F) Flow cytometry analysis of in vitro H37Rv-GFP infected BM cells (MOI 3) and quantified 
in (G), numbers in proximity to gates represent frequency of parent population.  (H) Representative FACS plots and quantifications of LKS 

populations in the BM of BCG-iv vaccinated or Mtb-iv infected mice. Percentages listed are of single viable cells (n=4-8 mice/group). (I) Frequency 

of Ki67+ LKS cells in the BM of BCG-iv vaccinated or Mtb-iv infected mice at d7 post-injection. (J-L) Kinetics of the frequency among single 
viable BM cells (top panels) and total cell counts (bottom panels) of the CMP, GMP and CLP in the BM of BCG-iv vaccinated or Mtb-iv infected 

mice (n=4-13 mice/group).  (M) Total cell counts of LKS population; (N-O) LT-HSC, ST-HSC, MPP, CMP, GMP and CLP in the BM of BCG-iv 

vaccinated and Mtb-RD1 (N) or Mtb and Mtb-RD1 infected mice (O) at d28 post-infection. (P-S) Total cell counts of downstream progenitors 

MDP (P); cMOP (Q); GP ® and Ly6Chi monocytes (S) in the BM at day 28 post BCG-iv vaccination or Mtb-iv infection.  Means are represented 

as ± SEM. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001 via log-rank test (B), Two-way ANOVA followed by Sidak’s Multiple Comparisons 

Test (C, H, J-L), or One-way ANOVA followed by Tukey’s Multiple Comparison Test (I, M), Two-tailed Student’s T-Test (N-S). In I, M and P-
S, each symbol represents an individual animal. 
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Figure 4.8.2: Mtb-iv imprints a unique transcriptional signature in HSCs and detrimentally trains BMDM (A) Principal component analysis 

of gene expression data collected from HSCs and MPPs isolated from the BM of PBS, BCG-iv (1x106) or Mtb-iv (1x106) infected mice, after 4 

weeks infection. (B) Number of genes differentially up or down-regulated in response to BCG-iv or Mtb-iv infection, in HSC and MPP (FDR<0.01). 
(C) Scatter plots of genome-wide effect sizes of BCG vs Mtb infection in HSC (up) and MPP (down). (D) Gene set enrichment analyses of genes 

differentially expressed between Mtb and BCG (FDR<0.1). (E) Schematic representation of the experimental design of in vitro infection of BMDM. 

BM cells from 4 weeks-post BCG-iv, Mtb-iv, Mtb-RD1-iv or PBS-injected mice were differentiated into macrophages in the presence of anti-TB 

drugs to kill any residual bacteria. (F) Relative yield of BMDM from BCG-iv vaccinated, Mtb-iv and Mtb-RD1-iv infected mice. (G) CFU from 

in vitro-Mtb infected BMDM (H37Rv; MOI 1), determined at different time points after infection (n=7-10 mice/group). (H) Schematic 

representation of adoptive transfer model of macrophages. BMDM were differentiated from 4-week BCG-iv vaccinated, Mtb-iv infected or PBS-
iv injected mice in presence of anti-TB drugs to kill any residual bacteria. BMDMs were then infected with Mtb (H37Rv; MOI 0.2) and subsequently 

0.5 x 106 BMDMs were adoptively transferred (intratracheally) into Rag1-/- mice (I) Bacterial burden in the lungs of Rag1-/- mice after 3 weeks of 

adoptive transfer of Mtb-infected BMDM (n=8-10 mice/group). Means are represented as ± SEM. *p<0.05, ***p<0.001, ****p<0.0001.  (F, I) 
one-way ANOVA followed by Tukey’s Multiple Comparison Test. (G) Two-way ANOVA followed by Sidak’s Multiple Comparisons Test. Data 

shown are pooled from 2-3 independent experiment. In F and I each symbol represents an individual animal. 
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Figure 4.8.3. Mtb disseminates to the BM and induces LKS expansion following aerosolized infection. (A) Schematic of aerosol Mtb infection. 

(B-N, U) Mice were infected with Mtb through the aerosol route with the deposition of 50-100 CFU per mouse. (B) CFU of Mtb growth in the BM. 

(C) Representative FACS plots of the LKS population in the BM of Mtb infected mice as quantified in (D) as frequency of single viable cells (left 
panel) and total number of LKS population (right panel). (E) Representative FACS plots of frequencies LT-HSC, ST-HSC and MPP in the BM of 

Mtb infected mice. Kinetics of the total number of LT-HSC (F); ST-HSC (G); MPP (H); MPP3/MPP4 (I) in the BM of Mtb infected mice (n=4-10 

mice/group).  (J-L) Kinetics of the total cell counts of the CMP (J), GMP (K) and CLP (L) in the BM of Mtb infected WT mice (n=4-8 mice/group). 
Total cell counts of downstream myeloid progenitors MDP (M); GP (N) in the BM of Mtb infected mice at day 120 post-infection (n=3-4 

mice/group). (O-P) UMAP dimensionality reduction plots for LKS+ and myeloid progenitor cells, respectively. (Q) Schematic hematopoietic tree 

diagram showing the approximated position of the different clusters identified (cluster specific color code common to panels O-T). ® Number of 
genes up and down-regulated by Mtb in each cluster (abs(logFC)>0.1 & FDR<0.05) (S) Gene Set Enrichment Analyses in genes ranked according 

to Mtb effects in each cluster (from most significant up-regulation -red- to most significant down regulation -blue-). (T) Stat1 expression across 

clusters and treatments. (U) BM cells were differentiated into macrophages from 120 days post-Mtb infected mice. CFU from in vitro-Mtb infected 
BMDM (H37Rv; MOI 1), determined at different time points after infection (n=3 mice/group). In C the LKS population is highlighted in red and 

sub-gated in E. For C and E, the frequency in proximity to the gate represent that population’s percentage of single viable cells. Means are 

represented as ± SEM. *p<0.05, ***p<0.001, ****p<0.0001. (B, D, F-L) via One-way ANOVA followed by Tukey’s Multiple Comparisons Test 
and (U) Two-way ANOVA followed by Sidak’s Multiple Comparisons Test. (M-N) Two-tailed Student’s T-Test. In M-N each symbol in bar graph 
represents an individual animal. 
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Figure 4.8.4: Mtb suppresses myelopoiesis and impairs innate training in an IFN-I-dependent manner. (A-B) Survival of C57BL/6J WT and 

Ifnar1-/- mice after H37Rv infection via the aerosol (deposition of 50-100 CFU in lungs) (A) or intravenous (1x106) (B) route. Kinetics of the total 

cell counts of CMPs (C), GMPs (D) and CLPs (E) in BM of Mtb-iv infected WT or Ifnar1-/- mice. (F) Relative yield of BMDM differentiated from 
the BM cells of Mtb-iv infected WT and Ifnar1-/- mice after 28 days of in vivo infection. (G) BMDM were infected (MOI 1) and CFU were 

determined at different time points after infection. (H) 4-week Mtb-iv or control PBS mice were treated with anti-mycobacterial drugs (INH and 

RIF, labelled “+Abx) for 4 weeks. BMDM derived from the BM cells of these mice were infected with Mtb (H37Rv; MOI 1) and the number of 
CFU was determined at different time points after infection. (I) Schematic representation of Poly (I:C)-treatment model. WT and Ifnar1-/- mice were 

treated with Poly (I:C) i.p. at day 0, 2, 4, 6. (J) Representative FACS plots of the frequencies of the LKS in the BM of PBS or Poly (I:C) treated 

WT and Ifnar1-/- mice with frequencies in proximity to the gate representing the percentage of cells in that gate as a percentage of single viable 
cells. (K) Frequencies among single viable BM cells (left panel) and total cell counts (right panel) of LKS in PBS or Poly (I:C) i.p. treated mice. 

(L-P) Total cell counts of LT-HSCs (L), ST-HSCs (M), MPPs (N), CMPs (O) and CLPs (P) in PBS or Poly (I:C) i.p. treated WT and Ifnar1-/- mice. 

(Q) CFU was determined at different time points following H37Rv infection (MOI 1) of WT and Ifnar1-/- mice following Poly (I:C) or PBS 
injection). ® Schematic representation of β-Glucan treated model. WT mice were treated with the β-glucan at day 0 and day 3. (S) CFU from 

H37Rv-infected (MOI 1) BMDM of WT and Ifnar1-/- mice following PBS or β-Glucan injection. (T) Survival of β-glucan treated mice with aerosol 

Mtb infection. Means are represented ± SEM. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. (A-B, T) Log-rank test. (C-E, G-H, K-Q, S) Two-
way ANOVA followed by Sidak’s Multiple Comparisons Test. (F) One-way ANOVA followed by Tukey’s Multiple Comparisons Test. In F each 
symbol in bar graph represents an individual animal.   



cxcix 

 

Figure 4.8.5: IFN-I regulates the iron metabolism of myeloid progenitors and triggers the cell death. (A) Frequencies of necrotic (NucSpot+ 

AnnexinV-) CMP (left panel) and GMP (right panel) in the BM of BCG-iv vaccinated and Mtb-iv infected mice at day 7. (B) Boxplot panel: 

Log2(cpm) expression levels of Ripk3 in HSC isolated from the BM of PBS-iv, BCG-iv or Mtb-iv infected mice. (C-E) Frequency among single 
viable BM cells and total cell counts of CMP and GMP (C-D); total cell counts of CLP (E) in the BM of Mtb-iv infected Ripk3-/- mice at day 7. (F) 

Frequency of CMP with disrupted mitochondrial membrane potentials in the BM of BCG-iv vaccinated and Mtb-iv infected mice at day 7. (G) 

Relative accumulation of Fe2+ iron dye in the mitochondria of CMP in the BM of BCG-iv vaccinated and Mtb-iv infected mice at day 7. (H) 
Representative histograms (left panel) of the expression of CD71 on CMP of BCG-iv or Mtb-iv infected mice and quantified in the right panel at 

day 7. (I) Representative histograms (left panel) of CD71 expression on CMP in the BM of Mtb-iv infected WT and Ifnar1-/- mice following 28 

days of infection as quantified on the right. (J) Frequencies of necrotic (NucSpot+ AnnexinV-) CMP in the BM of Mtb-iv infected WT and Ifnar1-/- 

mice following 28 days of infection. (K) Relative accumulation of Fe2+ iron dye in the mitochondria of CMP in the BM of Mtb-iv infected WT and 

Ifnar1-/- mice following 28 days of infection. (L) Frequency of CMP with disrupted mitochondrial membrane potentials in the BM of Mtb-iv infected 

WT and Ifnar1-/- mice following 28 days of infection.  (M) Expression of CD71 on CMP in the BM of Poly (I:C) or PBS treated WT and Ifnar1-/- 

mice. (N) Perls’ Prussian Blue staining to show ferric deposition in the BM.  Quantification of ferric puncta from the BM of WT and Ifnar-/- mice 

treated with Poly (I:C) at day 3. (O) Relative accumulation of iron dye (Fe+2) in the mitochondria of CMP in the BM of WT and Ifnar1-/- mice 

treated with Poly (I:C). Frequency of CMP with disrupted mitochondrial membrane potential (P), or positive for mitochondrial ROS (Q) or necrotic 
(NucSpot+ AnnexinV-) ® in the BM of WT and Ifnar1-/- mice treated with Poly (I:C). (S) Representative histograms (left panel) of CD71 expression 

on CMP in the BM of Mtb infected mice following 120 days of aerosol infection as quantified on the right. (T) Frequency of CMP with disrupted 

mitochondrial membrane potentials in the BM of Mtb infected mice following 120 days of aerosol infection. Frequencies of necrotic (NucSpot+ 
AnnexinV-) CMP (U) and GMP (V) in the BM of Mtb infected mice following 120 days of infection. Means are displayed ± SEM. *p<0.05, 

**p<0.01, ***p<0.001, ****p<0.0001. (A, F-H) One-Way ANOVA followed by Tukey’s Comparison Test, (C-E; S-V) Two-tailed Student’s T-

Test or (I-R) Two-Way ANOVA followed by Sidak’s, Tukey’s or Dunnett’s Multiple Comparisons Test. In A, C-H and S-V each symbol in bar 
graph represents an individual animal.  
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Figure 4.8.6: Iron dysregulation in the BM promotes the susceptibility to TB. (A) Schematic of the generation of FthΔ/Δ mice. (B-C) Frequency 

and number of CMPs (B) and GMPs (C) in the BM of FthΔ/Δ mice. (D) Schematic of the generation of BM-Fth-/- chimeric mice. 8 weeks after 

reconstitution, mice were treated with tamoxifen for 5 days. (E) Immunoblot of ferritin expression in the BM cells of chimeric mice post-tamoxifen 
or vehicle control treatment. Actin was used as a loading control. (F) Frequency (left panel) among BM cells and total cell counts (right panel) of 

CMPs in the BM-Fth+/+ or BM-Fth-/-   chimeric mice. Relative accumulation of iron (Fe2+) in mitochondria (G) or disrupted mitochondria (H) in the 

CMPs of BM-Fth+/+ or BM-Fth-/- mice. (I) BMDM derived from the BM cells of BM-Fth+/+ or BM-Fth-/- mice were infected with Mtb (H37Rv; MOI 
1) and the number of CFU was determined at different time points after infection. (J-N) BM-Fth+/+ or BM-Fth-/- chimeric mice were infected with 

Mtb through aerosol route.  Bacterial burden in the BM (J), liver (K), spleen (L) and lung (M) of BM-Fth+/+ or BM-Fth-/- chimeric mice day 28 post 

aerosol Mtb infection. (N) Survival of aerosol-infected BM-Fth+/+ or BM-Fth-/-.  Means are represented ± SEM. *p<0.05, **p<0.01, ***p<0.001, 
****p<0.0001 determine by One-way ANOVA followed by Tukey’s Multiple Comparison Test (B-C), Two-tailed Student’s T-Test (F-H; J-M), 

Two-way ANOVA followed by Sidak’s Multiple Comparison Test (I) or log-rank test (N). In figures B-C, F-H and J-M each symbol represents an 

individual mouse. 
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Figure 4.8.7: Mtb-iv infection causes BM exhaustion and has long-term negative effects on BMDM training. (A) Model of the mixed chimera 

experimental plan. (B-C) At 4-week intervals post-reconstitution, leukocytes from the peripheral blood were phenotyped by flow cytometry and 

expressed as percentage of total blood leukocytes (CD45.1+ versus CD45.2+ as a frequency of total CD45+ cells). (D-L) After 16 weeks of 

reconstitution, mice were sacrificed and their BM phenotyped to compare frequencies of donor HSC, progenitor and effector cells. Percentages are 

expressed as a frequency of total CD45+ cells. (M) Schematic of secondary engraftment experiment. Following 20 weeks of secondary 

reconstitution, BM were harvested and the total LKS (N), LT-HSC (O) and CMP quantified (P). (Q-R) 5000 BM cells were cultured in MethoCult 
media. After 10-12 days, total CFU were counted (Q) and CFU were harvested and phenotyped by flow cytometry ®. (S) BMDM from each group 

were differentiated from BM cells and infected in vitro with Mtb (H37Rv; MOI 1) and CFU were quantified at the indicated time points. (T-U) 

Number of genes up and down-regulated by Mtb and BCG in each cluster (abs(logFC)>0.1 & FDR<0.05) of LKS (T) and myeloid progenitor cells 
(U) Gene Set Enrichment Analyses in genes ranked according to BCG (left column) or Mtb effects (right column) in the monocytes precursors 

cluster (GMP_MonP), from most significant up-regulation -red- to most significant down regulation -blue-. (W). Distribution of expression levels 

in the monocyte precursor cluster (GMP_MonP) for gene set average markers in four different Hallmark gene sets that show differences between 
treatments. (X) Expression of Il6ra and Flt3 in the GMP_MonP cluster. Means are represented ± SEM. *p<0.05, **p<0.01, ***p<0.001, 

****p<0.0001. Two-way ANOVA followed by Sidak’s Multiple Comparison Test (B and C; R and S), One-way ANOVA followed by Tukey’s 

Multiple Comparison Test (N-Q), Two-tailed Student’s T-Test (D-L). In B and C, only significant differences occurring at 16 weeks where labelled. 
In D-L and N-P each symbol represents a unique mouse and in Q each symbol is a replicate of 5000 cells/mouse. 
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PREFACE TO CHAPTER 5 

As introduced in chapter 1, the influenza vaccine fails to provide reliable protection 

through the conventional strategy of generating long-lived homologous memory responses, due in 

part to the highly mutative nature of influenza viruses. Despite some recent advances in universal 

vaccine design by targeting different, more conserved components of the virus, as of yet no 

approved alternative exists. Therefore, novel vaccination strategies that afford better and longer-

lived protection are urgently needed. In chapter 4, we investigated the induction of trained 

immunity and uncovered how BCG and β-Glucan protect against virulent Mtb infection through 

reprogramming of HSCs to promote myelopoiesis and trained immunity. Interestingly, BCG 

vaccination is known to non-specifically protect against other infectious diseases in humans and 

experimental models (480). We hypothesized that inducers of trained immunity could, therefore, 

act as vaccines against IAV. Using our established BCG and β-Glucan immunization models, we 

found that both protected against lethal IAV infection, via host resistance and disease tolerance, 

respectively. Although the mechanisms of this protection are future directions of study, BCG 

vaccination generated a unique subset of CX3CR1 effector memory T-cells that homed to lung and 

responded to infection. Alternatively, BMDM from BCG-vaccinated mice exhibited trained 

immune responses against in vitro IAV infection. Taken together, inducers of trained immunity 

are intriguing novel vaccine candidates against IAV, perhaps through a combination of trained 

innate and adaptive responses. 
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5.1: Summary 

Vaccination is essential in disease prevention. Currently commercialized influenza vaccines that 

target the adaptive system fail to provide consistent and robust protection. Here, we explore the 

possibility of harnessing the power of trained immunity in vaccine against IAV.  
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5.2: Abstract 

Effective vaccines provide the greatest hope for disease control and eradication. Currently licensed 

vaccines aim to generate long-term protective memory responses by priming the adaptive response 

and are responsible for saving millions of lives per year. However, conventional strategies 

targeting highly specific adaptive immune responses have failed to consistently provide an 

effective vaccine against influenza viruses, due in large part to yearly strain variation of the viruses, 

and attempts to generate a more universal vaccine have yet to fully materialize. This suggests that 

new strategies are warranted. Here, we show that prophylactic administration of inducers of trained 

immunity Bacillus Calmette–Guérin (BCG) and β-Glucan are protective against H1N1 influenza 

A virus (IAV) infection. BCG generated a subset of CX3CR1-expressing T-cells that responded to 

IAV, as well as promoted trained macrophage responses. Further study is required to understand 

the exact nature of this protection, but our results provide evidence into the potential for trained 

immune in vaccine design.    

 

 

 

 

Keywords: Influenza, vaccination, trained immunity, BCG, β-Glucan 
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5.3: Introduction 

Seasonal influenza epidemics are responsible for substantial global health and economic 

burden, resulting in approximately 1 billion infections, 3-5 million cases of severe illness and 

between 300 000 and 500 000 deaths, primarily concentrated in those over 65 or under 2 (27). The 

major disease-causing influenza viruses are two influenza A viruses (IAV), an H3N2 and an H1N1, 

descendants of the 1968 and 1991 pandemics, respectively; and two influenza B viruses (IBV): 

Yamagata and Victoria (481). Because of the ability to undergo antigenic shift and cause 

pandemics, IAV remains the greatest threat to human health. To combat influenza infections, 

global vaccination campaigns exist and each year coverage reaches between 50 to 60% of 

recommended individuals in the United States, totaling between 162 and 169 million doses (482). 

Several vaccination types are routinely used, including inactivated influenza vaccine (IIV) and live 

attenuated influenza vaccines (LAIV) with recommendations for different age groups varying per 

region. These vaccines can either target both IAVs and a single IBV (trivalent), or both IAVs and 

IBVs (quadrivalent) (483). Yet, despite the substantial coverage and various options, effectiveness 

of the vaccine is usually low and variable, having been only 36% effective during the 2017-2018 

season (482). This low effectiveness is likely due to a combination of factors, including strain 

mismatch and poor immunogenicity, especially in older populations where the disease is most 

severe (484, 485). Thus, improved vaccines are needed against influenza viruses.   

Traditional influenza vaccine efficacy is measured primarily by its ability to generate 

neutralizing IgG against the hemagglutinin (HA) protein. However, this is a highly mutative region 

that is also poorly conserved between IAV subtypes (i.e. H3 versus H1) and, thus, necessitates 

yearly vaccination and multivalent formulas. Longer-lived and more universal vaccines better 

targeting the conserved stalk region of the HA protein, the neuraminidase (NA) protein, or 

cytotoxic T-cell responses against the well-conserved nucleoprotein (NP) have been explored 

(486). Today, clinical trials are ongoing with a stalk-targeting nanoparticle vaccine (487). Yet, to 

date no alternative vaccine has been approved for human use nor shown to be broadly protective. 

Ideal vaccine candidates would, therefore, already be approved for human use and universal in 

their protection to influenza and potentially other infections. 
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The innate immune system historically has been precluded from vaccine design due to its 

perceived lack of memory. Observation that innate immune cells can exhibit enhanced secondary 

memory responses through epigenetic and metabolic reprogramming, however, opened the door 

for their potential use in new vaccines (300). This process of innate immune memory is referred 

to as trained immunity, whereby innate immune cells are epigenetically reprogrammed by an initial 

stimulus to respond to a secondary and unrelated stimulus more robustly and heighten protection 

(105). The live vaccine against Mycobacterium tuberculosis BCG and the fungal pathogen-

associated molecular pattern (PAMP) β-Glucan are prototypical inducers of trained immunity 

(296, 302, 304, 395). BCG is the most widely deployed vaccine globally and has been shown to 

lower all-cause mortality in children compared to unvaccinated controls (480, 488). 

Experimentally, both BCG and β-Glucan have been shown to cross-protect against a variety of 

pathogens, including influenza (489, 490). However, the mechanism of this protection remains 

completely unknown. 

Early studies on BCG and trained immunity centred upon monocyte/macrophages and their 

enhanced production of cytokines (e.g. IL-1β) following the second stimulus (302). Effector 

leukocytes, like monocyte/macrophages, have a short lifespan, such that the relevancy of this 

training in vaccine design remained refractory. We recently showed, however, that if BCG 

accesses the bone marrow via intravenous administration rather than intradermal or subcutaneous, 

then it can “train” hematopoietic stem cells (HSC). This training is then passed on to further refined 

progenitor cells in the bone marrow all the way to mature macrophages, making them more 

protective against subsequent Mtb infection (304) and a similar mechanism has been shown for β-

Glucan (296, 395). Thus, inducers of trained immunity rewire hematopoiesis and seem to promote 

myelopoiesis and trained macrophage responses. However, it has also been proposed that 

heterologous T-cell responses may play a role in the cross-protection of BCG to viral infections 

(491). As a result, we speculated that the ability of BCG and β-Glucan to cross-protect is due their 

ability to induce trained innate and/or adaptive responses that protect against subsequent infection. 

In line with our hypothesis, we observed that both BCG and β-Glucan protected against lethal IAV 

infection. Finally, we propose that BCG induces trained immunity in macrophages and T-cells that 

may be responsible for the protection. 
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5.4: Results & Discussion 

BCG and β-Glucan cross-protect against lethal influenza infection via host resistance and 

disease tolerance, respectively 

 BCG and β-Glucan have been shown to be protective against a variety of unrelated 

pathogens through trained immunity; including Candida albicans, Mtb and an attenuated yellow 

fever virus (302, 304, 395, 492) in both mice and humans (493). They have equally been suggested 

to be protective against IAV, although the mechanism for this protection was entirely unexplained 

(489, 490). Thus, we sought to investigate the role of trained immunity in this protection. To begin, 

we infected WT mice intravenously vaccinated with BCG for 28 days with a lethal dose (90 PFU) 

of IAV and monitored morbidity and mortality. Although similar weight loss was observed in both 

groups (Fig. 1A), we observed a significant increase in survival in vaccinated mice (Fig. 1B). We 

found that the protection afforded by BCG against IAV was dependent upon host resistance 

mechanisms, as we observed a decrease in viral titres in the lung at day 3 post-infection (Fig. 1C), 

as well as a correlative increase in total active IFN-I (Fig. 1D) and IFN-β and IFN-α (Fig. S1A-

B). We also observed that β-Glucan was protective against IAV infection with mice receiving β-

Glucan exhibiting less weight loss and enhanced survival (Fig. 1E-F). This decreased 

susceptibility of β-Glucan-treated mice was, in contrast to BCG, not related to a reduction in viral 

load or enhanced resistance responses, as PBS control mice and β-Glucan-treated mice had similar 

viral loads and active IFN-I responses (Fig. 1G-H).  

Interestingly, both BCG and β-Glucan offer significant protection to a subsequent lethal 

IAV infection. However, they exhibit different mechanisms of protection (i.e. host resistance 

versus disease tolerance). Our results with β-Glucan offer novel insight into potential protection 

by vaccines that promote cross-protection via disease tolerance rather than host resistance. 

Similarly, these results offer potential for β-Glucan to be used independently or as an adjuvant in 

a conventional vaccine that enhances antiviral memory responses.     
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BCG vaccination generates a unique subset of CX3CR1-expressing T-cells that migrate into 

the lung parenchyma and other tissues   

 Having established the protective capacity of BCG-iv against IAV infection, we next 

sought to elucidate cell type(s) responsible for this protection. Previous work has shown that BCG 

generates a subset of CX3CR1-expressing T-cells (494). Although these cells are ineffective 

against Mtb, they have been shown to be protective against viral infection (495, 496). Beginning 

at 2 weeks post-vaccination and continuing until at least 4 weeks, we observed a significant 

enrichment of CX3CR1+ T-cells in the blood of vaccinated compared to unvaccinated mice (Fig. 

2A-B). Although both CD8+ and CD4+ CX3CR1+ were detected in the blood, there was a strong 

bias switch from CD8+ T cells at homeostasis towards CD4+ T cells, beginning at 3 weeks post-

vaccination (Fig. 2C). During Mtb infection, these T-cells remain in the vasculature, rather than 

migrate into the lung parenchyma and, as a result, fail to protect against Mtb (494). To see if these 

cells in the absence of Mtb infection home into the lung parenchyma, we performed intravascular 

CD45.2 staining (497), which allows for the differentiation between leukocytes in the vasculature 

and those in the parenchyma by in vivo and ex vivo staining of CD45.2. Double positive leukocytes 

are present in the vasculature, while those singularly positive are parenchymal (Fig. 2D). Using 

this technique, we found that following vaccination CX3CR1 T-cells did in fact penetrate the 

parenchyma and remained there until at least 4 weeks post-vaccination (Fig. 2E-F) and they 

exhibited similar proportions of CD4+ and CD8+ cells at 4 weeks (Fig. 2G). As previously reported 

(496), at 4 weeks post-vaccination, the vast majority of CX3CR1+ T-cells (both CD8+ and CD4+) 

in both the peripheral blood and the lung tissue were T effector memory (TEM) cells, as assessed 

by CD44hi and CD62L- staining (Fig. 2H-I). TEM cells are known for their production of effector 

cytokines and as such to determine if these CX3CR1+ T-cells were active against heterologous IAV 

infection, we infected 4-week vaccinated mice and evaluated IFN-γ production by intracellular 

cytokine staining. At day 3 post-IAV infection, a higher frequency of CX3CR1+ T-cells were 

positive for IFN-γ in the BCG-vaccinated than control mice, in the presence of PMA and 

ionomycin (Fig. 2J). Finally, we also observed an accumulation of CD8+ CX3CR1+ TEM in the 

bone marrow of vaccinated mice, albeit to a lesser extent than the blood and lung (Fig. 2K-M). 

Interestingly, these cells are known to support the number and differentiation capacity of HSCs in 

the bone marrow (498). Additionally, as a source of IFN-γ, they may provide the pro-myelopoiesis 
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signal that BCG elicits to imprint HSCs to promote trained immunity in other models (304, 498, 

499). Certainly, further investigation of this T-cell subset in the bone marrow is warranted.     

Taken together these results show that BCG vaccination generates a unique subset of T-

cells that express CX3CR1 and are active against heterologous IAV infection, suggesting they may 

contribute to control of IAV early upon infection, already being primed in the lung. On the other 

hand, the polysaccharide PAMP β-Glucan does not generate this population of conventional T-

cells (Fig. S1C), arguing for alternate methods of protection via disease tolerance in these mice. 

Although T-cells are usually regarded for antigen-specific responses, the observation that 

unconventional T-cell responses elicited by BCG may contribute to heterologous protection to 

pathogens has been proposed (491, 500). In this vein, our findings support the notion that BCG 

vaccination may cross-protect by promoting unconventional heterologous T-cell responses. 

 

Bone marrow-derived macrophages from BCG-vaccinated mice are trained and exhibit 

heightened cytokine production against in vitro IAV infection 

 Innate immunity is investigated as the primary mechanism behind trained immunity and 

heterologous protection, given its non-specific responses to pathogens. To examine any early 

differences in the innate cellular response to vaccination/infection in the lung, we began by 

phenotyping the innate compartment of 3-day infected mice that had been vaccinated for 28 days, 

as well as PBS controls. We observed no differences in the recruited innate cellular response to 

infection in vaccinated and unvaccinated mice (Fig. 3A). However, despite no differences in the 

quantity of innate immune cells in the lung, trained immunity is demarcated by an enhanced quality 

of responses to a secondary stimulus rather than quantity. Therefore, given the importance of 

macrophages in response to IAV (66, 154, 174) and in line with findings by us and others that 

BCG trains BMDM (302, 304), we wondered if BCG trained macrophages to potentially contribute 

to immunity against IAV. To assess this, BMDM from 28 day-vaccinated mice were infected with 

IAV in vitro and their cytokine profile investigated. In the absence of infection, vaccinated and 

unvaccinated macrophages behaved the same; however, upon infection, macrophages from BCG-

vaccinated mice elicited a stronger response, producing more TNF-α (Fig. 3B) and active IFN-I 
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(Fig. 3C). Thus, heightened inflammatory and antiviral cytokine responses by trained 

macrophages may contribute to the protection afforded by BCG against IAV and that the 

contributory cellular mechanisms to this phenomenon may be multifaceted, requiring both trained 

innate and adaptive responses.  

The recent realization that memory responses are not restricted to the adaptive arm of 

immunity, but are also conveyed by innate immune cells, has led to a flurry of activity in 

understanding trained immunity and potentially harnessing its value in a clinical setting. Since 

then, both BCG (the live attenuated vaccine against Mtb) and β-Glucan (a polysaccharide-based 

PAMP) have emerged as major inducers of trained immunity, with study primarily focussed on in 

vitro stimulation of monocyte/macrophage populations in the heightened response against 

secondary infection (302, 501). Yet, the ability to exploit trained immunity in long-lasting 

protection against infection and incorporation into vaccine design seems to be dependent upon the 

reprogramming of hematopoietic stem cells (HSC), which then transmit this protective signature 

to effector cells over the course of the host’s lifetime (304, 502) through alterations in 

hematopoiesis (296, 304). In addition to innate responses, non-specific T-cell responses have 

equally been thought to play a role (491, 500). 

 Although cross-protection against viruses, including IAV, has been appreciated by BCG 

and β-Glucan before (489, 490), how this protection occurs is unknown. In this study we sought 

to determine the potential ability of BCG and β-Glucan to protect against H1N1 IAV infection and 

if this protection was due to heterologous trained responses of the innate and/or adaptive immune 

systems. Our results confirm that both BCG and β-Glucan do protect against lethal H1N1 IAV 

infection. While BCG enhances host resistance responses, β-Glucan protects against IAV by 

promoting disease tolerance, adding further evidence to the importance of disease tolerance in 

immunity to infectious diseases (106), as well as novel considerations for vaccine design that 

canonically focus on enhancing disease tolerance.   

Despite the fact our study did not fully ascertain the cell type required for the observed 

protection of BCG vaccination or β-Glucan administration against IAV, it does suggest that 

multiple immune cells may be involved from both the innate and adaptive arms. In Figure 2, we 

describe a unique subset of α/β T-cells that are generated in response to BCG vaccination within 
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the first 2 weeks, which express CX3CR1 and have a majority TEM profile. These cells exhibited 

effector function (i.e. IFN-γ production) in the lung during IAV infection, which may contribute 

directly to viral killing, and also homed to the bone marrow. Interestingly, CD8+ TEM cells are 

known to support HSC function and hematopoiesis (498). Moreover, we have shown the 

importance of IFN-γ signalling in the bone marrow in promoting HSC expansion and the protective 

imprinting of HSCs to promote trained macrophage responses (304). It is intriguing to speculate 

that the generation of this T-cell subset following systemic BCG administration may then provide 

IFN-γ to imprint HSCs to promote the trained macrophage responses observed in Fig. 3B-C that 

restrict viral replication and/or contribute to wound healing. Certainly, further validation of this 

concept is required using adoptive transfer models and Ifngr-/- or TCRα/β-deficient mice. 

Additionally, transfer of BCG-trained macrophages into the airways of IAV-infected mice would 

provide confirmation of their importance in the protective signature of BCG against IAV. Finally, 

although this study and one by Spencer et al. (489) support cross-protection of BCG against H1N1 

IAV, recent work using a highly pathogenic avian influenza (H7N9) virus showed no protection 

following intravenous BCG administration in mice (503). Thus, it is possible that the ability of 

BCG to cross-protect against IAV is strain-specific. However, in that study BCG was administered 

7 days prior to infection, which precedes the enrichment of the CX3CR1+ T-cells that we observed. 

More investigation into the strain-specificity of BCG against IAV, as well as longer vaccination 

periods prior to infection are required to resolve this dichotomy.    

Taken together, our results suggest that both live BCG vaccine and the polysaccharide 

PAMP β-Glucan protect against H1N1 IAV infection, by promoting host resistance and disease 

tolerance, respectively, as well as providing a potential cellular mechanism for the protection 

elicited by BCG. Continued study into the nature of both trained innate and adaptive immune 

responses in response to BCG and β-Glucan will likely contribute to future vaccine design.    
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5.5: Materials & Methods 

Mice. Six- to ten-week old CD45.2 C57BL/6J mice were housed and bred at the RI-MUHC, 

Montreal, QC, Canada. All animal studies were conducted in accordance with the guidelines of, 

and approved by, the Animal Research Ethics Board of McGill University (project ID: 5860). Mice 

were housed under SPF conditions with ad libitum access to food and water. Experiments were 

conducted using male and female sex- and age-matched mice that were randomly assigned to 

experimental groups. 

Bacterial culture. BCG-TICE was grown in 7H9 broth (BD) supplemented with 0.2% glycerol 

(Wisent), 0.05% Tween80 (Fisher), and 10% albumin-dextrose-catalase (ADC) under constant 

shaking at 37° C.  For experiments, BCG bacteria in log growing phase (OD 0.4 – 0.9) were 

centrifuged (4000 RPM, 15 minutes) and resuspended in sterile PBS. Single cell suspensions were 

obtained by passing the bacteria 10-15 times through a 22G needle (Terumo). 

Viruses & Infection. All in vivo infections were performed using mouse adapted influenza 

A/Puerto Rico/8/34 (H1N1) virus (IAV), kindly provided by Dr. Jonathan A. McCullers (St. Jude 

Children Research Hospital). Mice were challenged intranasally (in 25μL PBS) with IAV at a 

sublethal dose of 50 PFU or a lethal dose (LD50) of 90 PFU. 90 PFU was used for the survival 

experiments in Fig. 1B and Fig. 1F. For all other experiments, 50 PFU was used. During survival 

experiments mice were monitored twice daily for signs of duress and weighed daily. Mice reaching 

75% of original body weight were considered moribund and sacrificed.  Viruses were propagated 

and isolated from Madin-Darby Canine Kidney (MDCK) cells and titrated using standard MDCK 

plaque assays. MDCK cells were obtained from the American Type Culture Collection and 

maintained in Dulbecco’s modified Eagle medium enriched with 10% (v/v) FBS, 2 mM L-

glutamine and 100 U ml−1 penicillin/streptomycin. 

BCG vaccination of mice. Throughout the study, mice were intravenously (iv) vaccinated with 

BCG-TICE with a dose of 1x106 single-suspended bacteria in 100µl PBS, unless otherwise 

indicated. 

β-Glucan treatment. C57BL/6J mice were treated with 1mg/mouse i.p. of β-glucan (Sigma, 

catalogue #G5011) at day 0 and day 3. Mice were infected at day 7. 
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Flow Cytometry. Lung tissues were perfused with 10 mL of PBS, harvested and minced before 

collagenase digestion (150 U mL−1) for 1 h at 37 °C. Lungs were passed on a 40 µm nylon mesh, 

and red blood cells were lysed. Then total cell counts were determined with a haemocytometer, 

and two to three million cells were used for staining. For peripheral blood staining, the blood was 

collected by cardiac puncture in a BD Microtainer tube and stained extracellularly; red blood cells 

were then lysed. For innate and adaptive cells, cells were initially stained with eFluor-506 viability 

dye in PBS (eBioscience; 20 min; 4 °C), washed and surface stained with anti-CD16/32 (BD 

Biosciences) in 0.5% BSA/PBS solution to block non-specific antibody interactions with Fc 

receptors (10 min; 4 °C). Cells were then surface stained with combinations of  PE-CF594-

conjugated anti-SiglecF, BUV395-conjugated anti-CD11b, PerCP-eFluor780-conjugated anti-

Ly6G, fluorescein isothiocyanate (FITC)- or allophycocyanin (APC)-conjugated anti-Ly6C, APC-

eFluor780-conjugated anti-F4/80, BV421-conjugated anti-CD11c, FITC- or BUV395-conjugated 

anti-CD45.2 or APC-conjugated anti-CD45.1, Pe-Cy7-conjugated anti-CD3, BV786-conjugated 

anti-CD127, APC- or BUV737-conjugated anti-NKp46, BV421-conjugated anti-CD49b, PE-

conjugated anti-CD49a (all from BD BioScience, except anti-Ly6G from eBioscience), or BV-786 

conjugated anti-CX3CR1 (BD Bioscience). For experiments involving intracellular cytokine 

staining (ICS), 2x106 lung cells were incubated for 4 hours at 37° C in the presence of 

PMA/Ionomycin and Brefeldin A (Cell Activation Cocktail; BioLegend) or GolgiPlug control (BD 

Biosciences). Cells were then stained extracellularly, fixed and permeabilized using BD 

Cytofix/Cytoperm (BD Biosciences), before being stained intracellularly for PECF594-conjugated 

anti- IFN-γ (BD Biosciences).       

In all experiments, cells were then fixed with 1% PFA for 1 hour, washed and acquired in 0.5% 

BSA/PBS solution. Flow cytometry acquisition was performed using BD LSRFortessa X-20 (BD 

Biosciences) with FACSDiva Software version 8.0.1 (BD Biosciences). Analysis was performed 

using FlowJo software version 10 (Tree Star). 

 

Generation of BMDM. Murine Bone Marrow-Derived Macrophages (BMDM) were isolated 

following aseptic flushing of tibiae and femurs of eight- to ten-week-old mice. Macrophages were 

differentiated from bone marrow precursors for 7 days in RPMI-1640 supplemented with 30% 



ccxvi 

 

(vol/vol) L929 cell- [American Type Culture Collection (ATCC)] conditioned medium, 10% 

(vol/vol) FBS, 2 mM L-glutamine, 1 mM sodium pyruvate, 1% essential and nonessential amino 

acids, 10mM HEPES and 100 U/mL penicillin/streptomycin. In vitro, BMDM were seeded in 

tissue culture plates the day before infection and infections were performed in fresh medium 

lacking L929 cell-conditioned medium with a multiplicity of infection (MOI) of 0.25. 

Total bioactive IFN-I assay. Secretion of total active IFN-I (both IFN-α and IFN-β) in cell culture 

supernatants was assessed using the B16-Blue IFN-α/-β reporter cell line for murine samples or 

HEK-Blue IFN-α/-β reporter for human samples (both from InvivoGen), according to the 

specifications of the manufacturer. B16 cells were maintained in RPMI supplemented with 10% 

(v/v) FBS, 2 mM L-glutamine and 100 U ml−1 penicillin/streptomycin. 

ELISA. IFN-β/α levels in infected lungs were measured using a VeriKine Mouse IFN-β or IFN-α 

ELISA kit (PBL Assay Science). TNF-α was measured in tissue culture supernatants (R&D 

Systems). All measured according to the manufacturer’s instructions.  

Statistical analysis. Data are presented as means ± s.e.m. Statistical analyses were performed 

using GraphPad Prism version 8.0.2 software (GraphPad). Statistical differences were determined 

using a two-sided log-rank test (survival studies), one-way analysis of variance (ANOVA) 

followed by Sidak’s multiple comparisons test, two-way ANOVA followed by Sidak’s or 

Dunnett’s multiple comparisons test, or two-tailed Student’s T-Test, as outlined in the Figure 

Legends. All means are depicted ± SEM with significance denoted by * p<0.05, ** p<0.01, 

***p<0.001, ****p<0.0001.  
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5.7: Figures 

 

 

 

 

Figure 5.7.1: Inducers of trained immunity provide protection against H1N1 IAV infection. (A-D) Mice were vaccinated for 28 days with 

BCG and then infected with 90 PFU (A-B) or 50 PFU (C-D) of IAV. Morbidity (A) and mortality (B) of mice following infection. Pulmonary viral 
loads (C) and active type I IFN (D) at various timepoints post-infection. (E-H) Mice were administered β-Glucan for 7 days and infected with 90 

PFU (E-F) or 50 PFU (G-H) and morbidity (E), mortality (F), pulmonary viral loads (G) or active type I IFN (H) were assessed. Means are 
represented ± SEM. For survival experiments in A and F differences were determined by Log-rank Test and Two-way ANOVA followed by Sidek’s 
Multiple Comparisons test in all other panels. 
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Figure 5.7.2: BCG vaccination generates CX3CR1-expressing T-cells (A-L) Mice were vaccinated with BCG. (A) Representative FACs plots 

of CX3CR1 expression on T-cells at various times in the blood post-vaccination as quantified in (B). (C) Expression of CD4 or CD8 on CX3CR1 

T-cells. (D) Representative FACs plot illustrating differential vasculature/parenchymal staining.  (E) Representative FACs plots of CX3CR1 
expression on T-cells at various times post-vaccination in the lung as quantified in (F). (G) Expression of CD4 or CD8 on CX3CR1 T-cells. Effector 

profile of CX3CR1 T-cells in the blood (H) or lung (I). Left panels are representative FACs plots as quantified in the right panels. (J) Production of 

IFN-γ by CX3CR1 T-cells in the lung with the left panel representing the FACs enumerated in the right panel. (K) Levels of CX3CR1 T-cells in the 
bone marrow and broken down by CD4 and CD8 expression (L) and effector profile (M). Means are represented ± SEM. Differences were 

determined by One-way ANOVA followed by Tukey’s multiple comparisons test in (B, F, K and H, I, M), two-way ANOVA followed by Sidak’s 
multiple comparisons test in C, G and L or two-tailed Student’s t-test in J.  
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Figure 5.7.3: BCG vaccination promotes trained immunity to IAV. (A) Mice were vaccinated for 28 days with BCG, or not and infected for 3 

days with IAV. Total cell counts of recruited innated immune cells in the lung post-infection were determined by flow cytometry. (B-C) BMDM 

from vaccinated or control mice were generated and infected in vitro with IAV and levels of TNF-α (B) or active type I IFN were evaluated in the 

tissue culture supernatants at various timepoints post-infection. Means are represented ± SEM. Differences were assessed by two-tailed Student’s 

T-test in (A) or two-way ANOVA followed by Sidak’s multiple comparisons test in B and C.  

 

  



ccxxi 

 

 

 

 

 

 

 

CHAPTER 6:  

DISCUSSION, MAIN CONCLUSIONS AND FUTURE 

DIRECTIONS 
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 In 1580, the first consensus influenza pandemic occurred; yet the causative agent, IAV, 

remained a mystery for centuries. Following the 1918 pandemic, mounting efforts led to the 

isolation of the virus and, in 1933, a seminal study by Smith, Andrewes and Laidlaw used filtered 

throat washes from an infected human to transmit the disease to ferrets (504). In 1935, Sir Frank 

Macfarlane Burnet propagated IAV in the allantoic fluid of hen embryos for the first time (505), 

allowing for a boom in laboratory experimentation with the virus. Since then, decades of research 

have culminated in considerable understanding of the nature of the virus and the host’s response 

to infection, helping to mould the paradigm that host defense to infectious disease is comprised of 

both resistance mechanisms (directly antiviral) and tolerance mechanisms (tissue damage 

prevention/repair) (506). But despite this, since its isolation, three other pandemics have arisen 

and yearly mortality still climbs to half a million per year in the absence of effective antivirals or 

vaccines. Thus, it was the goal of this work to further interrogate mechanisms of the immune 

response to influenza, in hopes of discovering novel targetable immunotherapies. The overarching 

findings of this thesis aim to enhance immunity against IAV infection at three levels: 1) host 

resistance, 2) disease tolerance and 3) trained immunity.  

 

6.1: Phases of the immune response: resistance versus tolerance  

The lung is a dynamic and intricate microenvironment with the indispensable function of 

providing oxygen to the entire body. As many pathogens are transmitted by respiratory droplets 

and/or aerosols like influenza, the lung faces the constant challenge of being exposed to invasion 

by pathogens. Thus, it is essential that the pulmonary immune response effectively “dials” to kill 

pathogens in the lung, while avoiding overt tissue damage and immunopathology. Although the 

interplay and overlap in kinetics involved in this regulation is appreciably complex due to nature 

of the immune response, conceptually, the magnitude of immunity can be stratified into an early 

resistance phase and a later tolerance phase (Figure 6.1).  



ccxxiii 

 

       

Resistance
Phase

0 3 6 9 12 15 18

Time Post-infection (Days)

R
e
la

ti
v
e
 V

ir
a
l 
T

it
re

s
R

e
la

tiv
e
 In

fla
m

m
a
tio

n

Viral Load Inflammation

Tolerance Phase

 

Our studies in chapters 2 and 3 contribute to this notion of a phasic immune response to 

IAV. In chapter 2, we delineated a pathway of host resistance in pulmonary macrophages that was 

dependent upon RIPK3-mediated production of IFN-I (particularly IFN-), which was important 

over the first six days of infection when viral titres are highest. In RIPK3-deficient mice, this initial 

reduction in pulmonary IFN-I led to elevated viral loads and susceptibility to infection. The IFN-

I response by macrophages is a very well-established and broadly-studied resistance mechanism 

to influenza and other viruses (507). Classical induction of IFN-I to IAV proceeds via RNA sensing 

by the PRR RIG-I that interacts with MAVS at the mitochondrial membrane, followed by a cascade 

of TBK1/IRF3 signalling and the initial wave of IFN-β (507). Our results add RIP kinase family 

members as novel mediators of this pathway. Both RIPK1 and RIPK3 are critical regulators of 

programmed necrosis and can work synergistically or antagonistically in their varied cellular 

functions (436). Similarly, we observed antagonism of RIPK1 and RIPK3 at the MAVS/RIG-I 

interface, although our observations represented the first description of this interaction in the 

production of IFN-I.  

Moreover, RIPK3-mediated necroptosis is also known to be highly antiviral and 

inflammatory, coordinating both innate and adaptive immune responses (508). During influenza 

Figure 6.1: Two phases of immunity to IAV. Immunity to influenza can be conceptualized as two phases: 1) The host 

resistance phase that is concerned with viral clearance and 2) The disease tolerance phase where the tissue returns to 

homeostasis. Note the pivot point at ~day 6 post-infection. 
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infection, this structural cell necroptosis is important in host resistance by rapidly removing the 

optimal niche of replication, during the first few hours to days of infection (222). This dual function 

in host resistance places RIPK3 at a unique evolutionarily perspective in immunity to IAV. The 

IFN-I response is highly conserved phylogenetically, being expressed in ancient cartilaginous fish, 

while the necroptosis machinery is poorly conserved and confined to restricted classes of upper 

vertebrates. Interestingly, IFN-I is a known inducer of necroptosis in mammals (327) and while 

IAV encodes several levels of IFN-I antagonism, as introduced in chapter 1, no known inhibitors 

of necroptosis are expressed by IAV. We speculate that the necroptosis pathway may have evolved 

as a counter to IAV inhibition of IFN-I and cellular apoptosis, such that early IFN-I responses by 

macrophages promote necroptosis in structural cells with the goal of quick inhibition of viral 

replication. As such, the RIPK3/IFN-I/necroptosis pathway may represent a rapid host resistance 

strategy that provides an upper-hand against influenza infection.  

An important caveat of our study is that we utilized a full-body RIPK3-deficienct mouse, 

such that both the IFN-I and necroptotic pathways are compromised. Utilization of conditional 

knockout mice, such as RIPK3flox/flox/LysMcre to specifically knockout RIPK3 in the myeloid 

compartment, would serve to increase our knowledge of the interplay between RIPK3-mediated 

IFN-I production by myeloid cells and RIPK3-mediated necroptosis in structural cells. 

Furthermore, the IFN-III pathway is also confined to upper level vertebrates, suggesting more 

recent evolution than IFN-I. As mentioned in chapter 1, IFN-III production and signalling are 

primarily restricted to the upper airway epithelial cells, rather than leukocytes (117, 144). Neither 

a potential role for RIPK3 in IFN-III production nor the potential of IFN-III to induce necroptosis 

has been investigated; yet, because IFN-III signalling is not known to be potently inflammatory, 

we speculate that IFN-III is independent of these other pathways. This remains to be 

experimentally tested, however.  

Our results in chapter 2 also outline the importance of regulated host resistance responses 

in setting the tone for subsequent disease tolerance responses. As early viral loads were elevated 

in Ripk3-/- mice, the inflammatory response and virus-induced tissue damage from days 3 to 6 post-

infection were also greater in magnitude. Thus, disease tolerance mechanisms were equally 

compromised, being insufficient to combat the exacerbated tissue damage caused by the attenuated 
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resistance responses, as illustrated by greater inflammation at day 9 post-infection in the Ripk3-/- 

mice. This illustrates one way by which IAV infections can become fatal. By failing to restrict 

early viral replication, an overrun immune response unleashes a sequela of inflammation and 

respiratory insufficiency. Similarly, previous work in our lab showed that enhancing antiviral 

immunity through inhibition of MPGES-1 (the specific enzyme in the production of the lipid 

mediator PGE2) led to elevated antiviral immunity shortly post-infection (day 3). This promoted 

better disease tolerance at later timepoints post-infection due to the faster viral clearance, such that 

there was reduced inflammation at day 12 and increased survival (154). Conceptually, these studies 

highlight the intimate tethering of early resistance responses and later tolerance responses, where 

there is a viral titre/inflammatory threshold that cannot be surpassed, or there is a break in disease 

tolerance and, ultimately, mortality (Figure 6.2).  

 In chapter 3, we described a previously unknown role for CypD in disease tolerance to 

influenza infection. In contrast to our RIPK3 model explored in chapter 2, for the first 6 days of 

infection we observed no significant changes between WT and CypD-/- mice, as they exhibited 

equal pulmonary IFN-β production, viral loads and lung damage. However, beginning at day 7, 

CypD-deficient mice began to display enhanced epithelial cell damage, which was secondary to a 

loss of IL-22 production by NK cells. Other studies have shown that the epithelial protective 

cytokine IL-22 is required in disease tolerance to IAV infection and that NK cells represent a 

Figure 6.2: Mortality to IAV caused by insufficient host resistance responses. (A) Adequately regulated host resistance 

responses that resolve, or (B) insufficient and dysregulated resistance responses that cause prolonged elevated viral titres and 

fatal tissue damage. This scenario illustrates what we described in Chapter 2 in Ripk3-/- mice. 
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necessary source (242, 243). However, our observation that mitochondrial CypD is required for 

its induction by NK cells provides a novel molecular mechanism of the NK cell/IL-22 axis in 

disease tolerance. How exactly CypD regulates the activation of NK cells and the production of 

IL-22 remains to be determined. Our finding that day 7 represented the timepoint where differences 

in lung damage were first pronounced fits into the conceptual framework of the duality of the 

immune response. Collectively, our data suggest that day 6/7 represents a critical pivot-point 

between these resistance and tolerance phases. This aligns well with clinical observations that 

suggest viral shedding occurs for the first 2-8 days post-infection (resistance phase) that can then 

be followed by weeks of resolving inflammation (tolerance phase) (509).  

Bone marrow-residing HSCs and progenitors give rise to all circulating leukocytes and, 

therefore, represent ground zero of the immune response. In addition to its role in mature NK cells, 

we found that CypD facilitates NK cell lymphopoiesis by sequestering p53-dependent cell death 

in progenitors. We had previously established the importance of CypD in disease tolerance to 

Mycobacterium tuberculosis infection by regulating T-cell responses (352). Although the bone 

marrow was not investigated in the Mtb study, our work here hints at additional roles for CypD in 

lymphopoiesis (T cell and NK cell hematopoiesis) that have profound consequences on effector 

cell function. Similarly, in addition to their well-documented requirements in effector leukocyte 

responses, an emerging function for RIPK3, necroptosis and IFN-I in regulating hematopoiesis has 

been described (271). Our work in chapter 4 added to this emerging concept of hematopoietic and 

effector function of RIPK3. We found that Mtb-induced IFN-I responses in the bone marrow led 

to RIPK3-dependent necroptosis of myeloid progenitors (CMP/GMP) that supressed myelopoiesis 

and contributed to Mtb pathogenesis. In addition, we had previously described a detrimental role 

for RIPK3 in immunity to Mtb through Mtb-induced macrophage necroptosis, which facilitated 

pulmonary bacterial dissemination (314). Thus, in contrast to its multi-protective role to IAV, 

RIPK3 contributes to TB progression through at least two distinct functions in the lung and the 

bone marrow, underscoring the complex specificity of host-pathogen interactions to pulmonary 

infections. In general, we propose greater investigation of protein function in both peripheral 

effector responses and centralized bone marrow hematopoiesis is warranted to gain more complete 

understanding of immune coordination.  
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Previous work by us (150) and others (229) has outlined the fundamental importance of 

maintaining the pulmonary epithelial/endothelial barrier in immunity to IAV and particularly in 

disease tolerance. We have recently delineated the requirement for the lipid mediator LTB4 in 

potentiating the production of IFN-I (specifically IFN-α) to dampen the proliferation of 

inflammatory monocyte-derived cells. These inflammatory monocyte-derived cells damage the 

lung epithelium by secreting high levels of TNF-α and NO, such that by inhibiting proliferation of 

these cells, LTB4 indirectly helps maintain the lung epithelial barrier by acting on myeloid cells 

(150). IL-22 signalling, on the other hand, is almost exclusively confined to structural cells, as 

immune cells are devoid of the receptor of IL-22 (IL-22R1). Following ligation, IL-22 induces a 

pro-survival, proliferative state in structural cells to repair the tissue (510). Thus, both immune and 

structural cell responses (i.e. LTB4 versus IL-22) are needed in disease tolerance during the highly 

symptomatic late stages of influenza infection. Broadly, our work with the CypD-/- mice adds to 

the mounting literature that suggests maintenance of the pulmonary epithelial/endothelial barrier 

is the crux of disease tolerance to influenza. Through this, our chapter 3 findings outline a second 

manner by which IAV infections can go from resolving to fatal. Although CypD-deficient mice 

have intact host resistance responses, they fail to properly promote disease tolerance and these 

mice succumb to infection brought on directly by epithelial barrier destruction. Therefore, even if 

host resistance is intact, disease tolerance must be equally regulated (Figure 6.3).   

Figure 6.3: Mortality to IAV caused by insufficient disease tolerance responses. (A) Appropriately regulated disease tolerance 

responses that resolve and provide protection to IAV infection, or (B), despite identical virus clearance, a fatal immune response 

caused by\dysregulated disease tolerance can occur.  This situation was explored in Chapter 3 using CypD-/- mice. 
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Taken together, chapters 2 and 3 dictate how the time following infection orchestrates the 

magnitude of host resistance versus disease tolerance responses. Our results indicate that as viral 

loads begin to decline after day 6, host resistance responses wane and disease tolerance responses 

increase. A drop in viral shedding clinically, indicative of approximately 6 days post-infection, 

could represent an important timepoint for ceasing therapies that target resistance and substituting 

them for those that enhance tolerance. For example, intense study in our lab has centred around 

the kinetics of IFN-I over the course of IAV infection. Intriguingly, IFN-I acts in a biphasic manner 

to promote resistance then tolerance, assessed by the relative amounts of IFN-β (early stages, host 

resistance) and IFN-α (later stages, disease tolerance). We have shown how shortly following 

infection IFN-β is protective and contributes to antiviral immunity (1, 62, 154), while late-stage 

IFN-α had no effect on viral loads, but significant positive effect on disease tolerance (150). 

Therefore, it appears that close characterization of the nature of the IFN-I response (i.e. IFN-β 

versus IFN-α) may provide important insight into the phases of the immune response to IAV. In 

the same vein, in chapter 3, conventional NK cells were the critical source of IL-22 at day 7 post-

infection. However, NK cells begin to accumulate in the lung as early as 2 days post-infection 

(356) and as discussed in chapter 3, it appears that NK cells are important switches of resistance 

versus tolerance responses. At early stages, NK cells predominantly lyse infected cells to 

contribute to virus elimination; while at later stages, their function changes to disease tolerance 

and IL-22 production. Interestingly, IFN-I signalling activates inflammatory monocytes to produce 

IL-18. IL-18 is a major activator of NK cells and causes them to produce IFN-γ and become highly 

cytotoxic during viral infection (511). However, IFN-α signalling directly on NK cells suppresses 

their expression of IFN-γ, which is associated with immunosuppression (512). This raises the 

question whether early IFN-β followed by late IFN-α signalling on NK cells may contribute to 

their resistance versus tolerance responses. Certainly, this requires formal investigation.  

Finally, our findings in chapters 2 and 3 outline that RIPK3 and CypD each represent an 

attractive target of agonism for therapy against IAV. Collectively, the literature shows that the 

antiviral capacity of RIPK3 is at least two-fold, promoting IFN-I in macrophages and necroptosis 

of epithelial cells, with both mechanisms being protective. Similarly, CypD agonism in the lungs 

may contribute to enhanced NK cell activation and beneficial IL-22 production. However, 

targeting of these proteins has caveats. In addition to its role in NK cell maturation, CypD is a 
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critical regulator of leukocyte necrosis, which is highly inflammatory and potentially damaging. 

Thus, it can be envisioned that over-activation of CypD may, in fact, be detrimental by inducing 

pulmonary necrosis, as is often seen in fatal cases of IAV. Similarly, over-activation of RIPK3-

dependent necroptosis could promote detrimental levels of tissue damage and inflammation. 

Potentially, these concerns could be mitigated by considering the kinetics of infection and our data 

suggest that day 6 is the critical flex point, where therapies that target antiviral pathways (i.e. 

resistance; RIPK3) are replaced by those that ameliorate tissue damage (i.e. tolerance, CypD). 

Similarly, it is known that early or prophylactic administration of Poly (I:C) protects against IAV 

by inducing an IFN-I dependent antiviral state in the lungs. This protection lasted for 

approximately a month and could be added to the standard vaccine program (310).  However, this 

priming of the lungs with IFN-I, causes susceptibility to chronic Mtb infection (426, 513) and/or 

the promotion of autoimmune diseases (514). Therefore, understanding the cellular and molecular 

mechanisms of the early phase (host resistance) followed by later phase (disease tolerance) will 

provide novel targeted immunotherapy against IAV and other diseases.  

Importantly, all the previously discussed therapies targeting the immune response only 

serve to attenuate disease severity, but cannot prevent infection. As we will discuss in the following 

section, improved vaccine design is the most effective strategy against infectious disease, as it 

entirely prevents disease.    

 

6.2: Harnessing the power of immune training in vaccination against influenza 

 Vaccination is the only strategy for disease eradication. Smallpox remains the sole disease 

directly eradicated by human intervention, with polio considered the next and closest target. Both 

of these diseases have vaccines with nearly 100% efficacy that offer lifelong immunity and nearly 

complete global coverage. Despite extensive yearly vaccination campaigns and considerable 

population coverage, current influenza vaccines fail to provide consistent or even adequate 

protection, providing between 10-60% protection annually over the last 15 years (277). 

Furthermore, even if highly effective any given year, influenza vaccines do not readily convert 

into long-lasting immunity, due to the presence of multiple circulating strains and high mutation 
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rates of the globular hemagglutinin head, which is the target for the majority of anti-influenza 

neutralizing antibodies. Thus, contemporary strategies exhibit limited promise for eradication or 

even a significant drop in global infections and, thus, every year IAV kills between 300 000-500 

000 people (27). Although, as we discussed in chapter 1, many promising strategies that improve 

upon the current vaccine and aim to develop a more universal vaccine are emerging. Yet, none 

have presently been approved, nor shown considerable increase in protection over the currently 

available vaccines. Collectively, this argues for a new strategy in vaccine design against influenza 

and potentially other pathogens.   

Adaptive immunity provides specific protection against its cognate antigen, which has both 

pros and cons. On the one hand, these memory responses can be long-lived and render a host 

immune for life by eliminating a pathogen prior to the establishment of infection. This is 

particularly true of B-cell-derived antigen-specific neutralizing antibodies, if they target highly 

stable epitopes of pathogens. Generation of this type of antibody is the basis for the vast majority 

of protection afforded by current vaccinations in humans. On the other hand, this antigen-

specificity fails to provide cross-protection and is susceptible to antigenic drift as seen in highly 

mutative viruses like influenza, being “blind” to dissimilar antigens even when they arise from the 

same pathogen or even protein. Interestingly, while innate immune cells respond to a multitude of 

PAMPs through various PRRs, they have been considered to possess no memory response and, 

therefore, offer little value in vaccine design. However, the vast majority of species (more than 

95%) solely rely on innate immunity for host defense (515), and, thus, it is empirical that a critical 

evolutionary trait like immunological memory would have evolved in this primitive branch of our 

immune system. The realization that innate immune cells can exhibit long-term “memory-like” 

changes to their effector program provided new opportunities in vaccine design (516). This 

concept, known as trained innate immunity, is driven by epigenetic and metabolic reprogramming 

that allows “trained” innate cells to respond more robustly to a non-specific secondary infection 

and provide cross-protection. Although trained immunity was first established in cells of the 

mononuclear phagocyte lineage (i.e. monocytes and macrophages), these cells have a relatively 

short lifespan and are, thus, unlikely to transmit their memory phenotype to their progeny and 

provide sustainable protection. Therefore, current vaccine strategies that directly target 

monocytes/Mφ may have limited capacity to generate sustained innate immune memory. One of 
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the goals of this thesis was to determine whether amplifying HSC reprogramming via trained 

immunity is a rational strategy for developing effective vaccines against influenza virus. We 

propose that harnessing trained immunity by reprogramming bone marrow HSCs/progenitors 

offers a novel approach for future vaccines against IAV and other pathogens. Our results in chapter 

4 lend credence to this proposal by highlighting the importance of cellular and molecular 

mechanisms in host-pathogen interactions in the bone marrow in the induction of trained 

immunity, while chapter 5 provides proof-of-concept for the capacity of non-specific inducers of 

trained immunity to protect against IAV. 

Seminal study on trained immunity revealed how intradermal delivery of the BCG vaccine 

trains peripheral blood monocytes of healthy human volunteers to respond more strongly to 

subsequent ex vivo and in vivo stimuli by a variety pathogens (302, 492).  However, the longevity 

of monocyte training is limited by the short half-life of circulating classical monocytes, which has 

been experimentally validated to be approximately one day (303). We recently showed that by 

delivering BCG intravenously rather than subcutaneously, it accessed the bone marrow and 

reprogrammed HSCs. This BCG-dependent imprinting of HSCs was then transmitted to mature 

macrophages that more effectively controlled Mtb growth in vitro and in vivo (304). In the current 

study in chapter 4, we extended these observations by comparing the hematopoietic response to 

BCG and the related virulent Mtb. Importantly, in contrast to BCG, Mtb conferred a detrimental 

signature on HSCs that contributed to its pathogenesis. Additionally, we found that HSC 

imprinting in response to both mycobacteria was durable and long-lived, being maintained for at 

least one-year post-initial exposure. These findings highlight that HSC exposure to pathogens can 

continue to shape the host’s immune response long after removal of the pathogen from the system. 

Taken together, our results argue for the importance of the HSC transcriptional signature in trained 

immunity and its consideration in vaccine design.  

Interestingly, our bulk- and sc-RNA-Seq experiments on bone marrow HSCs and 

progenitor cells outlined the magnitude of the IFN-I versus IFN-II signature in HSCs/progenitors 

as the major determinant of the hematopoietic response to Mtb and BCG, respectively. Chronic 

IFN-I signalling is known to negatively impact HSC health and leads to exhaustion through cell 

death (271, 419), while this contrasts to what is observed in immunity to IAV. During IAV 
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infection, acute low-levels of IFN-I signalling in the bone marrow is beneficial, by promoting 

protective monopoiesis (123) and reprogramming monocytes with a pre-emptive antiviral 

signature (273) that is enhanced upon arrival at the IFN-I rich lung parenchyma (517). Thus, the 

magnitude and timeframe of IFN-I responses in the bone marrow have considerable impacts on 

disease outcome. Collectively, although the reprogramming of bone marrow HSCs shows 

substantial promise in future vaccination strategies, this area of research is still in its infancy. More 

effort must go into mapping the pathways involved in the long-term protective (i.e. BCG and β-

Glucan) versus detrimental (e.g. Mtb) trained immunity. 

Finally, in chapter 5, we provide important proof-of-concept of the potential usage of 

inducers of trained immunity against IAV, by showing that both BCG (live vaccine) and β-Glucan 

(adjuvant) protect against lethal IAV infection. Given the recent study of trained immunity in 

cross-protection to unrelated pathogens, we speculate that this can potentially explain the 

remarkable protection against IAV infection. Despite the fact that the mechanisms of protection 

were not fully elucidated in our study, we provide some candidates, as BCG induces trained 

BMDM responses to IAV, as well as generates a novel T-cell subset that rapidly mobilizes in the 

lung parenchyma and produces cytokines upon infection. β-Glucan, on the other hand, does not 

induce this α/β T-cell population, which is not surprising given that it is an adjuvant, implying that 

HSC-mediated trained macrophage responses is responsible for the observed protection, as we 

have seen in immunity to Mtb (395). However, more rigorous investigation is required to identify 

the interplay between BCG/β-Glucan and trained immunity against IAV. Interestingly, our 

preliminary results suggest that BCG protects via IFN-I-mediated host resistance responses in the 

lung, while β-Glucan promotes disease tolerance. As vaccination has almost exclusively targeted 

host resistance mechanisms, these data provide impetus for the consideration of factors that boost 

disease tolerance in vaccine design. Thus, identifying agents that induce trained immunity with 

cross-protection capacity is a novel approach for developing vaccines against influenza and 

potentially other pulmonary infectious diseases, including coronaviruses. 
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6.3: Concluding remarks 

To conclude, immunity to influenza infection is complex and highly regulated, with many pathways 

involved in this regulation remaining unknown. Here, we outlined the intricate balance between host 

resistance and disease tolerance in returning the lung to homeostasis following influenza infection. 

Collectively, the work presented in this thesis provides evidence for three novel mechanisms of immunity 

to IAV: 

1. Host Resistance (RIPK3 interacts with MAVS to regulate type I IFN-mediated immunity 

to influenza A virus infection) 

2. Disease Tolerance (Cyclophilin D promotes disease tolerance to influenza A virus 

infection by licensing NK cell development and function) 

3. Vaccination (M. tuberculosis reprograms HSCs to limit myelopoiesis and impair trained 

immunity via a type I IFN/iron axis; Trained immunity as a vaccination strategy against 

influenza A virus infection) 

Together, we highlight that these pathways are instrumental in a regulated and coordinated immune 

response to IAV. Future efforts will be focused on how we can better target these pathways therapeutically 

against IAV infection.  

   Globally, our work provides expansion of the important evolutionary concept of the 

immunological arms-race against infectious disease. Highly evolved pathogens like IAV provide constant, 

substantial pressure on the host’s immune system to optimize its response and overcome viral immune 

subversion and manipulation. Better understanding of the entire landscape of the immune response will 

improve vaccination and clinical intervention to enhance the host’s immunity to IAV. It is our hope that 

this and future study will help achieve this goal.      
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APPENDIX 1: 

 

 

Appendix 1.1. Ripk3-/- mice are more susceptible to IAV. WT and Ripk3-/-mice were infected with a lethal dose of IAV (90 pfu) and morbidity, 

as a percentage of original weight (A) and survival (B) were assessed. (C-E) Mice were infected with 50 pfu. (C) IFN- levels in lung homogenates 

were measured by ELISA at 0 and 6 days post-infection. (D) Percentage of NP+ pulmonary Mφ (CD45.2+ F4/80+ CD19- cells) in the lungs of IAV-

infected mice at 3 days post-infection. (E) Micrographs of H&E-stained lung sections 9 days after IAV infection. The inflammatory infiltrate (black 
arrows) was more prominent in Ripk3-/- mice and mainly composed of intra-alveolar lymphocytes and histiocytes, with a few scattered neutrophils. 

Refers to Fig 1. 
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Appendix 1.2. Gating strategy to identify innate immune cells in the BAL of infected mice. Representative pseudocolour plots of the flow 

cytometry gating strategy of various innate leukocytes of the BAL of WT (A) and Ripk3-/- (B) mice at 3 days post-infection with a sublethal dose 

of IAV. Total cell counts are quantified in Fig 1F. Numbers in proximity to each gate are the percentage of cells within that gate. Mφ are 
described as AM (Siglec F+, CD11c+, F4/80+) or IM (Siglec F-, CD11b+, GR1-, CD115-, F4/80+, CD11c-). Dendritic cells are considered Siglec F-, 

CD11b+, GR1-, CD115-, F4/80-, CD11c+ and neutrophils are Siglec F-, CD11b+, GR1+, CD115-. Monocytes are inflammatory (“Inflam Mono” 

Siglec F-, CD11b+, Gr1+, CD115+) or residential (“Res Mono” Siglec F-, CD11b+, Gr1-, CD115+). 
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Appendix 1.3. Ripk3-/- MΦ are impaired in their anti-viral capacity, independent of cell death. (A) AMφ from WT and Ripk3-/- mice were 

infected with IAV (MOI 5) and IFN- levels were assessed in supernatants 24 hours post infection by ELISA. (B) BMDC from WT and Ripk3-/- 

mice were infected with IAV (MOI 1) and IFN- levels were assessed in supernatants by ELISA. (C) The viral load in culture supernatants of 

infected BMD-Mφ (MOI 1) was determined by standard plaque assay. (D) WT and RIPK3-deficient BMD-Mφ were pretreated with various 

combinations of zVAD (25µM) and Nec-1 (10µM) and LPS (100 ng/mL) for 24 hours. Cell death levels were assessed by LDH assay in cell culture 

supernatants. (E) The frequency of IAV-infected (MOI 1) Mφ undergoing apoptosis (Annexin V+, 7-AAD-) (top panel), or necrosis (Annexin V-, 
7-AAD+) (bottom panel) was determined by flow cytometry, with representative zebra plots shown (left panels). The frequency of dead WT or 

Ripk3-/- BMD-Mφ infected with IAV (MOI 1) was measured by flow cytometry, following staining with LIVE/DEAD dye (F). (G) WT and Ripk3-

/- mice were infected with IAV (50 pfu) and the percentage of Mφ (F4/80+, CD19-) undergoing apoptosis (left panel) or necrosis (right panel) was 
determined in the BAL using the same assay as in E. Refers to Fig 2. 
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Appendix 1.4. RIPK3 regulates MAVS-dependent type IFN pathway activation. (A) WT and Mavs-/- BMD-Mφ were infected with IAV at 

MOI of 5. Supernatants were collected for relative quantification of total active type I IFN (α and β) using B16-blue reporter cells. (B) 

Immunoprecipitations were performed with beads only or control IgG to ensure specificity. (C) Immunofluorescence analysis of colocalization of 
RIPK1 (green) and mitochondria (red) in uninfected WT and Ripk3-/- BMD-Mφ. Nuclei were stained with Hoechst (blue). Scale bar = 10µm in 

relation to Fig 3C-E. (D-F) WT and Ripk3-/- BMD-Mφ were transfected, or not, with 1μg/mL of the RIG-I ligand 5’ppp dsRNA. (D) Following 

transfection, interaction of RIPK1 with MAVS was determined as in Fig 3E. (E) Phosphorylation of IRF3 was determined by western blot (n=3) 
and densitometry analysis of the ratio of pIRF3 on total IRF3 is shown on right panel. (F) Expression of antiviral IFN-β mRNA was assessed by 

qPCR. (G) Densitometry analysis of the ratio of pTBK1 on total TBK1 related to Fig 3H. 
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Appendix 1.5. RIPK3 activates PKR in IAV-infected MΦ to stabilize IFN-β mRNA. (A) Densitometry analysis of the expression of PKR at 

different time points in WT and Ripk3-/- BMD-Mφ infected with IAV (MOI 5). (B-C) Difference in the expression of GAPDH  (B) and IL-6 (C) 

between WT and Ripk3-/- BMD-Mφ infected with IAV. Gene expression was analyzed by qPCR following cDNA generation using random 

hexamers (blue bars) or oligo(dT) primers (white bars), as in Fig 4F.  
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APPENDIX 2:  

 

Appendix 2.1: Susceptibility of CypD-deficient is due to disease tolerance and not host resistance mechanisms. (A-D) Mice were infected 

with 50 PFU of IAV and levels of LDH in the BAL (A), IFN-β in the lung (B) or BAL (C) were quantified. (D) Representative pictures of the BAL 
of mice over the course of infection as quantified in Figure 1H. Gating strategy for WT (E) and CypD-/- mice used to quantify innate cells in the 

study. In panels A-C, each symbol indicates a separate mouse. Panel A is a compilation of two independent experiments and B-C are from one 

experiment. In panels A-C differences were assessed by Two-way ANOVA followed by Sidak’s multiple comparisons test.  
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Appendix 2.2: Kinetics and activation of NK cells. (A-M) Mice were infected with 50 PFU of IAV. (A) Total cell counts in the BAL of chimeric 

mice at 7 days post-infection. (B-E) Frequencies (left panels) and total cell counts (right panels) of (IMM), Ly6Chi monocytes (D), neutrophils (E) 
and NK cells (F) in the lung. (F-J) Activation states of NK cells in the lung taken at steady-state (G), day 3 (H), day 5 (I) and day 7 (J) post-infection, 

with frequencies in the left panels and total cell counts on the right. (F) Representative FACS plots of day 7 and quantified as part of J. (K) 

Representative FACS plot of the CD11b versus CD27 expression on splenic NK cells at day 7 post-infection. Frequencies (left panels) and total 
cell counts (right panels) of NK cell activation in the spleen at day 5 (L) and day 7 (M). In each panel, each shape represents an individual mouse. 

Each panel is a compilation of two individual experiments, except G and I which are one individual experiment. Statistical differences were 

determined by One-way ANOVA followed by Dunnett’s test in A, or Two-way ANOVA followed by Sidak’s multiple comparisons test in all other 
panels.  
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Appendix 2.3: Kinetics of recruited NK cells in the lung and blood. (A-E) Mice were infected with 50 PFU of IAV. The percentage of CCR2-

expressing NK cells in the lung (A) and blood (B). (C) Differential expression of CD49b and CD49a in the lung, with a representative FACS plot 

on the left and quantified on the right. (D-E) Activation status of NK cells in the blood in uninfected (D; representative FACS plot on the left) and 
day 3 (E) post-infection. Symbols indicate an individual mouse and B-D are compilations of two individual experiments and A, C and E are one 

representative experiment of two. Statistical differences were assessed by Two-way ANOVA followed by Sidak’s multiple comparisons test for all 

panels.  
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Appendix 2.4: NK cell hematopoiesis in the bone marrow of WT and CypD-deficient mice. (A-J) Mice were infected with 50 PFU of IAV and 

phenotyped by flow cytometry. Frequencies of LKS (B) and CLPs (C) following infection. Frequencies (left panels) and total cell counts (right 

panels) of CMPs (C) and GMPs (D). Relative activation states of NK cells in the BM (E) as well as the percentage (left panels) and total cell counts 

(right panels) of Ki67-expressing pre-NKPs (F) and NKPs (G). Level of expression of p53 in mature NK cells in the bone marrow (H) and BAL 

(I) at day 5 post-infection. (J) Representative FACS plot (left panel) and quantification (right panel) of cell death in pre-NKPs as determined by 

AnnexinV and NucSpot staining. In all panels, each symbol is data from one individual mouse; in panels A-D, F, G and J, data are compilations 
from at least 2 experiments and in E, H and I data are representative of one experiment of two unique experiments. In figures A-H and J, differences 

were investigated by Two-way ANOVA followed by Sidak’s multiple comparisons test and in I by Two-tailed Student’s T-test.  
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Appendix 2.5: Disease tolerance is mediated by IL-22 and not IFN-γ following IAV infection. (A-K) Mice were infected with 50 PFU of IAV. 
(A) The frequency of IFN-γ-producing splenic NK cells at day 5 post-infection. (B-D) WT and Ifngr-/- mice were infected and the levels of protein 

(B), erythrocytes (C) and total cells (D) in the BAL at 7 days post-infection were determined. Following administration of recombinant IFN-γ, 

levels of protein (E) and erythrocytes (F) were assessed in the BAL. (G-I) WT and IL-22-deficient mice were infected and amount of protein (G) 
and number of cells (H) were enumerated, as well as pulmonary inflammation by hematoxylin and eosin staining (I). (J) Frequency of IL-22-

producing NK cells in the spleens of WT and CypD-deficient mice at 5 days post-IAV infection. In all panels except I, symbols represent an 

individual mouse. In I, micrographs are a representative image taken from one of four mice. In A and J, data are taken from one experiment that is 
representative of three. In B-I, panels are a compilation of two individual experiments. Differences were determined as follows: in A-D, G-H and 

J Two-tailed Student’s T-test; in E and F Two-way ANOVA followed by Tukey’s multiple comparisons test.  
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APPENDIX 3: 

Appendix 3.1: Gating strategy for HSCs and progenitors and their kinetics post-infection. (A) Cells were gated for FSC-A against SSC-A. 

Doublets were excluded using FSC-H against FSC-A and subsequently SSC-H against SSC-A. Viable cells were gated and lineage-committed cells 
were excluded. Within the lineage-negative population, cells were gated as LKS-defined as double positive for cKit and Sca-1. Gated on the LKS 

population, cells were divided into LT-HSC, ST-HSC and MPP based on CD150 and CD48 expression. MPPs were characterized as MPP3 or 

MPP4 by their surface expression of CD34 and Flt3. In a second strategy, lineage negative cells were gated based on CD127+ and CD127-. Lin- 

CD127- population was further defined by Sca-1 and c-Kit. c-Kit+ Sca-1- cells were further gated based on CD34 and CD16/32 to define CMP, 

GMP and MEP. Lineage- and CD127+ cells are defined as CLPs based on Sca-1lo and c-Kitlo expression. Finally, in another set of experiments, 

Lineage+ cells and then Sca-1+ cells were excluded. The remaining cells were further subdivided into cKit+ CD16/32+ and cKit+ CD16/32- groups. 
In the cKit+ CD16/32- group, CD34+ Flt3+ cells were denoted as MDP by being CD115+ but Ly6C-.  cKit+CD16/32+ cells were further gated on 

CD34+ Flt3- cells. Within this fraction, Ly6C+ CD115- cells were the GP and Ly6C+ CD115+ were cMoP. (B-D) Kinetics of the frequency among 

single viable BM cells (top panel) and total cell counts (bottom panel) of LT-HSC, ST-HSC, MPP3/MPP4 in the BM of BCG-iv vaccinated or Mtb-
iv infected mice. (E) BM cells from WT mice were infected with BCG-GFP or H37Rv-GFP for 4 hours in vitro (MOI 3). ImageStream analysis of 

H37Rv-GFP infection (top panel) and BCG-GFP (bottom panel) in Lin- cKit+ Sca-1- progenitors. (F-G) Mice were intravenously infected with 1x106 

CFU of BCG, Mtb or Mtb-ΔRD-1 for 28 days. Frequency of LKS in each group (F) and HSC/progenitor subsets of BCG versus Mtb-ΔRD-1 (G; 
left panel) or Mtb versus Mtb-ΔRD-1 (G; right panel). (H-N) 1x106 CFU of BCG or Mtb were delivered intravenously for 28 days. Percentage of 

MDP (H), cMoP (I), GP (J) and Ly6Chi monocytes (K) in the BM and frequency and total numbers of neutrophils (L). (M-N) Frequency and total 

LKS cells (M), as well as the frequency and total cell number of the HSC/progenitor fractions in BCG versus Mtb-infected mice in the spleen after 
28 days (N). All data are expressed as mean ± SEM. *p<0.05, **p<0.01 ***p<0.001, ****p<0.0001 as assessed by Two-tailed Student’s T-Test 

for each individual cell population in B-D and G-N or One-way ANOVA followed by Tukey’s Multiple Comparisons Test in F.   
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Appendix 3.2: HSC imprinting by BCG and Mtb-iv and subsequent antimycobacterial responses by macrophages to Mtb infection in vitro. 

(A) Scatter plot for significance levels (-log10(p value) of gene ontology enrichment analyses conducted among DE genes upon BCG vs Mtb 

infections in HSC (left) and MPP (right). (B) Gene ontology terms enriched among genes differentially expressed in response to Mtb in MPP (at 

FDR<0.01). (C-F) BMDM from PBS control, BCG-iv and Mtb-iv groups were generated. Purity of BMDM cultures as determined by flow 
cytometry using expression of BMDM markers CD11b and F4/80 (C). Activation of mature BMDM was assessed by flow cytometry via MFIs of 

CD80 (D), CD40 (E) and MHC-II (F) with representative histograms in the top panels. Model of in vivo antibiotic treatment (G). BMDM-derived 

from the BM cells of these mice were infected with Mtb (H37Rv; MOI 1) and the number of CFU was determined at different time points after 
infection (H). (I) BMDM CFU prior to intratracheal transfer, as detailed in Figure 2H-I.  Means are represented ± SEM. *p<0.05, **p<0.01, 

***p<0.001 as determined by One-way ANOVA followed by Tukey’s Multiple Comparisons Test in C-F and I; Two-way ANOVA followed by 

Tukey’s Multiple Comparisons Test in H. 
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Appendix 3.3: HSC and progenitor kinetics following aerosolized Mtb infection. (A-O) WT mice were infected with aerosolized Mtb. (A) Day 

1 lung CFU following aerosol infection. (B-H) Kinetics of the frequencies among BM cells of LT-HSC (B), ST-HSC (C), MPP (D), MPP3/MPP4 

(E), CMP (F), GMP (G), CLP (H) in Mtb infected WT mice. (I) Total cell counts cMoPs in the BM of WT mice at 120 days post-infection. Kinetics 
of the frequencies and total numbers of neutrophils and Ly6Chi monocytes in the BM (J-K) and lung (L-M) as well as the frequencies (N) and total 

cell counts (O) of adaptive CD8 and CD4 T-cells in the lung. (P) Average expression of cell-type markers across clusters. (Q) Correlations between 

genome-wide expression patterns of our myeloid progenitor data and results published in Paul et al. 2015. In each column, Spearman correlations 
are normalized to cover the range [0-1]. Blue boxes mark the best fit (i.e. candidate identity match) for each of our clusters. (R) Expression patterns 

across clusters for some marker genes associated to commitment to the different lineages characterized in this study. (S) Proportion of cells per 

cluster in both sub-populations (LKS and myeloid progenitors), for cells coming from PBS vs Mtb treated mice. (T) Fisher exact test enrichments 
(log2 odds ratios) for the fraction of Mtb cells in each cluster. (U) Number of PBS vs Mtb cells in each cluster. (V) Genome wide correlation of 

Mtb effect sizes (logFC) across clusters. Means are represented ± SEM. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. (B-H, J-O) One-way 

ANOVA followed by Tukey’s Multiple Comparisons Test with significance shown compared to day 0 or day 1 post-infection mice for each cell 
type and Two-tailed Student’s T-test (I). 
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Appendix 3.4: IFN-I signaling impairs myelopoiesis and trained immunity during Mtb infection. (A-C) WT and Ifnar1-/- mice were infected 
with Mtb-iv with 1x106 bacteria. Kinetics of the frequencies among single viable BM cells of CMP (A), GMP (B) and CLP (C). (D-F) mice were 

infected with Mtb via the aerosol route.  Percentages of CMP (D), GMP (E) and CLP (F) in the BM at day 60. (G) Active IFN-I was measured in 

the BM collected after 12, 24, and 36 hours after Poly (I:C) treatment by B16-Blue Reporter Cells. (H-Q) WT and Ifnar1-/- mice were treated with 
Poly (I:C), or not, at day 0, 2, 4, 6. Frequencies among single viable BM cells of LT-HSC (H), ST-HSC (I), MPP (J), CMP (K) and CLP (L) at days 

0, 3 and 7, as well as the total number of MDP (M), cMoP (N), GP (O), Ly6Chi monocytes (P) and neutrophils (Q) at day 3 post-Poly-(I:C) treatment. 

(R-X) WT mice were treated with β-glucan at day 0 and day 3. Frequencies among BM cells (left panel) and total cell counts (right panel) of LKS 
(R), LT-HSC (S), ST-HSC (T), MPP (U), CMP (V), GMP (W) and CLP (X) in PBS (day 0) or β-glucan i.p. at day 7 post-treatment in the BM. 

Means are represented ± SEM. *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001 as determined by Two-way ANOVA followed by Sidak’s Multiple 

Comparisons Test in A-C, H-Q, Two-Tailed Student’s T-Test in D-F, Non-Parametric Mann-Whitney Test R-X and One-way ANOVA followed 
by Dunnett’s Multiple Comparisons Test in G. 
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Appendix 3.5: IFN-I/iron axis regulates cell death of myeloid progenitors. Frequency of necrotic (NucSpot+ AnnexinV-) CLP (A) in the BM 

of BCG-iv and Mtb-iv infected mice at day 7. (B-D) Frequency among single viable BM cells (left panels) and total cell counts (right panels) of 

CMP (B), GMP (C), CLP (D) of naïve WT and Ripk3-/- mice. (E) Frequency among BM cells of CLP in WT and Ripk3-/- Mtb-iv infected mice at 
day 7. (F) Frequency of CLP with disrupted mitochondria in the BM of BCG-iv and Mtb-iv infected mice at day 7. (G) Relative levels of 

mitochondrial iron (Fe2+) in CLP of BCG-iv and Mtb-iv infected mice at day 7. (H) Representative histogram of expression of CD71 (left panel) 

and quantification of CD71 expression (right panel) on CLP in the BM of Mtb-iv infected WT and Ifnar1-/- mice at day 28. (I) Expression of CD71 
on CLP in the BM of WT and Poly (I:C)-treated WT and Ifnar1-/- mice. (J) Relative proportion of mitochondrial iron dye (Fe2+) in the CLP of Poly 

(I:C)-treated WT and Ifnar1-/- mice. Frequency of CLPs with a disrupted mitochondrial potential (K), high mitochondrial ROS (L), or those that 

are necrotic (M). Means are represented as ± SEM. **p<0.01. One-way ANOVA followed by Tukey’s Multiple Comparison Test (A; F-G), Two-
tailed Student’s T-Test (B-E), Two-way ANOVA followed by Sidak’s Multiple Comparisons Test (H-M). 
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Appendix 3.6: A loss of iron homeostasis disrupts myelopoiesis. (A) Frequency (left panel) and total cell count (right panel) of CLP in FthΔ/Δ, 

R26cre or Fthlox/lox mice as generated in Figure 6A. (B-G) BM-Fth+/+ or BM-Fth-/- chimeric mice were generated as described in Figure 6D. 
Frequency (left panel) and total cell count (right panel) of CLP in BM-Fth+/+ or BM-Fth-/- chimeric mice (B). (C) Relative percentage of iron (Fe2+) 

specific dye in the mitochondria of CLP in the BM of BM-Fth-/- compared to BM-Fth+/+ mice. (D) BCG CFU (infection at MOI 10) in BMDM from 

BM-Fth+/+ or BM-Fth-/- mice at the indicated timepoints. Frequency of myeloid cell populations in the lungs (E), BM (F) and spleens (G) in naïve 
BM-Fth+/+ and BM-Fth-/- mice). Means are represented ± SEM. *p<0.05, **p<0.01, ***p<0.001 by One-way ANOVA followed by Tukey’s 

Multiple Comparisons Test (A), Two-tailed Student’s T-Test (B-C and E-G), or Two-way ANOVA followed by Sidak’s Multiple Comparisons 

Test (D). 
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Appendix 3.7: Mtb-imprinted HSCs have impaired engraftment up to at least one-year post-exposure. (A-I) Mixed chimeric mice were 

generated as described in Figure 7A. At 4-week intervals post-reconstitution, peripheral blood was sampled. Percentages of CD45.1+ versus 

CD45.2+ leukocytes (A), Ly6Chi monocytes (B), neutrophils (C) or T-cells (D) in the blood. At 16 weeks post-reconstitution, BCG:Mtb mixed 
chimera mice were sacrificed. Frequency of neutrophils in the BM (E), as well as pulmonary leukocytes (F), CCR2+ monocytes (G), neutrophils 

(H) and macrophages (I). (J-O) Secondary engraftment experiments were performed as in Figure 7M. Mtb CFU in the BM cells prior to adoptive 

transfer to do second engraftment (J). In the peripheral blood, total cell counts of CD11b+ cells (K), Ly6Chi monocytes (L) and neutrophils (M) 
were assessed by flow cytometry. LKS (N), LT-HSC (O) and CMP (P) frequencies were assayed as a percentage of single viable BM cells. (Q-R) 

UMAP dimensionality reduction plots for LKS and myeloid progenitor cells, respectively, for the serial engraftment experiment. (S) Schematic 

hematopoietic tree diagram showing the approximated position of the different clusters identified (cluster specific color code common to panels Q-
R). (T) Average expression of cell-type markers across clusters. (U) Correlations between genome-wide expression patterns of our myeloid 

progenitor data and results published in Paul et al. 2015. In each column, Spearman correlations are normalized to cover the range [0-1]. Blue boxes 

mark the best fit (i.e. candidate identity match) for each of our clusters. (V) Expression patterns across clusters for some marker genes associated 
to commitment to the different lineages characterized in this study. (W) Genome wide correlation of Mtb vs BCG effect sizes (logFC) in each 

cluster. Means are represented ± SEM. *p<0.05, **p<0.01, ***p<0.001 and ****p<0.0001 via Two-Way ANOVA followed by Sidak’s Multiple 

Comparison Test (A-D), Student’s Two-tailed T-Test (E-I) and One-Way ANOVA followed by Tukey’s Multiple Comparisons Test in (J-O). In 
A-D, only significant differences at 16 weeks were labelled.  
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APPENDIX 4: 

 

Appendix 4.1: Immunological readouts in BCG and β-Glucan treated mice. (A-B) Mice were vaccinated with BCG for 28 days and then 

infected with IAV. After 3 or 6 days of infection mice were sacrificed and the levels of IFN-β (A) or IFN-α (B) were assessed by ELISA in lung 
homogenates. (C) CX3CR1 expression on T-cells 7 days post-β-Glucan treatment. Means are represented ± SEM and differences were assessed by 

two-way ANOVA followed by Sidak’s multiple comparisons test in A and B, or two-tailed Student’s T-test in C.  

 


