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Abstract

The dominant role of social networking in the web is turning human relations into conduits

of information flow. This means that the way information spreads on the web is determined

to a large extent by human decisions. Consequently, information security, confidentiality

and integrity of shared data, relies on the quality of the collective decisions made by the

users. Recently, many access control schemes have been proposed to control unauthorized

propagation and modification of information in online systems; however, there is still a

need for mechanisms to evaluate the risk of information leakage and unauthorized modifi-

cations within online systems. First, the thesis focuses on the confidentiality of information

in online social networks. A novel community-centric confidentiality control mechanism

for information flow management on the social web is presented. A Monte Carlo based

algorithm is developed to determine the potential spread of a shared data object and to in-

form the user of the risk of information leakage associated with different sharing decisions

she can make in a social network. The scheme also provides a facility to reduce informa-

tion flowing to a specific user (i.e., black listing a specific user). Second the thesis focuses

on the integrity of artifacts in crowdsourcing systems. A new approach for managing the

integrity of contents created in crowdsourcing repositories named Social Integrity Manage-

ment (SIM) is presented. SIM integrates two conflicting approaches to manage integrity in

crowdsourcing systems: owner-centric and owner-free schemes. The ownership bottleneck

iv



is relaxed by including co-ownerships and having multiple versions. Finally, the thesis

presents a thorough analysis of the Stack Exchange sites as an example of widely used

crowdsourcing question answering systems. The dump datasets are used to analyze vari-

ous user behaviors in crowdsourcing question answering systems by considering the effect

of tagging, user reputation and user feedback. Observed characteristics from the studies

are used in the modeling and evaluation of social integrity management.
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Résumé

Le rôle prépondérant des réseaux sociaux sur le web change les relations humaines en

conduits d’échange d’information. Ainsi, l’information qui est véhiculée sur le web est

déterminée en grande partie par les prises de décisions humaines. Conséquemment, la

sécurité de l’information, la confidentialité et lintégrité de l’information partagée dépendent

de la qualité des décisions prises collectivement par les utilisateurs. Récemment, plusieurs

schémas de contrôle daccès ont été proposés pour contrôler la propagation non autorisée

et la modification de l’information dans les systèmes en ligne. Par contre, il y a encore

un besoin de mécanismes dévaluation des risques de fuites d’information et de modifica-

tions non autorisées à l’intérieur des systèmes en ligne. Premièrement, la thèse se con-

centre sur la confidentialité de l’information dans les réseaux sociaux en ligne. Un nou-

veau mécanisme de contrôle de la confidentialité axé sur la communité pour la gestion

de circulation de l’information est présenté. Un algorithme basé sur le modèle Monte

Carlo est développé pour déterminer la possibilité de la diffusion des éléments de données

partagés ainsi que pour informer l’utilisateur des risques de fuite d’information associés

aux différentes décisions de partage que l’utilisateur pourra faire dans un réseau social. Le

schéma fournit également une installation pour réduire l’échappement de l’information à

un utilisateur spécifique (ex. mettre un utilisateur sur une liste noire). Deuxièmement, la

thèse se concentre sur l’intégrité des objets des systèmes de crowdsourcing. Une approche
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nouvelle pour gérer l’intégrité du contenu créé par les archives de crowdsourcing appelé

Gestion de l’intégrité sociale (Social Integrity Management) est présentée. Cette approche

intgre deux approches contradictoires pour gérer l’intégrité des systèmes de crowdsourcing:

les schémas basés sur le propriétaire et les schémas sans propriétaires. La problématique

de la propriété est détendue en incluant la copropriété et la possibilité d’avoir plusieurs

versions. Finalement, la thèse présente une analyse complète des sites d’échange comme

exemple de système de réponses aux questions par le crowdsourcing qui sont grandement

utilisés. L’ensemble de données déchargées est utilisé pour analyser le comportement de

différents utilisateurs dans les systèmes de réponses aux questions basés sur le crowdsourc-

ing en considérant les effets d’étiquetage, la réputation des utilisateurs et les commentaires

des utilisateurs. Les caractéristiques observées par les études sont utilisées dans la simula-

tion et l’évaluation de la gérance de l’intégrité sociale.
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1
Introduction

1.1 Overview

Online social networks (OSNs) can be categorized into three major categories: friendship

networks, common interest networks and interaction networks. In friendship networks,

people create profile pages that describe themselves and that explicitly link them to their

friends’ profiles. There are many OSNs that fall into this category such as Facebook, MyS-

pace, and LinkedIn. In common interest networks, social networks emerge as users collab-

oratively create some online content such as photo albums, wikis, and blogs. In interaction

networks, social networks are defined by the communication patterns used in instant mes-

saging services or email. OSNs are dynamic networks with topological changes that are

caused by edge and node creations and deletions.

As online social networks (Facebook counts more than one billion users) increase in

size and more people use them as their primary Internet portal, the volume of information

shared in OSNs keeps on growing. Information is created by different sources in OSNs in-

cluding people posting information in their profile pages, relational information generated

by people initiating connections among themselves, and data feeds generated by sensing

people’s activities such as gaming and purchasing. In any sharing activity, OSNs store
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1.1. OVERVIEW 2

and process different pieces of information: picture files, relationships among people, and

sharing preferences regarding data objects. This means that the way OSNs are architected

and the security primitives built into them play key roles in defining information security in

the social web. Consequently, many research thrusts have examined wide-ranging security

issues in the context of OSNs [1, 2, 3, 4, 5, 6, 7, 8].

While information sharing is vital for socializing online, many security and privacy is-

sues have been raised such as confidentiality and integrity violations of shared data objects.

The main issue is to ensure users that their privacy and access control requirements are

preserved when information sharing occurs within OSNs. Recently, users in OSNs started

to become more aware of the risk of unauthorized propagation of their information through

social networking sites. To partially answer users concern, several topology-based access

control mechanisms for OSNs were proposed in order to identify authorized users by spec-

ifying some constraints on the social graph [9, 3, 10, 11, 12, 13]. In these schemes, to

regulate information sharing, access control rules are defined by identifying the relation-

ships that users must have in order to access the shared data.

Because existing techniques only deal with information release, a user might not be

able to precisely identify who is authorized to have access to her data. Even in small

social networks, it is difficult for a user to keep track of the topology of her constantly

changing social network and to identify users who are actually authorized even with sim-

ple access rules such as “friends-of-friends.” In addition, the user’s privacy requirements

are constantly changing [14, 15, 16]. Users can lose control of their shared data and risks

of unauthorized dissemination of their data escalates with increasing number of social in-

teractions [17]. Specially, a user may not be able to track how her private information is

handled by her friends after she has released the information to them [17]. The topology

2



1.1. OVERVIEW 3

based access control mechanisms give a static control scheme based on particular friend-

ship configurations. Therefore, it is necessary to have new access control mechanisms in

OSNs in order to evaluate the potential risks and to make users fully aware of the possible

consequences of their decisions in specifying access rules.

This thesis research takes a complementary approach to address the challenges iden-

tified above by introducing a novel community-centric confidentiality management for

OSNs. With the assumption that usage control is hard in OSNs, this work focuses in

developing a new strategy where the eventual information distribution is shaped by the

initial release of objects into the network. Because initial release is completely controlled

by the owner, she could shape the information distribution by making appropriate release

decisions to preserve the confidentiality of the shared information.

The second part of this thesis research focuses on the integrity problem in crowdsourc-

ing systems. Crowdsourcing is a powerful approach for building information artifacts used

in popular systems such as Wikipedia and Linux on the Internet [18, 19]. To meet its

integrity objectives, Wikipedia encourages contributions by making it easy for the contrib-

utors to create and update any article. The integrity of the contributions are checked and

flagged by subsequent readers. For highly trafficked articles, this model of integrity en-

forcement works very well. In the Linux kernel, integrity is given very high priority. All

updates submitted by the development community need the final approval of the project

originator (Linus Torvalds) before they are included in the official software release. Com-

munity feedback and importance of the contribution are some of the factors that can influ-

ence Linus Torvalds’ decision to include or exclude the contribution.

Several Wikipedia-like projects that do not have the popularity of Wikipedia use a

3



1.1. OVERVIEW 4

model similar to Linux to manage the integrity of the articles maintained by them. How-

ever, instead of relying on a single person for the whole project, these sites [20, 21] decen-

tralize the integrity management task such that an article creator is responsible for accepting

or rejecting community updates received on topics within the scope of the article. While

having a central figure per article facilitates integrity maintenance, it can create lots of

workload for the maintainer if there is a large number of small updates from the commu-

nity.

Mainly, there are three problems to preserve integrity of articles on online crowdsourc-

ing systems. The leading problem is the lack of authority in large-scale collaborative con-

tent sharing websites such as Wikipedia [22]. For instance, readers of Wikipedia cannot

know who has written or modified the article they are reading, it may or may not have been

written by an expert. The second problem is the lack of content verification on specialized

topics. Someone should report the problem; otherwise, inaccurate information that is not

obviously false may exist in Wikipedia for a long time before it is challenged [23, 24]. Lack

of fact checking may result in biased articles with various contentions that will need further

resolutions. Most of the solutions to these problems were propositions to have multiple ver-

sions and the ownership. Although these techniques are essential for resolving contentions,

they also presents a third challenge which is the duplication of effort. Users would have dif-

ficulties in discovering relevant artifacts in the existing ones. To address problems observed

above, we propose Social Integrity Management (SIM), a new approach for managing the

integrity of contents created in crowdsourcing repositories. In SIM, existing online social

networks are leveraged to determine the trustworthiness of users. The design of SIM enjoys

the benefits of the two existing styles, i.e., any user can be a potential writer to create a new

article (Wikipedia Style) while the integrity is enforced using ownership (Linux style). The

4
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bottleneck created by ownership is resolved in SIM by including co-ownerships and having

multiple versions. Observed characteristics from the studies done in Chapter 5 are used in

the modeling and evaluation of social integrity management.

Finally, in the last part of the thesis, we present a thorough analysis of the StackEx-

change sites that provide question answering on topics ranging from programming to cook-

ing. StackExchange sites provide free services to its users, where the answerers volunteer

their time by contributing answers. In return, the answerers gain reputation as they provide

acceptable answers. Question answering is a fundamental pattern that exists in many com-

puter based systems. Crowdsourced question answering systems use human intelligence to

obtain the information the questioner is seeking. In recent years, many crowdsourced ques-

tion answering systems have emerged on the Internet and there has been a lot of research

on the measurement and analysis of Question Answering sites [25, 26, 27, 28, 29].

More investigation into understanding the characteristics of such sites is necessary to

evaluate the effectiveness of current systems and to design future systems. We present

our analysis on user behavior in crowdsourced question answering systems by considering

the effect of tagging, user reputation and user feedbacks. We also conducted a survey

among actual users of the StackExchange sites. The survey results support some of the

observations we made in data analysis.

1.2 Thesis Contributions

The research work undertaken as part of this thesis makes the following three groups of

contributions.

First, for the community-centric confidentiality control mechanism presented in Chap-

ter 3, the major contributions are:

5
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• Proposed a novel community-centric confidentiality control scheme for online social

networks based on the risk of information leakage involved in the sharing activity.

• Developed a Monte Carlo based model for computing the set of potential users who

could receive the data objects belonging to a data owner and provided algorithms for

preventing information from reaching certain users by shaping the initial release set.

• Analyzed different sharing situations and estimated information leakage values con-

sidering that our algorithms controlled information sharing.

Second, the major contributions for the social integrity management presented in Chap-

ter 4 are:

• Analyzed integrity management in Wikipedia and examined the role of contributors

in an article becoming a featured one.

• Proposed a social integrity management scheme for preserving integrity in online

crowdsourcing systems based on the observed characteristics from the studies done

in Chapter 5.

• Analyzed the effects of the social network structure on the features of the proposed

scheme.

Finally, the main contributions of analysis provided in Chapter 5 are:

• Analyzed one of the widely used collection of question answering sites.

• Characterized user behavior in crowd sourced question answering systems by con-

sidering the effect of tagging, user reputation and user feedback.

• Conducted a survey among users of the question answering sites to collect their feed-

back in order to support our results.

6
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1.3 Organization of the Thesis

The rest of this thesis is organized as follows. In Chapter 2, we provide some background

discussion on the current state of online social networks, crowdsourcing systems, privacy

and security challenges in online systems, access control, and the confidentiality and in-

tegrity management problem. Chapter 3 defines the secure information sharing problem

for online social networks and presents a detailed design and analysis of the community-

centric confidentiality control mechanism for online systems. In Chapter 4, an overview

of the integrity management problem and the challenges facing online crowdsourcing sys-

tems are provided. Our proposal for social integrity management is presented in this chapter

with a system design, theoretical analysis, and simulation studies of various elements of the

overall system. Chapter 5 provides details of our study on user behavior in a crowdsourced

question answering system. Chapter 6 gives an overview of the existing literature relevant

to the problems we addresses in this research. A summary of the thesis with the important

contributions is presented in Chapter 7. Possible future extensions of our research are also

briefly indicated in the same chapter.

7



2
Background Material

2.1 Overview

In this chapter, we provide background information on topics related to the problems ad-

dressed in this thesis. We discuss general social networks and web-based social networks

in Section 2.2 and Section 2.3. Section 2.4 discusses security challenges in online systems.

In Section 2.5, we review the access control problem in online social networking services.

Background information on the crowdsourcing systems is provided in Section 2.6. Finally,

Section 2.7 reviews the integrity management problem in crowdsourcing systems.

2.2 Social Networks

Social networks are social structures that consist of social entities (e.g., individuals, groups,

organizations) that are connected to one another by social relationships [30]. Social rela-

tionships can be quite broad; examples include friendships, behavioral interactions, biolog-

ical relationships, or affiliations.

Social network analysis focuses on studying the different patterns of relationships among

8
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social entities along with their implications on the behavior and decisions of the social en-

tities [31]. Based on concepts used in graph theory, a social network is represented by a

graph consisting of a set of nodes and edges. The nodes in the graph represent the so-

cial entities, while the edges represent the social ties that link those entities. The resulting

graph structures are often complex where the social entities are considered interdependent

rather than independent units. This means that in social network analysis the discrete unit

of analysis is the combination of social entities and the relationships among them.

Social network analysis has been widely used in recent decades in such diverse areas

as sociology, anthropology, biology, economics, and information science [32, 33, 34, 35,

36, 37]. For example, in the area of epidemiology, social network analysis has been used

to study the effect of different patterns of social contacts on the spread of human diseases

and viruses [32], and also to study the relationship between social and community ties and

mortality among people [33]. In the field of sociology, social network analysis played an

important role in understanding how information spreads on social networks [34] and how

individuals are connected in the physical world [35, 36]. In economics, the influence of

social structures on the outcomes of the labor market are analyzed using the tools of social

network analysis [37].

The last few years have witnessed the emergence of the second generation of the world

wide web, i.e., “Web 2.0.” Facilitating online collaboration and information sharing for

people, Web 2.0 has enabled the development and evolution of online based social networks

(communities). This has resulted in an increased use of social network analysis to study

the underlying structures of these communities and address the problems and challenges

that arise within these online systems. Due to their importance, we introduce online social

networks and discuss the different properties associated with them in the next section.

9
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2.3 Online Social Networks

Online social networks are online communities of individuals who share common interests

or activities. The majority of these online communities develop on different web-sites that

offer different means for their users to interact and socialize. Boyd [38] defines today’s

social networking web sites as “web-based services that allow individuals to (1) construct

a public or semi-public profile within a bounded system, (2) articulate a list of other users

with whom they share a connection, and (3) view and traverse their list of connections and

those made by others within the system.”

While the definition for social networking websites provided in [38] presents those sites

as being mainly profile-based, there exist many social networking sites that offer other types

of services. The research report in [39] attempts to categorize the different social network-

ing services that exist today. It identifies eight main types, among which are the popular

profile-based social networks like myspace.com and facebook.com. Content-based

social networks are also among the most popular sites, where the main form of interactions

and relationships between users are established through the creation of user content. Ex-

amples of such sites include flickr.com, a photo-sharing site, youtube.com, a site

for sharing user created videos, and delicious.com, a social bookmarking and tagging

site. In addition, other social networks provide micro-blogging services, where the users

post status messages allowing other people on their social network to track their status; an

example of such a service is twitter.com. What makes these social networking sites

interesting is that they eliminate the physical limitations of the traditional social networks,

allowing their participants to extend and build their personal social networks by meeting

new individuals from across the globe. As a result, we are witnessing the rise of new and

different relationship structures that are not related to the offline world.

10
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Some suggest that online social networking can be traced back to 1997 with the launch

of the first blogging site [40] and social networking website sixdegrees.com [38].

Since then, the number of social networking sites has increased dramatically, attracting

many users and generating high web traffic. Based on the information provided by Alexa

(alexa.com – a database of information about sites that includes various statistics), many

of the existing social networking web sites are ranked in the top 500 web sites in terms

of traffic generated on the web [41]. Reports from Nielsen Online [42], a company that

provides measurement and analysis of online audiences, indicates that nearly half of the

biggest social networking sites are also among the fastest growing, with still room for

potential future growth.

2.4 Privacy and Security Challenges

The popularity of social networking services has attracted the attention of researchers due

to the various privacy and security risks involved. The success of any social networking

site can be judged based on the number of its participants and the size of the activities

taking place on the site. Therefore, these websites are always competing to come up with

new services and designs that would make them more appealing to their users. Unlike

the physical world, people participating in online social networking services are, in certain

cases, willing to form relationships with others they know little about, and thus providing

strangers access to their private and sensitive information.

A study in [43] examined the patterns of information revelation and the usage of privacy

settings in Facebook to show that the users appear unconcerned about the privacy risks

associated with OSNs. The study shows that while personal data is generally provided by

the users, adjusting the privacy preferences to limit the access to personal data is rarely

11
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used. This is a major cause for concern, since the information revealed online by users can

expose them to various physical and cyber risks.

In [44], authors highlight a comprehensive set of privacy-, identity-, and social-related

security risks associated with today’s social networks. Examples of the privacy-related

risks include digital dossier aggregations of personal data from third parties, secondary data

collection of data not included in user profiles (e.g., members disclose information related

to length of connections, other user profiles visited and messages sent), and linkability of

user profiles from image metadata. In identity-related risks, social network phishing and

identity theft are big threats. Social network phishing is a phishing attack targeted at social

network users facilitated by the easily accessible user profiles available on those networks.

In identity theft, fake profiles are created based on other existing identities in order to

benefit from their reputation or otherwise slander people’s reputation.

In addition to the privacy and identity related security concerns, security issues re-

lated to confidentiality and integrity of user-created content are equally important. A key

problem related to the confidentiality and integrity of user data is online sharing of this in-

formation. Users participating in OSNs use various applications provided on these sites to

create and share public or private content for personal or professional purposes. While in-

formation sharing is vital for socializing online, many challenges have been raised because

of the unregulated sharing situations in OSNs.

The primary challenge for information sharing in OSNs is the impreciseness of the

problem itself. In a typical corporate computing system, information sharing is dictated by

the overall organizational policies, which are formulated based on the corporate agenda.

The information sharing problem in OSNs, however, is not governed by a precise policy.

The need to socialize in OSNs dictates that users should share information. However, the
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privacy concerns can reduce the overall information spread in OSNs. Another challenge is

the diverse user populations in OSNs. It is generally accepted that users in OSNs desire to

have effortless ways of controlling information sharing. While retaining simplicity, users

want mechanisms that minimize unintentional release of data. Yet another challenge is the

mismatch of goals among the different stakeholders of OSNs. The OSN operators want

unhindered information flow so that they could extract sufficient business intelligence on

the user population. The users, on the other hand, want to control information flow to suit

their needs and privacy preferences. This means that the control of the information sharing

should balance the need for privacy with the need for publicity.

Due to its importance, there has been a number of proposed solutions to the problem of

online information sharing on OSNs based on different access control mechanisms. Since

this research focuses on the problem of preserving the confidentiality and integrity of shared

data, I believe it is worthwhile to review the major access control techniques along with

some of the solutions treating the problem of online sharing.

2.5 Access Control in Online Social Networks

Confidentiality is defined in [45] as “ensuring that information is accessible only to those

authorized to have access”. Similarly, Bishop describes integrity as “preventing improper

or unauthorized modifications” [45]. Access control mechanisms are an essential part of

information security because they provide the necessary means for preserving information

confidentiality and integrity. Today, due to the popularity of online information sharing,

there is a pressing need for new access control techniques that provide a secure environment

for online information sharing. In this section, we first give a brief introduction to the major

access control techniques used in security systems then, we review some of the recent work
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addressing the problem of information sharing in OSNs.

2.5.1 Major access control techniques

There are three major access control policies that have emerged since the 1970s: Discre-

tionary Access Control (DAC) [46], Mandatory Access Control (MAC) [47, 48], and more

recently, Role Based Access Control (RBAC) [49]. These access control policies are the

among the most commonly used in computer systems.

1. Discretionary Access Control (DAC), is an owner-centric based policy where the

owner of the protected data dictates the different access policies for the data. Many of

the implemented access control policies are related to DAC in some form or another

[50]. DAC consists of three main entities: the protected objects, subjects, and access

rights. In the system, each object is assigned an owner who is initially the creator

of the object. The owner of an object has complete control over the access rights

and permissions assigned to other subjects in the system. Subjects are granted access

only if the access rights authorize them to perform the requested operation.

Advantages of DAC is its simplicity, flexibility, and ease of implementation [50].

The main drawback of DAC policies is that the access restrictions can be easily by-

passed [51]. A subject who has been granted access can easily pass the object to

non-authorized subjects without the owner’s knowledge. This is because there is no

restriction imposed upon the dissemination of information once a subject has gained

access. DAC is usually implemented by Access control list (ACL) and capability

based access control systems [51].

2. Mandatory Access Control (MAC), is based on the security classifications of subjects
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and objects in the system. In MAC, subjects are assigned security classification (or

clearance) that corresponds to the trustworthiness of that entity, while the security

sensitivity label of an object corresponds to the trust level required for the subjects

in order to have access. In contrast to DAC, object owners do not make policy ac-

cess decisions or assign security attributes [50]. Access is granted only if a subject

has the necessary clearance to access an object. MAC aims to enforce lattice-based

information flow constraints to establish high assurance information systems [52].

This is usually achieved through the following two principles [51]:

• Read down: A subject’s clearance must dominate the security level of the ob-

ject being read

• Write up: A subject’s clearance must be dominated by the security level of the

object being written

The rules above ensures a one way flow of information. In MAC some degree of

centralization exists. Typically, a security policy administrator is responsible for

maintaining the security levels of subjects or objects. The main disadvantage of

MAC is its rigidity and the centralized architecture makes it difficult to adapt it for

distributed systems.

3. Role-Based Access Control (RBAC), has emerged in the past decade as the most

widely discussed alternative to DAC and MAC. RBAC assigns permissions to well-

defined abstractions called roles. Roles can be defined as a set of actions and re-

sponsibilities associated with a particular working activity [51]. Users then take on

different roles in order to gain access to protected objects. RBAC allows a user to

attain different permissions by switching to different roles in a given session [53].
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RBAC makes the process of managing access rights easier by splitting the task of user

authorizations into two parts namely, the assignment of access rights to roles and the

assignment of roles to users. This makes the assigning and revocation of access rights

a convenient task. An advantage of RBAC is that it enables the creation of a hierarchy

of roles which makes it appealing to many highly structured systems. However,

context is not fully considered in the activation, deactivation, and management of

roles.

The access control policies discussed above are the most widely used policies in many

security systems today. However, in the context of OSNs, where the social relationships

play an important role in shaping the access policies, applying traditional access control

techniques to deal with the information sharing problem is not a trivial task. Still, there

have been a number of studies developing different social networking based access control

techniques. We review some of those papers next.

2.5.2 Access control for online social networks

Sharing of personal data is considered a major issue on OSNs and content sharing sys-

tems. Although some social networking sites, like Facebook, Flickr, and Google Knol,

have started to incorporate basic access control features into their sites, these controls are

often limited and incomplete. Recently, a number of social networking based access control

models have been developed to address the sharing problem.

The work in [54, 2] presents a social networking based access control scheme suitable

for online information sharing. In the proposed approach, users identities are established

through key pairs. Social relationship between users are represented as social attestations

issued from one user to another and are used to gain access to friends personal content.
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Access control lists (ACLs) are employed to define the access rights for the users based

on the social relationships. To gain access to a particular object, a person must hold an

attestation that satisfies the access policies specified for the object.

Another model has been proposed in [55]. The authors introduce a rule-based access

control mechanism for web-based social networks. The approach is based on the enforce-

ment of complex policies expressed as constraints on the type, depth, and trust level of

relationships existing between users. The model makes use of certificates to grant relation-

ships authenticity. The authors propose the use of client-side enforcement of access control

according to a rule-based approach, where a subject requesting to access an object must

demonstrate that it has the rights of doing that.

In [56], Villegas et al. present (PDAC), a personal data access control scheme for

protecting personal data stored online. PDAC introduces a trusted distance measure that is

computed based on the social network structural information and the experiential data of

the users. Using the trusted distance, a data object owner defines three protection zones.

PDAC uses a collaborative computing approach to map other users to the data protection

zones defined by the owner of a data object. Based on the zone a user is mapped into, her

requests to access the data objects of another user will be accepted, attested, or rejected.

Attestation involves another round of evaluation by attesters designated by the owner of the

data object.

In addition to the above, an ongoing research project is represented by PLOG [57].

The goal of PLOG is to facilitate access control that is automatic, expressive and conve-

nient. The authors are interested in exploring content based access control to be applied

in social networking sites. Furthermore, Relationship-Based Access Control (ReBAC) was

proposed in [6] to express the access control policies in terms of interpersonal relationships

17



2.5. ACCESS CONTROL IN ONLINE SOCIAL NETWORKS 18

between users. ReBAC captures the contextual nature of relationships in OSNs. Relation-

ships are articulated in contexts, and accesses are authorized also in contexts. Sharing of

relationships among contexts is achieved in a rational manner through a context hierarchy.

The authors also present a policy language based on modal logic in order to express ReBAC

policies. The language provides means for composing complex policies from simple ones.

2.5.3 Access control implementations in online social networks

Most of the social networking services (e.g., Facebook, Google Knol, Flickr, etc.) incorpo-

rate basic access control features into their sites. The protection mechanisms implemented

in most of the social networking sites are often very limited, allowing their users to set the

confidentiality and integrity level for a given item as public, private, or accessible to friends.

Certain social networking sites have incorporated variants of this simple protection scheme

in order to provide their users with more flexibility in specifying the confidentiality and

integrity level.

For example, in addition to the basic access control options, Bebo (bebo.com) and

Facebook (facebook.com) support friend-of-friend (2nd degree contacts) and “cus-

tomized” (i.e., selected friend) access control options. Orkut (orkut.com) provides sup-

port for friends-of-friends. Myspace (myspace.com) and Google Knol (knol.google

.com) only support the basic options of public, private and 1st degree contacts. LinkedIn

(linkedin.com) supports the option “my network,” which is defined as the user’s net-

work of trusted professionals and includes 1st degree, 2nd degree, and 3rd degree connec-

tions in addition to members belonging to the user’s LinkedIn groups. Flickr (flickr.com)

supports public, private, and 1st degree connections (friends, family, or both).

It is important to note that all these simple access control schemes mentioned above,
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or variations of them, have several drawbacks. Many of these drawbacks stem from the

following assumptions made by the simple schemes that are not always applicable.

1. All friends are equal. Access control schemes that use the hop distance to categorize

friends assume that all friends at a particular hop distance are equal. While this makes

access control simple, it lacks the flexibility of differentiating among the friends who

are at the same distance when setting access options.

2. Omniscient users. Access control schemes that expect users to define access con-

trol lists to explicitly deny and allow accesses to data items assume that users are all

knowing about their social neighbourhood and able to make the appropriate protec-

tion decisions. With large and dynamic social neighbourhoods (friends and friend-

of-friends) such an assumption is not practical.

3. No impact on friendships. The simple hop-based protection scheme assumes that

access control decisions do not impact the topology of the social network, which is

often not valid. If Alice is unwilling to provide access to Trudy for data that she is

already sharing with Bob, then it can indicate a lack of trust on Trudy.

4. Friendships are static. Because the nature of friendships can change from time to

time, this can impact the owner’s desire for certain users to access his or her data at

certain times. In order to deal with this scenario, access control schemes utilizing

only hop distance would require breaking and restoring the friendship link. Access

control lists would require users to add and remove specific peers from each list;

therefore it is a hard task for users.

In addition to these points, access control mechanisms used or developed for online

social networking systems focus on protecting information resources within the system. In
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online social networks, information is often shared with other users for different purposes.

Access controls techniques on social networks attempt to guarantee the protection of the

information stored within the network, which means that once information is shared, those

who gain access are able to use the content in anyway they want. Therefore in online social

networks, there is a need for new access control schemes where the eventual information

distribution is shaped by the initial release of the data items into the network.

2.6 Crowdsourcing Systems

Crowdsourcing systems enlist a crowd of users to collaborate to build a wide variety of

artifacts. Over the past decade, a large number of crowdsourcing systems have been pro-

posed on the Internet such as Wikipedia, Linux, Yahoo! Answer, Stack Exchange and

much effort is being directed toward developing many more. Since this effort is an emerg-

ing area, it has appeared under many names, including peer production [58], user-powered

systems [59], user-generated content [59], collaborative systems [60], community systems

[61], collective intelligence [62], wikinomics [63], crowd wisdom [64], smart mobs [65],

mass collaboration [66], and human computation [59].

Crowdsourcing systems can be classified in many different contexts. One of the clas-

sifications can be the nature of collaboration, explicit or implicit. Explicit collaboration

systems (e.g., Wikipedia or Linux) allow users to collaborate explicitly to build artifacts.

On the other hand, implicit collaboration systems let users collaborate implicitly to solve a

problem of the system owners. For instance, the ESP game [67] allows users to implicitly

collaborate to label images as a side effect while playing the game.

A second type of classification is based on the type of the target problem. The target

problem can be any problem defined by the system owners, from building temporary or
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permanent artifacts to executing tasks. Another dimension can be the degree of manual

effort. When building a crowdsourcing system, the system owners must decide how much

manual effort is required to maintain the system. This can range from relatively little (e.g.,

combining ratings) to substantial (e.g., combining code), and also depends on how much

the system is automated. The system owners must decide how to divide the manual effort

between the users and themselves. Some systems ask the users to do relatively little and

the owners a great deal. For instance, to detect malicious users, the users may simply click

a button to report suspicious behaviors, whereas the owners must carefully examine all

relevant evidence to determine if a user is indeed malicious. Some systems do the reverse.

For example, most of the manual burden of merging Wikipedia edits falls on the users who

are currently editing, not the owner.

The other criteria can be the role of human users. Here, we can consider four basic

roles for humans in a crowdsourcing system. Slaves: humans help solving the problem

in a divide-and-conquer fashion, and minimizing the resources (e.g., time, effort) of the

owners. Examples are ESP and finding a missing boat in satellite images using Mechanical

Turk-based systems [68]. Perspective providers: humans contribute different perspectives,

which when combined often produce a better solution than with a single human. Examples

are reviewing books and aggregating user bets to make predictions [64]. Content providers:

humans contribute self-generated content (e.g., videos on YouTube or images on Flickr).

Component providers: humans function as components in the target artifact, such as a so-

cial network, or simply just a community of users (e.g., the owner can sell ads). Humans

often play multiple roles within a single crowdsourcing system (for example, slaves, per-

spective providers, and content providers in Wikipedia) [59].
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2.6.1 Sample crowdsourcing systems

In this section, we focus on introducing the most widely used crowdsourcing systems by

categorizing them in four different groups: collective knowledge management, collective

creativity, collaborative gaming and collaborative voting. We provide definitions and de-

scriptions for each category.

Collective knowledge management

This type of systems allows users to build artifacts, often merges user inputs tightly, and re-

quires users to edit and merge one another’s inputs. A well-known artifact is textual knowl-

edge bases (KBs). To build such KBs, users contribute data such as sentences, paragraphs,

Web pages, then edit and merge one another’s contributions. The two main examples of

knowledge management crowdsourcing systems are Wikipedia and Yahoo! Answers.

Wikipedia is an online encyclopedia that is freely available online. The notion of open

editing in Wikipedia encourages many people to collaborate in a distributed manner to

create and maintain a repository of information artifacts. Wikipedia has more than 17

million registered authors and more than four million articles [69]. It has become a valuable

resource and many people cite it as a credible information source. However, the open

process that provides popularity to Wikipedia makes it difficult for readers to be sure about

the reliability of the content. Similar to other crowdsourcing systems, Wikipedia articles

are constantly changed by contributors who can be nonexpert or even vandals. On the

other hand, Yahoo! Answers is a general question-answering forum to provide automated

collection of human reviewed data at Internet-scale. These human-reviewed data are often

required by enterprise and web data processing.
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Collective creativity

The role of human in creativity cannot be replaced by any advanced technologies. The

creative tasks, such as drawing and coding, can only be done by humans. Here, crowd-

sourcing is used to tap into online communities of thousands of users to develop original

products and concepts, including photography, advertising, film, video production, graphic

design, apparel, consumer goods, branding concepts and different software. As a result,

some researchers sought for crowdsourcing users to do some creative tasks to reduce the

production costs. An example is the Sheep Market. The Sheep Market is a web-based

artwork to implicate thousands of online workers in the creation of a massive database of

drawings. It is a collection of 10,000 sheep created by MTurk workers, and each worker

was paid US$0.02 to draw a sheep facing left [70, 71].

Another example is Threadless which is a platform of collecting graphic T-shirt designs

created by the community [72]. Although technology advances rapidly nowadays, humans

can innovate creative ideas in a product design process but computers cannot. A computer

has no clue about how to solve a specific problem for developing a new product. Different

individuals may create different ideas such as designing a T-shirt [72]. Moreover, Leimeis-

ter [73] proposed crowdsourcing software development tasks as ideas for competitions to

motivate more users to support and participate. Well-known software such as Apache,

Linux, Hadoop was produced and maintained by crowdsourcing systems.

Collaborative gaming

The concept of “Social Game” was pioneered by Luis Von Ahn and his colleagues, who

created games with a purpose [74]. The games produce useful metadata as a by-product. By

taking advantage of people’s desire to be entertained, problems can be solved efficiently by
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online game players. The online ESP Game [67] was the first human computation system,

and it was subsequently adopted as the Google Image Labeler. Its objective is to collect

labels for images on Web. In addition to image annotation, the Peekaboom system [75]

can help determine the location of objects in images, and provide complete outlines of the

objects in an image. The concept of the ESP Game has been applied to other problems. For

instance, the TagATune system [76], MajorMiner [77] and TheListen Game [78] provide

annotation for sounds and music which can improve audio searches.

Collaborative voting

In this type of crowdsourcing systems, a user is required to select an answer from a number

of choices. The answer that the majority selected is considered to be correct. Voting can

be used as a tool to evaluate the correctness of an answer from the crowd. An example of

popular crowdsourcing websites with collaborative voting is Amazon Mechanical Turk (or

MTurk) [79]. A large number of applications or experiments were conducted on Amazon’s

MTurk site. It can support a large number of voting tasks.

2.7 Integrity Management in Crowdsourcing Systems

Integrity management is the review or establishment of different mechanisms to ensure

the long-term integrity of artifacts in crowdsourcing systems. Crowdsourcing systems deal

with two main challenges in order to preserve the integrity of their artifacts: assigning

different capabilities to users, and evaluating users and their contributions.

To assign different capabilities to users, crowdsourcing systems often classify users into

different groups, such as guests, regulars, editors, admins, and “dictators”. Low-ranking

users (e.g., guests, regulars) usually have few capabilities: answering questions, editing
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small part of artifacts, or flagging an incorrect data piece. On the other hand, high-ranking

users (e.g., editors, admins) have a wide variety of capabilities, from small contributions to

resolving controversial issues. This type of user classification is necessary in order to con-

trol the impact of a contribution. The potential impact of a contribution can be measured

by considering how the contribution potentially affects the crowdsourcing system. For in-

stance, editing a sentence in a Wikipedia page can only affect that page, whereas revising

a code in a software such as Linux may potentially affect millions of users. Quantify-

ing the potential impact of a contribution in complex crowdsourcing systems may become

nontrivial [80, 81]

The main idea for evaluating users and their contributions is to detect spam and out

of scope contributions and also differentiate low quality modifications from appropriate

ones. Crowdsourcing systems utilize a combination of techniques in order to block, detect,

and deter malicious users. First, crowdsourcing systems can block any malicious user by

limiting who can make what kinds of contributions. For instance, Wikipedia blocks the

IP address of a malicious user who attempts to add irrelevant and inaccurate materials to

an article multiple times. As another example, anyone can submit an update for the Linux

operating system, but only certain people such as the project originator have the capabilities

to include or exclude a given update from the kernel.

Crowdsourcing systems can detect malicious users and contributions using two main

approaches: content-based analysis and user-driven evaluations. Content-based analysis

is an automatic method that typically involves some test. For instance, a system can ask

users questions for which it already knows the answers, then use the answers of the users

to compute their reliability scores [81, 82]. Many other schemes to compute users’ relia-

bility, trust, fame, or reputation have been proposed [83, 84]. User-driven approaches are
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manual techniques including monitoring the system by the users, distributing the monitor-

ing workload among a set of trusted users, and enlisting ordinary users (e.g., flagging bad

contributions).

Finally, crowdsourcing systems can deter malicious users with threats of “punishment”.

A common punishment is banning. A newer and more controversial form of punishment is

“public shaming”, where a user U judged malicious is publicly branded as a malicious or

“crazy” user for the rest of the community (possibly without U ’s knowledge). For example,

a chat room may allow users to rate other users. If the (hidden) score of a user U goes below

a threshold, other users will only see a mechanically garbled version of U ’s comments,

whereas U continues to see his or her comments exactly as written.

2.7.1 User-driven quality evaluation in Wikipedia

Wikipedia uses user-driven approaches in order to differentiate between low and high qual-

ity articles. Wikipedia introduced the voting-based quality evaluations to tag articles as

“Non-Featured Articles”, “Good Articles” and “Featured Articles” [85]. Any user can

nominate an article by listing it as a candidate for one of these categories. After the nom-

ination of an article, it is flagged with a special tag. There are particular criteria based

on the type of category in order to make the decision. Featured articles have the highest

quality standard such as accuracy, completeness and well written. Good articles are also

high quality articles, however, slight inconsistencies in the quality are tolerated (e.g., a

lack of illustrations or small weaknesses in the writing style). Non-featured articles are the

ones containing an unsuitable representation or a lack of relevance for Wikipedia. How-

ever, even this type of articles maintains a minimum standard of quality. The articles that

are generally uncontroversial for deletion, such as those victimized by vandalism or other
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nonsense, are deleted quickly by using the speedy deletion procedure.

After the nomination of an article, the community decides whether or not the article

belongs to a certain category via a voting process. The voting period and the voting rule

depend on the kind of evaluation. For example, to become a featured article, a voting

period of 20 days and a slight modification of the two-third voting rule are necessary. After

a successful election, the article will be added to one of the category by adding a special

tag on top of the page [85].

2.7.2 Content-based analysis in Wikipedia

Wikipedia uses an anti-vandal detection mechanism called ClueBot [86] which utilizes ma-

chine learning techniques to detect user behavior and their vandalism. ClueBot learns to

detect vandalism automatically by examining a large list of edits pre-classified as either

constructive or vandalism instead of using a predefined list of rules that a human gener-

ates. According to the Wikipedia page [86], ClueBot catches approximately 55% of all

vandalism correctly. In addition, Wikipedia uses a software called XLinkBot [87] to deal

with domains frequently misused by new and anonymous users. The XLinkBot allows

established users to add links, while links added by others will be reverted back.

Accordingly, other approaches were proposed to quantify the integrity of artifacts in

crowdsourcing systems. These approaches tried to measure the quality of artifacts based

on the length, the total number of revisions and the reputation of the editors [88, 89].

Blumenstock [90] demonstrated that the length of an artifact is the most accurate approach

to distinguish high quality articles from low quality ones.
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3
Confidentiality Management in
Online Social Networks

3.1 Overview

There are two main challenges found in defining new access control techniques and con-

trolling confidentiality of information on OSNs. The primary challenge relates to enforcing

usage conditions. The typical corporate information networks [31] such as a course man-

agement network in a university use predefined roles (e.g. professor, teaching assistant, and

student) and policies to regulate information flow. For example, a student does not have

access to assignments or exams of other students, while students appointed as teaching as-

sistants have access to all exams and assignments of specified courses. The employment

conditions of the teaching assistants require them to keep certain information confidential.

Information flow control in such a network breaks down if the users fail to abide by the

usage conditions. The sharing problem in OSNs, however, is not governed by precise us-

age policies. The second challenge is that information sharing in OSNs is not automatically

coupled with the level or the direction of interactions. In analog social networks [91], phys-

ical contacts remain as the dominant mechanism for sharing information between users.
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Therefore, people can implicitly control information sharing by avoiding contact with un-

desirable friends. The explicit controls are necessary in OSNs to avoid information sharing

with undesirable friends. Therefore, there is a need for novel access control techniques that

work with minimal user intervention.

In this Chapter, we address the two challenges identified above by presenting a novel

community-centric confidentiality control scheme for OSNs. We develop a new strategy

where the eventual information distribution is shaped by the initial release of objects into

the network. Because the initial release is completely controlled by the owner, she could

shape the information distribution by making appropriate release decisions to minimize

possible information leakage. To the best of our knowledge, this is the first work proposing

an algorithm to closely approximate the exact risk of information leakage associated with

user access control decisions. Our scheme uses a Monte Carlo method to compute the

set of potential users who could receive the data objects belonging to a data owner. Our

algorithm can provide input to a fully- or semi- automatic sharing decision maker that will

determine the consequences of accepting or rejecting sharing requests. In addition, we

provide algorithms for preventing information from reaching certain users by shaping the

initial release set. Using datasets from Facebook and Flickr, we simulate sharing situations

in social settings and estimate information leakage values considering that our algorithm

controls information sharing.

The rest of the chapter is organized as follows: Section 3.2 discusses the secure infor-

mation sharing problem and associated security challenges in social networking. In Sec-

tion 3.3, a new community-centric confidentiality control mechanism for online systems is

presented. One of the main applications of the new scheme is discussed in Section 3.4. Sta-

tistical, complexity and security analysis of our scheme is examined in Section 3.5. Section
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3.6 presents an analysis of the experiments performed on information sharing patterns in

Facebook and Flickr. Finally, Section 3.7 concludes the main points of the chapter.

3.2 Information Sharing Model

One of the important characteristics of OSNs is the private information space it provides for

the users joining a network. After joining, users, at their discretion provide access to their

friends using simple mechanisms provided by the OSN operators. Most OSN operators

provide facilities to restrict access to subset of friends, friends, friend-of-friends, or public.

These controls only deal with information release and expect the user to detect any misuse

and modify the release conditions (for example, block an offending user from accessing

data) [92, 93].

Information sharing in OSNs takes place without any formal usage restrictions or guide-

lines, which is an acceptable and preferable approach for OSNs users as shown in Figure

3.1. This survey was conducted to find the value of information sharing on OSNs among

200 McGill University students from various fields of study. Only 24 percent of participants

like explicit sharing conditions when they receive data from their friends whereas the ma-

jority of the users prefer to attach specific constraints when they provide the information.

This makes policy-based access control less suitable for OSNs sharing situations. Because

information sharing is not carried out under strict usage conditions in the social networks,

information leakage can occur widely. If an unauthorized user has access to the shared

data, that object is said to be leaked or that information leakage occurred. Therefore, it is

necessary to be able to compute the risk of information being leaked.
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3.2.1 Scenarios

Here, we consider two different use-cases of computing the risk of unauthorized informa-

tion leakage:

First, if a user needs to share some information with a subset of her friends (S1), she

should simply set the access control to S1. However, there is a risk of information leakage

associated with her decision for which she does not possess any knowledge. If there are

intense and frequent interactions between S1 and another subset of the user’s friends named

S2, then the chances that the information shared with S1 will leak to the members of S2

is quite high. Therefore, there should be a mechanism to compute the risk of information

leakage related to the user’s sharing decisions and to provide the subset of the user’s friends

who will eventually have access to the shared information. Based on this information, the

user can shape her access control decisions properly.

Second, if a user attempts to black list a specific user (her adversary), the only thing she

can do in existing OSNs is to add the adversary to a black list. However, information she

shares with her friends can reach her adversary if the adversary has a significant number of

common friends with the user. Similarly, there is a need for a scheme to compute the risk

of information leakage to the adversary and also to provide a list of friends who should be

blocked in order to minimize the risk.

3.2.2 Assumptions

From the above-mentioned scenarios, we can observe that the information leakage problem

is similar to the cover channel [45] problem. Our approach for information leakage is built

on the following assumptions:

1. All information sharing takes place among users who are part of the OSN.
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Figure 3.1: Survey of information sharing on OSNs
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2. Users forming the OSN are focused on a specific topic (e.g., technology analysts).

Therefore, when two users interact they are likely to share information known to

them.

3. In OSNs, usage policies are implied and the receivers are trusted to uphold the norms.

We assume that users are not equally likely to violate these norms.

3.3 α-myCommunity: A New Grouping Abstraction

In this section, we focus on developing an equivalent set of users for information sharing

instead of relying solely on topological information such as friends or friends of friends.

This set would be given to a community of friends likely to have access to the shared infor-

mation only if a quorum of them is given the information. We can compute the equivalent

sharing set as a connected component that surrounds a given user based on the communi-

cation patterns observed in the OSN. We refer to this set as the α-myCommunity hereafter.

For a given communication intensity threshold α, our algorithm gives a subgraph which

is likely to contain the information that is being released by the user. If the user intends

to actually restrict the spread of information to a subset smaller than the set found in this

subgraph, then the risk of information leaking outside the user imposes a restriction that is

given by the α value used in the subgraph computation. Afterward, we develop a method

to compute a set of friends who would leak the shared information to an adversary. For an

acceptable threshold of information leakage, our algorithm provides a minimal subset of

friends with whom the owner should stop sharing in order to prevent the shared information

from flowing to the adversary.
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3.3.1 Real life example

In November 2011, one Apple store employee named Crisp was fired for his critical Face-

book posts. He posted negative messages about his employer on a Facebook friend’s page

assuming it was a private conversation. A coworker enrolled in the private group passed

those messages to the Apple store manager [94] who fired Crisp. Although the messages

were private, the communication was not protected because one of the friends decided to

leak it. With all of the existing access control mechanisms in OSNs, Crisp was not able to

prevent his posts from leaking to the manager. However, if Crisp knows about the risk of

his information leaking out of the desired circle of friends, he can shape the information

spread by not releasing the information to some of his friends. Because Crisp is only ca-

pable of controlling the release of information to his friends, he will use those decisions to

maximize the information spread while the possibility of undesirable leakage is minimized.

Better still, if Crisp could find the friends who should be blocked from getting access to the

information, he could prevent it from flowing to his manager (his adversary) and he would

never lose his job.

Accordingly, there is a need for a new scheme like α-myCommunity on top of existing

access control mechanisms in OSNs in order to compute default sharing sets for users with

minimal risk of information leakage. α-myCommunity can be automatically computed for

Crisp based on the sharing patterns observed in the OSN and also notify him if there is a

high risk of information leakage associated to his sharing decisions. However, our scheme

has some limitations: first, our algorithm works only if the adversary is part of OSNs, in

this case Facebook. Second, all information sharing should take place through OSNs. A

user can share the information with others who are not part of OSNs by other ways than

using social networking sites (e.g. physical contacts). Our scheme cannot prevent these
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types of information leakage.

3.3.2 Estimating α-myCommunity

The identification of groups and communities inside a network has been one of the major

topics in social network analysis [31]. Communities are subsets of users who are densely

connected to each other. In other words, community members have high levels of mutual

trust and shared interests. Because the concept of groups and communities has been used

in different fields, there are various definitions for them in social networks. Here, we try to

specify a community from the point of view of an individual user. We define myCommunity

as the largest subgraph of users who are likely to receive and hold the information without

leaking. That is, myCommunity is defined as a subset of a user’s friends among whom

there are relatively intense and frequent interactions.

We represent the social network with a directed weighted graph SG = (U,E), where,

U is the set of social network users and E is the set of edges representing relationships

between the users of the network. In general, users are not equally likely to share the

information. Some users are more willing to keep the shared data item confidential. If we

denote Pi as the probability that user ui is willing to share the information with some of

her friends, Pi can be computed as follows:

Pi =

 outflow/inflow outflow < inflow

1 outflow > inflow
(3.1)

where outflow is the number of interactions user ui has with her friends, and inflow

is the number of interactions ui’s friends have with her. The weight on an edge between

ui and uj (wi,j) represents the likelihood of two users sharing information along the given
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relationship. Therefore, the probability that user ui shares her information with uj is:

pi,j = Pi × wi,j (3.2)

Formally, myCommunity (Mui) is the largest subgraph of the social graph (Mui ⊆ SG)

including user ui with the highest probability of information flow from ui to all members.

Similarly, we define α-myCommunity (MCα
ui

) as the largest subgraph of the social graph

(MCα
ui
⊆ SG) including user ui with the probability of information flow from ui to all

members greater or equal to the threshold α (MCα
ui

= {∀uj ∈ U |PIFi,j) ≥ α}). The

probability of information flow (PIF ) is the probability that user uj will receive the shared

data object from the owner ui. It is important to note that myCommunity is defined for

each user independently. Within myCommunity, specialized sub-myCommunities can be

defined for specific contexts. It is also possible to develop aggregations of myCommunities

in social neighborhoods to form ourCommunities.

Because finding the probability of information flow is an NP-hard problem [95], we

propose a Monte Carlo based algorithm in order to determine the α-myCommunity for a

specific user ui [96]. We only consider a graph Gui as a subgraph of the social graph for

ui (Gui ⊆ SG), where Gui = (Uui , Eui) is a graph including ui and all users with the

hop distance equal or less than K from ui. If we denote ui and uj as two users, the hop

distance is defined as the smallest number of hops that separate ui and uj on the social

graph. Hence, Gui = {uj ∈ U, ek ∈ E||ui, uj| ≤ K}, where |ui, uj| is the hop distance

between ui and uj .

In this algorithm, an information flow scenario gs is randomly generated according to

the sharing probability on each edge. With N iterations, n̂j = nj/N is an estimation for

the probability of information flow between ui and uj , where nj is the summation of all
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the random variables generated in the N iterations. That is, nj represents the number of

times uj receives the shared information from ui. Let indicator xk be a random variable

indicating whether the information sharing occurred on the edge between ui and uj of the

graph Gui . That is

xk =

 1 with probability pi,j

0 with probability qi,j . (qi,j = 1− pi,j)
(3.3)

Together, the variables x1, x2, ..., xl generate an information flow scenario gs of Gui ,

gs = (Uui , Es), and Es ⊆ Eui . The Monte Carlo simulation (MCS) that estimates the

α-myCommunity for a specific user ui is given as follows:

Algorithm 1 Finding α-myCommunity for ui
Input: the social graph SG(U,E) and a specific user ui
Output: estimating α-myCommunity for ui.

1: Initialize the variable nj to zero: nj ← 0
2: Extract the graph Gui

3: Simulate binary random variables xk for each edge ek (ek ∈ Eui).
4: Erase each edge ek if xk = 0
5: Set Yk,j ← 1 for all j, if there is a path between ui and uj . Otherwise, set Yk,j ← 0
6: Put nj ← nj + Yk,j
7: Repeat step 3 - 6 N times
8: Estimate n̂j for all j as n̂j ← nj/N
9: Set the probability of information flow between ui and uj as n̂j , for all j: PIFi,j = n̂j

10: return all users with PIFi,j ≥ α as members of MCα
ui

3.4 Application: Blocking an Adversary

One of the possible applications of Algorithm-1 on OSNs such as Facebook is to find

out the minimum set of friends who should be blocked from getting access to the shared
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information if the owner ui attempts to prevent his or her data object from flowing to a

specific user uk. Here, we propose an algorithm in order to prevent the second scenario

mentioned in previous section.

Algorithm 2 Finding friends of ui who has the most effect on the probability of information
flow between ui and uk
Input: the social graph SG(U,E), ui and uk
Output: sorted set of ui’s friends based on their effect on PIFi,k.

1: for all friends of ui do
2: Set the probability of information flow between ui and uj to 0: PIFi,j ← 0
3: Find the probability of information flow between ui and uk: αj ← PIFi,k
4: Find the effect of setting PIFi,j to 0 on PIFi,k: efj ← α− αj
5: Set the probability of information flow between ui and uj to the original value
6: end for
7: return sorted set of ui’s friends based on efj for all j

Algorithm-2 is introduced to find out the most effective friend of ui on the probability

of information flow between user ui and her adversary uk. If ui is willing to decrease the

probability of information flow between itself and uk to some new threshold (PIFi,k ≤ β),

Algorithm-3 provides an estimation for determining the minimum set of ui’s friends with

whom ui should stop sharing.

3.5 Analysis: Statistical, Complexity and Security

Now we analyze the statistical properties of our algorithm.

Lemma 3.5.1. The probability that there is a path between ui and uj in one iteration in

Algorithm-1 is the probability of information flow between them PIFi,j .
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Algorithm 3 Finding the set of ui’s friends with whom ui should stop sharing to have
PIFi,k ≤ β

Input: the social graph SG(U,E), ui, uk, and β
Output: set of friends with whom ui should stop sharing

1: Call Algorithm-2 to rank ui’s friends based on their effect on PIFi,k
2: repeat
3: Set uj as the most effective friend of ui on PIFi,k
4: Set the probability of information flow between ui and uj to 0: PIFi,j ← 0
5: Add uj to the output set: S ← S ∪ uj
6: Put PIFi,k ← PIFi,k − efj
7: if for all friends of ui, PIFi,j = 0 then
8: return S
9: else

10: continue
11: end if
12: until PIFi,k > β
13: return S

Proof.

Pr[there is a path between ui and uj] =

Pr[ui and uj are connected] =∏
k∈sharing

pk
∏

k 6∈sharing

(1− pk) = PIFi,j.

(3.4)

Theorem 3.5.1. The estimated probability of information flow obtained from Algorithm-1

n̂j is unbiased and consistent estimation of the exact probability of information flow PIFi,j .

Proof. In each iteration, we declare Yk,j for a user uj as an indicator random variable

with

Yk,j =

 1 if there is a path between ui and uj

0 otherwise.
(3.5)
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Because we use an independent and identical method for generating gs in the N itera-

tions, then Y1,j , Y2,j , ..., YN,j are independent identically distributed random variables. By

Lemma 1, we can achieve:

Pr[Yk,j = 1] = PIFi,j (3.6)

In the algorithm, nj is the result of a random experiment. It means that we only consider

one particular replica of this random variable in a specific experiment. Therefore, we have:

nj = Y1,j + Y2,j + ...+ YN,j (3.7)

where Yk,j , k = 1, ..., N , are independent identically distributed binary random vari-

ables. Also, from Lemma 1, we know that the expected value of these binary random

variables can be computed as:

E[Yk,j] = Pr[Yk,j = 1] = PIFi,j (3.8)

Accordingly, we have:

E[n̂j] = E[nj/N ] = E[(Y1,j + Y2,j + ...+ YN,j)/N ] =

N∑
k=1

E[Yk,j(i, j)]/N = PIFi,j

(3.9)

hence, n̂j is unbiased estimator of nj . In addition, because Yk,j = Y 2
k,j , so we have:
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E[Y 2
k,j] = E[Yk,j] = PIFi,j (3.10)

and

V ar[Yk,j] = E[Y 2
k,j]− E2[Yk,j] = PIFi,j(1− PIFi,j) (3.11)

Thus,

V ar[n̂j] = V ar[nj/N ] = V ar[
N∑
k=1

Yk,j/N ] =

N∑
k=1

PIFi,j(1− PIFi,j)/N2 = PIFi,j(1− PIFi,j)/N

(3.12)

Therefore, our algorithm is not only unbiased, but also has variance tending to zero

as the number of experiments increases (limN→∞ V ar[n̂j] = 0). In other words, with the

increase of N, the value of n̂j becomes closer and closer to the exact value of the PIFi,j:

lim
N→∞

P{|n̂j − PIFi,j| < ε} (3.13)

That is, if the replication number N is large enough, any precision requirement ε can

be accomplished.

Theorem 3.5.2. Algorithm-3 is a greedy approximation for finding the minimal subset of

ui’s friends who should be blocked in order to have PIFi,k ≤ β. The computational

complexity of the algorithm is in order of O(T ) where T is the number of ui’s friends.

Proof. To determine the minimum subset of ui’s friends with whom she should stop
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sharing, we should go through all possible subset of ui’s friends, and for every subset, check

whether the probability of information flow between ui and uk is less than the threshold β.

In all possible solutions, the minimum subset would be the answer. The running time for

this precise algorithm is O(2T ). Therefore, we need a heuristic to find out the minimum

subset in a reasonable time.

Our proposed algorithm, at each stage, considers ui’s friends with the largest effect

on PIFi,k. Because Algorithm-3, first, ranks the ui’s friends based on their effects on

the PIFi,k by calling Algorithm-2, in worst case, it would go through all ui’s friends.

Therefore, the Algorithm-3 is a greedy approximation with computational complexity of

O(T ).

Claim 3.5.1. The α-myCommunity for user ui with highest value of α and largest size has

the lowest risk of information leakage.

Proof. Increasing the value of α results in a smaller α-myCommunity with only trustable

friends. However, increasing the α value may not always lead to minimizing the risk of in-

formation leakage. If Alice wants to share her data object only with her close friends, she

should set a high value for α such as 0.9 to only consider high trustable friends. The 0.9-

myCommunity includes a few number of her friends (e.g. only five friends). With small

change on the α value (e.g. from 0.9 to 0.88), the size of α-myCommunity for Alice in-

creases largely. Therefore, it is better for her to relax the α constraint and share her data

with a larger number of her friends.

On the other hand, decreasing the value of α not only increases the size of α-myCommunity,

but also results in higher risk of information leakage. In OSNs, users want to control the

information flow of their shared data in order to suit their needs and at the same time, pri-

vacy preferences. This means that control of the information sharing should be in a way to

42



3.6. EXPERIMENTAL RESULTS 43

make balance between the need for privacy and the need for publicity. Therefore, it should

be a tradeoff between the α value and the size of α-myCommunity. The best α value for

user ui will be achieved as follows:

max{α× size(MCα
ui

)} (3.14)

3.6 Experimental Results

In this section, we use extensive simulations to evaluate α-myCommunity estimation schemes

and analyze interactions of users inside α-myCommunities. To setup the simulations, we

used topologies extracted from two different datasets, facebook.com [97], and flickr.com

[98]. The Facebook dataset is a collection from New Orleans regional network with around

60, 290 users, 1, 545, 686 friendships, and 876, 993 interactions between the users. These

interactions can be any wall post such as posting videos, photos, and comments. The other

dataset is based on traces collected from Flickr photo sharing site. While Flickr is an on-

line photo album based social network, users connect with each other because of the quality

of the photo albums. Therefore, Flickr permits users to have two different types of links:

links to friends named contacts and links to favorite photos called favorites [98]. From

this dataset, we extracted a subset of data with 100, 000 users, 3, 638, 215 friendships, and

10, 000, 000 interactions between the users. Interactions can be sending messages to other

users, commenting on photos, tagging photos, and choosing favorite photos.

Using the friendship traces from both datasets, we constructed a synthetic social net-

work as an undirected graph. It means that if user u is friend with user v, user v is also

friend with user u. Similarly, we built an interaction network as a weighted directed graph

using Facebook and Flickr traces. In this network, an edge from node u to node v exists if
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(c) Flickr, hop-distance = 2
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(d) Flickr, hop-distance = 3

Figure 3.2: Distribution of α-myCommunity’s size with equal α value
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u has an interaction (wall post) with v. We assign a weight on each connection based on

the number of interactions occurred between two users. Therefore, any edge would have a

weight at least equal to 1. The larger the weight, the larger the probability would be for two

users to share information. We have to mention that we assume all interactions are related

to one topic. Analyzing interactions based on different topics is one of the future direction

of this thesis.

Accordingly, we perform three different groups of studies. We first focus on the distri-

bution of α-myCommunities with different values for α. Also, we try to find out the best

value for α in both networks. Next, we evaluate the information leakage in α-myCommunities

and analyze the behavior of users inside and with outside of their communities. Finally, we

study the evolution of α-myCommunities over time. We find out how α-myCommunities

would change in size and members throughout time. We have to mention that we run our

algorithm with different number of iterations (N = 100, 1000, 10000, 100000). We no-

tice that there is not a significant difference between the results achieved with N equal or

greater than 1000. Therefore, N with value of 1000 leads to a promising estimation for our

simulations.

3.6.1 Analysis of α-myCommunity and blocking

In this section, we analyze our algorithms for computing α-myCommunities and blocking

lists. We determine the α-myCommunity by considering different hop distance (2-hops or

3-hops) for each individual user. We only consider hop distance equals to 2 or 3, because

the hop distance greater than 3 would nearly cover the whole network. We first utilize the

same α value for all users to find out the size of α-myCommunities. Figure 3.2 presents

the α-myCommunity’s size distribution for different α values (α = 1, 0.9, ..., 0). This
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(b) Facebook, hop-distance = 3
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(c) Flickr, hop-distance = 2
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(d) Flickr, hop-distance = 3

Figure 3.3: Distribution of α-myCommunity’s size with best value for α

46



3.6. EXPERIMENTAL RESULTS 47

0 0.2 0.4 0.6 0.8 1
0

20

40

60

80

100

Size of α

U
se

rs

 

 

Facebook, hop−distance=2 

Facebook, hop−distance=3
Flickr, hop−distance=2

Flickr, hop−distance=3

Figure 3.4: Percentage of user with the same α value

figure indicates the maximum, average and minimum size of α-myCommunity with hop

distance equals to 2 and 3. The larger the value we choose for α, the smaller the size of

α-myCommunity would be. The reason for this is that the smaller number of users has

enough interactions to be considered in α-myCommunities with high α values. In addition,

the size of α-myCommunities with hop distance equals to 3 is 3 times, for Facebook users,

and 2 times, for Flickr users, larger compare to the size of α-myCommunities with hop

distance equals to 2.

Second, we calculate the best value for α based on the Equation 3.14 for each individual

user. As shown in Figure 3.3, the minimum value for α is 0.3, for Facebook users, and 0.4

for Flickr users. In addition, we find out the percentage of users having the same α value

as shown in Figure 3.4. We notice that the best α value for Facebook user is equal to 0.7

as oppose to 0.8 for Flickr users. This is because of the fact that more than 84 percent of

Facebook users have the α value equal or greater than 0.7. Similarly, for more than 67

percents of Flickr users, the α value is equal or greater than 0.8.
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Figure 3.5: The average ratio of variations in the size of blocking lists by changing the
interaction intensity on edges

To analyze the blocking list scheme, we attempt to figure out how our algorithm would

resist to the changes of the network. We calculate blocking lists for random adversaries for

each user, and then change arbitrarily 10, 20, ..., 90, 100 percentage of interaction intensity

on edges in both networks. Figure 3.5 presents the average changes on the size of block-

ing lists for Facebook and Flickr networks. First, we increase or decrease at random the

interaction intensity of edges in both networks. We notice that changes up to 60 percent of

Facebook network, and up to 50 percent of Flickr network have no effect in the size of the

blocking lists. Second, we only increase arbitrarily the interaction intensity of edges for

both networks. In this case, the ratio of changes in the size of blocking lists is two times

larger comparing to the first approach.
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3.6.2 Information leakage

We now focus on determining how effective α-myCommunity would be in preventing in-

formation leakage with different values for α. As we mentioned earlier, information leak-

age occurs when an authorized user has access to the shared information. To evaluate infor-

mation leakage in α-myCommunities, we analyze the interactions of members with users

outside of communities. Since α-myCommunities include users who are likely to hold the

shared information without leaking and have relatively intense and frequent interactions

among each other, we consider the interactions between members and non-members as the

information leakage.

To present how effective the information can be protected by the existing privacy set-

tings in Facebook and Flickr, we try to find the information leakage if we set the privacy

settings to friends or friends-of-friends. Figure 3.6 presents the normalized number of in-

teractions which occurred inside the privacy setting (friends and friends-of-friends) and

from inside-to-outside of these settings (information leakage). The number of interactions

with users outside of the privacy settings is around 2 times more than the number of in-

teractions that occurred within the circle of friends or friends-of-friends for both Facebook

and Flicker users.

Accordingly, we try to set the privacy settings for each user to α-myCommunity in

order to figure out the effectiveness of our approach. Figure 3.7 indicates the normalized

number of interactions between members and from inside-to-outside of α-myCommunities

with different values for α. The larger the value we choose for α, the smaller number of

interactions would be between members and non-members. For instance, the number of in-

teractions between members of α-myCommunities with α value of 1 is 30 times more than

the number of interactions with non-members as shown in Figure 3.7(a). The information
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Figure 3.6: Normalized number of interactions between members and from inside-to-
outside with security setting to ”friends” and ”friends of friends”
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leakage (interactions with outsiders) is less than one percent of whole interactions when α

is equal or greater than 0.7 for Facebook users. Similarly, the information leakage is less

than one percent for α-myCommunities with α equal or greater than 0.8 for Flickr users.

It means that α-myCommunity members have tendency to interact more with each other

compare to their other friends and keep the shared information within the community.

3.6.3 Evolution of myCommunity and blocking list

In this part, we study how α-myCommunities and blocking lists evolve over time. To

simulate α-myCommunities evolution, a total of 29 timeslots from Facebook traces, col-

lected from September 2006 to January 2009, are considered. Each timeslot contains in-

formation about nodes and links in every month during this period. Similarly, we divide

the Flickr traces into 20 independent timeslots, respectively containing 50, 000 interac-

tions. We compute the α-myCommunity and blocking list for each user based on inter-

actions that occurred during each time slot individually. We only consider current inter-

actions between users and not their history. Afterwards, we try to find out what fraction

of α-myCommunities and blocking lists persist from one timeslot to the next one. We

use the notion of resemblance to measure the similarity between α-myCommunities and

blocking lists in two consecutive timeslots. We define resemblance as the portion of α-

myCommunity and blocking list members who remain in the community over two times-

lots. Let denote Rt the resemblance of α-myCommunity or blocking list at time t. Rt can

be defined as:

Rt =

∣∣∣∣MCα
ui

(t) ∩MCα
ui

(t+ 1)

MCα
ui

(t)

∣∣∣∣ (3.15)

Where MCα
ui

(t) is the α-myCommunity for user ui at time t. The value of Rt varies
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(b) Facebook, hop-distance = 3
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Figure 3.7: Normalized number of interactions between members and from inside-to-
outside of α-myCommunities
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between 0 and 1 where Rt = 1 shows the entire α-myCommunity members continued

to be part of the community at the next time step, and Rt = 0 represents that none of

the α-myCommunity members who were part of the community at time t belongs to the

community in time t + 1. Conversely, we define the ratio of variation in α-myCommunity

as the complement of resemblance as follows:

V (MCα
ui

(t)) = (1−Rt) ∗ 100 (3.16)

Figure 3.8 indicates the average ratio of variations in size of α-myCommunities when

all users have the same values for α in both datasets. The larger the value we choose for α,

the higher the variation we would have in the size of α-myCommunities. This is because

of the fact that α-myCommunities with larger values for α have the smaller number of

members who have a relatively large number of interactions through all timeslots. If a user

has not enough interactions through one timeslot, she would not be considered as a member

of the α-myCommunity with a large α value in the next timeslot. In addition, we notice that

α-myCommunities with α equals to 0.7 for Facebook and 0.8 for Flickr have a relatively

smaller ratio of variations compare to other values for α. The reason for this is that the best

value for α is 0.7 for Facebook users and 0.8 for Flickr users.

Accordingly, Table 3.1 shows membership changes of a specific Facebook user’s α-

myCommunity with the α value of 0.7 during the first 10 timeslots. We show the intersec-

tions of the 10 computed α-myCommunities with each other in this table. For instance, let

denote C1, ..., C10 for α-myCommunities in different timeslots. Here, the size of C2 is 15,

and the size of its intersection with C4 is 10. It means that 5 members of α-myCommunity

have not enough interactions in the forth timeslot and they were eliminated from the α-

myCommunity. On the other hand, the size of the intersection of C2 and C7 is 15. It means
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Figure 3.8: The average ratio of changes in size of α-myCommunities by considering
timeslots

that those eliminated members joined back into the α-myCommunity. Therefore, it would

better to compute α-myCommunities based on both current interactions between users and

their history.

As a result, we define a time window including the interactions in current and three

prior timeslots. To compute α-myCommunities in one timeslot, we consider the interac-

tions that occurred throughout the time window in which the timeslot belongs. Figure 3.9

indicates the average ratio of changes in size of α-myCommunities with the same α while

considering the interaction within time windows. The ratio of variations in the new method

is smaller compare to the ratio of the previous scheme, since the history of interactions be-

tween users is considered as well. This shows that the resemblance value is sensitive to the

size of the window. In addition, we present the membership changes of the same Facebook

user’s α-myCommunity based on the new method in Table 3.2. For example, the size of C4

equals to 68 and its intersection with C6 is 67. It means that from timeslot 4 to 6, only one
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C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

C1 4 4 3 2 4 4 3 1 0 0
C2 4 15 15 10 12 12 15 14 12 12
C3 3 15 23 12 14 12 14 14 12 10
C4 2 10 12 12 11 10 12 10 9 12
C5 4 12 14 11 16 11 10 16 11 12
C6 4 12 12 10 11 13 13 13 10 11
C7 3 15 14 12 10 13 15 15 10 14
C8 1 14 14 10 16 13 15 21 12 14
C9 0 12 12 9 11 10 10 12 12 12
C10 0 12 10 12 12 11 14 14 12 14

Table 3.1: Membership changes in α-myCommunity of a specific Facebook user through
10 different timeslots

member was eliminated and three new members were joined the α-myCommunity.

Similarly, we can define resemblance and ratio of variations for blocking lists. We

compute the blocking list for each user by considering both timeslots and time windows.

The average ratio of variations in size of blocking lists for timeslots method is 33 percent

compare to 10 percent for time window. Finally, we try to find out whether a set of members

who are part of α-myCommunity and blocking list exists in every timeslot or time-window.

We define this set of users as the core of the community. When we consider timeslots,

the core for α-myCommunity contains 56 percent of members comparing to 73 percent

by considering time-windows. Further, the core for blocking lists in average includes 48

percent of members in the first timeslot and 68 percent of members in the first time-window.

Therefore, considering time windows containing the history of interactions between users

results in more stable α-myCommunities and blocking lists.
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Figure 3.9: The average ratio of changes in size of α-myCommunities by considering time-
windows

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

C1 49 49 49 49 45 45 49 40 38 38
C2 49 58 58 58 55 50 55 55 50 51
C3 49 58 61 61 58 61 60 58 58 55
C4 49 58 61 68 68 67 68 60 65 65
C5 45 55 58 68 75 70 65 59 68 67
C6 45 50 61 67 70 70 65 60 65 65
C7 49 55 60 68 65 65 65 60 65 65
C8 40 55 58 60 59 60 60 60 60 60
C9 38 50 58 65 68 65 65 60 69 68
C10 38 51 55 65 67 65 65 60 68 75

Table 3.2: Membership changes in α-myCommunity of a specific Facebook user through
10 different time-windows
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3.7 Summary

In this Chapter, we considered the problem of controlling confidentiality of information

on online social networks. When sharing content, two issues stand out: enforcing usage

conditions and ensuring that the conditions are respected once the content is shared. We

presented a Monte Carlo based algorithm to compute the sharing subgraph which the in-

formation will disperse on the network. We refer to such subgraphs as α-myCommunity,

where α specifies the certainty that all members of the subgraph will know about the infor-

mation.

From the experimental results, we noticed that the larger the value of α the smaller the

size of α-myCommunity. This indicates that interactions in OSNs take place in tightly knit

groups. These groups, however, may not be cleanly defined by notions such as friends,

or friends-of-friends. Also, the best α value for Facebook users is about 0.7. This means

by choosing 0.7-myCommunities Facebook users can form communities that are robust in

terms of information sharing. The information discharged into such communities are more

likely to be contained within them. Similarly, for the Flickr network, we observed an α

value of 0.8. Instead of asking the user for an α value the algorithm select the value yielding

a robust configuration. In addition, blocking the adversary directly may not prevent flow of

information to him. This indicates that users can receive information not only directly from

the owner, but also indirect ways from common friends. However, the indirect ways may

not be cleanly defined by existing notions in OSNs. Finally, because interactions are time

dependent, we evaluated different ways of computing α-myCommunities. By including

historical information in the computation process, we were able to compute relatively stable

α-myCommunities.
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4
Integrity Management in
Crowdsourcing Systems

4.1 Overview

Two extreme approaches have been introduced for maintaining integrity in crowdsourcing

systems: Wikipedia style and Linux style [59]. With Wikipedia, integrity emerges out of

the crowd activity and can be less effective on sections of the encyclopedia that do not

gain wide exposure. Incorrect or intentional bias can be introduced into the Wikipedia

articles and remain there until subsequent readers flag the problems. On the other hand,

Linux-style approaches tightly control the integrity by funnelling all changes through a

single authority. This style resolves the inaccuracy problem, yet increases the workload

and creates a bottleneck due to having a single authority.

In this chapter, we present Social Integrity Management (SIM), a new approach for

managing the integrity of content created in crowdsourcing repositories. Our approach

assumes that the users are interconnected by an online social network such as Facebook,

where each user specifies the trustworthiness of her friends. Our scheme enjoys the benefits

of the two existing styles, i.e., any user can be a potential writer to create a new article

(Wikipedia Style) while the integrity is enforced by having ownership (Linux style). SIM
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brings ownership as a key feature to control integrity of documents. The bottleneck created

by ownerships is relaxed in SIM by including co-ownerships and multiple versions.

The rest of this chapter is organized as follows. The challenges and requirements for

preserving integrity in crowdsourcing systems are discussed in Section 4.2. Section 4.3

presents our analysis on Wikipedia’s integrity based on dump datasets from its website. In

Section 4.4, we detail the design and the rationale of the SIM approach. Section 4.5 presents

numerical analysis of SIM using dataset from Facebook. Finally, Section 4.6 summarizes

the major features of the SIM.

4.2 Integrity of Crowdsourcing Systems

In a crowdsourcing environment where large number of users are involved in updating large

number of documents, integrity needs to be defined with due diligence. In most crowd-

sourcing repositories (e.g., Wikipedia) only one version of a document is retained. This

means contention can arise due to conflicting opinions. To reduce the bias, crowdsourcing

systems often include different sections for explaining different viewpoints. If an article is

owned by a single user (e.g., Google-Knol), this problem does not arise. However, the ar-

ticle itself can be biased because the owner might be filtering out the opinions he disagrees

with. This incurs the possibility of having multiple articles on a single topic, because users

concerned about the bias of an existing article might start their own version to provide the

alternative opinion.

In Table 5.4, we use different attributes to characterize twelve crowdsourcing infor-

mation systems. The first attribute is the type of identity required by the site. Except for

Wikipedia, all other sites in this table require some form of login to create an article or

edit contents that are already present in the site. There are two types of identities: (i) real
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identity and (ii) pseudo identity. Sites such as Scholarpedia and Citizendium require real

identity; i.e., the contributors have to register with their physical identifying information

such as their curriculum vitae. Once the physical identity and the accompanying informa-

tion of a user are verified, the user is given access to the site. Another form of identity that

is more commonly required is the pseudo identity. In this case, users accumulate reputation

on the pseudo identity and the privileges associated with a user are directly dependent on

her reputation.

All sites, except Wikipedia, include ownership in their scheme in order to control the

integrity of the generated articles. Therefore, editing capabilities can only be granted by

the owner of an article (e.g., Scholarpedia and Citizendium) or by accumulating enough

reputation (e.g., Stackoverflow). These systems try to encourage users to contribute more

by providing incentives such as different capabilities within the system based on the level

of their reputations. However, Squidoo or About sites provide some sort of remunerations

to motivate users for contributing in their systems.

Another important characteristic of these sites is the number of articles per topic. De-

pending on the nature of the site, we can have one or many articles for a specific subject.

Wikipedia, Scholarpedia and Citizendium as online encyclopedias have only one article

per topic. However, Google-knol, Squidoo, Hubpages, Helium, Examiner and DailyTech

make it possible to have multiple articles when writers have different opinions on a specific

subject. In addition, users can ask the same question multiple times in question answering

sites such as Stackoverflow and get different answers.
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4.2.1 Challenges

In this section, we discuss some of the challenges of creating crowdsourced information

repositories. We categorize these issues as follows:

1. Ownership of articles: Suppose Alice is creating a document X . In a typical pub-

lishing scenario, she retains the ownership of document X for its lifetime. If anyone

else wants to edit or modify it, they need to get Alice’s permission. To this end, they

have to submit their modifications to Alice and she has to decide which modification

should be accepted or rejected. Obviously, such a publishing model is not very suit-

able for community-centric or large-scale collaborative publishing. In this model,

Alice’s ownership becomes a bottleneck because she must validate each and every

modification. This is one of the reason that Wikipedia takes the ownership away from

its core model. It attempts to provide integrity without requiring ownership.

2. Accuracy of articles: The involvement of large number of writers, often non-experts

in Wikipedia-style websites, results in unreliable and unprofessional documents. Also,

having a single version for each article may result in contentions that will need fur-

ther resolution. The main problem here is the lack of authority and fact-checking.

Someone should report the problem; otherwise, inaccurate information that is not

obviously false may persist in Wikipedia for a long time before it is challenged [23].

3. Duplication of effort: Some crowdsourcing websites offer an option of having mul-

tiple articles on the same topic, each being written by a different author (owner). This

can resolve the contention problem mentioned previously. However, in this model,

a reader would have difficulty in searching and discerning the relevant articles from

the irrelevant ones.
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A majority of crowdsourcing websites employ the owner-centric model to solve the

article accuracy problem experienced by Wikipedia. If a user creates an article, she is the

owner of that document and also responsible for its credibility and future modifications.

Since a user’s reputation is highly dependent on the quality of articles created by the user,

the user would pay more attention to the accuracy of her articles; hence, the quality of

articles can be significantly improved. In the owner-centric model, various access control

schemes were proposed to preserve the integrity of contents. In the next section, we address

major requirements for access control schemes in integrity management.

4.2.2 Requirements

As mentioned earlier most crowdsourcing systems employ the owner-centric model which

uses access control schemes for preserving the integrity of contents in a crowdsourcing site.

Here, we discuss the requirements of all access control schemes used in the owner-centric

model [56]:

1. Full control: An access control scheme should provide the owner with full control

on how she modifies access to other users.

2. Flexibility: A crowdsourcing website can have various data and editing require-

ments. Therefore, the access control scheme should be flexible and capable of oper-

ating at different data granularities. This flexibility requirement has various aspects

including: providing different levels of editing capabilities for different users, chang-

ing editing conditions of an existing content (e.g., increasing its integrity level), and

changing editing capabilities of a user (e.g., decreasing the trustworthiness of a user

and consequently limiting her access to modify contents). While flexibility is essen-

tial in access control schemes, it can add significant overhead in terms of user effort
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required to setup and maintain an ownership model.

3. Collaborative environment: The user effort required by the access control scheme

is certainly a major factor in its eventual acceptance in the user community. One way

of retaining the flexibility and reducing the user effort required by the access control

scheme is to enable collaborative decision making for each user. This can be done for

a certain user (Alice) using one or a combination of the following methods: learning

from Alice’s past activities, learning from past activities of the community within a

social neighborhood of Alice, and learning from the past activities of a set of users

who are similar to Alice within her social neighborhood.

4. Prediction of accessibility: Another important requirement for an access control

model is the ability to predict the accessibility of created contents. For instance,

Alice would like to know the list of users who are able to modify the new article she

is creating with a particular integrity setting. Such prediction of accessibility can be

used to interactively shape the integrity settings for important data.

Some of these requirements have already been implemented in Stack Exchange sites

which we will discuss them in detail in Chapter 5.

4.3 Wikipedia’s Integrity

In this section, we consider the integrity of Wikipedia as one of the most widely-used

collaborative (crowdsourcing) systems. We first challenge its integrity by performing some

experiments. Afterwards, we analyze the dump datasets from its website to find the reasons

behind high integrity for few articles and low integrity for majority of them.
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4.3.1 Challenging Wikipedia’s integrity

To meet its integrity objectives, Wikipedia encourages contributors by facilitating easy

article creation and update. The integrity of a user’s contributions are checked and flagged

by subsequent readers. For highly trafficked articles, this model of integrity enforcement

works very well. However, when integrity emerges out of the crowd activity, it can be

less effective on sections of the encyclopedia that do not gain wide exposure. Incorrect

or intentional bias can be introduced into the Wikipedia articles and remain there until

subsequent readers flag the problems.

In Wikipedia, there are two different modes for user contribution: anonymous and

pseudonymous. In the anonymous mode, writers will not have full privileges and Wikipedia

keeps their IP addresses in the history of the page. With pseudo identities, users accumu-

late reputation and the privileges associated with the users are directly dependent on the

corresponding reputations.

To examine how Wikipedia preserves the integrity of its pages, we conducted some

experiments by creating new pages containing false information and by modifying existing

pages by adding non-related sentences and URL links.

Creating a new page

We tried to create a new page with invalid content. Every new page proposal by an anony-

mous or new user goes through a validation by one of the Wikipedia’s editors. The editor

will check whether the page already exists, has commercial or offensive content or includes

invalid information. After validation, the proposed page will be added to Wikipedia. The

page we created could not pass the validation phase as we were anonymous or new user

and had invalid content.
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Modifying an existing page

Next, we attempted to modify an existing page by adding random sentences. New and

anonymous users’ modifications to existing pages go through an automatic validation phase.

Wikipedia uses an anti-vandal detection mechanism called ClueBot [86] which utilizes ma-

chine learning techniques to detect users behavior and their vandalism. Our modifications

were flagged by this software as invalid and never applied to Wikipedia pages. To mislead

the ClueBot validation, we tried to add sentences with incorrect information containing

words related to the page’s topic. In this case, the ClueBot failed to detect our modifica-

tions.

Adding random URL links

In this experiment, we tried to add random, non-related URL links to popular and unpopular

pages. We realized that all added links from new or anonymous users go through validation

phase similar to the previous experiment. Wikipedia uses a software called XLinkBot [87]

to deal with domains frequently misused by new and anonymous users. The random URL

links, introduced by us, were detected and removed by XLinkBot. To mislead the XLinkBot

validation, we attempted to modify references in some pages by copying existing URL

links from other Wikipedia pages. Here, we had two different scenarios where XLinkBot

becomes confused. In the first scenario, the topic of the two pages are completely different

and non-related. Since the copied link has no relation to the page’s topic, the XLinkBot

is still able to detect this modification and remove the link. In the second scenario, we

considered two pages which are related to each other, i.e., one page has linked to the other

one. In this case, XLinkBot failed to detect our modifications.

After running these three experiments, we can conclude that the integrity of the page
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depends on the readers who are responsible to find unrelated references and remove them

by rolling back the page. However, when Wikipedia readers have less interest in some

articles, their integrity may not be heavily scrutinized as pages with heavy readership.

4.3.2 Analyzing Wikipedia’s integrity

To solve the integrity problem, Wikipedia has developed various approaches for evaluating

its articles. Wikipedia provides a user-driven approach where users can vote for articles to

be marked as “Featured Articles,” “Good Articles,” or “Non-Featured Articles.” Here, we

aim at providing a better understanding of how an article becomes a featured article while

others remain at low quality.

In this integrity analysis, we used the Wikipedia dump dataset for a period of ten years

from 2001 to 2011. The dataset includes XML files containing the source texts of all

pages with their complete edit history. The edit history contains the usernames or the IP

addresses of the editors and the modification times. Because the size of the dataset is very

large, Wikipedia divided the dataset into many files; each one contains information for

around one thousand pages. Here, we only considered 100 good and featured articles as

the sample for high quality articles and 100 non-featured articles as the test-case for low

quality articles. This is a reasonable amount of data given that there are only 3, 783 featured

articles in Wikipedia which is around one of every 1, 100 articles. Also, note that extracting

the information about these types of articles is an extremely time consuming procedure. In

addition, there are many low quality articles with very few contributions. Here, we only

consider an article as part of our test-case if the article has more than 100 modifications in

its edit history.
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Figure 4.1: Number of contributions for low and high quality articles
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Contributions and reverted back modifications

The number of contributions and the number of reverted back modifications for both low

and high quality articles are shown in Figure 4.1. For low quality articles, the number of

reverted back modifications is similar or larger than the number of accepted contributions.

It seems that Wikipedia community for low quality articles could not agree on the content;

therefore majority of contributions were reverted back. On the contrary, the evolution of

high quality articles shows a significantly different pattern. In general, the number of con-

tributions for high quality articles is larger compared to the number of contributions for

low quality articles. It appears that in a particular period of time (2006 and 2007) the high

quality articles became the focus of the Wikipedia community; thus the number of contri-

butions rose with increasing maturity. Afterward, the articles became good or featured and

the number of contributions decreased.

Generally, the number of reverted back modifications for high quality articles is smaller

compared to the number of accepted contributions. However, after the articles became good

or featured, the number of reverted back modifications exceeded the number of accepted

contributions. This trend suggests that with increasing maturity, Wikipedia community

tends to accept less number of new contributions. Therefore, a lot of contributions are

reverted back when the articles are of high quality.

Major and minor contributions

Wikipedia categorizes modifications as minor or major. A minor edit is one where the

modification requires no review and could never be the subject of a dispute. An edit of

this kind is marked in its page’s revision history with a lower case, bold “m” character (m).

However, a major edit is one that should be reviewed for its acceptability to all concerned
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Figure 4.2: Average number of major and minor contributions

editors. We could observe that most of the contributions for high quality articles are major

(i.e., changing a big portion of an article). For high quality articles, around 85 percent of

contributions were tagged as major compared to only 52 percent of the modifications being

major for low quality articles as shown in Figure 4.2.

Contributors

We found the number of contributors for different types of documents as shown in Figure

4.3. In this figure, we index the pages from 1 to 200 and sort them in terms of the number

of contributors (horizontal label). The average number of contributors for low quality ar-

ticles is 356 compared to 1, 621 for good articles and 3, 332 for featured ones. This shows

that high quality articles gain wide exposure 10 times as much as low quality articles. In

addition, we noticed that there is a highly active group of contributors involved from the

creation of high quality articles until present. However, the majority of editors for low

quality articles never contribute after their first contributions.
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Figure 4.3: Number of contributors for low quality, good quality, and featured articles

We consider an editor as a top contributor for an article if the number of times her

modifications got reverted back is much smaller than the total number of her contributions.

In other words, the set of top contributors (E) for an article will be:

E = {∀ui ∈ U |Rui/Cui < ε,Cui > ∆}, (4.1)

where U is the set of all editors, Rui is the number of revert backs done on contributor ui’s

modifications, Cui is the total number of contributions for editor ui, and ∆ and ε are the

thresholds. We need the threshold in order not to consider editors who only contributed few

times and all their modifications got accepted. We found out that for high quality articles

the average number of top contributors is 32 for the threshold ∆ = 50 and ε = 0.1. In other

words, a very small group of contributors are responsible for the majority of activities

around a high quality article. Henceforth, we focus on this small group of top contributors

and analyze their activities and impacts.
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Characterizing top contributors

To analyze the activities of top contributors in more detail, we measured the number and

quality of their contributions (minor or major) as well as the number of revert backs. We

noticed that they are responsible for more than 62% of accepted contributions and around

85% of revert back modifications for high quality articles. Figure 4.4 shows the average

number of revert backs done by top contributors. This figure shows an increase in the

average number of revert backs through the years. In addition, we measured the quality of

top contributors’ modification by finding whether they were minor or major. We figured

that more than 90 percent of their contributions were tagged as major compared to other

contributors whose modifications were tagged minor more than 92 percent. It seems that

for high quality articles, top contributors formed an informal group which is responsible

for the page. Although Wikipedia is a democratic publishing platform which provides

contributing capability for everyone, the top contributors tend to impose their opinions by

contributing more and reverting back other editors’ modifications.

As another characteristic of top contributors, we used the notion of resemblance to

measure the similarity between two sets of top contributors in two consecutive years. We

calculated the set of top contributors for each year separately in the interval 2001 to 2011.

We define resemblance as the portion of top editors who remain in the set over two years.

Let Rt denote the resemblance of two editing sets at year t. Rt can be defined as:

Rt =

∣∣∣∣E(t) ∩ E(t+ 1)

E(t)

∣∣∣∣ , (4.2)

where E(t) is the set of top contributors for a high quality article at year t. The value of Rt

varies between 0 and 1 where Rt = 1 shows the entire set of top contributors stayed for the
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next year, and Rt = 0 represents that none of the top contributors at year t remained in the

subsequent year t + 1. Figure 4.5 represents the average resemblance of top contributors

for 100 high quality pages. It appears that the majority of top contributors were present

from the creation of high quality articles until the present time. Also, after the documents

reached their maturity and became featured or good articles in Wikipedia, the resemblance

of top contributors in subsequent years is more than 90 percent. In other words, the top

contributors have become the owners of high quality articles and their engagement has

increased.

Accordingly, we attempt to find the similarity of top contributors in terms of their inter-

ests. For this purpose, we measured the overlap between the topics which have been mostly

edited by top contributors. Table 4.2 presents the similarity of top contributors for high and

low quality articles. Top contributors of high quality articles are more like-minded than the

top contributors of low quality articles. We noticed that the similarity between top 10, 20,

and 30 contributors of high quality articles is more than 80 percent. This value suddenly
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Figure 4.5: Resemblance between top contributors

Table 4.2: Similarity of top contributors
Contributors Top 10 Top 20 Top 30 Top 40 Top 50
High quality articles 89.60% 85.20% 82.85% 63.12% 61.23%
Low quality articles 65.02% 63.34% 42.24% 29.86% 25.01%

drops to 60 percent when the number of top contributors increases to 40. This is due to

the fact that the top-30 contributors is close to the typical number of top contributors which

amounts to 32 based on Equation 4.1. Accordingly, Table 4.3 shows the similarity between

top-10 and bottom-N (N = 10, 20, ..., 50) contributors for different types of articles. Here,

bottom contributors are the ones who have the least number of contributions. We found

out that the similarity between top and bottom contributors is very small. In addition, top

editors for high quality articles are more focused on specific topics compared to the top

editors for low quality articles. Therefore, the similarity between top editors and bottom

editors for high quality articles is smaller compared to low quality articles.
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Table 4.3: Similarity of top 10 contributors with bottom contributors
Editors Bottom 10 Bottom 20 Bottom 30 Bottom 40 Bottom 50
High quality articles 42.51% 40.89% 33.23% 28.23% 33.44%
Low quality articles 53.33% 51.98% 48.39% 44.78% 38.01%

4.3.3 Discussion

In this section, we analyzed the Wikipedia dataset for different types of articles based on

the role of contributors. We found out that the main difference between low quality and

featured articles is the number of contributions. High quality Wikipedia articles have more

contributors than the lower quality ones. We noticed that for low quality articles, the num-

ber of contributions is very close to the number of revert back modifications. Therefore,

articles in this group suffer from instability and low integrity.

For high quality articles, we observed that most contributions are performed by a small

number of contributors who have similar interests. They form a small group with size

around 32 and edit similar topics in Wikipedia. In addition, this small group of editors

controls the high quality documents and is responsible for reverting back the edits made by

others. In other words, we can claim that a small set of users have taken ownership of the

featured articles because of their contributions and tend to revert back other’s contributions.

This results in higher quality and integrity in a small portion of articles in Wikipedia. We

can observe that to have higher integrity in crowdsourcing systems, we need to have a

permanent set of editors who are responsible for maintaining their contributed articles. For

systems with open access such as Wikipedia, this can be a huge burden for the permanent

editors. Therefore, we need to bring ownership and co-ownership in order to prevent low

quality modifications. In the next section, we will introduce a new scheme which takes

these observations into consideration.
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4.4 Social Integrity Management Scheme

In this section, we present the Social Integrity Management (SIM) scheme for preventing

unauthorized modifications in online crowdsourcing systems. First, we introduce the dif-

ferent concepts in the design of SIM and then discuss the rationale that supports the choices

made in the design process.

In this scheme, users can view, vote, comment, edit and create (own) an article. We

incorporate a number of social factors and ownership in our design to preserve the integrity

of documents. It means that SIM utilizes user activities and the topological structure of the

social graph to establish trust between the users. In an editing situation, an owner of the

article is more willing to accept modifications from an editor who is considered trustworthy.

We apply these factors in SIM to find the trust between the users and categorize users

around the owner of the article.

Our approach for developing SIM is built on the following assumptions.

1. All users are part of a centrally maintained social network (e.g., Facebook).

2. Friendships among users on the social network are context independent (e.g., direct

friends of Alice could include family members and university colleagues).

3. The social network follows the best security practices in resisting whitewashing [99]

and Sybil attacks [100, 101].

4.4.1 SIM scheme details

In this scheme, we use an integrated namespace to facilitate discovery of articles for users.

Users can search articles about a specific topic without even logging into the system. If
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a user wants to vote, comment, edit or publish an article, she should be logged into the

system with her unique username. Having unique identifications helps to prevent multiple

votes on one article from a specific user. More votes on one article indicate that it has

higher level of acceptance among the users. Therefore, there are no anonymous comments,

editing or writers in the system.

Trust level

The design of SIM leverages the structural properties of the social network and the activities

of its users. In social networks, the structure of the relationships can be used to infer the

degree of trust between its users [102, 103]. In such cases, trust is represented using the

social distance between the users (hop-distance in terms of user relationships) in the social

network. For instance, direct friends (1 hop friends) are considered more trusted than

friend-of-friends (2 hop friends).

To quantify the trust between two users, we propose a trust level measure. Every user

should classify her friends in different categories based on the level of trust between them.

Friends can have three different level of trust: highly trusted, trusted and untrusted. Let us

denote the trust level between two users x and y as Ltrust(x, y). We assume that trust level

is measured as a real number in [0, 1]. Therefore, the trusted level for highly trusted friends

can be represented as 1, for trusted friends as 0.5 and for untrusted friends as 0.

SIM scheme supports transitive trust between users. The trust level between users x

and y will be the transitive trust for the smallest hop distance between them. Assume that

the hop distance between x and y is 2 with user z in the middle, then the trust level between

x any y will be:
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Ltrust(x, y) = Ltrust(x, z)× Ltrust(z, y) (4.3)

The trust level between friends is automatically updated based on their activities in the

system. These activities represent the history of the different editing activities that take

place between the users. We will explain this process in detail in the voting section.

Set of trustable friends

Based on the trust level, SIM categorizes friends around each user into different groups.

Each user will have a set of trustable friends as follows:

Tx = {y ∈ U |Ltrust(x, y) ≥ β} (4.4)

where, U is the set of users in the system, Tx is the set of trustable friends for user x, and

β is the threshold. It means that if the level of trust between users x and y is greater than

some threshold, then y will be considered as the trusted friend of x. In SIM, the trust level

between two users (e.g., x and y) is asymmetric. User x can trust y to modify its articles

(e.g., Ltrust(x, y) ≥ β); however, user y may have not enough trust on x in to give editing

permissions to x.

Co-ownerships

In SIM scheme, any user who accepts to modify an article is considered as the co-owner of

that article with the same privileges. Therefore, the set of co-owners for a particular article

includes the creator and all other users who have edited the article so far. The creator of

an article is considered the originator and all co-owners are responsible for the credibility
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and future modifications of the article. We incorporate co-ownerships in our model to

prevent the article accuracy problem in existing systems such as Wikipedia. Since there is

no anonymous modification, an article represents the opinion of the authors who put their

reputation on the line. The users pay more attention to the accuracy of their articles; hence,

the quality of articles can be significantly improved.

In addition, the co-ownership limits the editing capabilities to only trustable users. In

open systems such as Wikipedia, users have to watch their articles and revert back inaccu-

rate and unreliable modifications. This results in large efforts for users to keep the integrity

of their articles. Having co-ownership provides incentive for other users to participate in

the modification and evolution of an article. SIM scheme supports three different mecha-

nisms for finding the set of trustable editors for a particular article, limited, semi-limited

and open access.

• Limited: In this case, the editing access will be limited to users who are considered

trustable by all co-owners of the article. In other words, the set of trustable editors

will be the intersection of all sets of trustable friends for all co-owners.

• Semi-Limited: a user will be considered trustable if at least q percent of the co-owners

consider her trustable. It means that the user has to be in the q percent of co-owners’

sets of trustable friends.

• Open Access: a user will have editing privileges if at least one of the co-owner con-

siders her as a trustable editor. That is the set of trustable editors will be the union of

all sets of trustable friends for all co-owners.

79



4.4. SOCIAL INTEGRITY MANAGEMENT SCHEME 80

Limited number of versions

Co-ownership makes the creator of an article to lose control over her documents, since no

agreement is necessary for co-owners to modify the article. In addition, depending on who

accepts to edit an article, we can have different sets of co-owners for one particular article.

This results in having different versions for specific topic with different integrity levels.

Number of versions for a particular topic can be either constant k (e.g., k = 3, 4, ...) or p

percent of the total number of documents.

Voting

In SIM, there is a voting process to select the most popular articles for each specific topic.

To obtain the highest number of votes, owners of an article push their article to their

trustable friends to get their feedback and also involve them in the evolution of their ar-

ticle. When a trustable friend accepts to modify an article, she is considered as one of the

co-owners. Therefore, the new co-owner as well as previous co-owners try to improve the

article to get the highest number of votes. The more trustable friends get involved, the

higher the chance that the article becomes one of the most popular ones.

After an article gets sufficient amount of contributions, any of the co-owners can nom-

inate the article by listing it as a candidate for the most popular article in a particular topic.

After the nomination of an article, it is flagged with a special tag called nominee and the

community decides whether or not the article belongs to the most popular ones via a voting

process. The voting process includes a voting period which the co-owners have time to

advertise their article to get large number of votes. After a successful election, the SIM

scheme presents the most popular articles based on the number of votes with the list of all

co-owners.
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Accordingly, the trust level between friends is automatically updated based on their ac-

tivities in the system. These activities represent the history of the different editing activities

that take place between the users. When a trustable friend, user x, accepts to edit a partic-

ular article automatically the trust level between her and all the co-owners will be updated

based on the result of the voting process. If the article becomes one of the most popular

ones, the trust levels between user x and all the co-owners will be increased by a constant

value α :

Ltrust(x, y) = Ltrust(x, y) + α, for ∀y ∈ CO(A) (4.5)

where A is an article and CO(A) is the set of co-owners for A. This means that the

initial trust level values that the co-owners assigned to her friend at the beginning of the

friendship were accurate and now they can even have higher trust on her trustable friend. On

the other hand, if the article cannot pass the voting process, the SIM scheme automatically

decreases the trust level between the co-owners and the user x by a constant value γ:

Ltrust(x, y) = Ltrust(x, y)− γ, for ∀y ∈ CO(A) (4.6)

4.5 Experimental Results

We carried out a simulation study to evaluate the characteristics of SIM under different sys-

tem configurations. In this section, we first describe the general setup of our model followed

by a discussion of the details related to the evaluation of SIM. To setup the simulation, we

used topologies extracted from Facebook [97]. The Facebook dataset is a collection from

the New Orleans regional network with around 60, 290 users, 1, 545, 686 friendships, and
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876, 993 interactions between the users. The interactions can be any wall post such as

posting videos, photos, and comments.

Using the friendship traces from our dataset, we constructed a synthetic social network

as the main social graph for our simulation. In this graph, if user u is friend with user v,

user v is also friend with user u. However, the trust level between two users is asymmetric

(Ltrust(u, v) 6= Ltrust(v, u)). The trust level between every two users is assigned randomly

at the beginning of the simulation. The trust level is a real number between 0 and 1 to show

the level of trust that user u has on user v as follows:

Ltrust(u, v) =


< 0.4 untrusted

> 0.4 && < 0.8 trustable

> 0.8 highly trustable

(4.7)

We selected 100 users randomly from the whole graph to generate the articles. We call

these special users as creators (C) in our scheme. The creators are scattered in the graph

to cover as many users as possible. Each iteration of our simulation has different steps.

First, the 100 selected creators create new articles on random topics. Since the topics are

chosen randomly, there is a possibility that two creators would generate two documents on

the same topic.

The newly generated and existing articles are introduced to the highly trusted friends

by creators or any of the co-owners. To find the set of trusted editors, we tried all the

three different mechanisms mentioned in previous section (limited, semi-limited and open

access). The limited and semi-limited techniques resulted in highly restricted participation

with very small set of editors for each documents with an average size of 3. It is necessary

for any crowdsourcing systems to allow crowd participation at a large scale. Therefore, the
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results shown in this chapter are based on the open access mechanism.

After a user is selected to receive an article, she can accept or reject the editing request

based on her workload. In our simulation, we assign a capacity for each user which repre-

sents the maximum number of documents that the user can edit. When a user’s workload

reaches the maximum capacity, she is considered to be busy and she starts rejecting any

subsequent requests for editing. However, if the editing request is for one of the documents

for which she is a co-owner, then the user will accept the request with some probability

even after she has reached her full capacity. The busier a user gets the smaller the chances

of her accepting an editing request.

Different versions of an article go through a voting process which selects the most

popular ones. To simulate the voting process, we assign a global reputation for each user

randomly. The reputation of a user represents the average trust assessed by a community

of users. Therefore, the higher the reputation of the editor, the larger the chance that the

article will be selected as one the most popular one. The k versions with the highest number

of votes are selected as the most popular ones. In our simulation, we start with the case

with only one version (k = 1) representing Wikipedia and continue up to 10 versions for

each articles (k = 10). After the most popular versions are selected, other versions will be

removed from the system.

Finally, we adjust the trust level between users based on the result of the voting process.

If an article passes the voting process successfully, the trust level between the co-owners

increases based on Equation 4.5. On the other hand, when an article is eliminated through

the voting process, the trust level between the co-owners is adjusted based on Equation 4.6.

To evaluate our scheme, we perform different groups of studies. We first focus on the
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Table 4.4: Ratio of writers to readers for different trust level
Trust level 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0.0
writers/readers 0.90 2.12 5.32 10.18 18.96 30.32 39.59 55.94 67.12 83.45 100.00

characteristic of our scheme. We evaluate the accuracy of trust generated by our simula-

tion. In addition, we calculate the availability of each user to find how users become busy

or overwhelmed. Next, we find the average number of co-owners for each article and their

resemblance in order to assess the integrity of the documents. Finally, we study the evolu-

tion of an article over time. We find out how an article would change throughout time and

reach its maturity. We run our simulation 1000 times with different number of iterations

(NI = 1, 5, 10, ..., 100000). The average results observed in 1000 times of simulation are

presented in the next sections.

4.5.1 Characteristics of the SIM scheme

We first start by analyzing the characteristics of our scheme. In crowdsourcing systems, we

face two important issues: the amount of contributions and the integrity of existing infor-

mation. Here, we measure the contribution factor and in the next section, we measure the

integrity of articles in our scheme. We measure the amount of contributions by computing

the ratio of writers to readers. The writers here are the contributors and the readers are the

consumers. For open systems such as Wikipedia, every reader has the capability to be a

contributor and modify an existing article or create a new one. Therefore, writers to readers

ratio for open systems such as Wikipedia will be equal to 1. On the other hand, for tradi-

tional publishing (e.g., book writing), the ratio will be close to zero, because the number of

writers is very limited comparing to the number of readers.

In our scheme, each user is responsible for assigning a trust level for all her friends.
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Figure 4.6: Accuracy of Trust Discovery

Some friends are considered highly trusted based on the trust level. We find that the number

of users who are considered as highly trusted friends based on different values for trust level

as shown in Table 4.4. By setting the trust level to 1, one can ensure that only highly trusted

friends have access to an article with editing permissions. In this case, the ratio of writers

to editors will be 0.9 percent. In other words, only 0.9 percent of the users may have the

editing capabilities in the system. On the other hand, setting the trust level to 0 results in

an open system such as Wikipedia in which every user can be a potential editor. In our

simulation, users with trust level more than 0.7 are considered as highly trusted friends.

Therefore the ratio of writer to reader our simulation will be about 10 percent.

Second, we look at the accuracy of trust assignment at the start of the simulation (this is

also relevant in an actual SIM development, where the trust values need to be discovered).

In SIM, the trust level between the users is adjusted based on the results of their editing

activities. If the contribution of an editor increases the popularity of the article, then the

trust level between the owner and the editor increases. On the other hand, the trust level can
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Figure 4.7: Availability

be decreased when the edited documents fail to pass the voting process. Figure 4.6 shows

the variation of the trust level between users with the number of iterations. We observe that

the trust level between users change up to 50 percent after their initial values. The accuracy

of the trust values converges to within 90 percent after 9000 iterations. The accuracy of

trust discovery never reaches 100 percent because in an editing situation co-owners of the

article might select a user considered sufficiently trustworthy. Highly trusted users might

reach their capacities for editing much quicker than others. Therefore, the co-owners have

to consider editors with less trust levels. This leads to constant changes in the accuracy of

trust in our scheme.

Finally, we find the availability of the highly trusted users in our system. Each article

has the set of trustable editors. Here, we try to find the availability of trustable editors

upon receiving an editing request. Up to 1000 iterations, the trustable editors are always

available as shown in Figure 4.7. Afterwards, trustable editors might reach their capacity

and their availability decreases
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Figure 4.8: Variation of the number of co-owners with the number of versions

4.5.2 Analysis of co-ownership

In this section, we analyze the co-ownership in our scheme. Any user who contributes to

an article is considered as a co-owner. The number of versions varied from one to 10 (k= 1,

..., 10). Figure 4.8 represents the average number of co-owners for each article in different

iterations. The number of co-ownership increases at the beginning of the simulation and

steadies after 8000 iterations. This means that most articles reach maturity between itera-

tions 8000 and 9000. In the next sections, we will discuss article maturity in more details.

Additionally, we notice that having more versions for each article result in larger number

of co-owners. The number of co-owners with 10 versions is around 500 which is more than

double compared to 192 for one version. With more versions, the articles can reach a larger

group of contributors, therefore, the number of co-owners increases faster.

To estimate how stable co-ownership is in our scheme, we calculate the resemblance

between sets of co-owners at different iterations of our simulation using Equation 4.2. The

reason behind this analysis is that, in our Wikipedia experiments, we noticed that an article
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Figure 4.9: Resemblance between set of editors (comparing with previous iteration)

with a stable set of top contributors has higher quality (integrity) compared with an article

without a set of top contributors. Therefore, we consider a stable set of co-owners as an

indication of higher integrity.

Here, we calculate the resemblance in two different ways. First, we compute the re-

semblance between two consecutive points in our simulations. For instance, we find the

resemblance between the set of co-owners in the 5000th iteration and the 6000th iteration.

As shown in Figure 4.9, the resemblance between successive iterations increases with in-

creasing number of iterations. The increasing trend in this graph shows that in each iteration

of the simulation our scheme selects the best set of contributors; therefore the resemblance

between co-owners becomes larger. However, after the 9000th iteration, the resemblance

increases slightly. It means that there is a stable set of co-owners for most of articles gen-

erated at the beginning of the simulation. In addition, we notice that having six different

versions of each articles results in higher resemblance between co-owners.

Second, we find the resemblance between the set of co-owners in the 1000th iteration
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Figure 4.10: Resemblance between set of editors (comparing with 1000th iteration)

and the iterations after that. In other words, we try to find how the set of co-owners changes

after the 1000th iteration. As shown in Figure 4.10, the resemblance starts high with a

decreasing trend. Again, we notice that having six versions of each article gives higher

resemblance. The resemblance with six versions is 0.8 compared that to 0.55 given by ten

versions. However, after the 9000th iteration, we notice that the resemblance values have

stabilized for all different number of versions.

4.5.3 Evolution of articles

In this section, we study how articles evolve over time and reach their maturity. An article

is considered to have reached maturity when its co-owner set stops changing. Leveraging

the observations we made in Wikipedia analysis, we consider the system to have reached

convergence when the resemblance of the co-owner sets are high and they are relativity

stable. As shown in the Table 4.5, the average resemblance is higher than 0.7 after the

10000th iteration for number of versions equals to 2, 3, 4, 5, and 6. Also, the resemblance

89



4.5. EXPERIMENTAL RESULTS 90

Table 4.5: Average resemblance at 10000th iteration
After 10000 iterations

Versions Average resemblance
1 0.66
2 0.70
3 0.71
4 0.73
5 0.75
6 0.79
7 0.60
8 0.59
9 0.57
10 0.55

values for number of versions 4, 5, and 6 is higher than the values for other number of

versions.

Next, we measure the number iterations required for an article to reach its maturity.

Here the resemblance is calculated as the similarity between two successive co-owners sets

based on Equation 4.2. On average, it takes around 9000 iterations for an article to reach

its maturity with resemblance more than 0.9. The resemblance value of more than 0.9 only

occurs when the number of versions is 3, 4, 5 or 6 as shown in Figure 4.11. Figure 4.11

is similar to Figure 4.10 examined differently to show the maximum resemblance achieved

for different number of versions. Here, we can see that reaching high resemblance, rep-

resenting the convergence of the editorial sets, happens only when the number of versions

are not too high or too low.

Each iteration in the simulation represents one contribution from an editor. From the

Wikipedia analysis, we found out that for featured and good articles the resemblance is

around 0.9 with an average of 10254 contributions which is very similar to our simulation

results. In addition, we notice that the later the article is produced, the faster it becomes
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Figure 4.11: Number of iterations for an article to become mature

mature. For instance, an article generated at the 10000th iteration reaches maturity after

only 5000 iterations. This is because after 10000 iterations the best editors are known and

creators can try to get the top editors involved in the evolution of their documents.

Next, we find the average number of co-owners for articles when they reach their ma-

turity. On average, mature articles generated at the start of the simulation have around 242

co-owners. However, articles generated later (e.g. the 10000th iteration) have fewer co-

owners (e.g., 151 co-owners). Since the best editors are known, fewer users participate in

the evolution of the articles. We also calculate the fraction of mature articles in our simu-

lation. Figure 4.12 presents the total number of existing articles, the fraction of active and

mature articles when the number of versions is set to 6. Here, the active articles are the

ones that need more contributions to reach their maturity. We notice that after the 10000th

iteration the fraction of mature articles becomes more than 0.4. These articles are removed

from the simulation to avoid overwhelming the users.

91



4.5. EXPERIMENTAL RESULTS 92

0 

2000000 

4000000 

6000000 

8000000 

10000000 

12000000 

T
o

ta
l 

N
u

m
b

e
r
 o

f 
A

r
t
ic

le
s
 

Number of Iterations 

Active 

Mature 

Figure 4.12: Variation of article maturity with iteration number

We notice that in all of our analysis having 6 versions per article leads to more promis-

ing results. To find the reason behind this phenomenon, we tried to change the density of

our social graph by changing the average node degree. The average node degree for the

Facebook dataset is 25 [97]. We kept the other properties of our social graph as much as

possible while scaling the node degree. For instance, we make connection between a user

and only her friends-of-friends to double the average node degree. In this case the node de-

gree of every user becomes double and thus the total average node degree is double as well.

In addition, users still are connected to their neighborhood. However, some characteristics

of the social graph such as shortest path will change.

Figure 4.6 shows the number of versions for highest resemblance as the node degree

is varied. The larger the average node degree, the smaller the number of versions per

article we need to reach the best results. By reducing the average node degree to half

(i.e., average node degree equals 12), we see the best results with 5, 6 and 7 versions per

documents. On the other hand, we have the highest resemblance with three versions per
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Table 4.6: Variation of the best number of versions with node degree changes
Versions

Ave node degree 1 2 3 4 5 6 7 8 9 10
12 0 0 0 0 9 80 11 0 0 0
25 0 0 0 0 23 81 3 0 0 0
50 0 0 0 0 25 74 1 0 0 0

100 0 0 0 0 37 63 0 0 0 0
150 0 0 0 0 39 61 0 0 0 0
200 0 0 0 4 40 56 0 0 0 0
250 0 0 0 4 47 49 0 0 0 0
300 0 0 0 5 54 41 0 0 0 0
400 0 0 0 6 58 36 0 0 0 0
500 0 0 1 9 62 28 0 0 0 0
600 0 0 4 14 59 23 0 0 0 0
700 0 0 5 18 57 20 0 0 0 0
800 0 0 5 27 50 18 0 0 0 0
900 0 0 6 31 48 15 0 0 0 0

1000 0 0 6 34 45 15 0 0 0 0
2000 0 0 6 37 42 15 0 0 0 0
3000 0 0 6 37 42 15 0 0 0 0

article when we have the average node degree of 3000. We notice that fewer versions are

required to reach the best editors in the social neighborhood, when the density of the social

graph increases (i.e., the larger average node degree). It means that with more connections

between users (higher density in the social graph), it becomes easier to reach the best editors

in the social graph. Therefore, we need fewer versions per article. On the other hand, when

the social graph is parse, we need more versions to increase the chance of reaching the

best editors. In addition, having more versions results in overwhelming the best editors

and their availability decreases as shown in Figure 4.7. Therefore, reaching best editors

becomes harder and as a result higher number of versions never leads to high resemblance.
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4.6 Summary

In this chapter, we considered the problem of information integrity in online crowdsourcing

systems. We presented challenges and requirements of any access control mechanism for

preserving integrity by examining 12 different crowdsourcing systems. We observed that

except for Wikipedia all other crowdsourcing systems include ownership in their design.

We analyzed Wikipedia in detail. We probed Wikipedia’s integrity by modifying ex-

isting pages or adding new URLs. We noticed that the page integrity completely depends

on the readers. Users in Wikipedia are responsible for finding unrelated references and

removing them by reverting back the page. Therefore, incomplete and inaccurate informa-

tion can remain in an article when the Wikipedia community has no interest in the article.

Afterwards, we analyzed Wikipedia based on the role of contributors. We found that high

quality articles have higher number of contributions performed by a small number of con-

tributors who have similar interests. The top contributors are the key factor to have high

quality articles. They control high quality documents and are responsible for reverting back

the modifications made by other users.

Based on our findings from Wikipedia analysis, we introduced the new scheme called

Social Integrity Management (SIM) for preserving integrity of articles in online crowd-

sourcing systems. The design of SIM uses co-ownerships as a key factor to control integrity

of documents. The ownership bottleneck is relaxed by including co-ownerships and having

multiple versions. In addition, SIM uses user activities to assign proper trust level between

users.

Finally, we evaluated our new scheme by using extensive simulations on actual dataset

from Facebook and comparing them with the results from Wikipedia analysis. In our

Wikipedia experiments, we noticed that an article with a stable set of top contributors
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has higher quality (integrity) compared with an article without a set of top contributors.

Therefore, we considered a stable set of co-owners as an indication of higher integrity.

We estimated the stability of co-owner sets by calculating the resemblance between sets of

co-owners at different iterations of our simulation. In our simulation, each iteration rep-

resented one contribution from an editor. We found out that for high quality articles the

resemblance of editors is around 0.9 with an average of 10000 contributions which is very

similar to the results from our Wikipedia analysis. In addition, we studied the effects of

social network topological properties on the number of versions per articles. We noticed

that the number of versions per documents depends on the structural properties of social

graph. The larger the average node degree, the smaller the number of versions per article

we need to reach article’ maturity with less number of iterations. We observed that fewer

versions are required to reach the best editors in a social neighbourhood when the density

of the social graph increases (i.e., a larger average node degree).
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5
Characterizing User Behavior in
Crowdsourcing Question Answering
Systems

5.1 Overview

The Internet provides access to a vast information source. However, to gain access to this

source users need to pose appropriate queries. Internet search engines such as Google work

efficiently when discriminating keywords are included in the queries. Computational search

engines such as Wolfram Alpha can decipher queries posed in natural language sentences.

However, complex queries that use even simple paragraphs to explain a problem are beyond

the capabilities of the best automated search engines. Such information access scenarios

are still handled by human powered search systems (referred to as question answering

services). There are many crowdsourcing question answering services on the Internet such

as Yahoo! Answers, ChaCha, Ask.com, and Answerbag. While the above sites attempt to

cover all possible topics, Stack Exchange sites are very specialized. They are a collection

of sites where each site is specialized in a single topic area (e.g., TeX publishing). In this

study, we chose to focus on Stack Exchange sites because anecdotal evidence suggests

that they are highly effective in providing solutions to actual problems people encounter in
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topics ranging from programming to cooking.

Although Stack Exchange sites do not have explicit social links that interconnect the

people asking the questions or answering them, each user has a profile page. Profile pages

of one-timers can be quite empty while others can have significant identifying informa-

tion that can accurately point to the actual person. Therefore, Stack Exchange sites create

some form of implicit social network where the interactions create the inter-personal links.

There has been a lot of research on the measurement and analysis of Question Answering

sites [25, 26, 27, 28, 29].

In this chapter, we used the dump datasets provided by Stack Exchange over a period

of two years, August 2009 till July 2011 to study various user behavior related to question

answering. We believe that more investigation into understanding the characteristics of

such sites is necessary to evaluate the effectiveness of current systems and to design future

systems. To the best of our knowledge, this is the first analysis of user behavior in crowd-

sourcing question answering systems by considering the effect of tagging, user reputation

and user feedbacks. We conducted a survey among users of Stack Exchange sites and their

feedback supports several of our findings. Of the 94 sites operated by Stack Exchange we

selected 10 of the most popular sites in this study.

Section 5.2 explains the Stack Exchange sites and provides the details of our survey.

Section 5.3 focuses on the data set and the key characteristics of the Stack Exchange sites.

Section 5.4 and Section 5.5 present our analysis on user reputation and tags which are the

features of the Stack Exchanges sites. Construction of the collaborative network among

the co-answerers and its structural properties are discussed in Section 5.6. Finally, we

summarize major findings of our analysis in Section 5.7.
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5.2 Survey

Stack Exchange sites provide free services to their users, where the answerers or editors

volunteer their time by contributing answers or modifications for other users’ posts. In

return, the answerers or editors gain reputation as they provide acceptable answers or mod-

ifications. By gaining reputation, users increase the level of capability they have in Stack

Exchange sites from voting (e.g. 15 points) to full capability with reputation values equal

or greater than 2000.

To participate fully in the Stack Exchange sites, users must register in them under a

pseudo or real identity. A person may create multiple identities, and may even post ques-

tions or answers with different identities. We consider each of these identities as separate

users. Users may volunteer information about themselves (e.g., name or age), which is

added to the users’ profiles.

To better understand user behavior in the Stack Exchange sites, we conducted a survey

among actual users of these sites. We gathered e-mail addresses of more than 1000 users

with different reputation scores (from very low to very high) from their profiles on the Stack

Exchange sites. We sent our survey directly to the users and more than 100 users accepted

to participate in our survey. In Figure 5.1, we show the distribution of the reputation scores

of the participants. Users with reputation higher than 10, 000 points were the largest group

of participants (33%). These users answered our survey very fast; however, low active users

with reputation less than 200 were the smallest group of participant, only 15%. This is due

to the fact that most of low active users have no information in their profile pages; therefore

it was very hard to find their e-mail addresses.

The first question in the survey asked the users how they choose a question to answer

in the Stack Exchange sites. The responses are shown in Figure 5.2. The majority of users
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Figure 5.1: What is your reputation?

chose their questions based on the topic (e.g., Latex, programming, cooking). In addition,

tags, quality of the question, and whether the question is on the first page or not are main

factors for users while picking a question to answer. On the other hand, factors such as

who asked the question, who have already answered the question, and the popularity of the

question (number of votes), have relatively low impact on the way users choose questions to

answer. The survey also found that users tend to answer questions without a lot of answers

instead of questions with a lot of replies. There can be various reasons for this strategy.

The questions with many answers are likely to have an accepted answer. Therefore, the

likelihood of the user’s answer gathering high number of votes is low.

Our survey had five more questions. We explain the question and the responses with

the analysis of the relevant Stack Exchange data analysis in following sections.
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Figure 5.2: How does a user choose a question to answer?

5.3 Key Characteristics of the Stack Exchange Sites

5.3.1 Data Set

The datasets from the Stack Exchange sites have information for more than a million users,

2.2 million questions and 5 million answers for over a period of two years, August 2009 till

July 2011. Because the data collection is a dump dataset, it contains all information about

the users (e.g. name, reputation, age) and their activities (e.g. voting, making comments,

editing questions or answers, posting questions or answers) and associated details. In our

analysis, we only consider traces from the 10 most popular sites: LaTeX, Programmers,

Cooking, Server Fault, English Language and Usage, Super User, Photography, Gaming,

Ask Ubuntu, and Mathematics.
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Figure 5.3: Evolution of the site over time

5.3.2 High-level characteristics

In this section, we present a high level characterization of the Stack Exchange sites. First,

we use the creation date in the dataset to examine the growth of the number of users and

posts over time. Figure 5.3 shows the evolution of the site from the beginning, August

2009, up to the June 2011. We observe a steady increase in both numbers of users and

posts; however, the growth of numbers of posts is faster than the growth of the numbers of

users.

Second, we determined the minimum, maximum, and average response times for the

10 sites. The minimum average response times are displayed in the format of “days: hours:

minutes: seconds” as shown in Table 5.1 (when leading values are zeros, they are omitted

for brevity). This illustrates the popularity of these types of sites because the minimum

value of the average response times is very low. This means a question can receive answers

as soon as it is posted on these sites. The Photography site has the lowest average response

time of 00 : 02 : 50 : 53 (2 hours, 50 minutes and 53 seconds) compared to the Super
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Name Minimum Average Maximum
LaTeX 23 00 : 17 : 27 : 02 094 : 21 : 57 : 19
Cooking 11 00 : 04 : 33 : 39 031 : 22 : 59 : 54
Server Fault 02 04 : 17 : 52 : 13 271 : 07 : 24 : 17
Programmers 18 00 : 11 : 30 : 57 275 : 02 : 47 : 48
Gaming 14 03 : 01 : 05 : 37 237 : 22 : 43 : 21
Ask Ubuntu 10 02 : 09 : 29 : 47 113 : 23 : 51 : 59
Photography 20 00 : 02 : 50 : 53 065 : 13 : 47 : 00
Mathematics 19 00 : 22 : 36 : 05 166 : 21 : 57 : 45
English Language & Usage 17 00 : 11 : 02 : 55 237 : 05 : 00 : 47
Super User 01 06 : 05 : 20 : 31 294 : 09 : 00 : 10

Table 5.1: Summary of the response times in Stack Exchange sites (days:hours :min-
utes:seconds)

User with the largest average response time of 06 : 05 : 20 : 31. This phenomenon can be

explained by the very nature of Photography and Super User sites. Because photography

is widely accessible, most people have some experience and advice to share; therefore,

they can quickly answer any question on the Photography site. However, in the Super User

site, topics are about technical subjects and only experts are able to answer them. The

Super User site contains more than 75000 questions and is therefore the largest dataset.

The Photography site with 2000 questions is the smallest dataset. Another reason for the

sluggish response times is the question discovery mechanism. All Stack Exchange sites

follow the same question listing mechanism that lists the questions in pages, which can

make it harder for an answerer to reach the most appropriate question that he/she could

answer. Therefore, a more efficient question-to-answerer matching service might keep the

response time low as the system scales up.

Third, we compared low active users who posted no more than one question making up

for 54% of the users with highly active users who posted more than 10 questions or answers

making up for 23% of the users. We were interested in understanding the reasons for the
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Response time Average Minimum Maximum Average no.
of Answers

Votes

Highly active users 06 : 58 : 24 0 : 0 : 23 62 : 1 : 45 : 45 3.06 6.16
Low active users 23 : 48 : 42 6 : 10 : 3 76 : 18 : 35 : 23 1.20 2.89

Table 5.2: Comparison between highly active users and low active users

low level of activity from a large portion of users. We noticed that the low active users

post their first question over a month after joining the system whereas the high active users

start their activities immediately after they become a member. In addition, the minimum

response time for low active users is in order of hours whereas for highly active users, it

is in order of seconds as shown in Table 5.2. Further, the average number of answers and

votes for a question from highly active users is three times larger than a question from low

active users.

In one of the questions in our survey, we asked “how often do you get a valid answer for

your questions?” More than 66% of the participants answered that they “Always” or “Usu-

ally” obtain solutions to their issues and only 13% of users “Never” find proper answers

as shown in Figure 5.4. This shows the effectiveness of the Stack Exchange sites in pro-

viding solutions to user issues. After filtering the answers, we realized that only users with

high reputation answered “Always” or “Usually” and users with low reputation answered

“Sometimes” or “Never.”

These observations indicate that low active users got not so enthusiastic responses for

their questions from the Stack Exchange community, which might have contributed to their

lack of continued engagement with the site. Because user identity is not a significant factor

in Stack Exchange sites, we can only surmise that questions posed by these did not gain

much interest from the answerers.
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Figure 5.4: When you ask a question, how often do you get a proper answer?

5.4 Analysis of User Reputation

In this section, we analyze the correlation between the user reputation and their activities

such as posting or editing questions and answers in the system. First, we investigate the

overall distribution of the answerers by calculating the cumulative distribution function

(CDF) of the number of answers for each user. Less than 30% of users answer all questions

in the 10 sites as shown in Figure 5.5. Some users (< 1%) posted more than 1000 answers.

5.4.1 Correlation between user reputation and number of posts

To analyze this phenomenon in more detail, we found the correlation between the user

reputation and the number of posts (questions or answers) users have for all of the 10 sites.

To do this computation, we only consider the users who answer the questions. Figure 5.6

shows the reputation of answerers versus the number of questions they answered. The

higher the reputation, the more questions a user answer. There are a few number of users

in the Programmers site who answered around 1000 questions. In all Stack Exchange
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Figure 5.5: Users’ activities cumulative distribution functions for number of answers

sites, users have to answer questions in order to gain more reputation. A user with higher

reputation would have answered more questions than a user with lesser reputation. In

addition, we observe that the growth rate in the Programmers site is small compared to

other sites. This is because in the Programmers site there are wide variety of answers for a

given question. For example, for each question on average there are more than 6 answers

in the Programmers site while in other sites there are only about 2 answers per question.

Similarly, when we examined the users who post questions in the system, as shown in

Figure 5.7 we saw that most of the questions were posed by low reputed users. Figure 5.8

presents the distribution of questioners and answerers in LaTeX, Programmers, Cooking

and Gaming sites. Because the corresponding graphs for the other sites look similar, we

omit them. More than 90% of the questions were asked by relatively low reputed users as

shown in Figure 5.8(a). In addition, Figure 5.8(b) shows that the majority of the answers

came from a small portion of users in the system. Therefore, we can conclude that the

information flows from highly reputed users to low reputed ones.
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Figure 5.6: Reputation of answerers vs. number of answers
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Figure 5.7: Reputation of questioner vs. number of questions
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Figure 5.8: Distribution of number of questioners and answerers
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Figure 5.9: Users’ activities cumulative distribution functions for number of edits

5.4.2 Correlation between user reputation and editing activities

Here, we focus on the correlation between user reputation and their editing activities.

Around 12% of users participate in editing other users’ posts as shown in Figure 5.9. Highly

active users edit other users’ posts in order to gain a better reputation. To analyze the users’

editing activities in detail, we consider the relation between reputation of editors and ques-

tioners. The reputation of editors is most likely to be equal or larger to the reputation of

questioners as shown in Figure 5.10. It means that the updates occur such that posters with

low reputation are corrected by members with higher reputation. Similar results apply to

all 10 sites.

Finally, we observe that all of the sites present activities according to power-law net-

works. Power-law networks are networks where the probability that a node has degree k

is proportional to k−α, for large k and α > 1 [104]. The parameter α is referred to as

the power-law coefficient. Many real-world networks are shown to be power-law networks

such as Internet topologies [105], the Web [106, 107], and social networks [108].
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Figure 5.10: Log-log: reputation of questioners vs. reputation of editors
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Name α D Name α D
LaTeX 1.63 0.0555 Ask Ubuntu 1.60 0.1022
Cooking 1.59 0.0585 English Language & Usage 1.74 0.0721
Server Fault 1.57 0.0823 Mathematics 1.68 0.0599
Programmers 1.59 0.0621 Photography 1.55 0.0623
Gaming 1.72 0.0732 Super User 1.50 0.1230

Table 5.3: Power-law coefficient estimates (α) and corresponding Kolmogorov-Smirnov
goodness-of-fit metrics (D).

Our examination of the datasets indicate that the majority of the users obtain informa-

tion from the system without making any contribution and that a few users provide most

of the information in the system. We calculate the best power law fit using the maximum

likelihood method [109] in order to test how well the users’ activities distributions are mod-

eled by a power-law [104]. Table 5.3 presents the estimated power-law coefficients for all

the sites with the Kolmogorov-Smirnov goodness-of-fit metric [109]. This shows that the

power law coefficient approximates the users’ activities distributions perfectly without any

significant deviations.

5.4.3 Correlation between user reputation and acceptance of answers

In this section, we examine the correlation between the user reputation and the probability

that their answers will be the accepted ones. In Stack Exchange sites, users with various

reputations can answer any question in the system. In addition, users can vote for their

favorite answers which are presented based on their popularity. The questioner has the

ability to accept any answer for her post: including the most popular one, the answer from

a highly reputed user or the desired one. Figure 5.11 shows a particular distribution of

answers to three different questions in Server Fault, Programmer and LaTeX sites. As

shown in Figure 5.11(a), the answer number 7 from highly reputed users has more chance
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to be the accepted one. However, the questioner has the ability to accept other answers

with low popularity or from low reputed users. As shown in Figure 5.11(b), the questioner

accepted the answer 13 from a user with a reputation of 1500 points while there is the

answer 14 from a user with the reputation of 6800 points. Similarly, the answer with 4

votes was accepted while a popular answer exists with more than 16 votes as shown in

Figure 5.11(c).

Figures 5.12 and 5.13 present the correlation between the user reputation and the prob-

ability that their answers will become the most popular or the accepted answer. To compute

the probabilities, we divide the number of times a user’s answers were selected as the most

popular or the accepted answer by the total number of the user’s answers. The greater the

user’s reputation, the larger these probabilities were. More than 65% of the answers from

highly reputed users obtain the highest votes among all answers. Similarly, the probability

that an answer from a highly reputed user becomes the accepted answer is more than 60%.

It means that more than half of the times, answers from users with high reputation become

the accepted one.

To better understand these findings, we gather additional statistics from the 10 sites. Ta-

ble 5.4 presents the number of questions, answers, accepted answers, and accepted answers

which are not the most popular ones. On average, 55% of the questions have accepted an-

swers. The rest are still open. Among those accepted answers, only 13.7% of them are not

the most popular ones in average. It means that the probability that the most popular answer

will become the accepted one is more than 85%. In addition, we observe that Programmers

site has the largest number of accepted answers that are not the most popular at 23.84%

and Gaming has the smallest number of accepted answers that are not the most popular at

7.70%. This is because in the Programmers site, for each question, there are more than 6
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Figure 5.11: Sample question and the distribution of its answers
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Figure 5.12: Reputation of answerers vs. probability of most popular answers
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Figure 5.13: Reputation of answerers vs. probability of accepted answer
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Name Questions Answers Accepted
Answers

Accepted An-
swers, not the
most popular

LaTeX 4573 9229 3350 384(11.47%)
Cooking 3065 9820 2158 345(15.98%)
Server Fault 71962 162401 36726 4291(11.68%)
Programmers 8124 50790 3867 922(23.84%)
Gaming 5989 11702 4256 328(7.70%)
Ask Ubuntu 10113 20620 5538 599(10.81%)
English Language & Usage 4756 13182 3531 545(15.43%)
Mathematics 9580 20488 5978 626(10.47%)
Photography 2180 7823 1501 254(16.92%)
Super User 75562 183422 40221 5062(12.58%)

Table 5.4: Statistics from the 10 Stack Exchange sites

answers whereas in the Gaming site, for each question there are around 1.9 answers. This

shows the variety of answers in the Programmers site.

5.5 Analysis of Tags

In this section, we investigate the use of tags in answering and asking questions in Stack

Exchange sites. Figure 5.14 shows the distribution of tags based on the number of times

they were used by users. Few tags were used significantly more times and the majority

of tags were used only once. It means that this distribution has the power law property

with the power-law coefficient of 1.59 and a deviation of 0.0272. The median number of

times that tags were used is 5 and around 80% of tags were used not more than 10 times.

However, some tags (< 1%) were used more than 500 times. In fact, the most popular tag

was used 702 times to tags different questions.
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Figure 5.14: Distribution of tags

5.5.1 Tags popularity

To analyze the popularity of tags in more details, we classified them in ten different groups

based on the number of times tags were used by users to tag their questions. For example,

there are the one time tags (rare tags) which were used only once in the system to tag a

question. The other groups consist of the two times tags, two to four times tags, ..., 126 to

256 times-tags and the larger than 256 times-tags (very popular tags) which were used to

tag more than 256 questions. In the system, the answers to a question automatically inherit

the tags of the question.

We found the number of answers that were given for the questions in each group and

normalized it as shown Figure 5.15. For example, there are around 700 answers for the

group of 9 to 16 times tags for the cooking site. We categorized the answers by regrouping

the users according to the number of answers they provided. Each category is identified

with a different color. For example, 87 out of 700 answers were given by users who an-

swered only one question [represented in black]. A large portion of the answers came from
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users who answered between 11 to 100 questions [represented in light grey], and only a

few users answered more than 100 questions [represented in white].

As shown in Figure 5.15, 33 to 64 times-tags are the most popular ones. We observe

that these tags are very popular amongst the users who want to obtain as much reputation as

possible. More than 84% of the users with mainly high and low reputations are interested

in answering questions in popular topics (i.e., questions tagged with popular keywords) in

order to gain more reputation. On the other hand, questions tagged by not so popular tags

are mostly answered by medium reputed users.

5.6 Collaborative Network

In this section, we study the patterns of collaboration between pairs of users while answer-

ing questions. Because there is no notion of friendship in Stack Exchange sites, our goal

is to understand whether users have collaborations in answering questions or they simply

follow tags and form crowds. In general, it seems that users utilize tags as their primary

signaling mechanism in order to notify others about specific questions. Here, we try to un-

derstand how these collaborations between pairs of individuals work and evolve over time.

Towards this goal, one of the question in our survey asked whether users follow any specific

user(s) in Stack Exchanges sites. More than 25% of users accepted that they follow other

users in these sites. It means that if the specific user(s) asks or answers a question, these

users will also try to answer that question. Therefore, we construct a collaborative network

by using answers for each question as an undirected graph, where a link exists between

a pair of users if they answer at least an α (threshold) number of same questions. In our

experiment, if two users answer at least the same 10 questions, they would be adjacent in

the collaborative network. To analyze the collaborative network in details, we conduct two
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Figure 5.15: Popularity distribution of tags
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Figure 5.16: Distribution of node degree in the collaborative network

sets of experiments. First, we investigate the characteristics of the collaborative network.

Second, we study the impact of the dynamics of the user activity on the global structure of

the collaborative network.

5.6.1 Analysis of the collaborative network structure

We first examine the structure of the collaborative network by considering the node degree

distribution. A large portion of the users (up to 84%) tend to co-answer questions with other

users, thus the node degree in the collaborative network is not significantly lower than in

the social network. We observe that the largest node degree is around 600 in the Server

Fault website. As shown in Figure 5.16, the node degree distribution in the collaborative

network conforms to power-laws with the coefficient of 1.59 and with the Kolmogorov-

Smirnov goodness-of-fit metric of 0.0286. The majority of users have small degrees, and

few users have significantly high degrees.

Next, we explore which users tend to co-answer questions with each which other users.
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We try to find the joint degree distribution (JDD) (2K-distribution [110]) of the network.

JDD presents how often nodes with different degrees connect with each other. For instance,

in most social networks, high-degree nodes tend to connect to other high-degree nodes

[104].

Here, the joint degree distribution is approximated by the degree correlation function

between pairs of connected nodes. This function is a mapping between the node degree of

users and the average node degree of all their friends. The larger value for JDD presents

the tendency of high-degree users to connect to other high-degree users and a low value

for JDD shows that high-degree users tend to connect to low-degree users. Figure 5.17

presents JDD in collaborative networks derived from 4 sites. We observe the same patterns

for all of the 10 websites as high-degree users tend to connect to high-degree users. In the

collaborative network, we observe that the high-degree users tend to connect to other high-

degree nodes and form a “core” which is very similar to social networks [104]. It means

that high-degree users have collaborations in answering questions and they follow tags to

form crowds in Stack Exchange sites.

5.6.2 Evolution of the network over the time

In this part, we study the evolution of the collaborative network over time. We try to figure

how collaborations between users start and finish, and also to what extent the collaborative

network is stable and keeps its overall properties. To simulate the evolution of the network,

we use a total of 12 time slots from July 2010 to June 2011. Each time slot contains

information on users who have activities during the period given by the slot.

First, we examine to what extent the activity network changes overtime. We calculate

the average node degree for each of the 12 time slots. Figure 5.18 presents how the average
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Figure 5.17: Joint degree distribution for all users in the collaborative network
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Figure 5.18: Evolution of node degree over time in the collaborative network

node degree evolves over the two consecutive time slots. In all sites, the average node

degree starts with high value, decreases rapidly, and then remains stable overtime. This

is because when these sites started to work, they contained small numbers of questions.

Therefore, users could go through all of the questions easily and answer as many questions

as they could. As the site became popular, the number of questions have increased to the

order of thousands making it impossible for users to browse let alone answer all of the

questions they are capable of answering.

Second, we explore what fraction of the collaborations between users persists from one

time slot to the next time slot. We use the notion of resemblance [111] to measure the

similarity between networks in two consecutive time slots. We define resemblance as the

proportion of the network connections that remain unchanged over two time slots. Let

denote Rt resemblance of the collaborative network at time t [111]. Rt can be defined as:

Rt = |Ct ∩ Ct+1

Ct
|
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Figure 5.19: Resemblance of the collaborative network through time

where Ct is a collaborative network at time t. The value ofRt varies between 0 and 1 where

Rt = 1 shows that the entire users pairs continued to collaborate at the next time step, and

Rt = 0 represents none of the users who co-answered questions at time t collaborated in

time t+ 1.

Figure 5.19 shows the resemblance values of 4 different sites over time. We observe that

the resemblance has a higher value at the beginning and decreases gradually. For instance,

the resemblance for the LaTeX site starts at 64% and ends at 49%. This indicates that the

collaborative network becomes more dynamic, since the growth of Stack Exchange sites is

rapid as shown in Figure 5.3 and that more users participate in answering questions.

In addition, the average resemblance across all the time slots and sites is around 49% as

shown in Table 5.5. This indicates that 49% of the users continue their collaborations and

co-answering over the entire time period. Also, the resemblance is sensitive to the size of

the time slot. Here, we chose a time slot of one month. If we use larger time slots (i.e. a

season, three months), the average resemblance increases to 65%. This means that around
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LaTeX Cooking Gaming Programmers Server Fault
Average node degree 8.59 8.58 5.45 12.29 9.92
Average resemblance 0.58 0.43 0.48 0.41 0.54

Table 5.5: Average node degree and resemblance for different sites

35% of the collaborations disappear even over a large time scale. Conversely, when we use

a smaller time slot (i.e. two weeks), the resemblance decreases from 49% to 35%.

5.7 Summary

In this chapter, we analyzed the characteristics of crowdsourcing question answering sys-

tems using datasets from 10 popular Stack Exchange sites. We chose Stack Exchange

collections because of their popularity and their effectiveness in providing solutions to user

issues.

We used the dump datasets to study various user behavior related to question answering.

From our investigations, we made the following important observations. First, users with

high reputation values are interested in answering questions tagged with highly popular

keywords. Similarly, users with low reputation values also seek questions tagged with

highly popular keywords. Questions with not so popular keywords are mostly answered

by users with medium reputation values. Therefore, we consider some of the answerers as

reputation seekers. Their primary motive is to gain high reputation as quickly as possible

by looking for popular keywords where their expertise lies or are likely to get more votes.

However, the medium reputation users are willing to genuinely help other users in Stack

Exchange sites by sharing their knowledge.

Second, although Stack Exchange sites have no notion of social links, we observe crowd

behavior in question answering. That is answerers tend to co-answer questions with each
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other. We notice that users can be gyrating towards few tags and this effectively results in

constructing a crowd. Therefore, tags become the signaling mechanism in order to gather

a crowd together and form networks we refer to as collaborative networks. Further, we

observed that the co-answering patterns change over time (i.e., over the course of one month

about 51% of users co-answering in a collaboration setting disappear). However, the graph

theoretic measures (e.g., average node degree) of the collaborative network formed by co-

answerers remain stable over the course of one year.

Finally, our survey showed that question topic (e.g. programming, cooking, photogra-

phy) is the most important factor for users in choosing a question to answer. Tags, quality

of the question, and if the question is on the first page are other major factors. In addi-

tion, we notice that users prefer to answer questions without many replies since the chance

that their answers will be the accepted or become the most popular one is high for such

questions.
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6
Related Work

In this chapter, we discuss previous work related to the research problems we have ad-

dressed in this thesis. First, in Section 6.1, we focus on other work related to the problem

of confidentiality of information sharing in online social networks. We mainly review dif-

ferent access control system proposals and compare them to the α-myCommunity scheme.

Second, Section 6.2 discusses the work related to the integrity problem for crowdsourc-

ing systems and compares our solutions with their proposed schemes. The third part of

this chapter (Section 6.3) reviews literature dealing with the analysis of online social sys-

tems. We highlight major similarities and differences between our approach for analyzing

a crowdsourcing system and the discussed work.

6.1 Confidentiality Control

The goal of the α-myCommunity scheme presented in Chapter 3 is to provide the users

control over information sharing activities in large scale social networks. Our scheme

determines the potential spread of a shared data object and informs the user of the risk of

information leakage associated with different sharing decisions she can make in a social
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network. In this section, we review previous work related to the key ideas used in α-

myCommunity scheme.

Recently, Relationship-Based Access Control (ReBAC) was proposed in [6, 7] to ex-

press the access control policies in terms of interpersonal relationships between users.

ReBAC captures the contextual nature of relationships in OSNs. PriMa [112] is another

recently proposed privacy protection mechanisms for OSNs. The policy construction al-

gorithm considers factors such as average privacy preference of similar and related users,

popularity of the owner, and etc. These factors are then combined to generate access con-

trol rules for profile items. While PriMa is a scheme by which access control policies are

automatically constructed for users, our proposed methods try to find the best sharing sets

based on users access control policies [113, 114, 115]. Similarly, [116] presented an adap-

tive modularity-based method for identifying and tracing community structure of dynamic

OSNs. Their algorithm can quickly and efficiently update the network structure, and trace

the evolving of its communities over time.

Authors of [8] studied access control policies of data co-owned by multiple parties in

OSNs setting, in a way that each co-owner may separately specify her own privacy pref-

erence for the shared data. A voting algorithm, using game theory, was adopted to enable

the collective enforcement of shared data. A complete survey of several privacy preserving

techniques and access control model for OSNs is provided by [117, 118]. Authors of [119]

addressed the problem of inferences of private user attributes from public profile attributes,

links and group memberships in OSNs, whereas the effect of social relations on sensitive

attribute inference was investigated in [120].

Group-centric models have been proposed for secure information sharing in [121], and
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[122]. The authors focused on authorizations involving the temporal aspect of group mem-

bership. In addition, they proposed super distribution (SD) and micro distribution (MD) as

solutions for secure information sharing. In SD algorithm, a single key is shared amongst

all group users, while in MD algorithm the objects are individually encrypted for each

group user. The limitations of SD and MD are addressed in [123] where a new hybrid

approach is also proposed as a solution.

The usage control based security framework (UCON) for collaborative applications is

proposed in [92]. Authors tried to develop a unified framework to encompass traditional

access control, trust management, and digital rights management. In their framework, poli-

cies can be specified as attributes for subjects and objects, system attributes (e.g. con-

ditional constraints), and user actions (e.g. obligations). They defined not only mutable

usage attributes of subjects and objects, but also persistent attributes (e.g. roles and group

memberships) as general attributes. In addition, UCON uses conditions to support context-

based authorizations in improvised collaborations [93]. The proposed architecture in [93]

uses a hybrid approach of attributes acquisitions and event-based updates in order to sup-

port attribute mutability and decision continuity.

Effectively, Dynamic Coalition Problem (DCP) has been proposed as a new context

to be considered in information sharing challenges [124, 125, 126]. This scheme is about

forming a coalition in order to solve problems through quick information sharing. Utiliz-

ing trust metrics for imposing access restrictions is similar to the multi-level security that

is proposed in [3] in order to preserve the trustworthiness of the users’ data in OSNs. Fur-

thermore, [127, 4, 128, 129] introduced a new discretionary access control model and a

related enforcement mechanism for the controlled sharing of information in online social

networks. The new scheme adopts a rule-based approach for specifying access policies
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on information owned by network users. In their scheme, authorized users are denoted

in terms of the type, depth, and trust level of the relationships existing between nodes in

the network. The authors of [130, 131, 132, 133] attempted to advance beyond the ac-

cess control mechanisms found in commercial social network systems. They developed a

decentralized social network system with relationship types, trust metrics and degree-of-

separation policies. Furthermore, Carminati et al. [17] tried to find the upper-bound and

lower-bound for the risk of unauthorized propagation of information in OSN. They used

a probability-based approach to modeling the likelihood that information propagates from

one social network user to users who are not authorized to access it. However, in our

approach, we closely approximated the risk of information leakage by using randomized

algorithms. We also provided algorithms in order to change the risk of information leakage

to the desired value. In [134], authors presented a new OSN called Persona where users

state who may have access to their information. This OSN uses attribute-based encryption

to hide users’ data and allows users to apply their own policies over who may view their

data.

The metadata calculus for used secure information sharing is presented in [135]. This

scheme models the metadata for security as a vector to support different operations. It is

shown that, without incurring exponential metadata expansion, it is impossible to achieve

strong homomorphism. In addition, Authors of [136, 137] presented new techniques for

controlling the information flow in decentralized systems. In [137], authors introduced a

new model for controlling information flow in systems with mutual distrust and decentral-

ized authority . Their model allows users to share information with distrusted code and

to control how that code propagates the shared information to other users. [136] also pre-

sented a new trust management paradigm for securing both intra- and inter-organizational
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information flows against the threat of information disclosure. They proposed an approach

for assessing the risks in terms of trustworthiness and improving risk estimations by in-

volving estimates of trust. Their approach also provides a mechanism for handling risk

transfer across organizations and forcing rational entities to be honest. Furthermore, Lockr

is proposed in [2] as an access control system in order to improve the privacy of OSNs

users. Lockr separates the management of social information from all other functionality

of OSNs by letting users exchange digitally signed attestations. This feature facilitates the

integration of Lockr’s access control with various centralized or decentralized online appli-

cations. Finally, the access control paradigm behind the privacy preservation mechanism of

Facebook is discussed in [5]. The authors show how their model can be represented to spec-

ify access control policies through different social factors. In addition, the authors proposed

a privacy-enhanced visualization tool, which approximates the extended neighborhood of

a user in such a way that policy assessment can still be conducted in a meaningful manner,

while the privacy of other users is preserved [138, 16, 14, 139].

6.2 Integrity Management

The incredible success of crowdsourcing systems has attracted a lot of researchers. So it is

not surprising that numerous publications about these types of systems have appeared in the

last few years. There is a wide and interdisciplinary array of issues being discussed, such

as visualization tools [140, 141, 142], motivations for participation [143], the effects of co-

ordination and collaboration [144], vandalism analysis and detection [145, 146, 147, 148],

reputation systems [149, 89, 150], quality assurance and automatic quality measurement

[149, 90, 89, 151, 150, 152, 153]. Relating to integrity management, there are two divi-

sions of research. The first group investigates the trustworthiness of article whereas the
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second one is involved in the assessment of the integrity of the article as a whole.

The first group of study focuses on the computing the trustworthiness of text within the

articles. The methods in this category offer a means for predicting the accuracy of some

facts of an article. Cross [152] introduced an approach that calculates the trustworthiness

throughout the life span of the text in the article and marks this by using different colors.

Adler and de Alfaro calculated the reputation of the authors by using the survival time of

their edits as the first step [149]. Then they analyzed exactly which text of an article was

inserted by precisely which author. Finally, based on the reputation score of the respective

authors, Adler and de Alfaro are able to compute the trustworthiness of each word [154].

Analogous to Cross they illustrate the trustworthiness by using color-coding.

Our work is similar to the above in the sense that we found the highly trustable authors

as well. We differ with those techniques in certain aspects; for instance, we specify the

trustable users by looking at the result of their contributions through a voting process. The

voting process evaluates the contributions based on the opinion of other users whereas this

is not the case in Adler and Alfaro mechanisms.

The second group of study focuses on assessing the integrity of an article as a whole.

A first work in this category was published in [88] introduced a correlation of the integrity

of an article with the number of editors as well as the number of article revisions. [89]

defines three models for ranking articles according to their integrity level. The models

are based on the length of the article, the total number of revisions and the reputation of

the authors, which is measured by the total number of their previous edits. In [150], the

authors proposed to compute the integrity of a particular article version with a Bayesian

network from the reputation of its authors, the number of words the authors have changed

and the quality score of the previous version. Furthermore, on the basis of a statistical
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comparison of a sample of Featured and Non-Featured Articles in the English Wikipedia,

authors of [151] constructed seven complex metrics and used a combination of them for

integrity measurement. However, their work is completely based on the Wikipedia model

as one of the widely used crowdsourcing systems.

In [153], the authors derived ten metrics from research related to collaboration to predict

integrity of a particular article. Similarly, [90] investigated over 100 partial simple metrics,

for instance the number of words, characters, sentences, internal and external links in order

to measure the integrity of an article in crowdsourcing systems. In this work, authors

evaluated the metrics by using them for classifications between Featured and Non-Featured

Articles in Wikipedia. Also, they demonstrated, with an accuracy of classification of 97%,

that the number of words is the best current metric for distinguishing between Featured and

Non-Featured Articles in open access crowdsourcing systems such as Wikipedia.

6.3 Analysis of Online Social Systems

Online social systems have been widely studied under many different topics. In this sec-

tion, we discuss the previous works on the two main categories of online social systems:

crowdsourcing and social networks. First, we focus on characterizing the online question

answering sites as one of the widely used crowdsourcing systems in Section 6.3.1. Second,

we study the previous works on the large scale measurement of online social networks in

Section 6.3.2.
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6.3.1 Analysis of crowdsourcing systems

Many researchers have focused on large scale measurement studies of Question Answering

(Q/A) systems [26, 155, 156]. The most important factor in the success of Q/A systems

is providing the best answer for a given question. There are various approaches to better

achieve this goal. The existing content in Q/A systems can be reused to provide appropriate

answers for a given question based on effective retrieval of relevant questions and answers

[157, 158, 159, 160]. In [25], the authors attempted to reduce the rate of unanswered ques-

tions in Yahoo! Answers by reusing the answers of past resolved questions. By leveraging

concepts and methods from query performance prediction and natural language process-

ing, their method approximated the probability that new questions could be satisfactorily

answered by one of the best answers from the past.

Similarly, authors of [161, 162, 163] tried to tackle the same problem by pushing open

questions to potential answerers. To find experts on the topic of each question, [164] for-

mulated a graph structure of Q/A systems in order to find authoritative users in topical

categories. Authors of [165] focused on automatically differentiating between authorita-

tive and non-authoritative users by modeling the user authority scores for each topic. In

general, [166, 167] proposed efficient ways to find experts in online forums which can be

used in the context of Q/A systems. [168] developed a probabilistic model that incorpo-

rates both the topic-level and term level information in order to recommend new questions

to relevant answerers. Authors of [27, 169, 170] tried to model user interest with different

approaches in order to reduce the response time to new questions in Q/A systems. Ad-

ditionally, [171] used machine learning techniques to automatically classify questions as

conversational or informational in order to archive and access the informational questions

for future use.
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Another set of effort proposes different ways to find the best answer among a collection

of answers for a given question. [172] utilized translation models to find the most rele-

vant answers and evaluate their approaches on a small set of questions with known answers

ahead of time. Authors of [173] combined translation and similarity features in order to

rank answers based on their relevance and then choose the best answer. Similarly, [174]

used a supervised learning-to-rank algorithm to support relevant answers to the given ques-

tion based on its properties. This is another type of approach proposed in order to find past

questions which are related to the given question. In [175], authors combined a translation

model for question similarity and a language model for answer similarity as part of their

retrieval model for similar questions. Retrieving questions with similar topics and focus-

ing on those that pertain to the target question was proposed by [176]. [177] proposed to

identify similar questions by assessing the similarity between their syntactic parse trees.

Q/A systems can be made more efficient by encouraging users to participate more.

Many researchers have focused on better understanding of user behavior in Q/A systems.

The content properties and the user interaction patterns across different Yahoo! Answers

categories has been studied in [28]. They found that lower entropy correlates with receiving

higher answer ratings, for categories where factual expertise is a sought factor. In addition,

they combined both user attributes and answer characteristics to predict whether a particular

answer will be chosen as the best by the questioner for each category. Similarly, authors of

[178] analyzed user activity levels, interests and reputation in Yahoo! Answers.

In [179], authors focused on finding the tradeoff between maximizing the information

accuracy while minimizing the waiting time for users in Q/A systems. In a popular Korean

Q/A system named Naver, the motivation of top answerers has been investigated by [180].
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[181] explored the patterns of user contributions in online knowledge sharing social net-

works. In [29], the authors suggested to consider whether the potential answerer is likely

to accept and answer the recommended questions in a timely manner. They studied an-

swerer behavior in Yahoo! Answer. More specifically, they analyzed how answerers tend

to choose the questions and when users tend to answer questions in a Q/A system.

6.3.2 Analysis of online social networks

There have been a lot of works focused on large scale measurement studies of online social

networks. Of these studies, few have focused on characterizing user behavior in online so-

cial networks such as [182]. This paper focused on understanding how users behave when

they connect to social networks. The authors classified the users’ social interactions into

two different groups: publicly visible activities (e.g. comments) and silent activities (e.g.

viewing photos of a friend and browsing a profile page). In contrast, our study mainly

focuses on the user behavior in crowdsourcing question answering systems. In addition,

[183] presents an analysis on the online social network formed by users on Twitter. Au-

thors analyzed the user behavior and studied the geographical spread of the Twitter usage.

Further, [184] conducted studies on the user motivations for any contribution on the Face-

book social network. Their results indicated that new users share more contents if their

friends have more contributions.

Many studies such [104, 185, 186, 187] have analyzed the structure and evolution of

online social networks. These studies have confirmed the power-law, small world and scale

free properties of online social networks. While these studies investigated the topological

structure of online social networks, another direction of research focused on user activity

in these networks [188] examining the activities from the guest book logs of the Cyworld
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online social network. In their study, the activity network was constructed based on the

comments posted by users in their guest books. Authors discovered that users tended to

have mutual interactions similar to the ones in social networks.

Similarly, [189] studied activity networks from Facebook. Their results showed that

the structural properties of activity networks differed from social networks. The evolution

of the activity network of Facebook over time is presented by [111]. Their results showed

that the strength of the ties exhibits a decreasing trend of activity as the social network link

ages. In addition, the graph-theoretic properties of the activity network (e.g., average node

degree, average clustering coefficient, and average path length) remain stable, while the

links of the activity network change rapidly over time. The analysis of an activity network

based on the user interaction in a large instant messaging network is presented in [190].

The authors examined the structure of the activity network and its dependency on the user

demographics. They found out that similar users interact more often.

The geographical location of LiveJournal users is analyzed by [191]. Their results

showed that there is a strong correlation between friendship and geographic proximity.

In addition, the measurement study of the Flickr network is presented in [192]. Their

results indicated that the majority of user interactions are done by a small fraction of users.

Similarly, the measurement analysis of Twitter users is done by [193]. They observed that

Twitter users have a small number of friends compared to the number of followers they

declare.

A number of papers have been published on various analysis of Facebook social net-

work datasets. Analysis of the temporal and social access patterns in Facebook is presented

in [116]. For their analysis, the authors focused on the messages exchanged by users in

Facebook. They examined the message header and found out the periodic patterns in terms
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of messages exchanged on the network. In addition, the authors of [194] have studied ap-

plication usage workloads in Facebook and the popularity of applications. They discovered

that although the total number of application installations increases with time among Face-

book users, the average user activity decreases and Facebook users with more applications

installed are more likely to install new applications. Similarly, the application characteris-

tics analysis of Facebook network is done in [195]. The authors developed and launched

their own applications with over 8 million subscribers. They figured out that user response

times for Facebook applications are independent of the source-destination user locality. Fi-

nally, authors of [196] conducted survey interviews to analyze the web browsing patterns of

various users from 4 different nationalities. They examined the ethnographical differences

in the usage of online social networks.

In summary, compared to the above studies that have extensively analyzed the structural

properties of online social networks and the user behavior in them, we focused on charac-

terizing the user behavior in a crowdsourcing question answering service. For the first time,

we considered the effect of tagging, user reputation, and their feedbacks on users’ behavior

and their response time.
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7
Conclusion

7.1 Summary of Contributions

This thesis studied ways of leveraging social factors characterized by relations in online

systems to develop novel solutions for important information confidentiality and integrity

problems on the Internet. Controlling the confidentiality of information within online social

networks is the first problem studied in the thesis. The second problem dealt with is the

integrity of articles in large-scale crowdsourcing systems and finally characterizing the user

behavior in crowdsourcing question answering systems is the third problem focused in the

thesis.

Chapter 3 was based on the premise that information sharing in an OSN cannot be

completely controlled by a single user. For instance, Alice can determine the set of friends

with whom a piece of data should be shared in the network. However, Alice does not have

complete control over her friends’ actions. When sharing, she trusts that her friends would

adhere to the accepted norms with regard to information usage. Some of her friends may

adhere to the informally accepted information usage policies while others may not adhere

to them.

We proposed a Monte Carlo based algorithm to compute the sharing subgraph which
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shows the dispersion of the information on the network. We refer to such subgraphs as

α-myCommunity, where α specifies the certainty that all members of the subgraph will

know about the information. We used datasets from Flickr and Facebook to compute α-

myCommunities for various α values and blocking lists for different adversaries for each

individual users. From the experiments, we noticed that certain α-myCommunities are

more robust with regard to information leakage. In addition, we observed that considering

the history of interactions between users results in better estimation of α-myCommunity

and blocking lists.

Further, Chapter 3 was concerned with developing the notion of α-myCommunity and

applying it to datasets extracted from actual OSN activities. The major focus of this study

has been to validate the notion of α-myCommunity by illustrating the community-centric

information sharing patterns that actually take place within OSNs. Also, we developed

schemes that will allow a user to shape the α-myCommunity to fit her intention. For in-

stance, if Alice wants to minimize the possibility of information leaking to her nemesis,

with our algorithm, she can find out how she should shape her sharing decisions.

In summary, the main contributions of Chapter 3 are the following:

• The larger the value of α the smaller the size of α-myCommunity. This indicates that

interactions in OSNs take place in tightly knit groups. These groups, however, may

not be cleanly defined by notions such as friends, or friends-of-friends.

• The best α value for Facebook users is about 0.7. This means by choosing 0.7-

myCommunities Facebook users can form communities that are robust in terms of

information sharing. The information discharged into such communities are more

likely to be contained within them. Similarly, for the Flickr network, we observed

an α value of 0.8. Instead of asking the user for an α value the algorithm selects the

140



7.1. SUMMARY OF CONTRIBUTIONS 141

value yielding a robust configuration.

• Blocking an adversary directly may not prevent flow of information to him in social

networks. This indicates that users can receive information not only directly from

the owner, but also indirectly from common friends. However, the indirect ways may

not be cleanly defined by existing notions in OSNs.

• Because interactions are time dependent, we evaluated different ways of computing

α-myCommunities. By including historical information in the computation process,

we were able to compute relatively stable α-myCommunities.

In Chapter 4, we focused on the problem of information integrity in online crowd-

sourcing systems. We started the study by examining the challenges and requirements

for preserving information integrity in crowdsourcing systems. We observed that integrity

remains a hard problem primarily due to the openness feature of crowdsourcing. By exam-

ing twelve major crowdsourcing systems, we noted that all crowdsourcing systems except

Wikipedia include content ownership in their design.

In Wikipedia, we observed that the main difference between low and featured articles

is the number of contributions. High quality articles have larger number of contributions

compared to low quality ones. We noticed that most of the contributions for featured arti-

cles come from a small number of editors who we refer to as the top editors. On average,

the number of top editors for a featured article is around 32. The top editors have simi-

lar interests in terms of their editing activities. We observed that the top editors control

the evolution of high quality articles by their contributions and actively revert back other’s

contributions. It means that although Wikipedia is an open platform top editors own the

featured articles.
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In this chapter, we presented the design for Social Integrity Management (SIM), a novel

scheme for preserving integrity of articles in online crowdsourcing systems. The design

of SIM is motivated by our findings from Wikipedia’s analysis and our observations of

user behaviour in another crowdsourcing system in Chapter 5. The design of SIM uses

ownership as a key factor to control integrity of documents. We addressed the ownership

bottleneck by including co-ownership and allowing limited number of versions. In addition,

SIM uses user activities to assign proper trust levels between users. We evaluated the new

scheme using extensive simulations on actual datasets from Facebook.

Next, we studied the effects of social network topological properties on the number

of versions per articles. We considered the influence of structural properties such as node

degree on the required number of versions per article. The larger the average node degree,

the smaller the number of versions per article we need to reach article’ maturity with less

number of iterations. We observed that fewer versions are required to reach the best editors

in a social neighbourhood when the density of the social graph increases (i.e., the larger

average node degree).

The major contributions of Chapter 4 are as follows:

• Analyzed integrity management in Wikipedia and examined the role of contributors

in an article becoming a featured one.

• Proposed a social integrity management scheme for preserving integrity in online

crowdsourcing systems based on incorporating co-ownership and multiple versions.

• Analyzed the effects of social network structure on the features of the proposed

scheme.

In Chapter 5, we analyzed the characteristics of crowdsourcing question answering
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systems using datasets from 10 popular Stack Exchange sites. We chose Stack Exchange

collections because of their popularity and their effectiveness in providing solutions to user

issues. One of our focus was analyzing user behavior in the Stack Exchange sites. We

conducted a survey among users of Stack Exchange sites to gather actual feedbacks. Our

survey showed that question topic is the most important factor for users in choosing a

question to answer. Tags, quality of the question, and if the question is on the first page are

other major factors. In addition, we observed that users prefer to answer questions without

many replies to obtain more reputation points by having higher chance of their answer

becomes the accepted or most popular one.

Accordingly, we focused on examining user activity in the Stack Exchange sites. Our

analysis in this regard demonstrates that a minority of users with relatively high reputation

provide more than 85% of the answers. We also found that in these sites, information flows

from highly-reputed users to users with low reputation values. We observed that more than

90% of the edits were done by small portions of users (around 12%), and that the updates

occur in such a way that posters with low reputation are corrected by members with higher

reputation. We also noticed that while routine questions tagged by the popular tags were

answered by the majority of the users (high or low reputed users), the questions on not so

popular topics are mostly answered by users with medium reputation.

Additionally, we noted that the Programmers site has a larger diversity of answers than

other sites included in this study. That is, each question on average received more than

6 answers compared to 2 answers for other sites. Also, in more than 85% of the cases,

the most popular answer was the accepted one. However, in sites with relatively diverse

answers like Programmers, the most popular answer was accepted only 75% of the time.

Another focus of our study was to characterize the patterns of activities for high and
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low active or reputed users. We observed that low active users typically take more than a

month to initiate their activities by asking their first and only question. In contrast, highly

active users start their activities immediately after joining the system. In addition, posts

from highly-active users gain three times more responses compared to the posts made by

low-active users, and highly-active users get proper solutions in those responses. This

finding was confirmed by our survey where majority of low active users provided “Never”

for getting proper answers to their questions. Further, we noticed that the chance for an

answer to become the most popular or the accepted one increases with the reputation of

the answerer. The probability that an answer from a highly reputed user becomes the most

popular one is more than 0.55.

Yet another focus of our study was to observe the crowd behavior within the answerers.

That is, we wanted to examine whether the answerers prefer to follow each other while

answering questions. From our analysis of the datasets, we observed such crowd behavior

although Stack Exchange does not have any explicit mechanism such as friendships or

follows to organize the signalling mechanisms to initiate such activities. In our analysis, we

formed the collaborative network based on the number of times a pair of users answered the

same questions together. We noticed that users collaborate up to 84% in answering various

questions together. While the co-answering patterns that form the collaborative network

changed rapidly overtime, the average network properties remained relatively stable. In

addition, we showed that the distribution of the questioners, answerers and node degrees fit

into a power-law network with small deviations.

From our analysis we were able to make the following key observations:

• Users with high and low reputations are interested in answering questions in popular

topics (i.e., questions tagged with popular keywords) whereas questions on not so
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popular topics are mostly answered by medium reputed users.

• Answerers form “crowds” while answering the questions. In other words, users tend

to co-answer questions despite the lack of an explicit friendship facility in the Stack

Exchange sites.

• Although the co-answering patterns change over time some graph theoretic measures

of the collaborative networks were observed to be stable. In addition, we conducted

a survey among actual users of the Stack Exchange sites.

7.2 Future Extensions

In this section, we discuss some future research directions for the research presented in this

thesis.

In Chapter 3, we considered a single context. That is all users were concerned about

a single topic. Future studies need to consider multiple contexts. With a diverse array

of topics, a conversation between two users could be about many topics and modeling

how much a particular conversation contributes towards the propagation of an information

object becomes a harder problem.

In Chapter 4, we analyzed Wikipedia as one of the widely used owner-free crowdsourc-

ing systems. We examined on the evolution of articles in an owner-free environment where

every reader is a potential contributor.

One future work is to extend our analysis to compare owner-free systems such as

Wikipedia with owner-centric wiki-style pages. Stack Exchange sites have community

wikis which are built by pseudonymous participants. The user reputation gain or loss is

associated with pseudonym handle they use within the sites. The capabilities a user has is
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directly determined by her reputation. It is interesting to compare the evolution of com-

munity wiki pages in Stack Exchange sites with the evolution of Wikipedia pages. Such

comparison will shed light on the importance of accountability in crowdsourcing systems.

In Chapter 5, we discovered that the efficiency of Stack Exchange sites decreases when

the system scales up. The average response time becomes larger and the number of answers

for each question decreases because there is an increase in the number of questions in these

sites. The delay in receiving an answer in any type of question answering service impacts

the quality of service enjoyed by the users in a significant manner. The average response

time in Stack Exchange sites is in the order of hours. Therefore, further enhancements

should be made to better route the questions to the eventual answerers. In particular, how

the response times can be contained as the network grows is a major issue. One observation

we made in our research is the importance of tags in question routing. Questions using tags

with medium popularity tend to get higher number of answers while questions with popular

or rare tags gain less attention from answerers. Therefore, there is a need for further study

on how tags, their quality and the way questioners use them, can be utilized to have more

efficient question-to-answerer matching service.
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