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ABSTRACT

This manuscript incorporates recent proposals for enhancing the learning of mathematics by
developing authentic statistics instruction and assessment for eighth grade students based
on a cognitive apprenticeship approach. The goal of instructicn was for small groups to
create statistics projects that addressed a meaningful research question. To ensure that
criteria for assessing such performance were understood, groups were assigned to two
treatments--liorary of exemplars and text--which differed in the degree to which criteria
were explicit. The effectiveness of elaborating on criteria through examples (i.e., library)
or text (i.e., text) for enhancing learning was examined. Both treatments demonstrated
significant performance gains from pretest to posttest. However, students’ understanding
of representative sampling was significantly better as a result of receiving the library
treatment than the text treatment. Making criteria more elaborate throegh examples of

performance can thus enhance students' understarding of more abstraci statistical concepts

such as sampling.



RESUME

Ce manuscrit incorpore des propositions récentes qui visent a augmenter l'apprentissage
des mathématigues en dévelopant une stratégie d'instruction et d'évaluation authentique en
statistiques pour des €leves de huitidme année qui ont vécues une approche d'apprentissage
cognitif, L'objectif de l'instruction était de demander A des petits groupes de créer des
projets de statistiques qui adressaierit une question de recherche significatif. Afin d'assurer
la fiabilité des critéres d'évaluation selon la comprehension des performances présenter,
deux traitements ont ét€ administrer aux groupes qui se différants par 'explicité des
crittres: librarie d'exemplaires et texte. L'efficacité d'élaborer les critéres par exemples
(i.e., librarie) ou par texte (i.c., texte) a i€ examiner selon I'augmention d'apprentissage
démont€ par les éldves. Les deux traitements ont démontrés des gains de performance
significatif sur un examen avant ¢t aprés instruction. Néanmoins, la compréhension des
€leves de 'échantillonage representative étaient significativement meilleur pour ceux qui ont
recue le traitement de librarie que ceux qui ont regue le traitement de texte. La
compréhension des €leves etant exposé A des conceptes abstrait comme 'échantillonage

peut donc étre augmenter par des exemples qui élaborent les criteres d'évaluation.
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CHAPTER 1: INTRODUCTION AND REVIEW OF THE LITERATURE

Concerns over the quality and characteristics of instruction and assessment have been
at the heart of recent proposals for educational reform in North America. Current school
practices emphasize discrete and isolated bits of knowledge detached from the context in
which such knowledge is used (Hacker & Hathaway, 1991; Resnick, 1987; Shepard,
1991; Whitehead, 1929). Key subtasks are used to assess overall ability despite the re-
stricted and narrow view such measures present of student learning (Frederiksen &
Collins, 1989; Hacker & Hathaway, 1991; Moody, 1991). Instructional and assessment
practices within this tradition are inconsistent with the recent emphasis of mathematics
education on integrated thinking and meaningful learning (National Council of Teachers
of Mathematics [NCTM], 1989). Dissatisfaction with traditional classroom instruction
and assessment (Shepard, 1989) has led to requests for the integration of authentic class-
room activities and assessments as a means of improving the quality of mathematics edu-
cation (Lajoie, 1991). The term authentic is used to refer to situations that have a genuine
relationship to real-world tasks (Moody, 1991). Authentic activities can bring the com-
plexity of real-world problems--problems students are likely to encounter outside the
classroom--into the classcoom. Such activities provide opportunities for meaningful
problem solving. Authentic assessment tasks that reflect the complexity of real-world
problems present an interesting challenge to leamners. However, whether such tasks suc-
ceed in enhancing mathematical thinking and learning has yet to be determined. Re-
search investigating the effectiveness of these activities as well as the validity and relia-
bility of such measures is necessary to determine the potential success of recommended
reforms in mathematics classrooms.

Proposals for improving mathematics education reflect the increased value of high-
level thinking such as problem solving, reasoning, communication, and connectedness

(NCTM, 1989). The objective is to develop instruction and assessment that goes beyond
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the acquisition of computational and memorization skills. However, this goal can be
achieved only by conceiving of mathematics as an ill-structured rather than well-
structured discipline. A shift in perspective would greatly reduce the emphasis on mem-
orization skills while increasing the focus on thinking skills (Resnick, 1989). Alternative
forms of teaching and assessment that emphasize the active nature of learning can con-
sequently be considered. Reconceptualizing mathematics enables learners to construct
their knowledge as well as illustrate and explain their thinking when solving a problem.
Such learning is particularly important in the area of statistics where the ability to reason,
although crucial for understanding, is rarely engendered (Pollatsek, Lima, & Well, 1981;
Tversky & Kahneman, 1971). Providing learners with sufficient conceptual background
through instruction at levels earlier than college or university may help redress this prob-
lem (Garfield & Ahlgren, 1988; NCTM, 1989; Posten, 1981). However, the abstractness
of statistical content can limit younger learners' acquisition of conceptual understanding
unless opportunities for active engagement and reasoning are provided.

Student engagement and reasoning can be promoted in project-based environments
that situate learners in an authentic context for exploring concepts over long periods of
time (Blumenfeld, Soloway, Marx, Krajcik, Guzdial, & Palinscar, 1991). Such explo-
ration can facilitate the acquisition of in-depth understanding. Collaboration and sharing
knowledge with peers can also benefit learners in acquiring such understanding (NCTM,
1989; Phelps & Damon, 1989; Wood, Cobb, & Yackel, 1991). However, assessment of
learning in group situations poses a challenge. Multiple forms of assessment that exam-
ine these skills accurately and provide a complete profile of student and group learning
are required. One way to improve the assessment process is to ensure that assessment cri-
teria are valid indicators of student learning and that such criteria are understood by learn-
ers. Providing explicit or transparent criteria ensures that students understand perfor-
mance standards before attempting to attain them (Frederiksen & Collins, 1989). One of

the ways in which assessment criteria can be made clear to learners is through a library of



exemplars that demonstrates expert performince on relevant assessment criteria (Collins,
Hawkins, & Frederiksen, 1991). Such a library can provide clear benchmarks of perfor-
mance on each criterion thereby ensuring that the criteria are understood. A library of ex-
emplars would be particularly useful for demonstrating abstract statistical content that is
rarely understood conceptually. Once internalized, the criteria can be used by learners to
assess their own progress in understanding such content (Diez & Moon, 1992).

The purpose of the present study is to implement reform proposals for improving
statistics instruction by developing authentic instructional activities and assessment mea-
sures to facilitate the learning of descriptive statistics for younger learners (i.e., eighth
grade). The effectiveness of these activities and measures is ?xamined in terms of
whether (a) statistics instruction facilitates leamning at the eighth grade level, (b) projects
that integrate instruction and assessment promote learning, (¢) small-group cooperation
facilitates individuals' understanding of statistics, (d) elaboration of assessment criteria
through a library of exemplars enhances performance, and (e) authentic measures reliably
assess performance,

Mathematics Reforms in Curriculum and Assessment

Educational standards geared towards improving the quality of mathematics
education have been proposed due to students’ insufficient conceptual understanding of
mathematics, By fostering memorization of computational algorithms and manipulation
of symbols, traditional mathematics classrooms fail to promote conceptual or procedural
understanding; nor do they emphasize the role of mathematics outside the classroom
(Resnick, 1987; Shepard, 1989). As a result, students are not given the power to leamn
mathematics effectively or to apply their knowledge to real-world contexts, These prob-
lems are addressed in reform recommendations for ameliorating mathematical content,
instructional conditions, and evaluation of mathematical learning to foster thinking skills
such as problem solving, reasoning, communication, and connectedness (NCTM, 1989),

These recommendations represent worthwhile or essential mathematical goals which are



designed to empower students so that they can acquire confidence and take ownership of
their own learning. Classrooms that incorporate real-world problems in problem-solving
activities have potential for engaging all students in (NCTM, 1989) (a) formulating and
solving problems, (b) making conjectures and developing arguments, (c) validating solu-
tions, and (d) evaluating mathematical claims and evidence. Such activities give learners
the power to reason and communicate ideas about mathematical content in problems that
are likely to be encountered outside the classroom.
Mathematicat Content

Recommendations for improving mathematics instruction emphasize both new and
revised content. Proposals for new mathematics content include the commencement of
statistics instruction from kindergarten and proceeding through high school (NCTM,
1989). Given that statistical content is highly abstract, activities that make statistical
concepts more concrete and provide students with opportunities to apply statistical prin-
ciples in a meaningful way need to be developed. The purpose of revising content and
initiating statistics instruction at the precotlege level is to promote student inquiry, in-
vestigation, analysis, and interpretation rather than limit learning to the acquisition of
computational and algorithmic skills. This goal can be achieved by creating environ-
ments that empower students through activities that (a) involve meaningful and realistic
problems, (b) allow all students to experiment with and explore statistical concepts more
extensively (American Statistical Association [ASA], 1991), and (c) encourage students
to problem solve, reason, communicate about statistical ideas, and make connections
among concepts, The underlying assumption is that the content to be learned is
fundamentally connected with the ways in which it is learned (NCTM, 1989).
Instructional Conditions

Instructional conditions or the ways in which content is learned are determined by the
learning environment and the kinds of tasks students are required to do. Proposals for

improving instructional conditions in mathematics include developing leaming




environments that establish mathematical thinking as the classroom norm and encourage
students to make sense of mathematics (Lampert, 1990). Mathematical sense-making can
be achieved in tasks that require the use of resources and/or tools that reduce the cogni-
tive load (Lajoie, 1993; Salomon, Perkins, & Globerson, 1991) by supporting thinking
skills (Lajoie, 1991; NCTM, 1989),

Resources that reduce cognitive load and support thinking skills include peers who
work together in groups on problem-solving tasks or on projects that are presented orally
(NCTM, 1989). Such collaborative work enables students to share their knowledge
which allows them to clarify, elaborate, and justify their ideas. Group work exposes
learners to different points of view which provokes thought and challenges beliefs
(Collins et al., 1991). In this way, collaboration on problem solving tasks and on oral
presentations can support and encourage statistical thinking.

Statistical thinking can also be supported by tools or technologies such as calculators,
statistical packages, and graphing utilities. Such tools can reduce memory load by per-
forming lower level operations (Salomon et al., 1991) which allows leamners to engage in
cognitive activities that would otherwise be out of reach (Lajoie, 1993). For example,
computer software that computes statistical analyses provides learners with opportunities
to interpret data and to reason about results rather than doing endless calculations which
often excludes the possibility of further exploration. Guidance from teachers in using
these tools to interpret results is also required. Additional tools that support learing and
allow for exploration and communication of statistical concepts include visual and
graphic representations such as diagrams, graphs, tables, and concrete models.
Evaluation of Mathematical Learning

The proposed changes in instructional content and conditions aiso refer to assessment.
The relationship between instruction and assessment is a recursive and interdependent
one, with learning providing the linking construct. This relationship is important given

that leaming, while a by-product of instruction, also serves as input for assessment. As-



sessment in turn, provides information about instruction so that the latter can be adapted
to the learning of individual students. While assessment can occur at the end of instruc-
tion, the emphasis in the Curriculum and Evaluation Standards (NCTM, 1989) is on on-
going or dynamic assessment. Dynamic assessment refers to evaluation that occurs while
learners are in the process of solving problems rather than after the problem is completed
(Lajoie & Lesgold, 1992). Dynamic assessment thus provides instructors and students
with immediate feedback. In this sense, assessment is a guide to learning rather than a
terminal point to learning (Diez & Moon, 1992). By representing instructional and
learning objectives, assessment can help teachers to make instructional decisions (Collins
et al., 1991) and aid learners to assess their own performance (Costa, 1989; Frederiksen
& Collins, 1989). It is at this point that instruction and assessment mesh and become
integrated. The importance of such integration is discussed in the next section.
Assessment of Mathematical Learning: From Traditional to Authentic Measures
One of the fundamental issues behind educational testing is whether tests represent
worthwhile knowledge and mastery, What is deemed worthwhile, however, depends on
the type of learmning that is valued in education. According to current perspectives, worth-
while knowledge and mastery consists of the ability to problem solve, reason, communi-
cate about ideas, and make connections rather than to memorize (Archibald & Newman,
1988; NCTM, 1989; Romberg, Zarinnia, & Collis, 1990; Wiggins, 1992), Assessments
must be designed to promote and measure such skills. Traditional assessments!, howev-
er, were developed based on two sets of purposes which resulted in the promotion of rote
learning: (a) classroom purposes which were determined by teachers (i.c., internal as-
sessments) and (b) other purposes which were determined by external sources such as ad-
ministrators, policy makers, test developers, etc. (i.¢., external assessments), Reliance on
external assessments that emphasized lower-level skills and rewarded high test scores

resulted in the distortion of classroom instruction and assessment (Brandt, 1989;

1 Traditional assessment in this manuscript refers to all measures characterized by a multiple-choice format
which includes standardized and notm-referenced tests.



Frederiksen & Collins, 1989; Hacker & Hathaway, 1991; Kirst, 1991; Shepard, 1989).
Instruction became characterized by drill and practice and classroom assessment con-
sequently became grade-oriented rather than learning-oriented (Brandt, 1989; Mocdy,
1991; Shepard, 1989; Wolf, Bixby, Glenn III, & Gardener, 1991). These practices pro-
mote rote learning rather than conceptual understanding. Traditional assessments are thus
inadequate for assessing and fostering the type of learning currently valued. Alternative
measures that provide rich information about learning through problem solving, reason-
ing, communicatian, and connectedness are therefore required (Archibald & Newman,
1988; Lajoie, 1991; NCTM, 1989; Romberg et al., 1990; Wiggins, 1992). Such measures
fall under the rubric of "authentic assessment" (Hacker & Hathaway, 1991). The ad-
vantages of authentic assessment are highlighted in a comparison of traditional and au-
thentic assessment which is presented in the following sections. The underlying assump-
tions and testing practices of each type of assessment are discussed in terms of their con-
sequences on learning. This discussion is followsd by an examination of design issues

relating to the development of authentic measures.

In this section, the assumptions (i.e., decomposability and decontextualization) and
testing practice (norm-referencing) underlying traditional éssessment will be contrasted
with the assumptions (i.e., holistic and contextualization) and practice (criterion-
referencing) underlying authentic assessment.
Decomposability va, Holistic Assumptions

Iraditional assumption: Decompasability. The decomposability assumption
refers to the notion that thought is composed of independent pieces of knowledge and
skills (Hacker & Hathaway, 1991). Within this framework, assessments need only ex-
amine achievement on key subtasks which are assumed to reflect overall ability. Tradi-
tional assessment is based on the decomposability assumption. Such an approach to

testing, however, results in & restricted and narrow view of student leaming (Frederiksen



& Collins, 1989; Moody, 1991). Overall ability cannot be directly assessed through tests
that present a snapshot of student learning at one point in time. Individuals have a vast
array of knowledge and abilities ranging from low-level skills such as computation to
higher-order thinking skills such as problem solving, reasoning, and communication. By
excluding coraplex problems, traditional one-answer or multiple-choice question tests do
not provide students with opportunities to develop the latter type of skills (Wiggins,
1990). Rather, the type of knowledge generally assessed by traditional measures is al-
most strictly declarative. In statistics, for example, knowing what a “sample” is or what it
means is assumed to be indicative of how an individual will perform on a task that re-
quires sampling. However. such questions fail to tap into the processes that are involved
in such an endeavor, such as planning and reasoning. Rather, restricting measurement to
discrete bits of knowledge results in rote learning and in an emphasis on the right answer.
By emphasizing correctness above all else, the message traditional tests convey to stu-
dents is that they are powerless to show what they know. Rather, they must choose or
guess someone else's right answer (Hacker & Hathaway, 1991). Students consequently
come to believe that explaining one's understanding has no value in learning: The correct
solution is what matters. Students are thus portrayed as passive rather than active learn-
ers (Kirst, 1991; Shepard, 1989). In essence, instruction based on the decomposability
assumption stifles student creativity and insight thereby serving as a barrier to thinking
and learning (Hacker & Hathaway, 1991; Romberg et al., 1990).

Authentic assumption: Holistic. The holistic assumption refers to the notion
that valid assessments of student progres-s are obtained when all skills (lower and higher
levels) required in performing an activity are measured directly (Hacker & Hathaway,
1991; Moody, 1991). Authentic assessments are therefore holistic in the sense that they
provide information about leamning that encompasses all aspects of thinking rather than a
single skill or subskill. By requiring that learners solve open-ended and complex prob-
lems, authentic assessment promotes higher-order thinking skills (Hacker & Hathaway,




1991). Learners are consequently provided with opportunities to explain and justify their
solution rather than to select an answer that was generated by a teacher or test developer.
By emphasizing quality rather than correctness of a response, authentic assessment con-
veys to students that their opinions and thoughts are important. Students are thus given
an opportunity to articulate, evaluate, and revise their own thinking rather than identify
the teachers' knowledge. Leaming is thus construed as an active process in which stu-
dents perform complex tasks rather than engage in recognition or recall on less complex
tasks (Linn, Baker, & Dunbar, 1991; Wiggins, 1990). Authentic assessment engages stu-
dents in sense-making activities (Nitko, 1989) that require the interpretation rather than
recognizing the correct answer. Such activities give the control and power over learning
back to the students.
Decontextualization vs, Contextualization Assumptions

Traditional assumption: Decontextualization. Decontextualization refers to the

assumption that each component of a complex skill is unaffected by the context in which
it is used (Hacker & Hathaway, 1991). This assumption has been severely criticized on
the grounds that it ignores the integral role played by the physical and social en-
vironments in the acquisition and application of knowledge (Greeno, 1989; Resnick.
1987). Acconding to de Lange (1991), phenomena have no meaning except in the context
for which the knowledge construction occurs. On this basis it is argued that performance
on general achievement measures such as standardized tests, are poor predictors of per-
formance on tasks requiring inquiry, knowledge integration, and communication
(Archibald & Newman, 1988). Traditional tests as they currently exist, are not predictive
ot inore authentic forms of achievement,

Authentic assumption: Contextualization. Contextualization refers to the
assumption that the context in which learning occurs is a critical component of both the
learning and assessment process (Hacker & Hathaway, 1991). This context includes both

the physical (i.e., objects in the environment, tools, etc.) and social environments (.., in-
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teractions with peers and teachers). The contextualization assumption reflects the holistic
nature of authentic assessments in the sense that their purpose is to obtain comprehensive
information about learning. As such, all aspects of learning and all factors impinging on
learning must be examined. The contextualization assumption thus reflects the
complexity of real-world learning and enhances the validity of authentic measures.
Norm-Ref 1 vs. Criterion-Ref | Testine Practi

Traditional practice: Norm-referencing. Traditional measures, particularly
standardized tests, present intelligence as fixed, ranked, and predictable (Archibald &
Newman, 1988). As such, a single score is used to represent overall ability despite the
fact that it does not provide useful information about student learning. Students' scores
are ranked and then compared to those of a norm group; i.e., peers. This practice is
referred to as norm-referencing (Archibald & Newman, 1988; NCTM, 1993). However,
norm-referenced tests do not indicate whether students are doing better or worse (Moody,
1991) but rather treat assessment as a matter of pure measurement (Resnick, 1987). Such
tests have been more effective at predicting who will achieve and in describing achieve-
ment than helping teachers adapt instruction to enhance the leaming of individual
students (Linn, 1989). Moreover, by using norm-referenced criteria, traditional tests
ensure that at least half the students perform successfully. This practice yields rankings
that do not reflect performance in normal learning situations (Wiggins, 1990). In
addition, the implication of falling significantly below the norm is that such failure is
natural and indicative of an incapacity to learn (Wolf et al., 1991). Learning is therefore
perceived as belonging to a select few with the power to leamn lying outside of the
learners' control,

Authentic practice: Criterion-referencing. The underlying assumption of
authentic assessment is that every student has the ability and power to learn, As such,
students' scores are not compared to a norm group but rather to preset criteria that reflect

agreed-upon leaming goals. The generic term for this practice is criterion-referencing. In
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the case where performance is compared against criteria that reflect NCTM (1989) pro-
posals, the practice is referred to as standards-referencing (NCTM, 1993). By comparing
performance to a standard set of criteria that apply to all students, authentic assessment
can indicate whether students are doing better or worse (Moody, 1991). Students can
compare their performance against the same criteria at various intervals which provides
an index of improvement for each student. Authentic assessments use measurement as a
tool for enhancing and empowering student learning through improved assessment and
instruction.
Summary

The emergence of authentic assessment arose in response to criticisms about
assumptions and practices underlying traditional measures. The advantages of more
authentic assessment include (a) assessing performance and knowledge directly rather
than through other related skills or knowledge, (b) emphasizing higher thinking skills,
personal judgment, and collaboration rather than low-level skills, (¢) emphasizing the ac-
tive nature of learning through involvement and participation rather than restricting stu-
dents to the passive reception of information, and (d) establishing genuine intellectnal
standards that challenge learners rather than establishing norms that disempower learners.

L to be Considered in Authentic A I

The advantages of authentic assessment make it an appealing framework for
addressing reform proposals designed to improve mathematics education. However,
various design issues need to be considered before authentic assessment can be
implemented in mathematics classrooms. These include (a) operationalization of
authentic assessment, (b) validity, and (c) reliability and cost.
Qperationalizing Authentic Assessment

Operationalizing authentic assessment requires a distinction between performance
assessment and authentic assessment. The emphasis on performance-based learning has

led to confusion regarding the difference between these two types of assessments. The
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terms performance assessment and authentic assessment are often used interchangeably in
the literature yet, they are not synonymous (Meyer, 1992). Performance assessment
refers 1o the examination of a kind of response generated by the student whereas authentic
assessment refers to the context in which that response is performed. Authentic assess-
ment is a form of performance assessment, however, not all performance assessments are
authentic. It is therefore important to specify in what respects assessment is authentic.
Authenticity has many facets, some of which include the following: (a) stimuli, (b) task,
{c) complexity, (d) locus of control, (¢) motivation, (f) spontaneity, (g) resources, (h) con-
ditions, {i) criteria, (j) standards, and (k) consequences. There is much room for opera-
tionalizing authentic assessment given these possibilities, A framework for operational-
izing authentic assessment in terms of NCTM (1989) reform proposals has been devised
by various researchers (Diez & Moon, 1992; Frederiksen & Collins, 1989; Lajoie, 1991;
Linn et al., 1991; Wiggins, 1989, 1992). The following list is a compilation of these
frameworks.

1. Learning. Authentic assessment must provide multiple indicators of learning. These
include both cognitive and conative (i.e. motivation and volition) dimensions of learning.
2. Tasks. Authentic assessment tasks must be relevant, meaningful, and realistic. They
should also be based on performances and not drills. As such, they should promote
thinking rather than the acquisition of bits of information, The set of tasks should be
representative for generalizations of overall performance to be made.

3. Content. The quality of the content should be high such that fundamental concepts
are taught. Content coverage should be comprehensive so that the assessment represents
the curriculum in its entirety.

4. Fairness and Equity. Authentic assessments must consider ethnic/racial and cultural

biases, gender issues, and aptitude biases. Such evaluations should also be equitable over




13

time. Providing students with opportunities for assessing peers as well as themselves can
be useful for teachers in ensuring equity for all students,

5. Classroom. Authentic assessment must be an integral part of the classroom. That is,
such measures must reflect the leaming goals outlined in the curriculum guidelines.

6. Groups. Authentic assessments must include the development of individuals and
groups of individuals in order to assess growth.

7. Consequences. Authentic assessments should be evaluated against curriculum
guidelines to determine whether instructional goals were attained.

8. Scoring. As guides to leamning, criteria should be descriptive rather than comparative.
Language such as "excellsnt,” for example, should be avoided.

9. Benchmarks for success. Examples of various levels of performance should be made
available to students prior to assessment to ensure that they know what their evaluation is
basexd nn.

10. Transparency. Assessments should be clear enough so that students can assess

themselves and others with almost the same reliability as the evaluators.

The above framework is global in that many facets of authenticity are emphasized.
As illustrated in the above list, developing authentic assessments requires an equal devo-
tion to the design of authentic instructional activities. These in turn, must be congruent
with leamning goals. Essentially, the issue is one of validity. Authentic assessments must
be designed such that higher-order thinking skills are in fact being measured. Care must
be taken to ensure that assessments reflect students' true capacities (Hacker & Hathaway,
1991; Stiggins, 1987).
Yalidity: Different Perspectives on Student Learning

Given that authentic tasks generally involve complex problems in which various
abilities are required for problem solution, the use of multiple forms of assessments is

crucial. Samples of student work from a variety of sources are required to obtain differ-
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ent views of student learning. Multiple assessments can provide a more complete and de-
tailed profile of student learning as well as increase validity (Collins et al., 1991; Costa,
1989; Frederiksen & Collins, 1989; Lajoie, 1991; Linn et al., 1991; NCTM, 1993;
Shepard, 1989, 1991; Wiggins, 1990, 1992). Three forms of assessments provide differ-
ent perspectives on learning: (a) paper and pencil tests, (b) video, and (c) computers,
Determining which form to use depends on the type of knowledge to be assessed.

Paper and pencil tests in the form of multiple-choice or short-answer exams have
traditionally been employed to assess students’ declarative knowledge. Although these
tests may be useful for obtaining information in areas such as history, they are inadequate
for assessing problem solving in statistics. However, the use of paper and pencil tests can
be extended to include journals in which students critique their own work and record their
own evaluations of their performance (Collins et al., 1991). This journal could then be
used by the teacher and student as a forum for discussing how each perceives the progress
the latter is making. In addition, the journal can be used to assess the development of stu-
dents’ reasoning and critical thinking skills. Students' assessments can reflect their grow-
ing understanding of various concepts and encourage them to examine their performance
critically.

Video assessment holds promise for evaluating oral presentations, paired
explanations, and joint problem solving (Collins et al,, 1991). Such activities reflect real-
world endeavors by providing learners with an opportunity to externalize their knowledge
through articulation, to clarify and explain their understanding, to listen to others, and to
defend their beliefs on the basis of available evidence. Video assessments can therefore
provide information about high-level discourse. Information about the learning of
individual students and groups of students can also be obtained. Such information is
critical for assessing growth more comprehensively and for obtaining a broader view of
learning (Collins et al., 1991; Frederiksen & Collins, 1989; Lajoie, 1991; Linn et al.,
1991; Shepard, 1991; Webb; 1993; Wiggins, 1989, 1992).
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Computers have value for assessing understanding. Computers can provide
information about transitions in learning by tracking processes as students perform
activities (Collins et al., 1991; Lajoie, 1993; Lajoie, Lawless, Lavigne, & Munsie, 1993).
Computer assessments thus provide ongoing measures of learning and highlight specific
aspects of students' understanding. This understanding can be facilitated by designing
computerized instruction that provides learners with dynamic feedback (Lajoie &
Lesgold, 1992). More specifically, hints can be used to assist students in their learning
when an impasse is reached. Capturing extensive information about learning through
computer assessments is therefore possible. In short, assessment forms such as com-
puters, paper and pencil forms, and videos provide a much broader view of student learn-
ing than can be obtained with multiple-choice exams alone. Information collected from
these mediums is rich in detail which can enhance the validity of assessments.
Reliabilitv and Cost

Given that authentic assessment provides open-ended problems and tasks that
measure a wide range of abilities, scoring such measures is difficult and costly (Brandt,
1692; Hacker & Hathaway, 1991; Moody, 1991; Wiggins, 1990). Difficulties in scoring
authentic assessments has consequences for reliability. According to Wiggins, multiple
judges are required to ensure inter-rater reliability (Brandt, 1992). Enough information of
performance on similar tasks collected over time is also necessary for adequate
measurement. An estimated six to twenty tasks are required to obtain reliable individual
estimates of performance (Herman, 1992). There is also substantial variation across
different tasks, each designed to measure the same thing (Herman, 1992; Shavelson,
Baxter, & Pine, 1992). Morcover, designing and scoring authentic measures is costly,
However, the costs are outweighed by the gains in professional development and student
learning (Wiggins, 1990). By being complex, integrated, and challenging, authentic tasks
are said to mirror and support good instruction. However, only when authentic assess-

ment is implemented on a larger scale can the true costs and gains of such measures be
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determined. Additional research is needed to carefully examine the benefits and pitfalls
of using authentic assessments.
Summary

The emerging research in authentic assessment has revealed some of the challenges
facing teachers and researchers. While frameworks for operationalizing authentic assess-
ment have been developed, more research is required to examine their effectiveness. Is-
sues of validity, reliability, and cost are also of concern. Suggestions for ensuring validi-
ty and reliability respectively include (a) developing multiple assessments that provide
rich and detailed pictures of learning; i.¢., paper and pencil tests, video assessments, and
computer assessments and (b) using multiple judges to evaluate learning on & minimum
of six similar tasks.

Recommended Mathematical Pedagogy for Statistics Instruction

Theoretically, authentic assessment has potential for addressing NCTM (1989)
proposals to promote high-level thinking in mathematics classrooms. This framework
represents a shift in the conception of mathematics from a highly structured to an ill-
structured discipline (Resnick, 1989). Conceiving of mathematics as an ill-structured dis-
cipline opens the doors to forms of instruction and assessment that emphasize the active
nature of lcaniing on complex problems. As demonstrated previously in this manuscript,
authentic assessment provides such an alternative. Instruction that seems most effective
for promoting student engagement and facilitating thinking skills in mathematics, and
more particularly in statistics, can be developed based on two theoretical frameworks:
the constructivist and situated lcamning theories. The following sections describe the
constructivist and situated learning theories and then discuss how these theories can be
operationalized in the classroom via the cooperative learning and cognitive apprentice-
ship models. This is followed by a discussion of instructional strategies that secem to

address concerns in statistics education.
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C -

Constructivism refers to the active involvement of students in th. learning process
which allows them to become constructors of their knowledge. Knowledge construction
can also be facilitated through group interactions which enable students to communicate
their knowledge (Vykotsky, 1978). Revision of knowledge can similarly be fostered in
group discussions where learners request clarification, elaboration, and justification. The
social component to knowledge construction is referred to as social constructivism. In-
struction that provides learners with opportunities to be active learners can thus foster
thinking skills. Constructivist and social constructivist theories are therefore consistent
with NCTM (1989) proposals in their emphasis on learncrs' construction, verification,
and revision of mathematical models through individual, small-group, or whole
classroom discussions.

Although instructional conditions that engender active involvement in the learning
process are important, more is required to promote knowledge construction. Students
need repeated opportunities to engage in-depth problem solving, assessment, and revision
of ideas over extended periods of time (Blumenfeld et al., 1991). Engaging in such activ-
ities is often difficult when concepts are abstract and tasks are complex. Meaningful
problems must be developed such that abstract concepts are made more concrete and un-
derstandable. Instructional methods that make abstract concepts more meaningful ground
instruction in real-world contexts. A theoretical framework that provides a basis for
designing such instruction is situated learning,

Situated Learning

Situated learning refers to thinking and learning that is situated in physical and social
contexts (Greeno, 1989). According to this perspective, cognition occurs in relation to
objects, individuals, and situations rather than only in one's mind, Instruction is said to
be "situated” or "contextualized” if classroom objects which “afford” students with learn-

ing opportunities are utilized to ground the meaning of abstract symbols through real-
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world connections (Resnick, 1989). In this approach, individuals interact directly with
objects and materials in the learning situation rather than manipulate symbols which are
detached from their referents (Greeno, 1989). Providing such materials is one way of
making mathematical concepts more concrete and meaningful for learners. The social
community of learners also promotes learning by providing the "situations and perspec-
tives" whereby students can learn from others. Such an environment can foster the devel-
opment of problem solving and reasoning skills in mathematics. However, frameworks
that provide guidelines for implementing the constructivist and situated learning theories
in the classroom are needed. Two models that operationalize constructivist and situated
learning theories are cooperative learning and cognitive apprenticeship.

Cooperative learning Constructivist (Vygotsky, 1978) and situated learning
theories (Greeno, 1989) emphasize the importance of social interactions for promoting
problem solving skills in the classroom. Environments that promote such interaction are
referred to as cooperative learning (Blumenfeld et al., 1991; Cohen, 1994; Duren &
Cherrington, 1992), Cooperative learning is broadly defined as learning that arises when
"students work together in groups small enough that everyone can participate on a collec-
tive task that has been clearly assigned" (Cohen, 1994, p. 3). This definition encom-
passes peer collaboration, cooperative learning, and group work. Evaluating the effec-
tiveness of cooperative leaming environments depends on instructional objectives which
define productive learning (Cohen, 1994). According to NCTM (1989), small-group
learning is productive when students engage in high-level discourse on problem-solving
tasks. Given the complexity and ill-defined nature of problem solving tasks, sharing
knowledge with peers can benefit students providing them with a more comprehensive
knowledge base with which to make sense of mathematical concepts. In a sense, coop-
cration is like solving a puzzle: having several pieces to the puzzle rather than a single
one brings you that much closer to solving it. By having students construct and commu-

nicate their knowledge, group problem solving activities ensure that learners explain,
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justify, and negotiate mathematical meaning. Cooperation can thus foster conceptual
learning and higher-order thinking (Cohen, 1994; Duren & Cherrington, 1992, Lajoie,
1991; Phelps & Damon, 1989).

Despite the relative success of cooperative learning environments, more research is
needed to examine patterns of students' activity in group learning situations over extend-
ed periods (Resnick, 1989; Webb, 1993) and to determine the conditions under which
small groups promote learning (Cohen, 1994; Webb, 1991). Although peer collaboration
is more effective for making shifts in perspective, the mere presence of a peer is not suffi-
cient for effective learning; joint decision-making is necessary (Rogoff, 1991). Group
work can result in a reliance on others which may reduce personal responsibility and in-
dependent thinking (Blumenfeld et al., 1991; Webb, 1993). To ensure that cooperative
learning situations are productive, ways of posing questions must be carefully engineered
(Resnick, 1989). Questions can be delivered in the guise of prompts to engage students
in high-level discourse and to extend learning (Rosenshine & Meister, 1992). According
to Webb (1991), such discourse is fostered in mixed-ability groups with a narrower range
of ability (e.g. highs with mediums or mediums with lows) and homogeneous medium-
ability groups. Such groupings facilitate active participation, question asking, and conse-
quently learning. However, Cohen (1994) and Webb (1991) highlight the importance of
training students to work cooperatively. These findings demonstrate that cooperative
learning groups have potential for engaging students in higher-level thinking if the
complexity of cooperation is considered when implemented in the classroom.,

Cognitive apprenticeship. Cognitive apprenticeship refers to the notion that
skilled learners can share their knowledge with less skilled leamers to accomplish cog-
nitive tasks. In a cognitive apprenticeship environment, conceptual and factual knowl-
edge can be exemplified and situated in the contexts of its use (Collins, Brown, &
Newman, 1989). The cognitive apprenticeship model proposes six methods for designing
an optimal learning environment: (a) modeling, (b) coaching, (c) fading, (d) articulation,
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(e) reflection, and (f) exploration. The first three methods refer to knowledge acquired in
a social context where experts (i.e. teachers) share their knowledge with novices (i.e. stu-
dents) and guide learning by: (a) modeling their expertise to make their tacit knowledge
explicit, (b) providing assistance through hints (i.e., dynamic assessment), and (c¢) gradu-
ally fading the assistance until mastery is attained. As learners become proficient, they in
turn can model their knowledge, coach, and fade assistance for less skilled learmers, Itis
at this point that teaching meets learning (Blumenfeld et al., 1991). However, optimal
learning requires the development of autonomous thought which can be achieved by em-
ploying the remaining three strategies. Articulation and reflection methods are designed
to help learners gain conscious access to and control of their own learning. Articulation
methods include activities in which students become their own critics by learning to sum-
marize, clarify, and question, Reflection methods enable learners to compare their pro-
cesses with those of an expert. Exploration is a final method in which learners establish
autonomy by engaging in expert-like problem solving and in defining or formulating
problems to be solved.

The cognitive apprenticeship framework holds promise for addressing NCTM (1989)
concerns about mathematics instruction. However, if this framework is to be applied in
statistics, decisions about the type of content to be taught need to made. At issue is the
content to be taught given the emphasis on problem solving, reasoning, communication,
and connectedness; keeping in mind that the content to be taught is fundamentally
connected with the ways in which it is learned. Although there is a call for including
statistics in the mathematics curriculum, there is little discussion of what the specific
content should be or how it should be taught. The next section reviews the statistical
content that has traditionally been taught and examines how it can be revised for high
school students,




Statistics Educati

Given that statistics instruction has generally been limited to the university level, little
research or practical experience exists i guide the implementation of NCTM (1989)
proposals at the elementary and secondary levels. However, a framework for developing
statistics instruction can be developed based on literature examining statistics education
at the university level. This section will discuss the statistical content currently taught at
this level while identifying concepts that have been found to be problematic for students.
This is followed by a discussion examining instructional conditions that can be
implemented in statistics classrooms at the secondary level.

Statistical Content

The consensus among educators and researchers is that statistics education, in its
current form is inadequate (ASA, 1991; Mosteller, 1988; NCTM, 1989; Posten, 1981;
Shaughnessy, 1992). A large proportion of university students fail to understand elemen-
tary statistics concepts (Garfield & Ahlgren, 1988) even after taking several courses
(Posten, 1981). Three reasons for the inadequacy of statistics education have been ident-
fied: (a) insufficient conceptual background given to students; (b) abstract nature of con-
cepts; and (c) reliance on formal methods of instruction. Students generally receive
statistics instrﬁction in college or university without having had any prior exposure to
such content (Garfield & Ahlgren, 1988; Posten, 1981), Adult and middle school learn-
ers consequently rely on intuitions or opinions which may conflict with reasoning re-
quired to understand concepts such as sampling (Jacobs, 1993; Schwartz, Goldman,
Moore, Zech, Smart, Mayfield-Stewart, Vye, & Barron, 1994; Tversky & Kahneman,
1971) and probability (Kahneman & Tversky, 1973, 1982; Tversky & Kahneman, 1973,
1983). The abstract nature of statistical content makes understanding the subject matter
difficult, particularly if concepts are taught using traditional methods. Given that statis-
tics lacks decades of curriculum work necessary to build up teaching materials (Posten,

1981), instruction relies on formal methods that emphasize knowledge transmission and
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rote learning. This reliance leads to difficulties in reasoning about sampling and proba-
bility and in understanding the mean as a conceptual rather than computational act
(Pollatsek et al., 1981). Such difficulties make developing statistical content for grades
K-12 problematic, particularly for grades 5-8 where students are expected to learn con-
cepts such as measures of central tendency, measures of variation, population, sampling,
and anomalies (ASA, 1991). Instruction that can make such statistical content more
meaningful and less abstract is discussed in the next section.
Instructional Conditi

The move towards more meaningful statistics instruction is at the heart of teaching for
understanding. This goal can be achieved by developing classroom activities that anchor
statistical concepts so that they are more concrete and meaningful. Providing students
with direct decision-making experiences (Hamm, 1992) that require "doing" statistics in a
way that illustrates everyday applications of statistics can facilitate statistical understand-
ing, According to NCTM (1989 and ASA (1991), "doing" statistics refers to the follow-
ing: (a) systematically collecting, organizing, and describing data; (b) constructing,
reading, and interpreting tables, charts, and graphs; (c) making inferences and arguments
based on data and evaluating arguments based on data analyses; and (d) developing an
appreciation of statistical methods as a powerful tool for making decisions. Instruction
that provides opportunities to collect, organize, represent, and summarize their own data
(a) ensures active student involvement (Mosteller, 1980), (b) can improve students’ con-
ceptual understanding of the mean, mode, and median (Zawojewski, 1988), (c) facilitates
understanding by enabling students to do statistics while demonstrating its use in the real
world (Fischbein & Gazit, 1984; Kapadia, 1982; Pereira-Mendoza & Swift, 1981;
Shaughnessy, 1982, 1992; Singer & Willett, 1990; Tanner, 1985; Varga, 1982), and (d)
empowers students by making statistical concepts more meaningful and less ambiguous
(Watts, 1991),
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Statistics instruction must be designed to provide students with opportunities to apply
their knowledge of statistical techniques to real-world and everyday problems as well as
to learn concepts formally (Mosteller, 1980). Instruction can be further ameliorated by
considering the frequency and quality of use of statistical principles (Nisbett, Krantz,
Jepson, & Kunda, 1983). However, the nature of students' prior knowledge and intuitive
statistical notions must be understood if statistics instruction is to be fully effective
(Jacobs, 1993; Schwartz, Goldman, Moore, Zech, Smart, Mayfield-Stewart, Vye, &
Barron, 1994). Instruction that builds on students’ prior knowledge and allows learners to
confront their misconceptions directly can foster learning as well as interest and motiva-
tion in statistics (Fong, Krantz, & Nisbett, 1986; Jacobs, 1993). Collaboration between
researchers who examine the role of knowledge and intuitions on learning and educators
who teach young learners is therefore crucial for improving statistics instruction
(Shaughnessy, 1992).

In short, instruction that ensures students' active involvement and application of
knowledge to concrete or real-world problems reflects NCTM recommendations and is
consistent with the constructivist, situated learning, and cooperative learning models,
Opportunities for engaging students in statistical activities rather than passively receiving
instruction of formal properties must therefore be provided. A strategy that emphasizes
active Jearning in an authentic or real-world context that has potential for implementing
reform guidelines is project-based instruction,

Project-based instruction. A project-based learning environment places students
in realistic and contextualized environments that require active engagement over long pe-
riods of time (Blumenfeld et al., 1991), Constructivist and situated learning notions are
therefore inherent to project work. Such an environment can also serve as a macrocon-
text (Cognition and Technology Group at Vanderbilt [CTGV], 1990, 1992) where a set of
interrelated problems can be used to provide individual or collaborative in-depth explo-

rations of mathematical concepts and principles. Projects thus provide students with op-



portunities to apply and share their knowledge in order to solve a problem or a set of
problems. In statistics, for example, designing a mini-experiment allows for investigation
of phenomena, inquiry of variables of interest, collection of data, organization of data,
and analysis of data. Statistical packages and graphing utilities can be used to facilitate
this process as well as to provide opportunities for interpretation and reasoning. Sharing
knowledge with a small group to develop and present a mini-experiment allows students
to develop a language to explain, for example, the relationship between measures of
central tendency and a given data set (Zawojewski, 1988). Such communication ensures
that students cooperate to make sense of statistical concepts and promotes conceptua:
understanding.

Social interactions can also provide opportunities for learning through cognitive
apprenticeships as long as students have good models of expert performance to emulate
(Williams, 1992). Expert performance can be modeled by actual practitioners in the field
(e.g., statisticians and researchers), teachers, and more capable peers. Opportunities to di-
rectly observe practitioners in action, however, are rarely provided. One way to deal with
this problem is to provide examples of expert performance in a "library of exemplars”
(Frederiksen & Collins, 1989). This library can include (a) videotapes demonstrating the
types of questions posed, activities conducted, and tools used by actual practitioners and
(b) databases illustrating different types of information collected by experts. Examples of
expert performance in designing and conducting an experiment can serve as models that
provide clear benchmarks of performance to learners. A library of such exemplars can
thus provide a context of apprenticeship for generating a research question, collecting
data, analyzing data, representing data, and interpreting data.

Description of the Present Study

Many of the proposals for improving instruction and assessment in mathematics

classrooms are still hypothetical. Educational reform is meaningless unless it is anchored

to empirical findings which serve as a driving force for implementing change in class-




rooms. The current study examines whether reform proposals, once implemented in &
mathematics classroom, enhance learning and statistical thinking. Instructional conient
was developed to teach descriptive statistics at the eighth grade level. Instructional con-
ditions were designed to foster thinking skills in activities that (a) required students'
active involvement in learning statistical concepts and procedures, (b) contextualized
statistical concepts in real-world (i.e., authentic) problems and in macrocontexts such as a
project, (c) fostered small-group interaction, and (d) modeled and provided gridance on
the statistical problem solving process. Instruction was integrated with assessment
through computer tools which connected statistical procedures emphasized in the assess-
ment with concepts and computer skills taught and fostered in the instruction. The text
and library of exemplars tools aided students in designing a project; a statistics mini-
experiment. Both tools provided explicit assessment criteria in order to facilitate learning
and planning. However, the library of exemplars elaborated on the criteria by providing
clear benchmarks of performance. In order to assess students' wide range of abilities,
multiple assessments such as paper and pencil forms and videos were used.
Research Questions

Five main questions are posed in this research: (2) can statistics be taught at the
cighth grade level, (b) can instruction and assessment of statistics be integrated to pro-
mote leaming, (c) does small-group collaboration facilitate the learning of individual stu-
dents, (d) does the extent to which assessment criteria are explicit (i.e., text vs. library of
exemplars approach) make a significant difference in learning, and (e) can authentic
measures reliably assess learning. These questions have guided the development of

instructional and assessment materials which are described in the next chapter.



CHAPTER 2: METHODOLOGY

Subjects

The sample for this study was largely middle class and ethnically diverse. Subjects
were drawn from an eighth grade mathematics class in an anglophonc school in the area
of Montréal, Québec. Twenty-one students (nine females and twelve males) were divided
into 8 groups, each consisting of two to three students of mixed ability in mathematics.
Ability groupings were formed randomly by the experimenter based on the teacher's
rating (i.e., high=80-100, medium=60-79, low=59-0) of students' average performance on
classroom assessments from the beginning of the year.

Design

Groups were randomly assigned to two treatments: (a) a text treatment in which
textual descriptions of the criteria for assessing group projects were presented on the
computer and (b) a library of exemplars treatment in which the textual descriptions were
supplemented with digitized video clips that demonstrated two levels of performance, av-
erage and above average, on the criteria in question. Various measures were used for as-
sessing the performance of individual students and groups of students. Individual stu-
dents were assessed on (a) a pretest and posttest using a split-plot design and (b) two
homework assignments using a between-groups design. Groups of students were as-
sessed on (a) a group project in which three types of ratings--experimenters, groups eval-
uating themselves, and groups assessing other groups--were used in a split-plot design to
examine group performance and (b) a structured journal using a between-groups design to
examine planning, Additional feedback regarding students' perceptions of the
effectiveness of the instruction was provided by a course evaluation.

Procedure

Groups of students participating in the study worked together for fifty minutes for ten

days. Each group worked at an Apple® Macintosh™ workstation which was set up in

their regular mathematics classroom. On the first day, students were administered a
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pretest. This was followed by a brief introductory lesson on statistics in which data and
graphs from local newspapers were used to elicit discussions about statistical concepts.
On the second day, students were shown a video segment of the David Letterman show in
which graphs were utilized to demonstrate the use and misuse of statistics. Students were
subsequently put into mixed-ability groups of two or three and then randomly assigned to
the text or library of exemplars treatment. On the third day of the study, groups began
working on a four-day computer tutorial which included a data collection activity, a 10-
15 minute lecture, data analysis activities, and data presentation (i.e., graphics) activities.
A homework assignment was given after the second tutorial session. Once the tutorial
was completed, students were shown the text or library of exemplars stack to describe the
goals and criteria for assessing a group project. A second homework assignment was
then distributed, Groups worked on their project for three days and subsequently present-
ed their results to the class using an overhead projector and a Liquid Crystal Display
(LCD). Presentations were assessed by experimenters and groups who assessed them-
selves as well as other groups. The length of each presentation varied from 10 to 15§
minutes. Throughout the study, six trained experimenters monitored the groups to assist
and expose them to multiple points of view. Group learning during the ten-day period
was self-documented by groups' entries in structured journals. Students were adminis-
tered a posttest on the last day of the study. Group interactions and presentations were
audio taped and videotaped, however, only group presentations were examined in this
study. Similarly, although all computer work was recorded using ScreenRecorder™
(Farallon Computing, 1990), a MediaTracks™ utility, these are not discussed in this
study.
Materials
Equipment

A total of eight Macintosh™ computers were brought into the mathematics classroom:

a Classic II, a MacPlus, two SEs, a Powerbook 160, a VX, and two llcis. The types of
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computers used by students depended on the treatment to which they were assigned since
the speed and amount of storage required to run the information presented in each treat-
ment differed. Lower-end models such as the Classic II, MacPlus, and SEs had 2-
megabytes of RAM (Random Access Memory) and 2-megabytes of storage capacity.
Such speed and storage capacity was sufficient for running software that presented textual
information in the text treatment. Conversely, higher-end computers such as the
Powerbook 160, VX, and Ilcis ranged from 4-to-8-megabytes in speed and 25-megabytes
in storage capacity. Such models were necessary for displaying the visual and auditory
information provided in the library of exemplars treatment since at least 4-megabytes of
RAM was required to run the digitized video clips.

The computers, in addition to desks and supplementary chairs, comprised groups'
workstations which were formed along the walls on the left and right sides of the room to
ensure that changes to the normal classroom setup were minimal and to separate groups
into different treatments. To avoid confounding the experiment, groups in the text treat-
ment were placed on the left side of the oom while groups in the library of exemplars
treatment were placed on the right side. All workstations were arranged to encourage
group interaction.

Instructional Activities
Instructional activities were designed to be congruent with (a) learning goals

recommended by NCTM (1989) and (b) statistical content for grades 5-8 recommended
by ASA (1991). Table 1 illustrates how some of these recommendations were imple-
mented in this study. The instructional strategies employed in these activities consisted
of three components in a cognitive apprenticeship model of instruction (Collins, Brown,
& Newman, 1989): (a) modeling; (b) coaching; and (d) fading. These strategies were
utilized by the mathematics teacher and six experimenters as well as embedded in most of
the instructional activities. Collaboration between the teacher and researchers made it

possible for the former to participate as an experimenter in the study and to initiate his




Leaming Goals (NCTM, 1989; ASA. 1991) Statistical Concepts & Procedures Instructional Activities and Tools Assessment
Motivational
1. Become aware of the utility of statistics in the Suatistics Introductory kesson, randomization Course evaluation
real workd activity, and library of exemplars tool
2. Develop an appreciation for statistics Statistics Introduciory besson, randomization Course evaluation
. aclivity, and library of exemplars wol
Cognitive
1. Use of resources and techaological toels
« Promotc the use of statistical and graphical  Data analysis and Data presentation Tutorial and library of exemplars wol Group project and sructured
software for entering, analyzing, and group joumal
representing data.
2. Develop problem solving skills
« Understand the problem Introductory lesson and Tutosial Pretesyposttest, homework
assignments, group project,
stnxctured group journal
« Identify key factors in a problem Hypothesis Identification Introductosy lesson and Tutorial Pretesi/posttest, homework
assignments, group project &
course evalualion
 Formulate questions Hypothesis Generation Tutorial and library of exemplars ool Prewsypositest, group project,
structured joumal, and course
cvaluation
« Gather data Data Collection: population, sample, Randomization activily, tutorial, Pretest/posttest and group project
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Leaming Goals (NCTM, 1989; ASA, 1991) Satistical Concepts & Procedures Inszructional Activities and Tools Assessment

randomization, sample representativeness, and library of exemplars oo}

and sample size
3. Develop reasoning skills
« Promote ocganization and representation Data Presentation: data and outlier Introductory lesson, tutorial, and Pretest/Posuiest, homework
of data library of exemplars tool assignment #1, and group project
« Explore and analyze data for source and Data analysis: data, oullicr, mean, Introductory lesson, randomization activity, Preiest/Positest, group project,
method of collection for bias median, mode, and range witorial, and library of exemplars tool structured group journal
» Describing Data Data analysis: data, outlier, mean, Introductory lesson, wtorial, and Pretesy/posttest, homework
median, mode, and range library of exemplars tool assignment #1, group project,
structured group jourmnal
» Intcrpret data Introduciory kesson, tutorial, and Pretest/posttest, homework
library of exemplars tool assignment #1, group project,
4. Develop communication skills:
» by discussing ideas with peers Introductory besson, tutorial, and Structured group journal
libeary of exemplars tool and group project
« by doing oral presentations Library of exemplars tool Group project
struciured group journal
5. Make connections between:
= stalistics and other subject domains Introductory lesson and tutorial -
* stakistical concepis and neocedures Introductory lesson, witorial, and Preiesi/posuest, homework S

library of exemplars tool assigniment#2, group project
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own lesson within a cognitive apprenticeship framework. Other experimenters, graduate
students with intermediate statistical and computer skills, were given the same instruction
on how to model, coach, and fade assistance. This section provides a detailed description
of how modeling, coaching, and fading was applied in class discussions, a demonstration,
and a computer tutorial. Each activity was designed to situate learning in worthwhile
tasks that engaged students in problem solving and cultivated their existing knowledge of
statistics.
Modeling

The procedures and reasoning used in descriptive statistics were modeled to students
in three ways: (a) by the teacher in an introductory lesson where statistical concepts, pro-
cedures, and graphs were discussed; (b) by the researcher in an activity which demon-
strated randomization; and (c) in a four-day computer tutorial in activities that

demonstrated data collection, data analysis, data interpretation, and data presentation.

mathematics teacher modeled statistical procedures through graphic representations and
used this contex: to introduce statistical concepts. Graphic representations taken from lo-
cal newspapers and a video segment of a David Letterman show were used to illustrate
the following: (a) the importance of statistics outside the classroom in domains such as
economics, politics, financial markets, and sports; (b) the multiple uses of statistics such
as describing information, making predictions, and promoting commercial products; and
(c) the use of graphs for representing data and statistics visually. The misuse of statistics
was demonstrated through the comical nature of David Letterman's graphs which
reinforced the previous lesson (i.e., newspaper clippings) and prepared students for the
tutorial.

Randomization activity. The experimenter modeled the randomization process
by randomly assigning groups to computer workstations. One member of each group was
asked to pick a number out a hat; odd numbers corresponding to workstations on the left
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side of the room (i.e., text treatment) and even numbers corresponding to workstations on
the right side of the room (i.e., library of exemplars treatment). Since the latter
workstations were equipped with colored monitor screens, students tended to converge on
these and shun workstations with black and white screens located on the opposite side of
the room. This demonstration provided a framework for explaining the purpose and
usefulness of randomization. _

Tutorial: problem solving activities. The tutorial provided students with
opportunities to learn statistical concepts in problem solving activities that (a) modeled
the procedures of data collection, data analysis, data interpretation, and data presentation;
(b) fostered the application of newly acquired knowledge: and (c¢) required the use of data
analysis and graphics software to support cognitive load. The concepts taught in the tuto-
rial were primarily in the area of descriptive statistics (see Figure 1 for content). The tu-
torial activities reduced the abstractness of the concepts by addressing them in a way that
was meaningful to students. Meaningful problems were created based on their saliency
for the cohort of students participating in this study. Such problems included (a) a mini-
experiment where students participated in the collection, analysis, and interpretation of
data and (b) three database activities that demonstrated data analysis, data interpretation,
and data presentation in three different contexts: school grades, weather forecasts, and
world income.

A mini-experiment involving the collection, analysis, and interpretation of pulse rate
data (adapted from the ASA Guidelines for K-12, 1991) provided students with a set of
interrelated problems which were meant to be fun, meaningful, and challenging. Interre-
lated sets of problems, often referred to as macrocontexts (CTGV, 1990, 199.), were de-
signed to reduce the abstractness of statistical concepts by situating instruction in a con-

| text that extended learning. Three tasks were developed to anchor the instruction provid-
ed by the mini-experiment activity. The first task modeled data collection in the gather-

ing of students' pulse rates before (i.c., at-rest) and after physical activity (i.c., runners).
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Once students in each group had collected the “at-rest” data, the tools and procedures of
data analysis were modeled using Mystat™ (Systat, 1988). Mystat was used to enter and
analyze the "at-rest" data in terms of the mean and range. Students then collected the
"runners" data which was analyzed and compared to the "at-rest data." By comparing the
two group means, students could make predictions, test hypotheses, interpret, and revise
hypotheses. A 10-15 minute interactive lecture was given within this context to elaborate
on concepts more formally and to introduce new concepts, This ensured that students
acquired declarative as well as procedural knowledge (Mosteller, 1980) and provided
students with opportunities to communicate their knowledge, ideas, and concerns to the
teacher, classmates, and experimenters.

The second task in the mini-experiment modeled data analysis by introducing the
concepts mode and median in the context of the "at-rest” pulse data collected by each
group. This allowed for a demonstration of the selection of appropriate measures of anal-
ysis. Groups were given an opportunity to examine differences between three measures
of central tendency and to determine which, according to their particular data, was a bet-
ter measure and why. The third task modeled data interpretation by comparing "at-rest”
data of students in the entire class with each group's data. This activity (a) provided stu-
dents with an opportunity to apply their knowledge of the mean and range, (b) extended
the discussion to sampling, sample size, population, and (c) provided another context for
discussing randomization,

In addition to the mini-experiment, the tutorial provided three activities based on
topics that seemed salient to eighth grade students: school grades, weather forecast, and
world income, These database activities (a) demonstrated the analysis, interpretation,
and presentation of data and (b) provided new contexts for extending learning and acquir-
ing knowledge. The school grade activity was thought to motivate student interest given
the time of year (i.e., end of term). Students entered data specified by the tutorial on the

computer. Data analysis techniques were demonstrated through the use of computer soft-
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ware (i.e., Mystat) for entering data and calculating the mean (see Figure 2 for data and
analyses). Data interpretation was illustrated through the examination of data presented
in charts prior to and following analysis. By requiring that students predict the value of
the mean and examine the influence of extreme scores, the school grade activity extended
students’ learning of the concepts of data and mean and provided a context for introduc-

ing the concepts of outlier and sample representativeness.

MYSTAT Data Editor

GRADES | GRADES2
50000 12,000
52000 74000
56,000 78,000
94, 000 89,000
98,000 93600

199,990 M

~iojuiaiwing—

MVYSTAT A Personal version of SYSTAT

TOTAL OBSERVATIONS: ]
GRADES1 GRRDES2

N OF CRSES 6 S
MINIHUN 50.000 12.000
MAX | MUM 100.000 92.000
RANGE S50.000 80.000
MEAN 73.000 69.000
sun 450.000 343.000

Figure 2. Data and analysis used for the school grades activity in the tutorial.

The weather forecast and world income database activities were thought to motivate
student interest since they reflected real-world concerns. These activities provided stu-
dents with anomalous data and a large pool of variables which allowed for further ex-
ploration of concepts and procedures (see Figure 3 for a specification of the variables),
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The analysis, interpretation, and presentation of data in both these activities was modeled
through the use of a graphical tool called CricketGraph™ (Cricket Software, 1989). This
contrasts v.ith the mini-experiment and school grade activity where data analysis and data
interpretation were modeled through the use of a data analysis tool called Mystat. In the
former case, graphical representations were emphasized while the latter focused on
numerical representations for modeling statistical concepts.

In the weather forecast activity the analysis, interpretation, and presentation of data
were demonstrated through the use of scatterplots. The maximum, mean, and minimum
temperatures of May 1991 were represented by a line which connected the datapoints for
each temperature type. These three lines demonstrated the results and provided a graphi-
cal representation for interpreting the data. The weather data also provided a new context
for exploring extreme scores and the influence of outliers on the mean. A discussion of
sample representativeness ensued. Answering questions such as "is the data for May
1991 representative of May weather every year?" could entail further data collection
leading to an in-depth exploration of sample representativeness, outlier, mean, and range.

The world income data was used to model the use of pie charts for examining, inter-
preting, and presenting the relationship between economy type (low, medium, high) and
population per country. The data was analyzed and interpreted based on the graphical
representation and numerical values (i.e., percentages) which were attached to the levels
of a variable. Other variables within this database could be explored by students at their
leisure, Two additional databases, National Hockey League (NHL) statistics and con-
sumer reports (see Figure 3 for further information on types of variables for each

database) which were designed to motivate individual interest were also made available

for students to explore at their leisure or for developing group projects.

Coaching was provided by the mathematics teacher during his lesson on statistics and



38

graphic representations using newspapers. During this lesson, students were encouraged
to identify and interpret graphs presented in newspaper clippings based on knowledge
they had acquired in other courses. The teacher prompted students with questions and
lead-on sentences that cued them for answers. In addition, the teacher tried to closely
connect his lesson with concepts mentioned in the pretest and with what students had
learned in his history class and in other courses, such as geography and science.

Randomization activity. The randomization activity provided an ideal context
for questioning students about the consequences of not randomly assigning groups to
workstations since students did not want workstations with the black and white computer
screens. Students were asked to explain why they thought such a procedure was neces-
sary and were coached as responses were made. Students were also prompted to identify
consequences of not performing randomization and to provide examples.

Tutorial; problem solving activities, Coaching was provided by the mathemat-
ics teacher, experimenters, and by prompts which were embedded in the tutorial. The
teacher and experimenters facilitated students' learning by coaching them while they
worked on instructional activities. By floating from group to group, the teacher and ex-
perimenters provided students with multiple perspectives. Students were able to draw on
the expertise of each of these mentors.

Prompts which were embedded in the tutorial provided students with a form of
coaching (see Appendix A for summary of the tutorial activities and the prompts associ-
ated with each activity). Prompts were delivered as questions to (a) ensure that studeats
engaged in productive learning while working in groups (Resnick, 1989), (b) encourage
students to reason about data and graphs, (c) facilitate discussion of statistical concepts,
and (d) extend students' learning beyond the information given (Rosenshine & Meister,
1992). Students were also coached on how to perform analyses using computer software

as well as on how to create and modify graphs for clarity and coherence.
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Eading
Tutorial: problem solving activities, Given that much of the learning took
place during the tutorial and that this activity was of a long duration (4 days as opposed to
5-10 minutes in the inttoductory lesson and randomization activity), the sirategy of fading
was mainly employed during the tutorial. Experimenters, as the "masters” in this learning
environment, guided learning throughout the tutorial and gradually faded their assistance
as student "apprentices" mastered computer skills, attained statistical competency, and
took responsibility for their own learning. At this point, group members were able to
guide their own learning and learn from each other, particularly when the more skilled
students within each group took the role of master and guided the less skilled members.
Summary
A cognitive apprenticeship mode!l of instruction was adopted to teach students
descriptive statistics through modeling, coaching, and fading on three types of instruc-
tional activities: an introductory lesson on statistics, 2 randomization activity, and a com-
puter tutorial. These activities constituted the knowledge acquisition phase of the study
which was designed to provide students with knowledge of facts and :ools required to do
their own group projects in the performance phase of the study. Projects provided
students with opportunities to (a) do statistics by selecting a problem which required the
collection, analysis, interpretation, and representation of data; (b) articulate, elaborate,
and clarify their understanding of concepts and procedures; and (c) extend learning
through the integration of instruction with assessment. The next section describes how
these components were implemented in the study.
Instructional and Assessment Tocls

Once the knowledge acquisition phase of the study was completed, students were re-
qQuired to apply and demonstrate their knowledge by developing and presenting a group
project that involved conducting a mini-experiment. This projec* provided students with

an opportunity to further develop autonomous thought through articulation, reflection,
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and exploration (Collins et al., 1989). Exploration was provided by engaging students in
ex:«ri-like problem solving through the definition and formulation of their own research
question. Groups could use databases provided in the computer to construct a question or
collect their own data. The project also engaged students in data analysis and graphic
representation. Opportunities for articulation were provided in group discussions and
presentations where interpretations were communicated to peers and mentors (i.e., teach-
er and experimenters). Presenting projects allowed groups to articulate their knowledge
to a iarger audience whose perspectives might differ from their own. Questions posed by
peers allowed for elaboration and clarification of ideas as well as for re-evaluations of
one's understanding. Such questions thus engaged students in reflection. However, the
following must occur if groups are to perform satisfactorily: (a) the assessment criteria
upon which groups are evaluated must be understood (Frederiksen & Collins, 1989) nn&
(b) connections between the assessment task (i.e., project) and the instruction must be
made explicit.

The criteria upon which group projects were evaluated were made transparent by
explaining the assessment criteria prior to students’ commencement of group projects. In
addition, the connection between the instruction and assessment task was made explicit
by describing the assessment criteria in terms of the concepts and procedures that were
taught in the instruction. More specifically, groups were assessed according to (a) the
quality of their research question, (b) the procedures used for data collection (i.e., data,
sample, sample size, sample representativeness), (c) the ways in which the data was pre-
sented to the class (i.e., graphic representations), (d) type of data analysis and quality of
interpretation (i.e., mean, mode, median, range), (¢) presentation style, and (f) creativity.
Although presentation style and creativity did not refer to any specific concepts, they
were useful for assessing the groups’ abilities to communicate their knowledge. A 50-

point system was developed for assessing the criteria.
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Two treatments were developed for administering and making the assessment criteria
clear to students: the text and library of exemplars treatments. Computer software,
HyperCard™ (Claris Corporation, 1991), was used to administer information about the
assessment criteria in each treatment. Details about the software and the degree of trans-
parent information presented in the text and library treatments are provided in subsequent
sections.

Text HyperCard™ Stack

HyperCard is computer software that operates on an Apple® Macintosh™ platform.
This software allows users 10 organize information hierarchically in much the same way
information is indexed in libraries. For example, a student inquiring about statistical pro-
cedures for conducting experiments would go to the index section in the library and lo-
cate the drawer labeled "S " for statistical procedures. All information pertaining to the
topic "statistical procedures” is called a "stack" in HyperCard terms. Within this stack are
index "cards” which provide specific information about subtopics relevant to statistical
procedures. In this study, the "text" stack contained 8 cards which provided specific in-
formarion about the statistical procedures for conducting an experiment in the authentic
statistics project: the table of contents, an introduction to the project, and the six criteria.
Textual descriptions of what was meant by each criterion and a specification of the value
of each was outlined to groups in every ctiterion card. Such descriptions provided the
explicitness required for understanding the criteria upon which one would be evaluated.
The advantage of providing this information on the computer via HyperCard rather than
on a piece of paper is that it (a) makes the information more accessible to students, (b)
fosters interest in leaming the criteria by having students interact with the computer, and
(c) allows students to focus on each criterion one at a time and to return to any ctiterion
numerous times,

The text stack was structured such that students could easily access information

pertaining to any of the criteria. After reading the introduction regarding the purpose of
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the stack, students were directed towards the Table of Contents (TOC) where each crite-
rion was specified. To learn about any of the criteria, students merely clicked on the cri-
terion of interest and/or on the arrow keys located on the lower right of the card (see
Figure 4). Once selected, information about the criterion is displayed. In the text stack,
such information was limited to a description of the criteria (see Figure 5). Students in-
teracted with the information by using the arrow keys and/or selecting the TOC option
located next to the arrow keys. This allowed students to move from criterion to criterion
at their own pace and to focus on each, one at a time. Students were free to return to the
stack at any point during their projects. In this sense, learning was student-controlled.
Since the "text stack” made the criteria explicit through textual representations, its effec-
tiveness was compared with that of the library of exemplars in which the criteria were

made much more transparent through textual, visual, and auditory representations.

Introducton to Statisties
Tablks of Combums |

Quailty of Question Data Collection Data Preventation

Date Analysis

Fresantation Styls

[ Toows un ezample of any of thass categories just click on 1t |

Figure 4. Table of Contents for the Text stack,
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Introchnetion to Statistles
Datn Analysls

You can analyze the information that you
have gathered by cbtaining statistics for the
mean, median, mode, and range. You must
wxplain the results. This demonstrates that
you understand the significance of the
results, You must also consider how your
results would changs if the study had
been done differsntly (10 points).

Dr- Suserrs Tajole ) _Toc | auit Jesfeb]

Eigure 5. Example criterion in the Text stack: Data analysis.

Library of Exemplars HyperCard™ Stack

A HyperCard stack similar to the "text " stack was developed to drive student inter-
actions with the library of exemplars. Both the text and library of exemplars stacks repre-
sented the assessment criteria textually, however, the library of exemplars went beyond
the single text representation that described the criteria to include multiple representations
of sound, dynamic movement, and text. Sound and dynamic movement refer to digitized
video clips which served to (a) situate the criteria in concrete examples of average and
above average performance of students presenting a similar project one year earlier
(Lajoie et al., 1993) and (b) provide multiple perspectives of the task by students of
equivalent background. In addition, textual representations in the library of exemplars
stack went beyond the description of the criteria to include prompts which required st-

dents to reason about and discuss differences between the two levels of performances




displayed in the digitized video clips (see Appendix B for details regarding the
development of the library of exemplars hypercard stack).

Groups using the library of exemplars were first required to read the criteria descrip-
tions, then to look at the digitized video clips, and then they were prompted to reason and
discuss the information with students in their group (see Figure 6). Close-up pictures of
data presented in the video clips were also included so that groups would have all perti-
nent information available to them (see Figure 7). The library of exemplars was intended
to provide students with benchmarks of performance in addition to the textual descrip-
tions of each criteria as a means of making the leaming goals and assessment criteria as
clear and as explicit to the learner as possible (Frederiksen & Collins, 1989). The trans-
parency of the criteria should lead to enhanced performance and to more similar group
assessments among groups of students and experimenters. The prompts (see Appendix
C) were designed to (a) promote students to think beyond the information given
(Rosenshine & Meister, 1992), (b) promote reasoning and communication skills, and (¢)
encourage students to plan their projects accordingly.

Assessment Measures

Assessments in this study were authentic? in that they (a) provided multiple indicators
to obtain a complete picture of learning and to increase the quality of evaluation, (b) pro-
vided students with realistic and meaningful tasks and problems, (c) covered the course
content comprehensively by implementing ASA (1991) content recommendations, (d)
were equitable by providing students with opportunities to assess peers as well as them-
selves, (¢) were an integral part of the classroom by reflecting learning goals specified by
NCTM (1989) and by being congruent with instructional activities that demonstrated rel-
evant statistical concepts and procedures (see Table 1), (f) included the development of

both individual and group measures to assess growth and to ensure that group

2 The measures were deemed authentic based on the compiled framework for operationalizing authentic
assessment (see chapter 1),
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Introduction to Statistics
Datn Analyafis

You can analyze the information that
have gathered by cbtaining statistics for the
mean, median, mode, and range. You must
the results. This demonstrates that
you understand the significance of the
results. You must also conskier hc::‘rlu
results would i the study had bean
dons differently (10 points).

After looking at the videos, discuss amongst
yourssives the differances between the two

and why one isbetter than the other,
(B S Tl ) e e R R K Y

Eigure §. Example criterion in the Library of Exemplars stack: Data analysis.

Introdustion ¢ Statlotics
Datm Amsliyeia

You can analyze the information that
have gathered by cbtaining statistics for the @ Flle Edit Dets Graph Aneiyze Googdles
mean, median, mods, and range. You must
explain the results. This demonstrates that
you understand the significance of the
results, You must also aﬂhh::rw
rasults wemld if the study had been

done differently (10 points).
After locking at the videos, discuss amon
and why one isbetter than the othar,

p— a8 =

Eigure 7. Example of close-up picture in the Library of Exemplars stack: Data analysis.
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assessments do not overestimate individual performance (Webb, 1993), (g) provided
benchmarks of performance, and (h) were designed to be transparent to the learner.

The measures provided students with open-ended problems that emphasized the
quality of performance rather than the accuracy of solution. This section describes six
measures which were designed to provide valid and reliable assessments of performance
on (Brandt, 1992; Herman, 1992): a pretest and posttest, homework assignments, oral
presentations of projects, assessments of group projects, and a structured group journal.
In addition, a questionnaire in the form of a course evaluation was used to provide the
experimenter with feedback about students' perceptions of their learning experience.
Pretest /Posttest

The pretest and posttest were designed to measure students' knowledge of statistical
concepts and proceduzes prior to and after instruction. These were completed individual-
ly on the first and last day of the study. Since students knew very little about statistics
prior to instruction, the posttest was only slightly different from the pretest. Seven of the
ten items on the pretest and posttest were the same, however, three pretest items were
modified in the posttest (see Appendix D). Numerical values were replaced on one item
while the scenario was changed on a second item. In both cases, questions in the pretest
and posttest were identical but the descriptive information and values were changed to
avoid practice effects. A third pretest item was found to be problematic and was there-
fore replaced by an isomorphic item on the posttest. The order of presentation was
modified in the posttest to further avoid practice effects (see Appendix E). Individual
achievement was assessed by examining changes in performance from pretest to posttest
based on scoring templates that were developed for evaluating the quality of students’
responses (see Appendix F).

Homework Assignments
Students were given two homework assignments. The first assignment was given on

the second day of the tutorial after students had been introduced to relevant statistical
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concepts and procedures. Students were required to answer a set of questions specific to
& scenario presented in the assignment (see Appendix G). The questions provided stu-
dents with an opportunity to explain the data collection process, to make comparisons,
and to illustrate differences with a graph based on information presented in the problem,

The second assignment was administered after the knowledge acquisition phase (i.e.,
tutorial) and prior to the performance phase when the steps involved in conducting an ex-
periment were explained. This assignment was more difficult than the first in that stu-
dents were required to generate their own problem, explain their understanding of statis-
tics in their own words, and make connections between concepts and procedures (see
Appendix H). Scoring templates were developed for evaluating the quality of student re-
sponses and the extent to which students integrated their knowledge on each assignment
(see Appendices I and J).

Assessments of Group Projects,

Presentations of group projects were scored on a 50-point scale based on criteria
which reflect NCTM (1989) standards for "doing" mathematics and ASA (1991) guide-
lines for developing statistical content. These criteria include (a) the quality of the
group's research question (5 points), (b) the procedures used for data collection (10
points), (c) the ways in which the data was presented to the class (10 points), (d) type of
data analysis and quality of interpretation (10 points), (¢) presentation style (10 points),
and (f) creativity (5 points). These criteria were explained to students before they started
their group projects and were used by groups to assess each presentation, including their
own. Experimenters evaluating group projects were 2lso trained on the six criteria. How-
ever, only four of the six experimenters could be present for group presentations. Thus,
cach group received four experimenter ratings, one self rating, and seven group ratings,
Presentations of Group Projects

Group presentations involved articulating research goals, results, interpretations, and

conclusions to peers and mentors. Presentations were followed by question periods
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where the teacher, students, and experimenters asked groups for clarification or elabora-
tion. Such question periods were included to (a) examine the understanding of students
asking the questions as well as those providing the answers and (b) promote reflection.
Structured Group Journals

Structured journals were designed to be ongoing measures of group performance.
Journals were structured in the sense that they required groups to answer specific ques-
tions (i.e., prnmpts) about concepts, data, graphs, and project ideas. Such questions
prompted students to formulate their knowledge, to reason about data and graphs, to plan
their group projects, and to reflect on their leamning (see Appendix K for prompts that
were embedded within the group journals). The distribution of prompts within the jour-
nal was based on the nature of the activities groups were working on. Definition and ex-
planation prompts (i.e., knowledge prompts) were located in the beginning to the middle
of the journal since most of the instruction on concepts was given at this time, Reasoning
prompts, on the other hand, were located in the middle to the end of the journal since
groups worked mainly on databases and graphs. Planning prompts were found at the end
of the journal since it was at this time that groups began to seriously think about their
group projects. Reflection prompts, however, were evenly distributed throughout the
journal,

Mini-Course Evaluation

A short questionnaire, consisting of eight questions, was included at the end of the
posttest and administered on the last day of testing. Students were asked to rate how well
they liked the course on a five-point scale. Open-ended questions allowed students to
comment on the content of the course, to suggest improvements, and to reflect and com-

ment on their group projects (see Appendix L).
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CHAPTER 3: RESULTS

Two units of analysis were used in this study: individual subjects and groups of
subjects. Quantitative and qualitative analyses were conducted to examine the amount
and extent of individual and group learning. Quantitative analyses which examined indi-
vidual leamning included the following: (a) an Analysis of Variance (ANOVA) based on
a split-plot design was conducted on pretest and posttest data to investigate whether the
library of exemplars treatment was more effective in promoting statistical learning than
the text treatment; (b) an ANOVA based on a between-factors design was performed on
data from the first homework assignment to examine whether any differences existed
prior to the assignment of treatments; and (c) descriptive statistics were used on data from
the second homework assighment to investigate whether the library of exemplars treat-
ment was more effective in fostering knowledge integration than the text treatment,
Qualitative analysis of individual learning consisted of an examination of written
responses to pretest and posttest as well as to both homework assignments.

Quantitative analyses which examined group learning included the following: (a)
planned comparisons based on a split-plot design was conducted on project assessments
to examine whether the library of exemplars treatment resulted in more similar and high-
er ratings of group projects than the text treatment and (b) a planned comparison based on
a between-factors design was conducted on structured group journal data to examine
whether the library of exemplars treatment was more effective in promoting planning
than the text treatment. Qualitative analysis of group learning consisted of an examina-
tion of verbal data in presentations and written responses to structured journals as well as
to course evaluations. Inter-rater reliabilities were conducted to exainine the effective-
ness of scoring templates on () pretest and posttest, (b) homework assignments, and (c)
experimenter and group ratings of projects, This chapter reviews the results of quantita-

tive and qualitative analyses for individual student learning first and then group learning.



Assessraent of Individual Student Performance

This section reports results that were obtained using subject as the unit of analysis on
two types of measures: (a) pretest and posttest and (b) homework assignments. The
pretest and posttest measured students' statistical knowledge prior to and following in-
struction while the homework assignments measured students' knowledge during
instruction. The results of quantitative and qualitative analyses are presented next.
Students' Statistical Knowledge Bef { After Instructi

Total pretest and posttest scores served as indicators of students’ statistical knowledge
before and after instruction. A fifty point scale was used to score the tests. Since all test
items consisted of open-ended questions, students were rewarded for correct explanations
as well as for correct answers. A split-plot design using subjects as the unit of analysis
was performed to examine whether or not type of treatment (text or library of exemplars)
affected students' test scores (pre and post). Results from the Subject( Treatment
(Library, Text)} x Test (Pre, Post) ANOVA demonstrated that there were no significant
differences between the two treatments, However, there was a significant effect for test
which indicated change in statistical knowledge for all students (see Table 2).

As Table 3 demonstrates, students in the text and library of exemplars treatments
acquired a substantial amount of statistical knowledge as a result of the instruction. How-
ever, relative to the maximum test score students' overall performance was not exception-
al. This finding suggested that although the instruction was effective in promoting stu-
dents' statistical knowledge, it may not have been sufficient for acquiring depth of knowl-
edge of all concepts. Perhaps the instruction was successful at fostering a deep under-
standing of only a few statistical concepts or a wide but superficial understanding of

many concepts (i.c., breadth of knowledge).
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Table 2

Source Sum-of-Squares Df  Mean-Square F p

Between
Treatment 0.347 1 0.347 0.010 0.922
Error 566,792 16 35.425

Within
Test 590.130 1 590.130 50.311 0.000*
Treatment X Test 10.797 1 10.797 0.920 0.352
Error 187.675 16 11.730

*n<0.05.

Table 3

Mean Test S ¢ Students in the T | Lit ¢ Exemplars T

n Pretest Posttest
Text Treatment 11 6.636 (1.123)8 13.818 (1.739)
Library of Exemplars Treatment 70 5.714 (1.408) 15.143 (2.180)

Note. Maximum score = 50.
@Mean (Standard Deviation)
bThree subjects were excluded from the analysis due to attrition.

Knowledge of specific concepts. In order to determine whether students'

knowledge gains were limited to a few concepts or inclusive of all concepts, individual



ANQVAs based on a split-plot design were performed on test items measuring each of
the following concepts: statistics, data, graph interpretation, outlier, hypothesis genera-
tion and identification, population, sample representativeness, sample size, randomiza-
tion, sample, median, mean, and range. Since individual ANOVAs were conducted for
each concept, the Bonferroni procedure (Kirk, 1982) was applied to adjust for Type |
error in each analysis, The Subject(Treatment (2)} x Test (2) ANOVA demonstrated that
there were significant test effects for the following statistical concepts: statistics, graph
interpretation, hypothesis generation and identification, sample representativeness, sam-
ple size, sample, and range (see Table 4). No significant test effects were found for the
concepts of data, outlier, population, randomization, mean, median, and mode. These re-
sults indicated that students' knowledge of statistical concepts, particularly those related
to sampling, increased considerably as a result of instruction. This finding suggested that
students acquired knowledge of many concepts rather than a few,

In addition to testing the main effect of test on each item, the Subject{ Treatment
(Library, Text)} x Test (Pre, Post) ANOVAs explored the interaction of treatment by test.
Significance was determined by the Bonferroni procedure for adjusting type I error. The
results indicated that there was a significant interaction between test and treatment for
three concepts: sample representativeness (F(1,16)= 8.581, p<0.01), sample size
(F(1,16)=6.862, p<0.01), and statistics (F(1,16)= 4.899, p<0.01). Figure 8 illustrates the
cross-over interaction between test and treatment for sample representativeness. The
graph suggested that students in the library of exemplars treatment outperformed students
in the text treatment, particularly at posttest. Figure 9 also suggested better improvement
on sample size items for students in the library of exemplars treatment. However, Figure
10 demonstrated that differences between treatments on an item measuring students' un-
derstanding of the purpose of statistics secemed greatest for students in the text treatment

at pretest,




Concept or Procedure Maximum Score  Pretest Mean (SD) Postiest Mean (SD) F p
(pre item #; post item#)
Statistics (2; 4) 2 0.500 (0.514) 0.944 (0.236) 12.214 0.003*
Data (9b; 2b) 2 0.889 (1.023) 1.389 (0.850) 6.701 0.020
Graph Interpretation (4a; 9a) 2 0.278 (0.575) 0.944 (0.539) 14.473 0.002*
Outlier (8; 6) 2 0.000 (0.000) 0.500 (0.786) 6.862 0.019
Hypothesis Generation and 4 1.556 (1.247) 2.889 (0.963) 14.141 0.002*
Identification (1a, 6a; 5a, 7a)
Population (6b; 5b) 3 0.278 (0.575) 0.833 (0.514) 7.566 0.014
Sampling
Sample Representativeness 4 0.556 (0.922) 1.778 (1.263) 22,712 0.000*
(1d, 4b, 6d, 10b; 74, 9b, 54, 8b)
Sample Size 5 0.389 (0.608) 1.333 (0.767) 46.622 0.000*
(1c, 4b, 6d, 10b; 7¢, 9b, 5d, 8b)
Randomization (9a; 2a) 2 0.167 (0.383) 0.444 (0.616) 2.372 0.143
Sample (1b, 6¢; 7b, 5¢) 4 0.833 (0.786) 1.444 (0.511) 12.287 0.003*

139



Table 4 contd....
Concept or Procedure Maximum Score Pretest Mean (SD) Posttest Mean (SD) F P
(pre item #; post item#)
Measures of Central Tendency
Mode (5a, 5d; 1a, 1d) 3 0.000 (0.000) 0.000 (0.000) - -
Median (5b, 5d, 7; 1b, 14, 10) 5; 43 0.000 (0.000) 0.278 (0.752) 1.827 0.195
Mean (5¢, 5d, 7; 1¢, 14, 10) 4;5 0.389 (0.502) 1.000 (1.188) 3.616 0.075
Measures of Variation
Range (3, 10a; 3, 82) 4 0.056 (0.236) 0.833 (0.985) 10.670 0.005*
Total Score: 46b

Note, The dash (-) indicates that no analysis was conducted for mode due to the lack of variation in the dependent variable.

&The difference in maximum pretest and postiest scores ( ; ) for the concepis of median and mean were due to the different solutions for each

(see Appendix F).

bThe maximum score on the pretest and posttest is 50, however, the total score relating specifically to explanations of the concepts listed in this table is

46.

*p<0.01 based on the Bonferronni adustment for Type 1 emror.
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Figure 8. Interaction of condition and test on the concept of sample representativeness.
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Figure 9. Interaction of condition and test on the concept of sample size.
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Figure 10. Interaction of treatment and test for the concept of statistics (purpose of).

Post-hoc analyses were performed 10 examine the nature of the interacrions for the
concepts of sample representativeness, sample size, and statistics. The Scheffé S proce-
dure (Kirk, 1982, pp. 121-122) for making comparisons was used given the unequal n's in
each cell (i.e., n=11 for text and n=7 for library of exemplars). Results indicated that the
difference in performance from pretest to posttest or items of sample representativeness
was significant for the library of exemplars treatment (F(1, 16)= 24.225, p<0.05) but not
for the text treatment (F(1, 16)= 2.172, p>0.05). Moreover, this difference was signifi-
cant at posttest (F(1, 16)=6.425, p<0.05) but not at pretest (F(1, 16)=2.581, p>0.05). Re-
sults for sample size indicated that there was a significant pretest and posttest difference
for both the library of exemplars (F(1, 16)=36.413, p<0.05) and text (F(1, 16)= 11,388,
p<0.05) treatments. Finally, results for the concept of statistics indicated that there was a

significant difference between the library of exemplars and text treatments at pretest (F(1,
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16)= 4.944, p<0.05) but not at postiest (F(1, 16)=0.825, p>0.05) and that the difference
from pretest to posttest was significant for the text treatment (F(1, 16)=20.988, p<0.05)
but not for the library of exemplars treatment (F(1, 16)=0.675, p>0.05).

Although the analyses of test performance on each concept indicated that students
understood most of the concepts, the nature of this knowledge was not revealed by the
analysis. In order to determine the extent of students’ prior knowledge and whether, as a
result of instruction, students acquired depth or breadth of knowledge, responses to test
items (pre and post) were analyzed qualitatively.

Qualitative analysis of responses to pretest items indicated that prior to instruction
students had (a) knowledge of statistical concepts such as data and statistics, (b) ex-
perience with column graphs, and (¢) experience with problem scenarios or case-based
problems that provided relevant information for answering questions (e.g., Ben Johnson
incident used as a way of introducing the problem of steroid use and type of athletics).
Students' everyday understanding of "data" was reflected in their definition: Data is
"information.” Students also seemed to have an idea of the purpose of "statistics” as
demonstrated in the following statements: "If you wanted to inform the public of a prob-
lem... if you wanted to find out how the population regarded your business or anytime
you want to find out what the population’s opinjon or status is,” "Once I got all the infor-
mation I would use the statistics,” "I would use statistics when I was looking for a certain
amount of something," and " Wher you would want to see if a player in a sport like hock-
ey, is good enough to play on a team.” These definitions reflect an everyday understand-
ing of statistics which may have been acquired through exposure from the media such as
newspapers.

Students' previous experience with graphs and problem scenarios was similarly
demonstrated in their responses to pretest items. Three of the five pretest items attempted
by students were those that presented a graph (i.e., popularity of two radio moming

shows) or a problem scenario (i.e., favorite fastfood restaurant and steroid use in athlet-
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ics--the Ben Johnson incident). Students' familiarity with graphs was also demonstrated

in a class discussion initiated by the teacher in which newspaper clippings were used 10

prompt students to communicate their knowledge of graphs. The teacher subsequently

used this information to introduce statistics. The following dialogue is an example of

how the concept of data was introduced based on a discussion of graphs.

Teacher:
Studentl:
Teacher:

Student2:
Teacher:
Student3:
Teacher:
Srudentd:
Student5:

Teacher:

Student6:
Teacher:

Student?:

What's another kind of graph or chart?

Line graph

Line! Just using lines.

(to the class). Have you ever used one like that? Have
you cver done any lines?

Yeah.

Where? And where have you used a line?

Science.

In science. To show what?

‘To show the object of the graph, to show the results,
To show um...(draws an x and y axis with his hand in the
air so everyone can see).

All these charts or graphs are based on what though, first of
all? What do you have, what do you collect?
Answers a certain question.
Yes, answers certain questions. And what is it that you
cl:)ollect, what do you call that?

ata

(Other students agree with Student7's response)

Teacher

Student3:
Teacher:

Student3:
Teacher:
Student8:

Data? Another word for data is what? What is data, that's
a very simple word for ah...

Information

Information, yeah. Anything else? Data? What are you
ah, tallying up? What do you call that?

The results

In the form of... words... or... letters... or...?

Numbers.

The nature of students' responses to posttest items referring to the concept of data

indicated that students' understanding was limited to their everyday definition. Students'

level of understanding of the concept statistics and ability to interpret graphs was basic

despite an increase in knowledge. For instance, students tended to limit their descriptions

of statistics to activities they did in the course—-conducting surveys. However, the specif-

ic purpose of surveys (i.e., to describe or make predictions) was never mentioned. The

tendency to describe or define concepts based on individual experience was also evident
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in students’ interpretation of graphs. Conclusions about information presented in the
graph were usually based on students’ own assumptions and high school experience. For
example, one of the postiest items (see item #9 in Appendix D) used a column graph to
illustrate the number of hours grade 8 students studied compared to the number of hours
grade 11 students studied. Rather than explaining how they arrived at their conclusion,
learners explained why they thought the result was valid: Grade 11 students studied more
than grade 8 students because they had more (a) work to do, (b) difficult tests and home-
work, and (c) pressure because they wanted to graduate. These comments suggested that
learners tried to make sense of the graph through what they already knew of the real
world; i.c., the higher the level of education the more hours of study required. However,
students tended to limit their answers to the general case while neglecting the specifics of
the problem such as the increased number of hours studied each semester. Nonetheless,
the congruence of the information with students' assumptions seemed to have helped
learners' interpret the graph.

Qualitative examination of responses to the remaining pretest items suggested that
students had no prior knowledge of concepts and procedures such as mean, median,
mode, outlier, population, randomization, range, and sampling. Students' lack of prior
knowledge of concepts such as mean, median, mode, outlier, and randomization was
demonstrated in their inability to answer pretest questions that probed this knowledge.
Posttest responses indicated that despite instruction, students still had difficulty with
items pertaining to measures of central tendency, oulier, and randomization. For in-
stance, on both the pretest and posttest, students either omitted questions that required
calculating the mode and median or gave inaccurate answers. Students also had difficulty
distinguishing the mean from the median, often defining the median as the "average"
rather than the "middle number," terms which in the instruction, were used exclusively to
define the mean and median respectively. In addition, students were unable to construct a

graph or chart that demonstrated an outlier despite instruction. "Student difficulties with
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the concept of randomization were not as obvious. Despite attempts to define randomiza-
tion on the posttest, students were not always explicit in their description of the random-
ization process. For example, most students described randomization as "asking different
people” or "r_andomly picking a group out of a group.” Such responses suggested that
students knew that randomization was related to sampling, however, they had difficulty
expressing exactly what the term meant. Only a few students were more explicit and ex-
plained for instance, that randomization was "when something is picked in no particular
order. For example, picking names out of a hat to develop teams... everybody has an
equal chance so its fair." Finally, students’ understanding of population was restricted to
an everyday definition such as "a large group.”

Although students lacked prior knowledge of the concept range, responses on posttest
items indicated that they had acquired sufficient understanding of how to calculate the
range. Students' knowledge of sampling prior to instruction was restricted to an under-
standing that a sample was a subset or example of something. However, by the end of the
instruction, students seemed to have a good grasp of the sampling process although the
generality of their answers suggested that depth of knowledge had not been acquired. In
general, it seemed that students’ knowledge remained at a superficial level and that
breadth rather than depth of knowledge had been acquired.

Influence of group collaboration on individual performance, Although the
role of group collaboration on individual performance was not systematically examined
in this study, an informal analysis was conducted. The question of interest was whether
students' scores were more similar to those of their group members on the posttest than
they were on the pretest. Total pretest and posttest scores of students within each group
were compared by eyeballing the data to answer this question. Results indicated that
students’ scores within four of the six groups did not differ substantially from each other

which suggested that their statistical knowledge prior to instruction was about the same
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(see Table 5)3. This consistency was maintained after instruction in most of the groups
which suggested that students within each group learned at approximately the same rate.
Students of all ability levels demonstrated substantial knowledge gains from pretest to
posttest, however, some of the greatest gains were made by high ability students (see
Table 5). These findings suggested that group collaboration may be beneficial for
learning.

Inter-rater reliability. Inter-rater reliabilities were conducted on the pretest and
posttest. Two graduate students scored both tests using templates that were developed for
each (see Appendix F). The Pearson Correlation Coefficient indicated a high overall cor-
relation (=0.991) between raters. inter-rater reliabilities were also strong for the pretest
(r=0.982) and posttest (r=0.987). The strong correlation between raters suggested that
the scoring criteria were clear.

Students' Statistical Knowledge During Instruction

'Total homework assignment scores served as indicators of students' knowledge during
instruction. Although several other ongoing measures such as computer screen record-
ings (i.e., visual recordings of students' work on the computer using Mediatracks soft-
ware), audiotapes, and videotapes were used as part of a larger study, the analysis in this
manuscript is hmned to data from the homework assignments, A ten-point scale which
rewarded students for correct answers and correct explanations was used to score the two
assignments. Level of explanation on a well-defined problem and knowledge integration
on an ill-defined problem determined the level of performance on the first and second
assignments respectively (see Appendices I and J). The data for both assignments was
analyzed quantitatively and qualitatively.

3 Six groups were compared rather than eight because of attrition during the postiest. The absence of two
students in a group of three and of one student in a group of two eliminated the possibility of examining
within group differences.



Table 5

Within G Test Perf
Treatment  Group Student's Ability Pretest  Posttest  Improvement
Level Score Score (Post - Pre)
Text
Group A
Medium 5 12 7
High 13 16 3
Medium 9 16 7
Group B
Medium 7 14 7
High 10 28 8
Group C
Medium 5 10 5
Low 3 11 8
High 14 13 -1
Group D
High 0 12 12
Medium 4 13 9
Low 3 7 4
Library of Exemplars
Group E
High 9 21 12
Low 5 13 8
Group F
Medium 6 13 7
High 8 16 8
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Assignment 1: Statistical knowledge in a well-defined problem. Students'

statistical knowledge at the time the first homework assignment was administered was
expected to be somewhat limited. Descriptive statistics which were used to examine
overall results indicated that students' understanding of statistics and of the data collec-
tion process was about average (M=5.063, SD=1.652, n=15). Qualitative analysis of writ-
ten responses was conducted to examine the nature of students' understanding. Results
indicated that pupils were able to identify hypotheses and draw graphs to illustrate re-
sults, however, they were unable to go beyond the problem statement to (a) generate
their own explanation of the data collection process, (b) compute the mean and range as a
basis for making comparisons, and (c) draw clear conclusions. For exampie, when asked
to explain how a researcher, Dr. Aloe, gathered his data given that he randomly assigned
twenty grade 6 mathematics students to a computer and non computer group, students
tended to recite information directly from the problem statement rather than explain the
data collection process in their own words. Students used the term "random” without
elaborating on its purpose in Dr. Aloe's study.

Difficulties going beyond the problem statement were also illustrated when students
were required to demonstrate how they would compute differences based on data provid-
ed in the problem (i.e., mathematics scores for the computer and non computer groups).
Most students did not seem to know what to do with these scores, either omitting the item
or taking the question literally and subtracting rows of numbers across variables. Conclu-
sions were consequently vague and ambiguous. Group differences were attributed to the
assignment of groups to two treatments rather than to differences in performance scores
which would have been highlighted by the mean and range. The finding that students
were unable to extend beyond the problem statement was not surprising given that assign-
ment one was administered immediately after the introductory lecture when knowledge
had just been acquired. |



An ANOVA with a between-groups design was conducted to determine whether
differences between students existed prior to receiving the text and library of exemplars
treatments. Results indicated that differences between treatments was not significant
(F(1, 14)=0.195, p>0.05).

\ssi 2 | ion of statistical ledge i ill-defined pretlem.
Analysis of data for the second homework assignment was restricted to the use of
descriptive statistics due to a poor response rate (i.e., 38.1%). Overall performance and
treatment differences were examined. Analysis of overall performance suggested that
students had difficulty integrating their knowledge of statistical concepts and exper-
imental procedures (M= 4.563, $D=1.700, n=8). Most students listed or defined concepts
without explaining how these related to the experimentation process. Some students,
however, were able to make this connection, as illustrated in the following example:

When doing an experiment, you must first have a hypothesis and then find the

population you want to ask your question to. After doing this, select your

sample group and then develop a method of collecting data as in a type of graph.
After doing this, you may analyze it by finding the mean (average), the median (the
middle number), the mode (the most popular number), and the range (difference
between #s).

Although this excerpt is an example of how one student was able to make some
connections between concepts and procedures, most students failed to do so. Difficulties
with assignment two, however, may not be solely attributed to students' inability to inte-
grate their knowledge. The increased level of difficulty from the first to the second as-
signment resulted in a dramatic drop in response rate, from 76.2% in assignment one to
38.1% in assignment two, and in a slight decrease in performance, from M=5.063 to
M=4.563 respectively. Since both assignments examined the sa:ne concepts and proce-
dures and the second assignment was more ambiguous and ill-defined than the first, the

poor response rate and average performance of students on assignment two may also be
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due to the nature of the task itself and not strictly to an inability to make connections.
The second homework assignment required that students generate a problem and explain
statistics in their own words rather than finding part of the answer in the problem state-
ment. This requirement made students anxious. As a result, assignment two had to be
explained several times. Yet despite these explanations, the confusion persisted. For
instance, rather than explaining the four steps involved in conducting a study, some stu-
dents listed tasks they did as participants in this study (i.e., reading and working with the
tutorial, writing in the structured group journals, etc.). Whether students misunderstood
the task or did not know the answer was difficult to determine given the low response
rate.

Analysis of treatment differences examined the influence of treatment (text or library
of exemplars) on performance. Since the assignment was given after groups had been
assigned to the two treatments, students receiving the library of exemplars were expected
to outperform those receiving the text. However, given that only eight students returned
the assignment, the significance of this hypothesis could not be tested. The analysis was
therefore restricied to the use of descriptive statistics. Results suggested that the library
of exemplars approach (M=5,500, $D=1.323, n=3) was more effective at helping students
make connections between statistical concepts and procedures than the text approach
(M=4.000, SD=1.768, n=5). The significance of these results, however, is undetermined.

Of interest was

whether group collaboration in solving problems affected the performance of individual
students within each group and whether this influence differed according to ability levels.
Scores on the first assignment demonstrated various levels of performance within each
group, each in accordance with ability levels: High ability students scored the highest
while low ability students scored the lowest. These observations suggested that the influ-
ence of group problem solving on the performance of individual students was minimal on

assignment one. Given that students had not previously worked together in groups and
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that this assignment was administered early in the instruction, this result was not surpris-
ing. Studznts had to adjust to working with peers who were not necessarily friends and
learn to solve problems collaboratively. At this point in the instruction, students spent
most of their time adjusting to rather than leaming from each other. However, it was
expected that once adjustments were made, all students, particularly low ability students
would benefit from group problem solving. Unfortunately, the low response rate did not
allow for the examination of individual differences within any of the groups. As a result,
comparisons could not be made to determine whether group problem selving influenced
the performance of individual students on the homework assignments,

Inter-rater reliability. Inter-rater reliabilities were conducted on both homework
assignments. Two graduate students used templates developed for scoring assignment
one (see Appendix I) and assignment two (see Appendix J). The Pearson Correlation
Coefficient indicated high correlation between raters on assignment one (r=0.874) and
assignment two (r=0.946). Closer examination of ratings for assignment one suggested
that the lower correlation was due to the ambiguity of one of the items.

Assessment of Group Performance

Previous analyses of student performance on the pretest and posttest as well as on the
homework assignments were based on subjects as the unit of analysis. Each student re-
ceived his or her own score for each of these measures. However, other measures, such
as group projects and journal entries, assessed group rather than individual performance.
The next section reports quantitative and qualitative results for group projects and
journals based on group as the unit of analysis.
Assessments of Group Projects

The effectiveness of the library of exemplars approach to assessment was compared
with the text approach based on assessments of group projects. Such assessments provid-
ed quantitative data for measuring group performance. The overall score on the six pro-

ject assessment criteria (i.e., maximum of 50) was the dependent measure. Three types of
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raters assessed group projects: group self-assessments, group assessments of other
groups, and experimenter assessments of all groups. These raters represented three levels
of the independent variable assessment type. Since each presenting group received one
self-assessment score, 7 group scores, and 4 experimenter scores, ratings for each assess-
ment type were averaged for the purpose of analysis. Planned comparisons were con-
ducted to test the following hypotheses: (a) the library of exemplars approach would pro-
vide mere consistency between student and experimenter assessments than the text ap-
proach given the explicitness of the assessment criteria in the former treatment; and (b)
ratirigs in the library of exemplars treatment would be higher than ratings in the text
reatment,

The hypothesis that the library of exemplars approach would provide more consistency
between student and experimenter assessments than the text approach was tested using
two one-tailed planned comparisons. The contrast compared experimenter and student
assessments (i.c., self and group assessments) in the text treatment with experimenter and
student ratings in the library of exemplars treatment. Note that group scores in this
analysis were based on ratings that groups in each condition gave other groups rather than
the scores each received since the hypothesis dealt with differences in assessments given
by each type of rater. Results indicated that there were no differences between treatments
on ratings given by experimenters and students (F(1, 6)=5.405, p>0.10). These findings
did not confirm the hypothesis that the library of exemplars approach would provide
more consistent ratings of projects than the text approach. However, overall mean scores
of groups assessing themselves (M=45.25) and other groups (M=39.55) indicated that
groups were more stringent when assessing other groups' performance than they were
assessing their own projects. These valuss suggested that groups were motivated by
com;pztition,

The hypothesis that ratings in the library of exemplars treatment would be higher than

rati. gs in the text treatment was tested using a one-tailed planned comparison. Contrary
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to the previous analysis, group ratings in this analysis were based on scores received by
each group. Results indicated that treatment differences were not significant (F(1, 6)=
0.038, p>0.10). Mean ratings in the text (M=40.03) treatment were similar to those in the
library of exemplars (M=42.04) treatment. However, the mean overall score (M=41.07)
indicated that on the whole, groups performed well. These results suggested that
students, irrespective of treatment, were able to adapt their performance accordingly as
well as to assess their own performance and those of others.

Inter-rater reliability. Pearson product-moment correlations were conducted to
examine inter-rater reliabilities between (a) experimenters' overall ratings, (b)
experimenters' ratings on each criterion, and (c) groups' overall ratings. Missing data in
experimenter ratings of groups in the text treatment (i.e., overall and on each criterion)
were substituted by the mean of ratings in that treatment to perform the inter-rater relia-
bilities. Results of the overall inter-rater reliabilities between experimenters indicated
that experimenters 1 and 2 (r=0.626), 1 and 4, (r=0.657), and 2 and 3 (r=0.586) were

moderately correlated while all other combinations were low (see Table 6).

Table 6
Overall Inter-Rater Reliabilities B Experi

Expter 1 Expter 2 Expter 3 Expter 4

Experimenter 1 1.000
Experimenter 2 0.626 1.000
Experimenter 3 0.174 0.657 1.000

- Experimenter 4 0.586 0.136 -0.364 1.000
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The correlations presented in Table 6 indicate the consistency of experimenters’ ratings
of projects across the six criteria, however, they do not specify whether inconsistencies
were due to difficulties in rating every criteria or one criterion in particular. In order to
determine whether some criteria were more problematic for experimenters than others,
inter-rater reliabilities between experimenter ratings on ezch criterion were conducted.
However, given the allocation of points on each criterion (S or 10) and the small sample
size, an analysis based on agreement was deemed more meaningful than one based on
correlations. Agreement was determined based on the assumption that a difference of 1
point between experimenter ratings on any criterion is not significant. The following rule
for calculating agreement was therefore devised: If the absolute difference between two
experimenters' ratings on any criterion is 1, then the. iwo experimenters agree but if this
absolute difference exceeds one, then the experimenters disagree. The frequency of
agreement was then used to determine whether experimenters' ratings on each criterion
were relatively consistent. Table 7 demonstrates the frequency of agreement between
experimenters for each treatment (i.c., library of exemplars and text) and across treat-
ments (i.c., total). For example, a frequency value of 3 between experimenters 1 and 2
rating groups in the text treatment on the quality of question criterion means that the rat-
ings given by these experimenters were the same for 3 of the 4 groups in this treatment
(i.c., difference between scores did not exceed an absolute value of 1),

The data presented in Table 7 indicated that overall, the agreement between most
experimenters was low or moderate (i.e., at least half of the frequency values were 6 or
less) or inconsistent (i.e, large range in values) on the data collection, data analysis, and
presentation style criteria. In contrast, the criteria that seemed the least problematic for
experimenters to score were quality of question and creativity. Data presentation on the

other hand, seemed somewhat problematic. The data also suggested that there was high
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Table 7

Criterion Expters  Library of Exemplars Text Total (Overall

(n=4) (n=4) (n=4) Agreement?)

Quality of Question 1&2 4 3 7
1&3 4 4 8
1&4 4 3 7
2&3 4 4 8
2&4 4 2 6
3&4 4 3 7

Data Collection 1&2 4 2 6
1&3 3 3 6
1&4 2 2 4
2&3 3 3 6
2&4 1 0 1
3&4 2 0 2

Data Presentation 1&2 3 3 6
1&3 4 3 7
1&4 3 2 5
2&3 3 4 7
2&4 4 2 6
3&4 4 2 6



Table 7 cont'd..,
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Criterion

Expters
(n=4)

Library of Exemplars
(n=4)

Text
(n=4)

Total (Overall
Agreement?)

Data Analysis

Presentation Style

Creativity

1&2
1&3
1&4
2&3
2&4
3&4

1&2
1&3
1&4
2&3
2&4
3&4

1&2
1&3
1&4
2&3
2&4
3&4
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3 Overall Agreement = Experimenters gave the same score to n of the 8 groups on the

criterion in question (i.e., Library of Exemplars + Text).
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agreement between experimenters when rating groups receiving the library of exemplars
treatment on the following criteria: quality of question, data presentation, data analysis,
and creativity. Consistency in agreement was also strong for experimenters scoring
groups in the library exemplars condition. Conversely, the ratings of the same experi-
menters were in high agrec.ment for the quality of question and creativity criterion. Con-
sistency in agreement was not as high as for the library of exemplars treatment. These re-
sults suggested that the low overall inter-rater reliabilities between experimenters was due
to problems in scoring performance on the data collection, data analysis, and presentation
style criteria. In addition, the data suggested that there was less agreement and consisten-
cy in agreement between experimenters scoring groups in the text treatment (i.e., data
collection, data presentation, data analysis, and presentation style) than in the library of
exemplars (i.e., data collection and presentation style) on most of the criteria.

Given that groups of students as well as experimenters were given instruction on how
1o score group projects, inter-rater reliabilities of the groups’ ratings were performed in
addition to experimenter assessments. The results of this analysis indicated that correla-
tions between groups in their rating of projects were moderately low, ranging from
r=0.011 to r=0.627 (see Table 8). In addition, the correlations between groups in the
library of exemplars treatment were generallj higher than between groups in the text
treatment, although the correlations in both were rather low. An interesting observation
was that most of the strongest correlations were between the first group in the text treat-
ment with each of the first three groups in the library of exemplars condition (»=0.551,
0.568, 0.542 respectively). These findings suggested that consistency of ratings given by
groups were moderately low or both treatiaents.




Table 8
Inter-Rater Relibilitics B G
Textl Texi2 Text3 Text4 Libraryl Library2 Library3 Library4
Textl 1.000
Text2 -0.519 1.000
Text3 0.161 0.011 1.000
Text4 0.081 0.129 0.222 1.000
Libraryl 0.551 0.242 0.157 -0.248 1.000
Library2 0.568 -0.399 0.144 -0.275 0.254 1.000
Library3 0.542 -0.321 0.129 0.454 0.159 -0.355 1.000
Library4  -0.268 0.027 0.627 0.196 -0.587 0.346 0.506 1.000

tL
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P . ‘G Proi

Videotape recordings of group presentations provided the data for examining group
performance qualitatively. Of interest were the types of projects groups developed and
students' ability to communicate their knowledge during the presentation and subsequent-
ly during the question period. Table 9 summarizes the information conveyed in group
presentations by illustrating the types of research questions that were generated by each
group, where the data was collected, the types of data collected, and the types of analyses
and graphs that were conducted. Groups' preference for conducting surveys was evident
from their research questions. Most groups chose topics which reflected their interests,
such as sports and music, while others were more interested in issues which affected them
directly, such as the installment of condom machines in high schools. In trying to answer
their question, groups generally surveyed classmates who were also participating in this
study. The mathematics class provided a pool of subjects that was immediately accessi-
ble. Other groups decided to survey additional people and thus included students who
were not in their mathematics class in their sample. Only one group did not conduct a
survey for their mini-experiment. Rather, Group D (see Table 9) used hockey data from
the 1989 season already at their disposal and supplemented this with data for subsequent
seasons which they collected from city newspapers.

Given students' group projects, it was not surprising that the type of data collected was
frequency data . However, the nature of such data posed some problems for Group B (sce
Table 9) when doing their analyses. Although students in the group were cager to apply
and demonstrate their new knowledge and did so by identifying outliers and calculating
the mean, mode, median, and range; they neglected to discriminate among these measures
in terms of their appropriateness for the problem. In other words, the group blindly used
all possible measures rather than selecting the most appropriate one for their data, Other
groups calculated percentages rather than means for analyzing their data. Perhaps this re-

flected an understanding that the latter measure was not ideal for analyzing frequency




Table 9
Summary of Group Presentations
Group? Research Question Data Source Data Type Analyses Graphs
A Favorite school subject between English, Mathematics class Frequencies Percentages Pie chart &Bar
French, math, history, M.R.E, &gym graph
B Preferred airline between Air Canada, Delta, Mathematics class Frequencies Mean, median,  Bar graph
Canadian Airlines, and American Airlines mode, & range.
C  Favorite fastfood restaurant between Harveys, Mathematics class Frequencies Percentages Column graph
Pizza Hutt, McDonald'’s, Wendies, & Lafleur’s
D  The Montreal Canadien’s record for the last 3 years Newspaper & datafile  Hockey Scores - Column graph
E  Favorite basketball team between the Chicago Bulls, =~ Mathematicsclass& ~ Frequencies Percentages Column graph &
New York Nicks, Portland Trailblazers, Orlando students from 2 other Pie chart
Magics, Boston Celtics, Pheonix Suns, & San classes
Antonio Spurs
F  Stores people go into the most and Mathematicsclass&  Frequencies - Bar graph &
which stores have the best prices other grade 8 students  Frequencies Percentages Pie chan
G  Whether grade 7 and 8 students think LPHS should Grade 7 and grade 8 Frequencies Percentages Column graph &
provide condom machines in the washrooms students at high school Pie chart
H  Favorite music groups between TLC, Kiss, Bon Jovi, ~ Mathematics class &  Frequencies Percentages Pie chart
Guns 'n Roses, Eric Clapton, Snow, & Meiallica other grade 8 students

aAll groups listed in this table refer to the groups listed in Table 5.

SL
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data, however, responses during the question periaods seemed to suggest that graphs were
deemed sufficient for conveying the results.

Two types of graphs were used by groups to demonstrate their findings: a column or
bar graph for illustrating frequency data and a pie chart for depicting percentages. Stu-
dents in Group C (see Table 9), however, seemed confused about the relationship be-
tween data and graphs. A column graph with frequency data was used to discuss results
of the group's survey on favorite fastfood restaurants (see Figure 11), however, the results
were discussed in terms of percentages. Classmates watching the presentation became
confused at the incongruency of the information depicted in the graph and what was be-
ing said by the group. The following dialogue between presenters (C1, C2, and C3),
classmates (Student 1 and Student 2), and teacher illustrated this confusion.

Teacher: How did you know there was a certain percent? Is there a
label on the chart? Um.., that (graph) says the numbers along
the bottom are percentages... Is that what it means?
You were saying... I was trying to follow you... you were saying
percent but I don't see percentage signs or labels of percent. I was
wondering uh... were you giving that from memory or reading off
the chart?

Cl: From memory

Studentl: So, I think that what they're trying to say is that the number that

. they took... I think that the number of students they asked... not a

percent. They divided the whole number of students they asked
and said it was a percent. I guess they should have used a pie

graph,

Teacher: Okay. Well, you said that McDonald's was 40% and Harveys was
how many?

Cl: No 50%

Teacher: Yes, well um... Wendy's

ClL: 20

Teacher: Well yeah, you're just reading numbers off there... So you have a
label along the bottom of the graph, along the X-axis... uh... that
says "number” ... does it really represent percent?

Cl1: Uh...

Teacher: Because there was a relationship between what you are saying and
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the numbers that are at the bottom of each of those bars there,

Um, yeah... Um... Yeah, I guess so.
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Figure 11. Group C's graph.

As the discussion continued, it became cle .r that Group C had calculated the

percentages by hand and that errors had been made in the process.

is that what you're showing here?

him what you got (to C2)
people chose McDonald's ...

Then 4 out of 21 is not 40%

Well then, 4 out of 21 is not 40%
Eh, C2...

Show

If4
The numbers here can

what I mean?

*
.

Teacher:

C:
Teache

Teacher
C1

't be percent because t: <y don't make 21, see
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Cl: C2..

C3: Well, what I have here are the original positions that we have... uh
on our graph there. Ah... for Burger King there is 19%.

Teacher: Yeah...

C3: And for Lafleur's 24%

Teacher: That's not what C1 was saying though.

C3: Pizza Hut is 10%... ah... Wendy's is 29%, Harveys is 14 and
McDonald's is 4.

Student2: Excuse me C3, Pizza Hut can't be 10, especially when Wendy's is
50%... or whatever you said... 25.

None of the students in the group had verified the accuracy of these calculations nor
were they aware of how these had been made as demonstrated in this quote: "C2 is the
one who was doing calculations for percent...not me and C1 didn't do anything!" Group
cohesiveness broke down under pressure and students failed to take responsibility for the
work they had done as a group. In the end, Group C was unable to fully answer the
teacher's questions or those of their classmates.

Rather than generating one research question and using one or two graphs to depict the
results, some groups generated two questions and created a different graph for answering
each question. Group F, for example, used a bar graph for illustrating their results on the
types of stores people went to the most while a pie chart was used to demonstrate which
stores were thought to have the best prices. Group G on the other hand, used a column
graph to illustrate their findings on whether grade 7 and 8 students thought condom ma-
chines should be installed in high school washrooms. However, a pie chart was also used
to demonstrate that 73% of the students surveyed were male while only 27% were fe-
males. This graph was used by the group to indicate that their "data may have been a
little wrong because more males were surveyed than females.”

Generally, groups presented their projects without elaborating on the results, merely
listing frequency values and/or percentages. Given the clear meaning of such data, elab-
oration may not have been necessary. However, explanations of the sampling procedure
used were lacking in the presentations. Sampling issues such as sample size and repre-

sentativeness were not discussed. However, when prompted by classmates abont such
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information, groups were able to respond in a knowledgeable way. It was during these
"question periods” that many of the students demonstrated knowledge that was not evi-
dent during their presentations, For instance, when asked by the teacher whether the
results would differ had another sample been used, students in Group A responded that it
depended on the level of the class: students in the same grade but attending more ad-
vanced classes would probably enjoy English and French classes more than the students
sampled in their survey. Thus, although groups did not readily discuss sampling issues in
their presentation, further prompting during the question periods revealed that this omis-
sion may have been due to oversight rather than to a lack of understanding. It was also
during the question periods that confusion about particular concepts and graphs were
demonstrated (e.g., Group C mentioned previously).

Structured Group Journals

Written protocols of group journals were analyzed in terms of the frequency and
accuracy of groups' responses to prompts requiring that they: (a) define concepts; (b)
explain the meaning of concepts; (c) reason about data and graphs; (d) plan for group
projects; and (¢) reflect on their learning. Given that there was & maximum number of
prompts that could be responded to for each prompt type (i.c., category) and that this
number varied across categories, the frequency data was converted to percentages for the
purpose of analysis. As the response rates in Table 10 demonstrate, groups did not fre-
quently make journal entrics.

Given that all journal prompts except for planning were presented before groups were
assigned to the two treatments, differences in response between the text and library of
exemplars treatments were expected for the planning prompt only. A planned compari-
son was conducted to examine whether the library of exemplars tool was more effective
in helping groups plan than the text approach. Results indicated that there were no signif-
icant differences between the library of exemplars and text treatments for planning (F(1,
22)= 1.602, p>0.05).
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Table 10

Treaments
Treatments

Prompt Type Number Library of Exemplars Text

of Prompts (n=2) (n=4)
Definition 11 0.319(0.193) 0.364 (0.364)
Explanation 11 0.091 (0.000) 0.455 (0.234)
Reasoning 30 0.117 (0.023) 0.525 (0.050)
Planning 13 0.347 (0.054) 0.577 (0.263)
Reflection 12 0.083 (0.000) 0.125 (0.108)

Structured journals were aiso examined qualitatively to examine group learning
throughout the tutorial sessions. Responses to prompts requiring that groups define con-
cepts demonstrated that students acquired declarative knowledge of concepts such as pop-
ulation, sample, randomization, mean, mode, and median. Groups were also able to ex-
plain how to calculate the mean and range as well as explain why calculating the mean
was important. The necessity of calculating the range, however, was not clear to stu-
dents. The link between the mean and the range was not made by groups who ex~lained
that the range needed to be calculated in order to "find the difference between the
numbers."

Despite the groups' ability to correctly define concepts, additional questions that
required groups to reason about data based on an understanding of the mean revealed
difficalties in distinguishing between the mean and the median. For example, when
asked to explain why a’panicular value was obtained for the mean, some groups respond-

’ ed that it was dye to its being the middle number, the average despite their previous def-
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initions of the mean as the average and the median as the middle number. This suggested
that perhaps the groups' difficulty in distinguishing between the median and mean may
have been due to the choice of words used to explain these terms.

Prompts requiring that groups document plans for their group projects and those
requiring they identify strengths and weaknesses were generally ignored. Ideas for group
projects were documented, however, when prompted to document plans for computing
analyses and creating graphs, groups were unresponsive.

Students' Evaluation of Instructional and Assessment Activities

Students evaluated the statistics instruction they received by responding to questions
on the mini-course evaluation that examined: (a) the level of interest generated by the
course; (b) the instructional and assessment activities which were identified as being the
most effective for promoting statistical understanding; (c) the role of idea generation and
revision; and (d) recommended changes to the course.

The mini-statistics course seemed to have stimulated much interest among students.
According to overall ratings (1= liked it alot, 3= it was ok, 5= did not like it at all), the
two-week mini-course was well liked by students (M=1.59, SD=0.87). Generully, the
course was thought to be interesting and fun, "much more fun than mathentics.” The
most popular aspect of the mini-course was the use of computers, Sixty-five percent of
students stated that they liked using computers for learning statistics and particularly for
doing graphs. Students also enjoyed doing the project and working in groups. The least
liked aspects of the course were the 10-15 minute lecture and homework assignments.

In addition to providing feedback regarding the level of interest generated by the
course, the mini-evaluation was designed to encourage students to identify activities
which were most effective in helping them understand statistics. Two types of activities
and one kind of resource were identified by students as being invaluable for learning
statistics: group presentations, activities providing hands-on learning experience, and

mentoring. According to students, group presentations were effective in helping them
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gain a better understanding of statistics in that they: (a) depicted multiple ways of pre-
senting data and graphs; (b) illustrated the data collection process; (c) aided in learning
the meaning of terms such as mean, mode, and median; and (d) demonstrated the impor-
tance and value of research questions. Statistics activities which provided students with
hands-on experiences that allowed them to learn statistical terms, manipulate and collect
data, and create graphs were also deemed invaluable for comprehending statistics. The
most important resource, however, was the experimenters who served as mentors during
the tutorial and project planning.

The role of idea generation and revision was examined in responses to two questions
about group projects. One question required that students state whether they kept their
first project idea and if they changed it, to explain why they did so. Forty-seven percent
of students stated that they did not keep their first idea because it was either too complex
or not unique or interesting enough. The second question examined whether peer presen-
tations influenced students' ideas for subsequent projects. Sixty-five percent of students
stated that they would not change their group projects even after having watched other
presentations. The remaining thirty-five percent of students wanted to change their
projects for different reasons. For example, one student felt his group's project should
have included a research question for making predictions, another would have made the
project more creative, and a third student had new ideas that were stimulated from other
presentations which would have been used to design a completely new study.

Of interest was whether or not there was consensus among individual students within a
group about whether changes should be made to their projects. Students in three different
groups unanimously agreed that they would not have changed their group projects even
after having seen and critiqued their classmates’ presentations. In contrast, students be-
longing to two other groups all agreed to change their projects for reasons mentioned
above. However, no consensus was found among individual members of the remaining

three groups. The majority of students in two of these non-consensus groups stated that
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they would have kept their project while the majority of students in the third group would
have preferred to modify it.

Finally, recommendations for improving the mini-course varied but the most promi-
nent was to make the course longer, perhaps spanning over a year, Other suggestions in-
cluded more instruction to ensure understanding of statistical terms such as mode and

median and explanations about projects earlier in the instruction.
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CHAPTER 4: DISCUSSION

Five main question> were posed in the present research: (a) can statistics be taught at
the eighth grade level, (b) can instruction and assessment of statistics be integrated to pro-
mote learning, (c) can small-group cooperation facilitate the learning of individual stu-
dents, (d) does the extent to which assessment criteria are made explicit (i.e., text vs. li-
brary of exemplars approach) make a significant difference in learning, and (e) can au-
thentic measures reliably assess learning. This chapter addresses these questions, iden-
tifies limitations of the study, and discusses educational implications and future research
directions.

Can Statistics Be Taught At The Eighth Grade Level?

The present study demonstrates that a cognitive apprenticeship method of instruction
facilitates statistical leamning at the eighth grade level. Such instruction resulted in
substantial knowledge gains from pretest to posttest. In addition, this method produced
adequate performance on group presentations, The increase in knowledge is considerable
given that statistics instruction is currently not in the secondary school curriculum and
that the instruction in this study was only of a four-day duration. QOverall performance on
projects is also impressive despite the limited time (i.e., 3 days) students had to develop
and conduct an experiment. Course evaluations indicated that length of instruction
proved a concern. Although students "liked the mini-course alot,” they felt it should be
extended to a full year. Students’ interest in statistics stemmed from the instruction's
emphasis on interpretation rather than computation. By demonstrating that statistics
involves more than number crunching, cognitive apprenticeships foster an awareness of
and appreciation for the utility of statistics. In addition, course evaluatioas indicate that
cognitive apprenticeships facilitate statistical understanding through mentoring.

In addition to providing information about students' overall knowledge of and interes:

in statistics, the present study examines students' understanding of (a) measures of cen-
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tral tendency, measures of variation, and anomalies and (b) population and sampling,
This understanding is discussed in the following sections.
M (C | Tend 1 Variati

Measures of central tendency. Research indicates that when fermal methods of
instruction are employed at the university level, students' understanding of the mean is
limited to the computational formula: Conceptual understanding is not attained
(Pollatsek et al., 1981; Zawojewski, 1988). The present study demonstrates that when a
cognitive apprenticeship method of instruction is utilized at the eighth grade level, stu-
dents' understanding of the mean, median, and mode is not restricted to formulas: How-
ever, nor is it conceptual. Students were able to define the mean and median in terms of
"average" and "middle number” without using formulas. However, these definitions were
used interchangeably suggesting that the concepts mean and median were not fully un-
derstood. Insufficient understanding was also demonstrated by students' inability to (a)
calculate such measures on test essays despite knowing how to do so and (b) use
appropriate measures for analyzing project data.

Students’ inability to use formulas to calculate the mean, median and mode by hand
can be attributed to the instruction's emphasis on interpretation rather than computation.
This emphasis may account for the different results found by Pollatsek et al. (1981).
Contrary to the instruction in Pollatsek et al.’s (1981) study, students in this study were
never given formulas to memorize. Rather, computer software was used as a too! to solve
computational problems in order to support conceptual understanding (Lajoie, 1993;
Salomon et al., 1991). This tool, however, was not provided on test essays. Students
were consequently unable to transfer their knowledge of how to calculate the mean on
problems that required they perform such computations by hand. This finding suggests
that students did not fully grasp how to use the procedures. As Resnick (1989) argues,
students require sufficient understanding of content in order to become effective problem

solvers. This study demonstrates that adequate understanding of measures of central
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tendency requisces an ablility to compute and interpret data. Perhaps providing
opportunities to discuss and compare results obtained through hand calculations with
those procured using data analysis software can foster such understanding.

Sufficient understanding of measures of central tendency also requires an ability to
select measures based on the nature of the data to be analyzed. This understanding was
not demonstrated in the present study. One group used all measures (i.e., mean, median,
and mode) regardless of whether these were apt for analyzing frequency data collected on
projects. Most groups used percentages to analyze this type of data, however, it is un-
clear whether this choice was based on an understanding that measures of central tenden-
¢y were inappropriate or on an interest in constructing pie graphs which automatically
generated these percentages. Insights are provided by Lavigne, Lajoie, Munsie, and
Wilkie (1994) whose case study of one of these group's discussions during project design
revealed that choice of measures was determined by what was most appealing (e.g., doing
graphs) rather than what was appropriate. Although Lavigne et al.'s (1994) findings are
not generalizable, they do highlight the importance of examining interactions during
planning. Such an examination in the present study would have shed light on the
selection criteria groups used for their choice of analysis.

The present study highlights the need to make connections between data computation
and interpretation. The need to instruct students about the relationship between data
organization, data analysis, and graphic representation is similarly accented. Informal
observations indicated that in many cases, students did not know how to organize data in
a format appropriate for constructing their pie graphs. Students were not attuned to the
types of variables they were working with (e.g., gender) and consequently entered data by
trial and error. Such problems are atwributed to insufficient instruction on how to
organize data for different problems, This observation supports Hancock, Kaput, and
Goldsmith's (1992) finding that statistical understanding requires explicit instruction of

data organization and variable characteristics.
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Measures of variation. One measure of variation was taught in the present

study: Range. Given tha: the instruction focused on interpretation rather than computa-
tion, one would expect students to acquire a conceptual understanding of range. This ex-
pectation was not met. Students did acquire significant knowledge of range, however,
this knowledge was limitcd to the computational formula. As demonstrated by journal
entries, the purpose of range was "to find the difference between numbers” rather than to
provide a variability index which reflects the accuracy of a measure such as the mean.
This finding is consistent with Pollatsek et al. (1981) who found that students compre-
hend the mean--in this case the range--in terms of an abstract formula that has no
meaning. It is unclear why students in the present study were unable to extend their
knowledge beyond the computational formula,

Anomalies. Instruction of anomalies in the current study focused on the effect of
outliers on the mean. Students’ understanding of the concept, however, was limited de-
spite instruction. Most students were unable to define or illustrate an outlier using a chart
or graph. In addition, the effect of outliers was not discussed in any of the presentations,
including by the group that used the mean to analyze their data. Since survey data was
collected and small samples were used, it may be that students did not discuss outliers in
their presentation because none were identified. Informal observations during group
discussions suggest that groups did not examine their data for outliers.

Summary. The present study demonstrates that students failed to acquire a
conceptual understanding of the mean, median, mode, range, and outlier despite instruc-
tion. Explanations of measures of central tendency lacked depth and students' under-
standing of the range was limited to the computational formula. One suggestion for fos-
tering procedural knowledge and conceptual understanding of the mean, median, and
mode is to provide opportunities for computation and interpretation by allowing students

to do manual computations and use data analysis software, Providing opportunities for




88

data organization and the selection of appropriate measures is also deemed important to
promote statistical understanding.
Populati 1 Sampli

This section discusses students’ understanding of population and sampling in terms of
(a) population and sample, (b) randomization, and (c) sample size and representativeness.

Population and sample. Students had a working knowledge of population and
sample which was demonstrated in everyday definitions such as "a population consists of
a large group of people" and "a sample is an example or subset of something." However,
students' understanding of population did not go beyond this everyday definition despite
instruction. Students were unable to identify a population from problem scenarios. The
notion of population was not referred to in presentations or on essays that required an
explanation of how to collect data given a particular research question. Students'
understanding of sample, however, was significant as a result of instruction. Samples
were identified from problem scenarios. In addition, the term sample was incorporated
into students' vocabulary and used readily to explain data collection. However, despite
this understanding students were unable to make inferences from a sample to a popula-
tion. Although the relationship between sample and population was explained in the in-
struction, inferences based on this relationship were not explicitly modeled. This neglect
may also account for the lack of increase in students’ understanding of population despite
instruction. Providing instruction for learning the part-whole relationship between
sample and population may improve students’ understanding of sampling. According to
Schwartz et al. (1994), such instruction can help students encode situations in statistical
terms.
Bandnminﬂm. According to Konold, Lohmeier, Pollatsek, Falk, and Lipson

(1991), the notion of randomness is at the heart of probabilistic and statistical reasoning,
Randomization devices are often utilized to teach or examine the leamning of randomness.

In the present study, however, randomization was modeled by having students participate
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in an activity that involved controlling for bias through random assignment. When im-
mediately asked to explain why such a procedure was important, students stated that it
ensured "fairmness." However, by the end of the instruction, students were unable to apply
this knowledge to (a) explain randomization in their own words, (b) provide a conceptual
(e.g., to ensure fairness) ratier than procedural (e.g., to pick at random) definition, and (¢)
consider and apply randomization techniques when designing and conducting a mini-
experiment. Although random selection was also discussed in the classroom, students
failed to randomly select subjects from the pool of eighth grade students. Rather, data
was collected from an immediate pool of subjects; i.e., classmates. Comments by
students suggest that sampling may have been driven by practical considerations, such as
time allotted to plan and conduct a mini-experiment. Students may have simply resorted
to sampling their classmates because it was easier and faster,

Sample size and representativeness. The present study demonstrates that eighth
grade students can acquire a good understanding of sampling in terms of the size and
representativeness of a sample. For instance, larger samples were understood to provide
more precise estimates than smaller samples and characteristics of a sample such as
gender, were known to influence results. However, despite this knowledge, students
failed to apply such principles when collecting data for their experiment. Practical issues
overshadowed considerations of size and representativeness of a sample. For instance,
when questioned about the size of their samples during presentations, students acknowl-
edged that their samples were small but explained that collecting more data would have
been too time consuming. Similarly, one group recognized the bias in their sampling of
male and female subjects but explained that this was due to insufficient time in which to
sample more males.

The finding that students’ sampling decisions were greatly influenced by practical
considerations emerged as a result of "question periods” which followed group presenta-

tions. Question periods provided classmates with an opportunity to ask for clarification,




90

elaboration, and justification (Lampert, 1990). It was during these sessions that students'
understanding of sampling issues such as size and representativeness of a sample were
made more explicit. Most groups, except for the one mentioned above, did not readily
discuss the issue of sample representativeness in oral presentations. However, requests
for clarification and elaboration during question periods revealed that this was due to
omission rather than to a lack of understanding. For instance, when queried about the use
of different samples, one group explained that if students strcazied to higher-ability

" courses had been sampled, their results of favorite subject matters would have differed
substantially. Another group explained why their results would have differed had they
sampled adults or students from grades 9 to 11 rather than from grades 7 and 8. These
findings demonstrate that in addition to communicating knowledge, students must be able
to clarify and elaborate upon request. Such requests can serve as concrete prompts that
scaffold learning (Rosenshine & Meister, 1992), Written and verbal prompts can be used
in such a way, However, findings from the present study suggest that written prompts ace
not as effective as verbal prompts. Groups' unresponsiveness to written prompts in the
structured journal leaves doubt as to whether omissions were due to a lack of understand-
ing or to insufficient documentation. More adequate ways of prompting learners to
demonstrate their knowledge on journals may be required. This suggestion reflects
Resnick's (1989) contention that question posing must be carefully engineered to promote
productive discourse in cooperative settings. On the other hand, responses to verbal
prompts such as those presented in the form of requests for clarification and elaboration,
reveal an understanding of sampling issues that were not explicitly demonstrated in pre-
sentations. Direct measures such as verbal protocols are therefore more effective for as-
sessing learning than are indirect measures such as journals. This finding is consistent
with Jacobs (1993) who found that the richness of students’ reasoning skills, although
masked on paper and pencil tests, was revealed during verbal interactions, In the case of

the present study, it may be that verbal prompts which require students to do more than
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articulate their knowledge encourage students to think critically and to articulate their
knowledge more clearly.

Investigating discussions arising from pertinent questioning can highlight factors that
influence learning. In the current study, prompting revealed the practical considerations
motivating students’ decisions about sampling, Other researchers have found that opin-
ions serve as a barrier to adult and middle school learners' understanding of statistical
principles such as representative sampling (Jacobs, 1993; Schwartz et al., 1994; Tversky
& Kahneman, 1971). The adverse effect of opinions on statistical understanding was not
found in the present study. This can be attributed to the fact that verbal protocols during
problem solving activities were not examined. Such an examination in the present study
would have shed some light on the role of everyday knowledge on statistical leaming,.
Everyday knowledge enabled students to solve problems in which the solution was con-
sistent with their real-life experiences. However, verbal and written responses to
problems where the solution is inconsistent with students' everyday knowledge would
provide more detailed information about the role of everyday knowledge on students’ sta-
tistical understanding. As Fong et al. (1986) and Jacobs (1993) contend, such problems
can challenge students’ to confront their intuitive notions and assumptions with statistical
evidence.

Summary

As this study demonstrates, cognitive apprenticeship can be used to teach statistics to
eighth grade students in a way that promotes learning. Although students understanding
of measures of central tendency was limited, their understanding of sampling was strong.
This is encouraging given the abstract nature of such concepts. However, the generality
of their responses suggest that depth of understanding had not been acquired. Given the
content coverage and the time in which students were required to learn concepts, it is not
surprising that breadth rather than depth of knowledge was acquired. Yet, learning in

contemporary statistics classes is characterized by such instruction. University students
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lack sufficient background to fully master statistical content (Posten, 1981}, yet the
coverage in statistics courses is high in relation to the time and number of courses
available to learn content. Providing statistics instruction earlier in the curriculum as
recommended by NCTM (1989) could circumvent the content coverage problem and
allow for in-depth exploration of concepts over a longer time period. Projects have po-
tential for such exploration. However, allowing three days to complete a project con-
sisting of designing and conducting a mini-experiment may be unrealistic. Practicai con-
siderations can limit the extent to which statistical procedures can be applied on such a
task. Opportunties for articulating knowledge as well as clarifying, elaborating, and
justifing ideas during group interactions can highlight other factors which may affect or
contribute to the learning of statistics.

Can Instruction and Assessment of Statistics Be Integrated To Promote Learning?

Instructional activities and assessment tasks in the present study were designed to be

consistent with recommendations made by NCTM (1989) and ASA (1991). In this sense,
instruction and assessment were integrated. Further integration can be obtained in dy-
namic assessment where immediate feedback serves as a form of instruction (Lajoie &
Lesgold, 1992). Such integration was reflected in one assessment task of this study: Oral
presentations of group projects. The notion was that sharing ideas with peers through
oral presentations would provide leamners with an opportunity to revise their thinking and
engage in self-assessment (Lampert, 1990). ‘The findings of the present research support
this notion to some degree, For example, the first group to present their project expressed
a desire to modify and redo their presentation once all other groups had presented. This
was surprising given that the group had rated their presentation a perfect score of 50 and
stated that this was an accurate reflection of their performance. When queried by the
teacher regarding their reasons for requesting a second opportunity to present their
project, the group responded that they felt they "had not done a very good job

presenting." Comparisons with other groups may have motivated this group's desire to
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redo their presentation. Such comparisons were also evident when other groups stated
that they wanted to present last because they felt that their presentations were not yet at
the level of other groups' presentations.

As demonstrated above, some groups re-evaluated their performance as a result of
watching presentations given by classmates. This self-assessment, however, referred to
the presentations themselves rather than to the projects. Project presentations were iden-
tified by students as one of the most beneficial activities for helping them understand
statistics. However, although motivated to change their presentations, comments on
course evaluations indicate that students would not have changed the actual projects.
These comments suggest that although group projects were beneficial for learning statis-
tics, the new knowledge acquired during these presentations did not necessarily motivate
students to revise their projects, Self-assessment seemed geared towards the clarity of the
presentation rather than to the quality of the project. Perhaps this finding is due to the
fact that group projects were similar in every respect except for the research question ex-
amined. Projects based on similar ideas would be less likely to promote revisions than
projects which demonstrate a different perspective.

Projects were considered more beneficial for learning statistics than were paper and
pencil tests such as homework assignments. This comment reflects the dynamic nature of
project assessments and is consistent with Diez and Moon's (1992) view that assessment
criteria are guides to learning rather than the terminal point to learning, It is also possible
that shared responsibilities incurred by group collaboration in projects reduced anxieties
associated with performing. The fact that assignments had to be completed individually
also may have contributed to students' dislike of the task.

In conclusion, it seems that projects and oral presentations have much potential for
examining thinking skills such as problem solving, reasoning, communication, and

connectedness. Although this part of the study focused on communication, the findings
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suggest that project-based leaming is large in scope, allowing for the use and integration
of a variety of knowledge and skills.
Can Small-Group Cooperation Facilitate the Learning of Individual Students?

Although the present study examined both individual and group performance to
obtain a comprehensive and valid picture of learning (NCTM, 1989, 1993; Webb, 1993),
the data allowed for an informal rather than systematic examination of whether small-
group cooperation facilitated the learning of individual students. Individuals' test scores
suggest that cooperation in mixed-ability groups may be beneficial for all ability levels.
Although knowledge gains of students within each group were relatively similar, group
performance on oral presentations of projects suggest that some students were more
knowledgeable than others. These students were the ones to respond to inquiries and
claborate on results. These findings are consistent with Webb (1993) who found that
both group and individual measures are required for valid assessments of learing. Al-
though Webb found that students' learning was overestimated in group assessment, the
present study suggests that such problems can be minimized through oral presentations
which require students in each group to discuss various aspects of their project. Such
discussions can enable teachers to identify the nature of student's understanding within
the group.

Information about learning in cooperative settings is incomplete unless the nature of
cooperation is examined. The present study demonstrates that interpersonal conflicts
between group memebers can negatively affect learning. Grouping based on friendship,
however, does not necessarily result in effective learning. Some "friends” in the study
engaged in off-task behavior when working together which limited their learning, In ad-
dition, contrary to Webb (1991) who found that high ability students were more likely to
help others, the present study suggests that such students do not necessarily have the pa-
tience to provide assistance. One high ability student insulted rather than helped peers

who were slower in understanding some of the concepts and procedures. Such behavior
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discouraged lower-ability students from participating in activities and impeded their
learning of statistics. Since the effect of cooperation in the present study is examined
informally and based on observations of two groups, the findings are merely suggestive
and thus not generalizable. However, the observations support Cohen (1994) and Webb's
(1991) recommendation that successful leurning in cooperative environments require that
students be trained to work cooperatively, give explanations to each other, and be
sensitive to students' need for help.

Does The Explicitness of Assessment Criteria Make A Significant Difference In

Leerning?

The present study provided transparent criteria for assessing project work to ensure
that learners adapted their performance accordingly (Frederkisen & Collins, 1989) and
that expert judgements of performance were made (Diez & Moon, 1992). According to
Frederiksen & Collins (1989), making assessment criteria transparent enables learners to
assess themselves and others with almost the same reliability as evaluators. Transparency
in the present study was provided in two treatment tools; the library of exemplars and
text stacks. Both tools provided explicit standards for performing and assessing group
projects by (a) specifying and defining criteria for designing and conducting an experi-
ment based on NCTM (1989) standards and ASA (1991) guidelines and (b) identifying
the value of performance on each criterion. However, the library of exemplars provided
groups with an added dimension of explicitness not provided in the text stack: bench-
marks for success. Such benchmarks modeled performance and elaborated on the assess-
ment criteria through examples of average and above average performance. Given that
yardsticks of performance were provided in the library of exemplars but not in the text
stack, it was hypothesized that students in the former treatment would (a) be more likely
to plan projects, (b) assess performance in the same way as experts, (c) receive higher

project ratings, and (d) receive higher test scores.
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The hypothesis that students receiving the library of exemplars treatment would be
more likely to plan projects than students receiving the text treatment was not confirmed.
Treatment differences were not found in the mean percentage of responses made to plan-
ning prompits in structured journals. Response rates were low for both treatments. The
limited time delay between the presentation of the two tools and the commencement of
prjects may have affected groups' responsiveness to planning prompts. In addition, the
limited time in which to complete projects may have deterred groups from doing any
planning. Perhaps the stacks should have been made available earlier in the instruction to
allow for sufficient planning prior to the commencement of projects.

The hypothesis that the library of exemplars approach would provide more similar
ratings between students and experts (i.c., experimenters) than the text approach was not
confirmed. No significant treatment differences were found between ratings of experi-
menters and groups or between ratings of experimenters and self, However, overall mean
ratings for self, group, and experimenters indicate that students' self-assessments were
quite similar to experimenter ratings but that group ratings were lower than both self and
experimenter assessments. These findings suggest that making criteria transparent
through examples or text is sufficient for facilitating a closer alignment of students’ self-
assessment with evaluators’ assessment. The fact that overall group ratings were lower
than other types of ratings suggests that group competition may have played a role in how
reliably students assessed others. Competition seems likely given previous comparisons
which resulted in students’ desire to either redo their presentation or to present last.

The hypothesis that students receiving the library of exemplars treatment would
receive higher project ratings than learners in the text treatment was not confirmed.
Groups in the library of exemplars and text treatments performed equally well on presen-
tations. Specifying assessment criteria and providing explanations of what is meant by
such criteria seems sufficient for learners to adapt their performance to standards set by

instructors. Finally, the hypothesis that students receiving the library of exemplars treat-
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meni would outperform those in the text approach on test essays was not confirmed. Stu-
dents in both treatments performed well as demonstrated by significant knowledge gains.
Such significance suggests that the presence of any form of elaboration of assessment cri-
teria (i.e., text or examples) may be sufficient for facilitating learning. However, post-
hoc analyses of test performance on items addressing each concept demonstrates that
elaboration of criteria through exemplars is more effective for faciliating understanding
of sample representativeness than through text. This effectiveness was also found in
group presentations where representative sampling was discussed by a group assigned to
the library of exemplars. These findings suggest that learning can be facilitated by pro-
viding multiple representations of realistic performance to make abstract concepts such as
representative sampling more concrete. In addition, although limited by a small sample
size, results from the second homework assignment suggest that providing examples (i.e.,
library of exemplars treatment) of performance where concepts and procedures are inte-
grated may be more effective for promoting connectedness than text (i.e., text treatment).
Although the library of exemplars tool was effective at promoting some learning, the
reduced effect of the library of exemplars approach may be attributed to two factors: (a)
low volume level of the sound from digitized video clips in the library of exemplars and
high noise level in the class and (b) insufficient differentiation between exemplars. The
volume level of the library of exemplars was designed for a moderately noisy environ-
ment. However, the noise level in the classroom increased substantially as groups dis-
cussed potential projects and worked on computers. Students quickly lost interest as they
had to repeatedly replay clips in order to hear the muffled sound emanating from the
video clips. Such noise may have contributed to the unexpected results. In addition, ex-
emplars in the library may not have been rich enough to clearly differentiate between the
two levels of performance. Perhaps the significant effect of the library of exemplars for
representative sampling was due to richer exemplars whereas the marginal effect of the

library for other concepts may have been due to insufficient differentiation between
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performance levels. Buiding a richer library of exemplars might provide some insights
about the role of such exemplars on learning.
Can Authentic Measures Reliably Assess Learning?

The reliability of authentic measures is of particular concern given that they lack
sufficient psychometric foundations. The subjectivity of scoring performance on authen-
tic measures (Hacker & Hathaway, 1991) can affect the reliability of assessment unless
(a) templates are developed to objectively assess the quality and accuracy of performance
and (b) multiple raters are used to score performance (Brandt, 1992). In the present
study, high inter-rater reliabilities for pretest (r=0.982), posttest (»=0.987), assignment
one (r=0.874), and assignment two (r=0.946) indicate that authentic measures such as
open-ended paper and pencil tests can be used to reliably assess performance when two
judges are used. Achieving high inter-rater reliability for assessing performance on itl-
defined tasks such as projects, however, is more difficult. Although assessments in this
study were made clear to evaluators (i.c., experimenters and groups of students) and per-
formance was assessed by multiple judges (4 and 7 respectively), separate inter-rater reli-
abilities on experimenters' and groups of students’ overall ratings ranged from low to
moderately low. These results indicate that project assessments were generally inconsis-
tent regardless of whether the evaluator was an experimenter or learner.

Given that the assessment criteria were clearly and explicitly defined to both types of
evaluators, the low inter-rater reliabilities may be due to an unclear correspondence be-
tween the type of scoring used to train raters and the type of rating used to assess perfor-
mance. The training received by raters was based on average and above average exam-
ples of performance on each criterion yet scoring was based on the allocation of points
(i.c., 1-5 or 1-10). This ambiguity may have resulted in the low reliability between exper-
imenters and between groups of leamers. The difference between a score of 5 and a score
of 7 on a criterion with a maximum rating of 10, for example, is considerable yet both

scores fall in the category of average performance. These findings suggest that inter-rater
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reliability requires more than clear assessments and multiple raters. Benchmarks of per-
formance on each criterion should be specified according to the type of scoring that will
be required of evaluators. This correspondence was clearer in templates developed for
scoring responses on authentic paper and pencil measures (i.e., tests and assignments).
These templates were consequently more effective in attaining high reliability than were
guidelines for assessing projects.

Overall inter-rater reliabilities, however, are not completely informative when they
are moderately low or moderately high. It may be that some criteria are more difficult to
score than others. As demonstrated in this study, experimenters had difficulty scoring
performance on half of the criteria. These criteria included data collection, data analysis,
and presentation style. Given the complex nature of the first two procedures and the am-
biguity of the last criterion, this finding is not surprising, Sampling and data analysis pro-
cedures must therefore be clearly defined to reliably assess performance. Multiple exam-
ples of different aspects of such procedures may 2lso help anchor their meaning and make
assessments less ambiguous and more reliable. As demonstrated in this study, perfor-
mance that explicitly conforms to the criteria are also easier to score. Experimenters
agreed more when scoring the presentations of groups in the library of exemplars treat-
ment than the presentations of groups in text treatment which indicates that the former
presentations were clearer and thus more easier to score than the latter.

In conclusion, this study demonstrates that authentic measures can reliably assess
performance, particularly when templates are developed to assess open-ended paper and
pencil tests. In this case, only two raters were sufficient for attaining high inter-rater reli-
abilities. Reliably assessing performance on more ill-defined tasks such as projects, how-
ever, is more difficult. The scoring system must be consistent with all levels of perfor-
mance on the criteria in question. Moreover, criteria that refer to abstract concepts and

complex procedures must be clearly defined. Given the difficulties in assessing perfor-
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mance on projects, at least four raters are required to ensure acceptable inter-rater
reliabilities.
Limitations of the Study

One of the major limitations of the present study is the noise and chaos associated
with conducting research in naturalistic settings. The noise level within the classroom
reduced the full impact of the library of exemplars tool by muffling the sound emanating
from the digitized video clips. The benefits of the library of exemplars approach are con-
sequently unclear. A second limitation is the duration of the instruction which was insuf-
ficient for providing in-depth instruction of statistical content. A third limitation of the
study is the ineffectiveness of tutorial prompts to promote discussions. Although students
were constantly reminded to respond to these prompts as a group, many simply ignored
them. Such omissions had two consequences: (a) impeded the development of students'
reasoning skills and (b) limited conclusions about learning which were based on informa-
tion from structured journals and audiotapes. A fourth limitation is the ineffectiveness of
homework assignments and the structured journal in assessing learning. Low response
rates severely limited the investigation of on-going learning. This problem was com-
pounded by the fact that verbal protocols which generally serve as on-line measures of
learning were not examined. In addition, the full impact of project-based leaming envi-
ronments was limited by the amount of time given to students for completing a project.
A fifth limitation is insufficient collaboration between the teacher and researcher in the
development of assessment measures which resulted in ambiguities in the wording of
problems on assignments (e.g., assignment two) and essays. Finally, this study is limited
by the insufficient alignment of performance descriptors with the type of rating expected
of evaluators which substantially reduced inter-rater reliabilities.

Educational Implications and Future Directions
The present research has four implications for teaching statistics and assessing

learning. First, cognitive apprenticeships can be used to promote motivation and leam-
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ing. However the nature of the knowledge acquired depends on the amount of content
covered in the instruction. Overwhelming students with too many concepts within a lim-
ited time frame results in the acquisition of breadth rather than depth of knowledge. Per-
haps longitudinal research can determine the content coverage appropriate for promoting
depth of understanding. A first step might be to conduct research on the learing of
statistics spanning over a year. Second, engaging students in articulation, clarification,
elaboration, and justification through verbal discussions in oral presentations is critical
for (a) obtaining valid information about student learning and (b) engaging students in
self-assessment. Teachers must therefore be committed to (a) probing students' knowl-
edge in a variety of ways and (b) developing multiple assessments that measure learning
directly. However, researchers examining the effectiveness of alternative methods for
probing knowledge must collaborate with teachers if these methods are to be employed in
classrooms. Third, learners can more easily learn abstract concepts such as sample repre-
sentativeness when visual exemplars that demonstrate how to perform representative
sampling concretely are presented. Richer examples of such performance might be used
to furtuer develop the library of exemplars, Finally, cooperative learning in heteroge-
neous groups can be effective if students are given training prior to instruction on how to
work cooperatively and on how to provide assistance to peers. Providing such training
can minimize the influence of personality factors on the productivity and effectiveness of
cooperative groups. Future research might include a case study which controls for all the
noise encountered in the present study. A small group of students learning statistics as
part of the curriculum could allow for extensive and intensive examination of learning on
measures which might include (a) evaluating and critiquing statistical results presented
in the media, (b) participating in debate sessions, and (c) teaching an instructional lesson
on a particular concept. Such research would provide valuable information about the

nature of statistical learning on a variety of direct measures.
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Appendix A
S { Tutorial Activiti IR ing P

\n_Introduction to Statisti

Activity:

Prompts:

Group Pulse Rates: Introduction to Data, Mean, and Range.

The concept data was introduced to students in the context of taking pulse
rates. Two levels of the variable pulse rates were examined: pulse rates at
rest and pulse rates after a physical activity (i.e., running on the spot for
one minute). Students were required to compute the mean and range for

both levels and to compare the results.

1. What do the results mean?
2. How do pulse rates "At Rest" differ from "Runners"?

3. Discuss this with your group

Measures of Central Tendency

Activity:

Prompts:

School Grades: Mean and Extreme Scores

Students were required to enter the following data in the computer: 50,
52, 56, 94, 98, and 100. The objective of this activity was to have students
discuss the influence of extreme scores on the mean. Thus, before
analyses were performed students were asked to eyeball the data and to
describe what they saw. Once the mean was computed, students were

prompted to interpret the results.

1. What information does this data provide?
2. Why do you think we obtained this mean?
3. Do you think this value reflects everyone's grade accurately?




Activity:

Prompts:

Activity:

Prompts:
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4, Did anyone get 75% as a grade?

School Grades: Mean and Outliers

Students were given the following data to enter into the computer: 12, 74,
78, 89, and 92. This activity builds on the previous one by introducing
other types of data that influence the mean: outliers. The goal again, was
to emphasize the importance of examining data prior to analyses. As such,
students were asked to predict the value of the mean for this particular

dataset.

1. What do you think the mean will be for this dataset?

2, Do you think the value reflects everyone's grade?

3. Was the mean what you predicted?

4. What does this value tell you about your data?

5. How could the mean be more reflective of the data?

6. Which one of the grades in the dataset is called the outlier?
7. Why do you think it's called that?

Group Pulse Rates: Introduction to Mode and Median

Using the same pulse rate data that was collected in an earlier activity,
students were asked to sort the data and to find the mode and median, The
purpose was to make students aware that their choice of statistics depends

on the type of data that they have and that eyeballing the data is therefore
important,

1. Does any number occur more than once?

2. What is the median for this data?
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3. Why do you think it might be important to get an accurate

glimpse of what a group of numbers (data) might mean?

M { Di .
Activity: School Grades: Range
This activity builds on the previous two school grades activities which
examined the influences of extreme scores and outliers on the mean to
introduce the concept "range.” The same datasets are used as the basis for

discussion in this activity.

Prompts: 1. What is the range of scores {or the data?
2. Do you think it's better to have a small range or a large range of

scores, and why?

Activity: Class Pulse Rates: Introduction to Sampling
Students are required to open their pulse rate datafile and enter the "at
rest"” pulse rates of the entire class, thereby increasing the sample size.
They are then asked to compute the mean and the range for comparisons

with their group's results.

Prompt: 1. Do you think your analysis will be different from your group's data?
Why or why not?
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Graphs With Cricket Gra!

Activity:

Prompts:

Activity:

Prompt:

Weather Data: Scatterplot

Students are provided with a database of min., max., and average
temperatures for May, 1991. The purpose of this activity is twofold: to
provide students with an opportunity to interpret information presented
graphically and to encourage students to make predictions about what the
graph will look like based on the available data (there is alot of variability
in the data from subdegrees to high 20s). This activity allows students to
use all the knowledge they acquired from the previous activities.

1. Do you think these scores are similar or do they vary?

2. What might be wrong with the data?

3. Is this the type of data you would expect for the month of May?
(i.e., is this typical for this month?)

4, What if you average the values for the years 1990, 1991, & 1992?

5. What does the True Mean show us?

"World Data: Pie Graph

Students are provided with a World Bank database which includes
variables such as population, education, economy type, literacy, etc. This
allowed students to explore a varicty of variables and to continue making
predictions based on the data. In particular, students were required to

examine population by economy type.

1. What population are we interested in here?
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Appendix B

Examples of average and above average performance illustrated in the library of
exemplars were selected from videotapes of group projects that were presented by grade
eight students in a pilot study conducted in the spring of 1992 (Lajoie et al., 1993).
Presentations were time segmented by the experimenter for each of the criteria. Once
completed, the experimenter rank ordered average and above average performance for
each criterion and then selected the best examples of each criterion. One example of each
level of performance was deemed sufficient for the six criteria for the purposes of the
current study. Twelve time segments, consisting of video and sound, were then digitized
using ScreenPlay™ (Supermac Technology, 1991) and VideoSpigot, a MacIntosh
digitizing card. These time segments, or "digitized video clips,” were compressed using
Adobe Premiere™ (Adobe Systems, 1991). This software also allowed the programmer
to edit the movie (i.e. video) and sound as wished. To play the video clips in the
HyperCard™ stack, it was necessary to first, specify commands that linked the digitized
clips with the appropriate criteria in the HyperCard stack and second, to use
QuickTime™ (Apple Computer, 1989) to actually play the video clips. HyperCard was
used in this study because of its flexibility in accommodating various types of software.
This flexibility opened up the possiblity of using multiple representations for presenting
the same information.

Three types of representations were used for the criterion "data analysis” in the library
of exemplars stack (see Figure 6 in main text). Text was used to describe the meaning of
the criterion. A still image of a video clip was presented on the right hand side of the
screen and beneath it were two squares (i.e., "buttons” in HyperCard language) depicting
a video camera, each labeled average and above average. Clicking on either allowed

students to play the digitized video clips. A close-up screen presenting information more
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clearly than the video can be accessed by clicking on the close-up button located near the
still image (see Figure 7 in main text). This feature was necessary for data analysis and
data presentation only. Both close-ups were created by taking a picture of the Mystat™
file containing the data or results using Adobe Photoshop™ (Adobe Systems, 1992).
This software allowed the researcher to take a picture of the computer screen as one
would take a picture with a camera. This picture was modified using MacPaint® (Claris
Corporation, 1987) to exclude irrelevant information and to make the picture smaller so

that it could be presented in HyperCard.
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Appendix C

Descrintions of 2 { Criteria With Associated P
in the Lil ¢ Exemplars Stacl

. Quality of Question: 5 points

State your research question clearly so the class will know the purpose of your study.

What is the difference between these two statements? Do they differ in terms of
clarity or specificity? Discuss this with members of your group. You may replay the

clips if you are unsure.

. Data Collection: 10 points
In order to answer your question you must decide what data, how much, and where

to collect it.

Notice from the examples that two kinds of data can be gathered. You can collect
your own data or use information that already exists to do your analyses. Aside from
this difference, what distinguishes the two groups? How could they both be
improved?

. Data Presentation: 10 points
Looking at the data gives you an idea of what to expect before you do the analysis.
You can illustrate your data either graphically or in raw form. You must show the

information you have collected, describe what it is, and explain what it means.
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What is missing in the average presentation clip? In what way could this group have
presented their data better? Notice that the presenter in the above average clip shows

the data graphically and then begins to describe what it is.

. Data Analysis: 10 points

You can analyze the information that you have gathered by obtaining statistics for
the mean, median, mode, and range. You must explain the results. This
demonstrates that you understand the significance of the results. You must also

consider how your results would change if the study had been done differently.

After looking at the videos, discuss amongst yourselves the differences between the

two and why one is better than the other.

. Presentation Style: 10 points
You will be evaluated according to how well organized you are, how well the graphs
and statistics are used to answer your question, and how thorough your

explanations are.

Consider how you might want to present your project to the class given the examples

you have just seen.

. Creativity: 5 points
Creativity refers to how original you are in presenting your project. Asa group,
decide upon the best method for presenting what you did, how you did it, and what
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you came up with. Creativiiy makes your project stand out from those of other

groups.

Notice that in the above average group the same data was presented differently by
various members of the group whereas the average group presented only one graph,
Different types of graphs are just one way of demonstrating creativity. The materials
used to present your project may also differ. Can you think of ways to make your

project stand out?



Appendix D
Bretest/Posttest

Instructions:
Please answer all of the questions below. Some of the questions will be very difficult
but you should write whatever you may think the answer is. It is important that you

explain why you got your answer.

1. Suppose you want to find out the favorite fast food restaurant of all the eighth grade

students in the province of Québec. How would you find out?

Write a paragraph (point form) describing how you would collect this information.
Make sure to include things you would consider such as:

a) what you would ask each person (state the question you would ask)

b) who you would ask and why

¢) how many people you would ask and why

d) how you would make a conclusion

Use the back of this page if necessary,
(adapted from Jacobs, 1993, p. 125)

41.B. Suppose you want to find out whether high school students in the province

of Quebec prefer using IBM or Macintosh computers. How would you find out?

Write a paragraph (point form) describing how you would coliect this

information.

4 The scenario presented on pretest item #1 was replaced by item #1.B on the postiest in order to avoid
practice effects.



Make sure to include things you would consider such as:
a) what you would ask each person (state the question you would ask)
b) who you would ask and why
¢) how many people you would ask and why

d) how you would make a conclusion

Use the back of this page if necessary.

2. Explain when you would want to use statistics,

3. Explain what is meant by "range” and why is it used in statistics. Why do we need to

calculare the range at all?

4. Suppose you are interested in finding out whether Terry Demonté's departure from
Chom FM influenced how much people listened to Chom in the morning. The graph
shows you the frequency of listening to Chom before Terry left the show and what the

ratings are now. Ten people rated the show.




Frequency of Listening to Chom FM Before and
After Terry Demonté Left the Station

Frequency of
Listening Before

I Frequency of
Listening After

Frequency of Listening

a) What do you conclude when you compare the two ratings? Explain how you

arrived at your conclusion.

b) Do you think that this pattern reflects how most people feel about the new

momming show? Why or why not?



54.B. Suppose you were interested in comparing grade 11 and grade 8 students in terms
of how many hours they study a day for the 1990-1991 school year. The
following graph shows this comparison, Four students in each grade were

sampled for the full year.

Number of Hours Grade 8 and Grade 11 Students Study Per Day
From First to Fourth Semester in 1991

3 # of hours studied per day in grade 8

Il # of hours studied per day in grade 11 w0

Number of Hours Studied Per Day

Semestar

a) What do you conclude when you compare the two ratings? Explain how you

arrived at your conclusion.

5 Pretest item #4 was replaced by item #4.B on the posttest due to the problematic nature of the original
question.



b) Do you think that this pattern reflects the amount of hours grade 8 and grade 11

students in Québec study per day? Why or why not?

5. Suppose that we have predicted what the temperature will be like for the first 5 days
in May. The following table shows the estimated high and low temperatures from

May 1Ist to May Sth, 1993.

Temperatures
May 1993 High Low
1 -1 -2
2 4 0
3 14 9
4 18 14
5 18 15

a) Calculate the "mode" for the high AND low temperatures.,
b) Calculate the "median” for both high AND low temperatures.
¢) Calculate the "mean" for both high AND low temperatures.

d) Explain the difference between the values obtained in the mean, median, and
mode. Which do you think describes the data more accurately and why?



125

65. B. Suppose that we have predicted what the temperature will be like for the first 5
days in April. The following table shows the estimated high and low

temperatures from April Ist to April 5th, 1993,

Temperatures
April 1993 High Low
1 0 -6
2 2 0
3 4 0
4 10 8
6 20 10

a) Calculate the "mode"” for the high AND low temperatures.

b) Calculate the "median" for both high AND low temperatures.

¢) Calculate the "mean” for both high AND low temperatures.

6. Consider the following scenario,
A researcher, having heard of the recent Ben Johnson scandal, was interested in
finding out whether there was a relationship between athletics' use of steroids and
type of athletics. Dr. Diaz's research involved Canadian athletes participating in
sports such as track and field, football, hockey, and swimming. His prediction that

athletes in track and field and in football would use steroids more than athletes in

Gf?umaicalvaluesonpmmitemﬂsmchmgedwdwsep:tsenwdonﬂlepomcsttoavoidpmcﬁce
eltects.
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hockey and swimming was confirmed. On this basis, Dr. Diaz concluded that only

athletes in track and field and in football use steroids.

a) Identify Dr. Diaz's research question.

b) What is the population in this study?

c) Identify Dr. Diaz's sample.

d) Do you think that Dr. Diaz's conclusion is legitimate? Why or why not?

. In a small town in Québec, the insurance companies kept records of the claims
paid to people because of mistakes that were made by hospitals: damaged

equipment, wrong conclusions made by doctors, wrong medecines, etc.

The average for these claims was $69, 000. Half of the claims had a value lower than

$8, 000, which means the median was $8, 000.

Give an explanation for the huge gap between the average and the median

(adapted from de Lange Jzn. & Verhage, 1992, p. 20)

. Construct a table which has an outlier in the data. Identify this outlier and explain

how it affects the data.

. Define the following terms:

a) random sample
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b) data

10. Suppose that two different agencies took a survey of Brian Mulroney's popularity in
the West Island. The scale ranged from most (1) to least popular (10) . Assume 50

people were sampled and that the following results were found:

Mean Rating Range
Agency #l 2.5 50
Agency #2 8.5 20

a) Which agency is more reliable? Why?

b) What factors could have influenced the results?



Appendix E
Order Of Presentation For Pretest/Posttest Items

Pretest Item  Corresponding Item Smtmmal_CnnnemS.and
Number Number on Posttest.
*1 7 Hypothesis Generation & Sampling

(i.e., Sample, Sample Size, Sample

Representativeness)
2 4 Statistics
3 3 Measures of Variation (i.c., Range)
*4 9 Graph Interpretation & Sampling
(i.e., Sample Size &Sample
Representativeness)
*5 1 Measures of Central Tendency (i.e,.,
Mode, Median, & Mean)
6 5 Hypothesis Generation, Population,

& Sampling (i.e., Sample, Sample

Size, & Sample Representativeness)

7 10 Mean & Median

8 6 Outlier

9 2 Randomization & Data

10 8 Range & Sampling (i.e., Sample Size

& Sample Representativeness)

Note: (*) refers to items that were replaced in the posttest. All other items are identical

except for their location on the posttest.
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Appendix F
Scoring Templates for Pretest/Posttest
Question #1 (Pre) 8 points Hypothesis
Question #7 (Post) Generation,

Sample, Sample Size
& Sample Repres.

Pretest
Supose you want to find out the favorite fast food restaurant of all the eighth grade

students in the province of Quebec. How would you find out?

Write a paragraph (point form) describing how you would collect this information. Make

sure to include things you would consider such as:

a) hypothesis generation 2 points
1 point = question is general: "What is your favorite restaurant?"”
2 points = question is specific: "What is your favorite fastfood restaurant
in Québec between...”
b) sample 2 points
1 point = grade 8 students in my class or school

2 points = grade 8 students in Québec (evenly distributed sample).

c) sample size 2 points
1 point = large sample (min.100)
2 points = elaboration (random sampling)

d) conclusion referring to sample representativeness 2 points
1 point = "statement of results” and/or mention of graphs

2 points = mention of generalization of sample to population
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Posttest
Supose you want to find out whether high school students in the province of Québec

prefer using IBM or Macintosh computers. How would you find out?

Write a paragraph (point form) describing how you would collect this information. Make

sure to include things you would consider such as:

a) hypothesis generation 2 points
1 point = question is general "What type of computer do you prefer?”
2 points = question is specific "What is your favorite type of computer:

IBM or Macintosh?"

b} sample 2 points
1 point = high school students in my class or school

2 points = high school students in Québec (evenly distributed sample).

c) sample size 2 points
1 point = large sample (min.100)

2 points = elaboration (random sampling)

d) conclusion referring to sample representativeness 2 points
1 point = "statement of results” and/or mention of graphs

2 points = mention of generalization of sample to population

Question #2 (Pre) 2 points Statistics
Question #4 (Post)

Explain when you would want to use statistics.
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1 point = if say that the purpose is to describe OR to predict or menticn
calculations

2 points = if they say the purpose it to describe AND predict

Question #3 (Pre) 2 points Range
Question #3 (Post)

Explain what is meant by “range” and why it is used in statistics. Why do we need to
calculate the range at all?
1 point = definition of range

1 point = to indicate variability -- supplements mean or median or mode

Question #4 (Pre) $ points Graph Interpreta-

Question #9 (Post) tion, Sample Size, &
Sample Representa-
tiveness

Pretest:

Graph representing the frequency of listening to Chom FM before and after Terry

Demonté left the station.

a) Interpreting the graph: Comparing two ratings. Explanation of how conclusion
was made., 2 points
1 point =ratings before are higher than ratings after therefore ratings drop
(qualitative)
1 point = drop is largely accounted by the shift from those in high to the

low rating (elaboration)

b) Sample Size & Sample Representativeness: Statement of whether this pattern
reflects how most people feel about the new morning show and explanation of why

this is or is not the case. 3 points



1 point = No as answer
1 point = explanation- sample size issue (10 is an insufficient #)
1 point = explanation- sample representativeness issue (depends on who
you ask)
Posttest
Graph of Number of Hours Grade 8 and Grade 11 Students Study Per Day from
First to Fourth Semester in the 1990-1991 School Year .

a) Interpreting the graph: Comparing two ratings. Explanation of how conclusion
was made, 2 points
1 point = grade 11 students study more than grade 8 students
1 point = grade 11 students steadily study more as the semester progresses
whereas grade 8 students study habits do not change from

semester to semester (i.e. 2 hours).

b) Sample Size & Sample Representativeness: Statementof whether this pattern
reflects the amount of hours grade 8 and grade 11 students in Québec study per
day and an explanation of why the conclusion was made. 3 points
1 point = No as an answer
1 point = explanation- sample size (4 is an insufficient #)
1 point = representativeness issues (depends on who you ask and
which school - i.e. private versus public school).
8:::}32 ﬁ ((;;3) 10 points lla:;l:, Median, &
Weather data (high and low temperatures for May 1991) is presented in a table.
a) Mode for high and low temperatures 2 points

1 point for each calculation
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Answer: High=18 Low = none
. b) Median for high and low temperatures 2 points
1 point for each calculation

Answer: High=14 Low=9

c) Mean for high and low temperatures 2 points
1 point for each calculation

Answer: High=9.83 Low=7

d) Explanation of differences between measures of central tendency and selection of
better measure. 4 points
Students can differentiate between measures in terms of definitions or in terms of
the data presented in the problem.
1 point = means are affected by extreme scores (May 1st)
1 point = some data do not have a mode (no value for low temp on May
1st)
2 points = median
1 point = say median is better without an explanation
1 point = say median with appropriate explanation (refers to how

median is least affected by extreme or low scores)

Posttest
Weather data is presented in a table. Calculate measures of central tendency.

Comparison of these measures.

a) Mode for high and low temperatures 2 points

1 point for each calculation
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Answer: High =none Low=0
b) Median for high and lov temperatures 2 points
1 point for each calculation

Answer: High=4 Low=0

c) Mean for high and low temperatures 2 points
I point for each calculation

Answer; High=7.2 Low=24

d) Explanation of differences between measures of central tendency and selection of
better measure. 4 points
Students can differentiate between measures in terms of definitions or in terms of
the data presented in the problem.
1 point = some data do not have a mode (no value for high temperature on
April 1st)
1 point = median not truly representative given temperature for April 5
(would be if excluded this value)
2 points = mean
1 point = say mean is better without an explanation
1 point = say mean with appropriate explanation (despite being
influenced by extreme score-April 5 high & April 1 low-

it is still most appropriate. If excluded this value, median

would be best)
Question #6 (Pre) 10 points Hypothesis
Question #5 (Post) Identificiation,
Popn, Sample,
Sample Size, &

Sample Rep.



Ben Johnson example -- samples and populations
a) hypothesis identification 2 points
Answer: whether there is a relationship between athletics' use of steroids

and type of athletics.

b) population 3 points
1 point: athletes
2 points: athletes in the world

3 points: athletes in the world participating in track & field etc.

¢) sample 2 points
1 point = Canadian athletes

1 point = Participating in track and field, football, hockey, and swimming

d) sample size & sample representativenss: evaluation of conclusion presented in
scenario 3 points
1 point = not legitimate
1 point = sample limited to a few sports (did not look at full range)
1 point = sample limited to Canadian athletes, not generalizable to all

athletes, particularly with a sample of 50.

Question #7 (Pre) 2 points Mean & Median
Question #10 (Post)

Insurance company example -- difference between mean and median within this context.
1 point = definition of the mean and/or median
e.g. The mean uses all scores but the median is the number that falls in the
middle.

1 point = explanation of the huge gap in the mean and median values
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e.g. Thus, the highest claims are above the median. Such extreme scores
do not affect the median but do affect the mean.

Question #8 (Pre) 2 points Qutlier
Question #6 (Post)

Construct a table showing an outlier. Indicate which is the outlier and explain how it
influences the data.
1 point = table with outlier

1 point = explain influence on the mean in particular

Question #9 (Pre) 4 points Randomization &
Question #2 (Post) Data
Definition of concepts

a) random sample 2 points

1 point = describe what sample means
e.g. pick a portion at random with no example
1 point = specify randomness through examples or definition
i.e. link population to sample - sample looks like the
population
b)data 2 points

2 points = data is information

Question #10 (Pre) 4 points Range, Sample
Question #8 (Post) Size & Sample Rep.
Brian Mulroney example -- role of range and factors affecting conclusions
Pretest

a) range: comparison of agencies 2 points

1 point = agency #2 is more reliable
1 point = reason: the mean is higher and the range smaller for agency #2

(i.c., little variability)
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b) sample size & sample representativeness: identification of extraneous variables-

conclusions 3 points
1 point = interviewing techniques or type of questions asked may difter

from agency to agency (i.¢. may not have been asking exactly

same thing)
2 points = sampling issues
1 point = sample size

1 point = sample representativeness

Posttest
a) range: ccmparison of agencies 2 points
1 point = agency #2 is more reliable
1 point =reason: the means are the same for both agencies but the range

smaller for agency #2 (i.e., little variability)

b) sample size & sample representativeness: identification of extraneous variables-
conclusions 2 points
1 point = interviewing techniques or type of questions asked may differ

from agency to agency (i.e. may not have been asking exactly

same thing)
2 points = sampling issues
1 point = sample size

1 point = sample representativeness

Total Points: 50 points
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Appendix G
Homevwork Assignment #1

Instructions:

Please read the following paragraph carefully. You will be required to answer a set of
questions about this paragraph once you are finished. This may be difficult for you right
now, but write what you think would be the best answer to these questions and explain

why.

Dr. Aloe, a researcher, is interested in finding out whether students learn mathematics
better with computers than without computers, Twenty grade 6 students attending a
public high school were randomly assigned to two groups: 10 students learned
mathematics using computers, whereas the other 10 students did not use computers. Both
groups learned the same material and were given the same test. Comparison between the

two groups are made on the basis of test scores (maximum score is 50).

The data for the two groups is the following:

Computers No Computers
40 35
35 30
42 37
43 40
47 39
41 39
45 42
44 38
40 40
43 36

1. What is Dr. Aloe's hypothesis?

2. Explain how Dr. Aloe gathered his data.



3. Are the two groups (i.e. computer vs. no computer) different? Why or why not?

4. Can you compute some differences? If so, show how you would do this.

5. Could you show results (i.e. two groups are different or the same) in a graph?

Explain how you would do this or draw a graph showing this.
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Appendix H
Homework Assignment #2

Suppose that after this one-week tutorial you become a leading expert in statistics at
Lindsay Place High School. Students going through the same tutorial next year will
therefore come to you for advice. What examples would you give to help these students
come up with ideas for doing their own study? (Please try to use examples other than

those discussed in class).

Once you have written down some examples, please explain in a paragraph or two the 4
steps involved in doing an experiment and how these relate to concepts you have learned

(e.g. data, population, sample, data , mean, median, mode, and range).
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Appendix I
Scoring Template For H K Assi 4]

Question #1 1 point Research
Question
What is Dr. Aloe’s hypothesis? Population, Sample

1 point = To determine whether students learn mathematics better with
computers than without computers

Question #2 2 points Data Collection
Explain how Dr. Aloe gathered his data Population, Sample,
Randomization

1 point = If students simply reproduce the problem statement found in the
text
i.e., 20 grade 6 students attending a public high school were
randomly assigned to 2 groups.

2 points = If students mention statistical terms, going beyond the problem

statement
i.e., collected a sample of 20 grade 6 students from a
population of students.

Question #3 3 points Data Analysis &
Sampling
Considerations

Are the 2 groups (i.e. computer vs. no computer) different? Data, Mean, Sample

Why or why not? size & representative-
ness.

1 point = If students write that the 2 groups are different

2 points = If students say the 2 groups are different because of one group
worked with computers and the other didn't
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3 points = If students say that the 2 groups are different based on
descriptive statistics
i.e., "the mean was higher for the computer group therefore

they learned best.”
Question #4 2 points Data Analysis
Can you compute some differences? If so, show how you Mean, Range

would do this.

1 point = If students compute the average or say how they would do so
2 points = If students compute the average and the range.

Mean Range
With Computers 42.0 12
Without Computers  37.6 12
Question# 5 2 points Data Presentation
Could you show results (i.e., 2 groups are different or Data Statistics,
the same) in a graph? Explain how you would do this or Graphs

draw a graph showing this.

1 point = If students explain how to draw a graph (or) draw a graph showing data
for each score rather than average (or) if the graph is not clear about the
differences (e.g., axes are labelled inappropriately)

2 points = If students draw a graph that illustrates the difference between the 2
groups in terms of average and not individual scores (i.e., 2 bars in the
column graph rather than 20)

Total: 10 Points



Appendix J
Scoring Template For H k Assi #
Ideas/Examples 1 point Creativity

0.5 point = If the student gives an example presented in class during instruction
or group projects

1 point = If the student gives a novel example

The 4 Steps Involved in 9 points Research Question
Conducting an Experiment Data Collection
Data Analysis

Data Presentation

* Research Question 2 points Population, Sample

1 point = If the student says anything pertaining to hypothesis generation

2 points = If the student mentions that hypotheses are made about populations and
that samples are used to make inferences about this population

* Data Collection 3 points Data, Sample, Sample
size, Randomization
& Representativenss

1 point = If the student mentions the fact that data needs to be collected in order
to try to answer the research question

2 points = If the student mentions that the data is gathered from a sample which
represents the population

3 points = If the student mentions issues of sampling such as sample size,
randomization, and sample representativeness
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« Data Analysis 3 points Mean, Mode, Median,
& Range

1 point = If the student says that data must be analyzed

2 points = If the student says that means, modes, medians, & ranges can be used
to analyze data

3 points = If the student provides a description or explains these terms and/or
comments are made about the influence of outliers or extreme scores
are made

« Data Presentation 1 point Data, Statistics,
Graphs

1 point = If the student mentions the use of graphs or charts for displaying the
results.

Total: 10 points



Appendix K

Knosledze. Reasoning. Planning, and Reflection P
in Structured Group Journals

Knowledge Prompts
Definition of Concepts

Prompts:

Statistical concepts were taught in a 10-15 minute lecture

anu during a statistics tutorial which required that students

work in groups. Group journals were structured to

encourage students to document the meaning of these

concepts during statistical activities. Of interest was the

way in which groups formulated their declarative

knowledge.

ll

8.
9.
10.
11,

I N T e

What is data?

What is statistics?

What does population refer to?

What is a sample?

What does randomization refer to?
Name three statistics that can be used when analyzing
data. What kind of statistics are these?
What is a mean? How is it calculated?
What is an outlier?

What does mode refer to?

What is meant by the term median?

What is "range?" How is the range calculated?
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Explanation of Concepts  Groups were given the opportunity to elaborate on their
‘ understanding of various statistical concepts through
prompts that encouraged explanation. This allowed groups

to develop a conceptual understanding of statistics.

Prompts: 1. What five steps are involved in conducting a statistics

experiment?

2. Give 5 examples of how statistics is used in the media
(e.g., newspaper).

3. What are the two uses of statistics?

4., What are the two ways in which data and statistics can
be presented?

5. Give an example of a statistic.

6. Why are means important?

7. What types of scores are problematic for means (2)?

8. What are the pitfalls of the median and mode?

9. Why do we need to calculate the range?

10. Why are graphs used in statistics?

11, Does your group think that looking at the data is

important? Why or why not?

Reasoning Prompts

Reasoning Based on ‘The prompts found in the structured group journals were
Data and Graphs in identical to those embedded within the statistics tutorial.
Tutorial Such prompts encouraged groups to think and reason about

the data and graphs they were working with on the tutorial.



Prompts:

Reasoning Based on

Project Data

Prompt:

Planning Prompts

Generation of Ideas

Prompts;
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See Appendix A,

Groups of students were required to conduct their own
study and were encouraged to write their ideas and their
plans regarding their projects and presentations in their

journals,

1. Of the graphs that you have tried, which ones does

your group think will be better?

The purpose of incorporating planning prompts in group
journals was to encourage students to generate ideas and
to use these as frameworks for learning and applying

their knowledge of statistical concepts and procedures.
Groups were encouraged to begin planning their projects
from the outset and were reminded of their task throughout
the structured journal. The journal emphasized planning
particularly towards the end of the tutorial when groups

were learning how to construct graphs.

1. Do your group have any ideas for a possible project?
If so, list them here.

2. Does your group think they will use the types of graphs
you learned about in the tutorial for your projects?

3. List some ideas your members might have for your

group's project. What was your first idea?



Reflection Prompts

Evaluation of

Understanding

Prompts:
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4. What is your group's research question?
5. Who are you going to ask to participate in your study?
6. How many people does your group need to make sure
your sample is representative?
7. How is your group going to demonstrate the data you
have collected?
8. What statistics does your group want to do?
9. What analyses has your group tried?
10. What graphs has your group tried?
11. How are you going to present your project to the class?
12. What statistics has your group decided to do? Why?
13, What graphs has your group decided to do? Why?

Groups were encouraged to ask questions and to evaluate
their own understanding through prompts found within the
group journal. At the end of each section, groups were
given the opportunity to document their thoughts and ideas

that were generated as a result of their experience.

1. What questions does your group have?
What does your group not understand?

What does your group understand?

coll A

List any thoughts that your group might have about the
day's activities.
5. What two types of graphs did your group learn in the

tutorial? (say a little bit about them).
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6. What future research could your group do based on the
results of your study?

7. What suggests would your group have for students
participating in this study next year?

8. If you could create a problem for next year's students,

what would it be?
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Appendix L
1. Did you like this mini-course ?
(adapted from Jacobs, 1993, p. 157)
1 2 3 4 5
I liked it It was OK 1 did not like
alot itatall

2. What did you like about this course?
(adapted from Jacobs, 1993, p. 157)

3. What did you dislike about this mini-course?
(adapted from Jacobs, 1993, p. 157)

4. What things during the McGill project helped you understand statistics the most?

5. Did the your classmate’s presentations help you understand statistics a little bit
better? If so, name 3 things that you learned from just watching your friends present

their statistics project.
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6. Did you keep your first idea for your group project? If you did not, why did you

change it?

7. Would you change your group projects now that everyone has presented? If so, why

would you change it and how would you do it?

8. What suggestions do you have to make this mini-course better?

(adapted from Jacobs, 1993, p. 157)





