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Statement of Originaiity
To my knowledge, all the experiments carried out for this thesis concerning
the parametric evaluations of the self-administration of brain stimulation tehnique
and the effects of lesions of the pedunculopontine tegmental nucleus and of the
A8 dopaming cell group on the acquisition and maintenance of an operant task,
and including the effects of these lesions on the win-sghift and win-stay learning

tasks, are original contributions to knowledge.
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Abstract

This thesis explored whether interpretations of the reinforcing effect of
stimulation trains used in the self-administration of brain-stimulation (SABS)
paradigm were artifacts of the reinforcement schedule chosen or whether it
represented a genuine attempt by animals to maintain optimal levels of reward.
Results demonstrate that stimulation trains used in SABS are reinforcing and that
animals regulate pulse frequency to optimize the level of reward. The thesis then
explored whether pedunculopontine tegmental nucleus (PPTg) lesions blocked the
acquisition or maintenance of SABS, and the acquisition of eight-arm radial maze
learning. Results showed that lesions confined to the PPTg block acquisition and
maintenance of SABS, suggesting that the PPTg mediates the positive reinforcing
effects of BSR. Further, PPTg lesions blocked win-shift and wih-stay radial maze
learning. However, results indicate that animals were not impaired in "shifting" or
"staying” behavior. It is speculated that PPTg lesions block the reinforcing effects

of food, which produce inefficient performance on both memory tasks.



Sommaire

L'objectif de cette these était de déterminer si les interprétations des effets
renforgant de la stimulation utilisée dans le paradigme de stimulation cérébrale
auto-administrer (SABS) étaient le résultat d'artifices relies a la cédule de
renforcement choisie ou si cela représentait une tentative véritable de la part des
animaux de maintenir des niveaux optimals de récompense. Les resultats
démontrent que les stimulations utilisées dans le paradigme SABS sont
renforgants et que les animaux réglent la fréquence pulsioneile pour optimizer le
niveau de récompense. Par la suite, la thése explore si des lésions du noyau
tegmental pédonculo-pontine (PPTg) empéchent 'acquisition ou le maintient de
SABS, et l'acquisition dans I'apprentissage du labyrinthe radial a huit-bras. Les
résultats démontrent que les Iésions limitées au PPTg empéchent I'acquisition et
le maintient de SABS, ce qui suggére que le PPTg est responsable des effets
renforgants positifs du BSR. De plus, les lésions du PPTg empéchent
I'apprentissage dans les labyrinthes radiaux "win-shift" et "win-stay”. Par contre,
les résultats indiquent que les comportements "shifting” et "staying™ des animaux
n'étaient pas affectés de fagon néfastes. Il est suggéré que les lésions du PPTg
bloquent les effets renforgants de la nourriture, ce qui produit une performance

inéfficace sur les deux tdches de mémoire.
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General Introduction

The human fascination and experience with naturally occurring or
artificially produced substances that enhance or alter mood states is as old as
Western civilization itself. The fascination and experience with mood-enhancing
substances, however, has become one of the largest and most devastating
social and medical problems of the 20th century. Conservative estimates
indicate that, in the United States, there are currently 250,000 opiate abusers
and over five million cocaine users (Crowley, 1987; Gawin and Ellinwood, 1988;
Herridge and Gold. 1988), with a cost to society of approximately $200-$300
billion dollars per year (Kozel and Adams, 1986; Lierman, 1987). Add to this
the tens of thousands of people infected with the human immunodeficiency
virus through using shared need!ss and the cost to society becomes
incalculable.

Naturally, the question that needs to be answered is why. Why, in spite
of the health warnings, do people engage in such self-destructive behavior?
Though part of the answer may he found in social, economic or political
perspectives, it is likely that some answers lie in the study of biclogical
processes. The fact that laboratory animals, which are not directly influenced
by economic or political forces, readily initiate and maintain drug-taking behavior
supports a biological contribution to drug abuse. That the microinjection of
abusable substances into discrete brain loci can initiate and maintain drug-
taking behavior demonstrates a neurobiological basis for drug abuse.

Research into the neurobiological causes of drug abuse focuses cn describing



the motivational forces underlying drug-taking behavior, and several theories
and paradigms have been developed to elucidate the mechanisms involved in
motivation.
Incentive Theory of Motivation

The approach used by most neuroscientists studying motivation and
behavior can be classified as an incentive motivational approach. In this
approach, incentive stimuli are viewed as being able to activate affective
processes inherent in organisms (Bindra, 1968; Bindra and Stewart, 1971;
Young, 1966), and animals will approach and maintain contact with stimuli that
produce positive affect. With natural rewards such as food or water, reinforcing -
stimuli are viewed as having intrinsic incentive or "appetitive” properties that
elicit an approach response. Operationally, therefore, a stimulus such as brain
stimulation or a drug are rewarding if they elicit an approach response. The
study of reward and reinforcement analyzes the ability of rewarding or
appetitive stimuli (or stimuli that have "acquired" incentive properties) to elicit
approach behavior, and how contingencies of presentation affect both approach
and maintenance of contact with such stimuli.
Models of Reinforcement: Description

Several behavioral models have been developed with the purpose of
measuring and analyzing motivational states produced by stimuli such as drugs
or brain stimulation, and examining the underlying neural substrates involved in
reward and reinforcement. Of the three models most oiten used, two models

base their approach on the operant technique developed by Skinner. Stimuli



such as drugs or trains of brain stimulation are made contingent on the
performance of some operant (e.g., lever press, nose poks or tail flick). If the
stimuli are reinforcing, the probability of the operant occurring again in the
future increases. When brief trains of electrical brain stimulation (Olds and
Milner, 1954) or self-injections of morphine (Weeks, 1962) are made contingent
on a lever press, animals readily acquire and maintain responding for BSR or
morphine. Hence, brain stimulation and morphine are considered positive
reinforcers in an operant paradigm and are inferred to have rewarding
properties. The operant approach, along with the experimental demonstration
that brain stimulation and morphine act as positive reinforcess, are the
foundations for the two most widely used experimental paradigms in the study
of reward and reinforcement, the ICSS and drug self-administration paradigms.
The third major approach to the study of reinforcement is the conditioned
place preference (CPP) paradigm, and is based on the classical conditioning
technique. An incentive stimulds such as food slicits an unconditioned
approach response. By repeatedly pairing food with an environment, or more
precisely, neutral stimuli that make up a particular environment, these neutral
stimuli presumably acquire incentive properties. If an animal enters a
compartment previously paired with food (or drug), the conditioned stimuli
presumably produce conditioned affect, evidenced by the ability of these paired
stimuli to elicit an unconditioned approach response. If on test day, an animal
seeks out and maintains contact with these paired stimuli, it has developed a

place preference, and the stimulus is inferred to have primary reinforcing



effects. For example, the discovery that brain stimulation was reinforcing was
based on observations that animals approached and maintained contact with
one portion of an open field (preferred that area) previously paired with brain
stimulation. Since then, various stimuli such as food (Bechara and van der
Kooy, 1992; McDonald and White, 1893), morphine (Beach, 1957; Bozarth,
1987b; Bozarth and Wise, 1983; van der quy, 1987), amphetamine (Bozarth,
1987b; Bozarth and Wise, 1983; Hiroi and White, 1991; Phillips and Fibiger,
1987), cocaine (Brown et al., 1992; Phillips et al., 1983a), plus many others,
have been demonstrated to produce place preferences.
Dopamine Thedry of Reward

Findings from all three models of motivation have contributed to the
development of the concept of the mesolimbic/mesocortical dopamine (DA)
system as a pathway which is salient to natural reward and reinforcement
processes (Ettenberg, 1989; Phillips et al., 1989; Rothman, 1990; van Rossum,
1970; Wise, 1980; Wise, 1981; Wise, 1987). Although the ventral tegmental DA
system and its projections are small and circumscribed (Beckstead et al., 1979;
Fallon, 1988; Lindvall et al., 1978; Oades and Halliday, 1987; Phillipson and
Griffiths, 1985), several lines of evidence suggest that activation of DA neurons
in the ventral tégmental area and the concomitant release of DA in several
limbic and forebrain nuclei is sufficient, and perhaps necessary, for the
occurrence of a wide range of behaviors described as purposive, goal-directed,
or motivated. Much of this evidence comes from analyzing the effects of

pharmacological agents with DA-releasing or DA receptor antagonistic



properties on self-stimulation, drug self-administration, or place preference
behaviors. Drugs with known direct or indirect dopaminergic agonist activity
such as amphetamine, cocaine, heroin, tetrahydracannibinol, and phencyclidine
(Esposito and Kornetsky, 1978; Gardner et al., 1988; Hubner et al., 1887
Kornetsky et al., 1979; Phillips et al., 1975; Wauquier and Niemegeers, 1974;
Wise, 1980) have all been shown to facilitate self-stimulation behavior. That is,
administration of dopamine agonists to animals responding for brain stimulation
reward significantly lowers the current or pulse frequency thresholds necessary
to maintain self-stimulation behavior, and increases the rate of self-stimulation
(Aulakh et al., 1979; Gallistel and Freyd, 1987; Hubner et al., 1987; Neill et al.,
1978; Wauquier and Niemegeers, 1973). Dopamine agonist drugs also support
self-administration behavior (Dougherty and Pickens, 1976; Downs and Woods,
1974, Ettenberg et al., 1982; Robets et al., 1977; Wilson et al., 1971) and can
condition place preferénces (Bozartﬁ. 1987b; Brown et al., 1992; Phillips et al.,
1983a; van der Kooy, 1987, White and Carr, 1985). For exampte,
amphetamine and heroin are powarful dopamine-releasing agents (Arbuthnott et
al., 1990; Chesselet, 1984; Groves et al., 1988; Neff et al., 1981, Rompre and
Wise, 1989; van Rossum, 1970; van Rossum and Hurkmans, 1964; Wood,
1983; Wood et al., 1980) that readily initiate (Bozarth et al., 1989; Lyness et al.,
1980) and maintain (Corrigall, 1987; Corrigall and Vaccarino, 1988; Dai et al.,
1989; Gerber and Wise, 1989; Goeders et al., 1984, Goldberg, 1973; Spealman
and Goldberg, 1978; Weeks. 1962; Weeks and Collins, 1978; Yokel and

Pickens, 1974) drug self-administration behavior. Interfering with dopamine
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transmission, either pharmacologically or with 8-OHDA lesions have baen
shown to disrupt place preference behavior (Ettenberg, 1989; Ettenberg and
Duvauchelle, 1888; Phillips and Fibiger, 1990), drug self-administration (Gerber
and Wise, 1989; Ljungberg, 1990; Roberts and Koob, 1982; Woaclverton, 1986;
Yoke! and Wise, 1975) and self-stimulation (Franklin, 1978; Lynch and Wise,
1985; Phillips et al., 1975; Schaeffer and Michael, 1980). For example,
neuroleptics such as pimozide or haloperidol, significantly increase the current
or pulse frequency thresholds in animals responding for brain stimulation reward
(Wauquier, 1979; Wauquier and Niemegeers, 1972), and decrease responding
for opiate (Bozarth and Wise, 1981b) and stimulant self-administration (Amit
and Smith, 1991; Roberts and Vickers, 1984).

In vivo voltammetric and in vivo microdialysis studies also support the
correlation between reinforced responding and dopamine release (Blackburn et
al., 1992; Broderick, 1991; Gratton et al., 1988; Millar et al., 1985; Nicolaysen et
al., 1988; Phillips et al., 1988). In animals responding for rewarding brain
stimulation, dopamine release in the nucleus accumbens has been shown to
increase with increases in current intensity (Phillips et al., 1989) and pulse
frequency (Nicolaysen et al., 1988) as measured by in vivo voltammetry. Also,
animals responding for food or amphetamine (Hernandez and Hoebel, 1988a;
Hernandez and Hoebel, 1988b) or cocaine reward (Pettit and Justice, 1989;
Pettit and Justice, 1991) show increases in dopamine release in the nucleus
accumbens as measured by in vivo microdialysis. Opioids and other self-

administered drugs have also been shown to increase DA release in the



mesolimbic dopamine system (Carboni et al., 1989; Di Chiara and Imperato,
1986; Imperato et al., 1988).

Anatomical studies using intracerebral drug self-administration or
conditioned place preference also support a role for brain dopamine in reward.
Both the nucleus accumbens and prefrontal cortex receive heavy dopaminergic
innervation from the ventral tegmental area (Fallon, 1988; Lindvall et al., 1978,
Oades and Halliday, 1987; Phillipson and Griffiths, 1985). Opioids, known to be
' dopamine-releasing agents (Chesselst, 1984; Neff et al., 1981; Wood, 1983;
Wood et al.,, 1980), maintain reliable self-administration behavior with direct
VTA microinjections (Bozarth and Wise, 1981a) and morphine, enkephalin and
enkephalinamide can produce place preferences when injected into the VTA
(Bozarth, 1987a; Phillips and Fibiger, 1987; Philiips and LePiane, 1980; Phillips
and LePiane, 1982; Phillips et al., 1983h). Self-administration behavior is also
supported by direct microinjections of amphetamine (Hoebel et al., 1983),
cocaine (Goeders and Smith, 1987), or opioids (Goeders et al., 1984; Olds,
1982) into the nucleus accumbens, and cocaine mictoinjections in the prefrontal
cortex, another target of VTA dopamine cells (Lindvall et al., 1978) reliably
maintains self-administration behavior (Goeders et al., 1986). Furthermore,
administration of dopamine or opioid antagonist drugs in the VTA or nucleus
accumbens can induce a compensatory increase in responding for heroin or
cocaine self-administration (Bozarth and Wise, 1981b; Corrigall and Vaccarino,
1988; Ettenberg et al.,, 1982; Koob et al., 1987a; Koob et al., 1987b). This has

been interpreted to suggest that receptor antagonists such as naltrexone or



pimozide pattiaily bleck reward-relevant receptors in the VTA or nucleus
accumbens, and that animals compensate for the reduced (rewarding)
effectiveness of heroin or cocaine by increasing their drug intake. Taken
together, these findings suggest that some drugs of abuse act on dopamine
cells of the VTA, and that the VTA-nucleus accumbens/prefrontal cortex
pathway may be a critical component underlying drug reward.

However, as more information is obtained on the functioning of DA in
motivated behavior, an increasing amount of evidence reveals shortcomings of
the dopamine theory of reward. While some investigators have found that
dopamine antagonists disrupt opioid place preferences or opioid drug self-
administration (Gerber and Wise, 1989; Kelsey et al., 1989; Rompre and Wise,
1989; Schwartz and Marchok, 1974), others have reported no effect of
dopamine antagonists on either behavior (Dworkin et al., 1988a; Ettenberg et
al., 1981; Ettenberg et al., 1982; Gerber and Wise, 1989; Goeders et al., 1986).
Neuroleptics have been shown to disrupt cocaine sel-administration
(Woolverton, 1986; Woolverton and Virus, 1989) but not cocaine place
preferences (Hemby et al., 1992; Mackey and van der Kooy, 1985; Morency
and Beninger, 1986; Spyraki et al., 1982). Neither procaine self-administration
(de la Garza and Johanson, 1982; Delfs et al.,, 1990; Einhorn et al., 1988;
Johanson and Aigner, 1981) or place preference (Morency and Beninger, 1986)
appears dependent on dopamine transmission. Furthermore, opioid place
preferences can be acquired with direct injections into the nucleus accumbens

(van der Kooy et al., 1982), and is believed to occur without an increase in



dopamine release, since opioids injected into dopamine terminal fields do not
induce dopamine release (Ettenberg et al., 1982; Kalivas et al., 1983; Koob,
1986; Koob et al., 1987c; Vaccarino et al., 1986). 6-Hydroxydopamine lesions
of the nucleus accumbens, a site believed to be involved in reward and
reinforcement, have no effect on self-stimulation (Franklin and Robertson,
unpubl), have variable effects on drug self-administration (Dworkin et al., 1988a,
Dworkin et al., 1988b; Roberts and Koob, 1882), and have no eftects on
cocaine place conditioning (Hemby et al., 1992). Recent evidence from in vivo
voltammetric or in vivo microdialysis studies also suggests that dopamine
release occurs during the preparatory phase of behavior and not during the
consummation of a reward when reward is presumably experienced {Blackburn
et al., 1986; Blackburn et al., 1989; Blackburn et al., 1992). Electrochemical
measurements of dopamine release during the preparatory phase of behavior
have demonstrated that at least one session (i.e., experience with a reward) is
required before dopamine release is evident (Blackburn et al., 1992), and that
even after several sessions experience with a reward, dopamine is not released
during the consumption of a reward (Blackburn et al., 1992).

These findings have two important implications; one is that dopamine
does not carry the reward signal. The second implication is that dopamine
release may be necessary for learning about rewards and their relationship with
external stimuli. For example, in CPP, affect is repeatedly paired with a distinct
environment. In order for the environment to elicit an approach response, the

stimuli that make up a distinct environment must be conditior. d. The



conditioning process (i.e., associating positive affect with an environment) may
be dependent on aopamine transmission, whereas the positive affect produced
by incentive stimuli may be generated by a different transmitter system. With
operant responding, dopamine release may reinforce the stimulus (lever)-
reward association, thereby increasing the probability that approach to the lever
will increase, but may have nothing to do with generating or carrying the
rewarding signal. In this light, the dopamine system is viewed as playing a
"permissive" role in motivated behavior (Blackburn et al., 1992; Wise, 1978a).
Thus, the neurochemical and anatomical evidence does not appear to support
an essential role for dopamine as a reward transmitter.

Electrophysiclogical evidence obtained with the self-stimulation paradigm
also does not support a primary role for dopamine in brain stimulation reward
(BSR). Deutsch (1964), using a pulse-pair technique, demonstrated that the
directly stimulated fibres in BSR had relative refractory periods between 0.5-1.2
msec. This finding has since been replicated by others (Szabe et al., 1974;
Yeomans, 1975; Yeomans, 1979), and has been extended to suggest that there
may be several sub-populations of neurons which undertie the rewarding effects
of brain stimulation (Gallistel et al., 1981; Yeomans, 1989). Electrophysiclogical
studies using either a variant of the pulse pair technique or the collisicn
technique (Shizgal, 1989) have also yieided information on the characteristics of
the directly stimulated fibres in BSR.

Bielajew and Shizgal {1982) demonstrated that action potentials fired by

electrical stimulation are traveliing at a rate of between 1 and 8 m/sec, a speed
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consistent with the fibres having axonal diameters ranging between 0.5 to 2.0

uM. Moreover, impulses presumably carrying the reward signal from MFB

stimulation travel in a rostral to caudal direction, to synapse at the level of the
VTA or more caudally (Bielajew and Shizgal, 1986; Shizgal et al., 1980). In
these experiments, the medial forebrain bundle (MFB) was lesioned at rostral
and caudal positions relative to a stimulating electrode, and it was observed
that only lesions caudal to the electrode site interfered with self-stimulation
behavior.

Thus, electrophysiological experiments indicate that the fibres stimulated
in BSR are fast-conducting, small myelinated fibres that travel in a rostral to
caudal direction. This has important implications for the dopamine theory of
reward outlined by pharmacological studies, since the electrophysiological
characteristics of BSR neurons and DA neurons do not coincide. Dopamine
fibres travel in a caudal to rostral direction, projecting from the VTA to the
nucleus accumbens or prefrontal cortices (mesclimbic/mesocortical pathway) or
from the substantia nigra to the striatum (nigrostriatal pathway}. Furthermore,
axonal diameters of dopamine neurons range from 0.1 to 0.6 uM (Gerfen et al.,
1987), with refractory periods between 1.2 to 2.5 msec (Yeomans, 1989).
Thus, although self-stimulation behavior can be affected by altering DA
transmission, DA release or receptor activation, it is clear from
electrophysiological studies that the first stage neurons involved in carrying the

rewarding event produced by electrical brain stimulation are ng:.-dopaminergic.
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The Pedunculopontine Tegmental Nucleus and Reward

The increasing evidence showing the shortcomings of the dopamine
theory of reward has encouraged investigators to search for other
neurochemical and anatomical pathways and sites which may be involved in
reward and reinforcement. The pedunculopontine tegmental nucleus (PPTg)
has considerable afferent and efferent connections with the striatum, VTA, and
nucleus accumbens (Parent, 1990; Semba and Fibiger, 1992; Steininger et al.,
1992) - midbrain and forebrain nuclei suggested to be involved in the positive
reinforcing properties of drugs (Koob et al., 1987b; Wise, 1978b; Wise, 1981,
Wise, 1989). A significant projection from the lateral hypothalamus to the PPTg
has also been demonstrated to exist (Semba and Fibiger, 1992), leading
Bechara and van der Kooy (1989, 1992) to speculate that the PPTg may also
be involved in the rewarding properties of brain stimulation. Recently, the PPTg
has received considerable attention as a possible site that mediates the positive
reinforcing properties of drugs of abuse (Bechara and van der Kooy, 1989;
Bechara and van der Kooy, 1992). In a series of experiments, Bechara and
van der Kooy (1989, 1992) tested whether lesions of the PPTg would disrupt
the acquisition or retention of morphine, amphetamine, or food place
preferences under motivational conditions described as deprived or non-
deprived. They found that the acquisition of morphine, amphetamine, and food
place preferences were blocked, but only in the non-deprived condition.
Further, PPTg lesions had no effect on the retention of piace preference

behavior, regardless of induced-motivational conditions. These findings were
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interpreted to suggest that separate neural mechanisms underlie deprived and
non-deprived motivation. That PPTg lesions block food and opiate place
preferences in non-deprived or drug-naive animals was interpreted to suggest
that the rewarding properties of food and opiate drugs is depandent on the
PPTg.

However, the CPP paradigm measures only whether stimuli can acquire
incentive properties. It does not measure the primary rewarding effects of
stimuli, since on the test day no primary reward is given. Although blocking the
acquisition of a place preference may reflect a biockade of the incentive
motivational system (Bechara and van der Kooy, 1989; Bechara and van der
Kooy, 1992), it may also reflect an inability to acquire or recall a memory of the
rewarding event. In other words, the unconditioned affective properties of
stimuli may still be present and experienced by the animal, but the ability to
form an association between the neutral stimuli and positive affect is blocked.
Hence, the "conditioned" stimuli are unable to elicit an unconditioned approach
response since no conditioning took place. For instance, White and Carr
(1985) have demonstrated that with equally preferred (i.e., equally rewarding)
solutions of saccharin or sucrose, only sucrose produced a place preference.
This suggests that, as a reward, saccharin lacks some property necessary to
impart incentive properties to neutral stimuli. It also suggests that reward is not
a sufficient condition for place preference behavior to be established (White and
Carr, 1985). In fact, primary reward may not even be a necessary condition to

produce a place preference. In the report of a series of experiments performed
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by Bechara and van der Kooy (1992), the authors stated that sated animals did
not consume any food in the pairing chamber, yet still showed a place
preference for where food was found. The authors interpreted this finding as
suggesting that a survival instinct was aroused in the animal which allowed
them to recall the area in which food could be found, and that this may
represent a separate motivational system. Regardless of the interpretation, this
finding demonstrates that animals do not need to experience the rewarding
effects of a stimuli (e.g., food) in the test environment for a place preference to
be produced, and calls into question what the place preference paradigm
purports to measure. Bechara and van der Kooy (1992) also argue that PPTg
lesions do not affect magnitude of reward but rather eliminate incentive
motivation in general. That shifts in the magnitude or intensity of reward are
easily detected with the CPP paradigm is a difficult claim to support because
place preference behavior is more a qualitative than quantitative measure of the
primary reinforcing effects of sfirnuli. In order to make quantitative statements
using CPP, one must demonstrate that pairing a high dose of a drug (e.g.,
amphetamine) in one compartment will produce more of a place preference
than pairing a low dose of that same drug in the other compartment. Since this
type of experiment has not been performed, quantitative statements concerning
place preference behavior are unsubstantiated.

The suggestion that the PPTg is involved in mediating the primary
rewarding effects of stimuli could be strengthened if it could be demonstrated

that PPTg lesions block the acquisition of responding in an operant paradigm.
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Although operants may depend on the presence of primary and secondary
reinforcement to be maintained under partial reinforcement schaedules or during
extinction responding (Stewart and Eikelboom, 1987), animals can acquire
responding for drug self-administration or intracranial self-stimulation with only
the pﬁmary rewarding efiects present (discussed below). However, although in
general findings from the seif-stimulation and drug self-administration paradigms
generally coincide, there are several differences between the operant
paradigms which raise questions as to whether brain stimulation and drug
rewards act on similar substrates.
Characteristics of Responding for Drugs of Abuse

One characteristic that is common to all rewarding or reinforcing stimuli
is, naturally, their ability to control behavior. In drug self-administration, animals
acquire and maintain self—administfation of amphetamine (Lyness et al., 1980;
Yokel, 1987), cocaine (Bozarth et al., 1989; Ramsey and van Ree, 1991), and
heroin (Bozarth et al., 1989), but fail to acquire ar respond for vehicle controls
or drugs with known aversive properties (Thompson and Schuster, 1564). The
acquisition of drﬁg reward is typically slow and erratic for the first few test
sessions before aﬁimals stabilize into regular drug taking patterns (Lyness et
al., 1980; Stewart and Wise, 1992). When drug self-administration was
discovered, it was believed that animals would ingest drugs only if they were
physically dependent on them {Collier, 1968; Dole and Nyswander, 1867;
Himmelsbach, 1943; Wikler, 1952). Thus, the self-injection of drugs was

thought to occur because animals were attempting to either avoid or alleviate
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the discomfort of a withdrawal syndrome and not because these drugs acted on
some natural motivational circuit. Howaver, it has become increasingly clear
that a drug can initiate and maintain self-administration behavior in the absence
of a physical dependence or withdrawal state (Bozarth and Wise, 1984; Deneau
et al., 1969). For example, chronic administration of opioids in the
periaqueductal gray area, which does not support opioid drug self-
administration, produces an abstinence syndrome when animals are challenged
with opioid antagonists {Bozarth and Wise, 1984). However, chronic
administration of opioids into the VTA, which supports opioid self-administration
behavior, does not produce an abstinence syndrome when animals are
challenged with opioid antagonists (Bozarth and Wise, 1984). Drug-naive
animals, where obviously no abstinence syndrome can or has occurred, rapidly
acquire heroin or amphetamine self-administration (Lyness et al., 1980; Stewart
and Wise, 1992). Furthermore, mechanisms involved in the positive reinforcing
effects and the aversive or negative reinforcing effects of drugs are
anatomically dissociable (Bozarth and Wise, 1984; Carr and White, 1986), and
it appears that only sites mediating the positive reinforcing effects of drugs
initiate and maintain self-administration (Bechara and van der Kooy, 1992; van
der Kooy, 1987; Wise, 1989). Thus, it is the rewarding or positive reinforcing
properties of drugs that lead to acquisition and maintenance of operant
responding as measured by drug self-administration.

A second property of rewards can be identified when reinforcer

magnitude is manipulated. Varying the quantity of reward changes the rate and
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pattern of responding for drug reward (Pickens and Harris, 1968; Pickens and
Thompson, 1968). Pickens et al. (1868) studied the effects of increasing and
decreasing reward magnitude in rats self-administering amphetamine or
cocaine. They found that at very low doses responding for drug increases with
dose once a minimally reinforcing threshold is passed, but over a wide range of
higher doses, as unit dose increases responding for drug decreases, and, if unit
dose decreases responding for drug increases. This finding has since been
replicated for a variety of drug reinforcers (Goldberg et al., 1971; Risner and
Jones, 1976; Werner et al., 1976; Wilson et al., 1971) and has been extended
to show that while increasing or decreasing the dose of a drug administered
changes the number of responses performed during a test session markedly,
the total amount of drug intake over the test period is relatively unaffected
(Lemaire and Meisch, 1984; Van Dyke et al., 1978; Yokel and Pickens, 1974).
Thus, although approach to the rewarding stimulus (measured as response
rate) increases or decreases, contact with the rewarding stimulus remains quite
stable. This has been interpreted to suggest that animals organize their
behavior to maintain optimal levels of affect (Goldberg et al., 1971, Risner and
Jones, 1976; Werner et al., 1976).

The suggestion that animals maintain optimal levels of reward is also
supported when duration of effect of a rewarding stimulus is changed (Werner
et al., 1976; Winger et al., 1975). Although investigators are unable to
manipulate the duration of effect of a single drug, the use of drugs that fall in

the same pharmacological class have been studied. In one such
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demonstration, Winger et al. (1975) used a variety of barbiturates with nearly
identical pharmacological activity but differing in duration of effect. They found
that short-acting barbiturates produced higher rates of responding than long-
acting barbiturates. In a similar vein, Werner et al. (1976) compared rates and
patterns of responding for morphine and methadone, and found that morphine
(half life of =~ 90 minutes) produced higher rates of responding than methadone
(half-life of =~ 4-6 hours).

Additional support for the argument that animais maintain optimal levels
of réward comes from studies investigating the neuropharmacological basis of
drug reward. It has been demonstrated that a compensatory increase in the
rate of self-administration occurs following pharmacological challange with a low
dose of antagonist, and ceases with higher doses of antagonist (Wise, 1987;
Yokel, 1987). Animals self-administering heroin will increase their response
rate in reaction to pharmacological challenge with naltrexone (Corrigall, 1987,
Corrigall and Vaccarino, 1988). This increased rate of drug intake also occurs
when animals are self-administering amphetamine (Yokel and Wise, 1975) or
cocaine (Roberts and Vickers, 1984) and are challenged with low doses of
pimozide or atypical neuroleptics. The interpretation of this effect is
straightforward. If a drug produces its rewarding effects through interactions
with specific receptor systems, then the partial blockade of these receﬁtors
would lead to a situation where the rewarding effect of the drug would be less
than its original effect (a situation similar to reducing the unit dose of the drug).

Thus, to attain an optimal level of reward animals compensate by increasing
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their rate of response.

A second interpretation, though, may be that the administration of a low
dose of antagonist does not reduce the rewarding effect of the drug per se, but
may be antagonizing aversive properties the drug may have (Goudie, 1979;
Hunt and Amit, 1987; Thompson and Schuster, 1964). Thus, animals may be
increasing their rate of responding because the drug is more rewarding, owing
to the elimination of aversive side effects. For example, as unit dose increases,
the reinforcing effect of a drug would be expected to increase. Thus, increases
in dose should lead to increases in responding for the rewarding stimulus in
drug self-administration. That animals maintain relatively constant plasma drug
concentrations argues against this, and supports the hypothesis that aversive
side-effects limit the amount of drug an animal will ingest. Further support for
this argument comes from the finding that drugs typically abused also have
aversive properties. For example, morphine, amphetamine, cocaine, and
nicotine have all been shown to produce conditioned taste aversions (Carr and
White, 1986; Goudie, 1979; Hunt et al., 1987; Isaac et al., 1969; Stolerman,

. 1985; White et al., 1977). Furthermore, antagonists which induce
compensatory increases in drug self-administration block the conditioned taste
aversions produced by these drugs (Goudie, 1979; Hunt and Amit, 1987; Hunt
et al., 1985). Thus, it is possible that over time the aversive properties of drugs
become stronger, and limit the amount of drug an animal will seif-administer.
This implies that if one could limit the aversive or non-specific side-effects of

drug intake animals would show increased responding to increases in drug
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dose. Several behavioral paradigms have been used to test this hypothesis.
For example, interval and ratio schedules of reinforcement are useful in
minimizing non-specific side-effects of drugs (Kiser et al., 1978). With a fixed
interval schedule of reinforcement, if the interval is long enough, animals are
less likely to load up with drug. This results in a decrease in plasma drug
concentrations maintained by the animal, and delays or minimizes the
occurrence of aversive or other non-specific side effects. Using fixed interval
schedules, investigators have found that the range of doses which produce
increases in response rate goes up (Downs and Woods, 1974; Goldberg and
Kelieher, 1976; Goldberg et al., 1971; Kelleher, 1976; Pickens and Thompson,
1968). For example, animals responding for dosps of cocaine that decrease
responding on a continuous reinforcement schedule (CRF) (Goldberg et al.,
1971; Pickens and Thompson, 1968), show increases in response rate when
these same doses are administered on a fixed interval schedule of
reinforcement (Kelleher, 1976; Spealman and Goldberg, 1978). Investigators
have also used progressive-ratio schedules of reinforcement, where animals are
required to complete some fixed ratio before receiving a reinforcer. Once a
reinforcer is receivad, the fixed ratio increases by some prespecified amount,
and the final fixed ratio the animal completes before quitting responding is
called the break point (Hodos, 1961; Hodos and Kalman, 1963). Using the
progressive ratio technique, investigators have reported increases in break point -
with increases in dose of cocaine (Bedford et ai., 1978; Griffiths et al., 1975),

opioids (Hoffmeister, 197%; Spealman and Goldberg, 1978), and amphetamine
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(Spealman and Goldberg, 1978; Stretch et al., 1971). Thus, a range of drug
doses over which increasing dose produces decreases in responding on CRF
schedules of reinforcement can produce increases in responding on partial
reinforcement schedules, suggesting that as dose increases, the reinforcing
effect of the drug also increases. This implies that aversive or motoric side-
effects may be limiting the total amount of drug seif-administered by animals.
Characteristics of Responding for Brain Stimulation Reward

With self-stimulation, approach to, and maintenance of contact with the
stimuius are confounded. Trains of brain stimulation are usually so short (e.g. <
1 second) that for animals to remain in contact with rewarding stimulation, they
must respond continuously. Nevertheless, several characteristics associated
with responding for brain stimulation can be identified. Acquisition of self-
stimulation behavior is extremely rapid, and can occur in the first few minutes of
a test session (Lepore, 1990; Yeomans, 1990). Further, animals responding for
BSR attain and maintain maximal rates of responding immediately upon start of
a test session, and show little or no signs of response decline even after
several hours of responding (Yeomans, 1990).

- When duration of reinforcing trains of stimulation are increased,
investigators have reported increases in responding (Deutsch and Albertson,
1974; Deutsch and Dennis, 1975; Deutsch et al., 1976), decreases in
responding (Atrens and Becker, 1975; Atrens et al., 1977), or little or no effect
on responding (Edmonds et al., 1974; Gallistel, 1974, Gallistel et al., 1981).

Several interpretations have been put forth to explain these various findings.
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First, it has been argued that train durations of more than 2 seconds are not
reinforcing (Edmonds et al., 1974; Gallistel, 1974, Gallistel et al., 1981).
Presumably, axons mediating BSR do not fire action potentials with trains of
stimulation longer than 2-3 seconds because neural accommodation occurs
(Yeomans, 1890). Hence, no changes in behavior are expected to occur.
Others argue that trains of stimulation longer than 2 seconds become aversive
(Atrens and Becker, 1975; Atrens et al., 1977), which explains why decreases
in responding are observed with increases in train duration. However, when
given the choice between short (< 1 second) and long trains (> 10 seconds)
animals prefer long trains (Deutsch and Dennis, 1975; Deutsch et al., 1976).
This has been interpreted to suggest that animals adapt to any aversion
produced by long trains of stimulation, and when such adaptation occurs, an
increase in the reinforcing effect of stimulation is detectable. In ICSS,
therefore, one doas not usually see an inverse relationship between magnitude
or duration of reinforcing effect and responding typicaily observed with drug
rewards. Finally, when animals responding for BSR are pharmacologically
challenged with antagonists believed to block reinforcement processes,
response rate invariably decreases (Franklin, 1978; Gallistel and Davis, 1983;
Gallistel et al., 1982; Lynch and Wise, 1985; Schasetfer and Michael, 1980). No
compensatory increases in responding are observed, again in contrast to the
behavior observed with the drug self-administration paradigm.

Several explanations may be invoked to explain these apparent

behavioral inconsistencies between ICSS and DSA. It is possible that drugs
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produce their rewarding effects through neural mechanisms completely distinct
from the mechanisms underlying the rewarding effects of stimulation. This is
unlikely though, given that rewarding drugs and brain stimulation synergise to
affect behavior (Colle and Wise, 1988; Esposito and Kornetsky, 1978; Gerber et
al., 1981; Kometsky et al., 1979; Wise, 1980). For example, low doses of
amphetamine (Schaefer and Michael, 1988), cocaine (Aulakh et al., 1979;
Frank et al., 1988; Wauquier and Niemegeers, 1974), morphine (Broekkamp et
al., 1976; Esposito and Kornetsky, 1978; Levitt et al.,, 1977; Terando et al.,
1978), heroin {Gerber et al., 1981; Hubner and Kornetsky, 1992; Koob et al.,
1975), THC (Gardiner, 1992; Gardner et al., 1988) and phencyclidine (Kornetsky
et al., 1979) lower the intensity and frequency thresholds of rewarding brain
stimulation. Furthermore, this synergism between rewarding brain stimulation
and drugs occurs at sites demonstrated to be involved in the rewarding effects
of drugs (Broekkamp et al., 1975; Colle and Wise, 1988; Kornetsky and Bain,
1987; Liet:nan and Segal, 1977; Wise and Rompre, 1989), and has led to the
hypothesis that drugs are rewarding because they pharmacologically activate
the same substrate activated by brain stimulation reward (Koob et al., 19870,
Koob et al., 1987¢; Wise, 1987; Wise and Rompre, 1989). Howaever, if drugs
and brain stimulation act on an identical reward substrate, one would expect
that activation of this substrate by either brain stimulation or drug rewards
would have similar characteristics. An alternate explanation is that temporal
differences in the way drugs and brain stimulation activate the neural substrate

of reward leads to the apparent inconsistencies in behavior observad between
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brain stimuiation and drug seif-administration.
Self-Administration of Brain Stimulation as a Model of Reinfercement

The SABS model of drug self-administration was designed to assess the
behavioral differences observed between the ICSS and drug self-administration
models. It was hypothesized that differences in the time course of drugs and
brain stimulation as reinforcers lead to the apparent inconsistencies in behavior.
For instance, trains of brain stimuiation have an immediate onset and ofiset,
typically last from 0.250 to 1 second, and are localized to the immediate vicinity
of the stimulating electrode. Drug rewards, however, take several seconds to
several minutes before reaching a reinforcing threshold with the drug effect
lasting anywhere from a few minutes {1-6 minutes with thiopental or fentanyl)
up to several hours (12-24 hours with methadone or LAAM), and are not
localized to a specific nucleus or pathway. Furthermore, animals responding for
drug rewards are able to contro! their plasma drug ooncentrationé whereas
animals cannot regulate ICSS. Thus, behavioral differences observed in
responding for brain stimulation and drug rewards may be due to differences in
the ways brain stimulation and drugs activate the reward substrate. It was
reasoned that if a drug was made to act like brain stimulation or brain
stimulation was made to act like a drug, {h_e behavioral discrepancies between
ICSS and drug self-administration should diéappear. This hypothesis was
tested using self-administration of brain stimulation (SABS), a novel brain
stimulation paradigm in which brain stimulation trains were made to mimic the

pharmacokinetic properties of drugs (Lepore and Franklin, 1992).
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Basically, the SABS mods! is a hybrid of two operant paradigms - ICSS
and drug self-administration (Lepore and Franklin, 1992). In SABS, animals
respond for prolonged trains of brain stimulation that rise and fall in pulse
frequency in a manner analogous to the rise and fall of drug concentrations in
the brain. Unlike ICSS, in which the investigator controls the pulse frequency
administered to the animal, in SABS it is the animal’s responses that control the
pulse frequency, similar to the way animals responding for drug reward control
their plasma drug concentration. For example, when the animal presses the
lever, the puisa frequency begins climbing from some existing levei (e.g., 0 Hz)
to a prespecified increment in frequency (e.g., 200 Hz) (see Figure 1). By
analogy to drug self-administration, this increment in pulse frequency is referred
to as the "dose” of brain stimulation. The rate of increment and decrement (or
half-lives) of pulse frequency are determined by first order exponential
equations for "absorption™ and "elimination™, respectively. The pulse frequency
attained at the end of the "absorption" phase of a SABS stimulating train
represents the "peak plasma drug concentration” or "peak concentration at the
receptors”, by analogy to drug self-administration. If, during the course of a test
the animal executes another reinforced response, the "dose” of stimulation is
algebraically added onto the existing portion of dose present at the time the
reinforced response is executed (see Figure 1). Thus, from the beginning of
the absorption phase (0 H2) up to peak concentration (200 Hz), and from peak
concentration down to 0 Hz, a train of brain stimulation models the effect of a

single dose of drug, and responding for such trains of stimulatic.. will be
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Figure 1. Time course of the changes in pulse frequency of a hypothetical train
of brain stimulation generated by the SABS program. Each train is designed to
mimic the effect of an hypothetical drug with an absorption half-time of 6
seconds and an elimination half-time of 60 seconds. Data points are sampled

and stored by the computer once every 30 seconds. Points A, B, and C indicate
the time when a reinforced response occurred.
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referred to as self-administration of brain stimulation, or SABS.

Animals responding for SABS show many behaviors considered
characteristic of animais responding for drug reward. For example, animals
"load up" with brain stimulation at the beginning of a test session, as they do in
drug self-administration, driving brain stimulation frequencies as high as 800 to
1000 Hz, before their response rate drops off and mean frequency stabilizes.
Acquisition of SABS behavior also resembles acquisition of drug self-
administration in that responding is erratic for several acquisition sessions
before intake patterns become stable. When "doses” of brain stimulation are
decreased or increased, animals will increase or decrease responding respec-
tively, in a manner similar to animals self-administering drugs (Lepore and
Franklin, 1992). A similar inverse relationship between duration of reinforcing
effect and response rate also exists, When the elimination half-life of
stimulation is increased from 20 to 2000 seconds, response rate decreases.
Finally, administration of the neuroleptics, pimozide and cis-flupenthixol, induced
an increase in both responding and mean frequency of stimulation maintained
by the animal (Lepore and Franklin, 1992), similar to the way animals increase
responding for opioid or stimulant drug reward when challenged with opioid or
dopamine antagonist drugs (Corrigall, 1987; Corrigall and Vaccarino, 1988;
Ettenberg et al., 1982; Koob et al., 1987a; Yokel and Wise, 1975). Thus, it was
argued that it is the method by which brain stimulation and drugs activate the
reward substrate that is producing behavioral differences among the models of

motivation, rather than reflecting different processes mediating drug or brain
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stimulation reward.

Results obtained with the SABS technique suggest the anatomical _
specificity of the ICSS technique and its interpretive power are retained in
SABS. Results also suggest that SABS may be used to investigate properties
of drug reward which can not be easily tested or are impossible to test using
the drug self-administration paradigm. Although the initial demonstration of
SABS met with success, there are several features of SABS behavior that raise
questions about the interpretation of the unusual brain stimulation trains used in
SABS. !f the SABS mode! of reinforcement is to be used successfully, there-
fore, areas which raise concern about its interpretation need to be examined
more fully.

Potential Problems of Interpretation with SABS

Though the similarities between SABS and drug self-administration are
very striking, there are several feafures of SABS responding which raise
questions with regard to the interpretation of the reinforcing effect of long
frequency-modulated trains of stimulation used in SABS. One remarkable
feature of responding for SABS was the tendency to drive pulse frequencies to
high levels, sometimes averaging as high as 700-900 Hz over a session lasting
saveral hours. This is puzzling because studies using BSR suggest that the
optimal reinforcing frequency of a stimulating train lies within the 25 and 200 Hz
range (Mason and Milner, 1885; Milner, 1978; Wood e@ al., 1987). Thus, the
rate-frequency curve in BSR is roughly linear over approximately 0.8-1.0 log

units, wiih the reinforcing efficacy of a stimulating train dropping off sharply at
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higher frequencies (Yeomans, 1990). Indeed, it can be argued that the
reinforcing effect of brain stimulation would not go on increasing beyond 700-
800 Hz, because these high frequencies would be at or above the upper
physiological limit of neuronal firing {Yeomans, 1890). Though recruitment of
neurons in the subliminal fringe (Creed et al., 1932) might explain some of the
reinforcing effects of long stimulating trains, these considerations raise the
question as to whether the high average pulse frequencies maintained by
animals responding for SABS reflects the animal's attempt to maintain an
optimal level of reward as is generally assumed with animals responding for
drug reward, (Goldberg et al., 1971; Werner et al., 1976), or whether it
represents an artifact of training history or of the reinforcement schedule that
was used (CRF). To examine this question, the relafionship of "dose” and
"elimination 1/2 time" on SABS performance was re-examined, varying the
response requirement for each reinforcement on fixed ratio schedules. In
addition, the rate-frequency curve was examined using Fl and progressive ratio
schedules reinforced with high frequency trains.
General Method for SABS

Subjects

All experiments were carried out in accordance with the guidelines for the
ethical use of animals in biomedical research as outlined by the Canadian
Council on Animal Care and McGill University.

Adult, male Long-Evans rats (Charles River, Que.) were anesthetized

with pentobarbital (55 mg/kg) and a bipolar, stainless steet electrode (Plastics
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One, VA) was implanted in the brain of each rat. Electrode coordinates for
lateral hypothalamus-MFB placements taken from bregma were: -0.5 mm
posterior, + 1.5 mm lateral to the midline, and -8.3 mm ventral from the skull
surface (Paxinos and Watson, 1986).

Rats were allowed at least cne week recovery from surgery before
behavioral testing.
Apparatus

Animais were tested in one of four conventional Skinner boxes
{Coulbourn Instruments, PA) modified for detivery of brain stimulation
(Vaccarino and Franklin, 1982). Each box was equipped with a single response.
lever (Coulbourn Instruments, PA) on which animals pressed to obtain brain
stimulation. Brain stimulation was delivered by an electrically isolated constant
current stimulator. Trains of 0.15 msec biphasic, square-wave pulses were
generated by a variable-frequency oscillator. Oscillation frequency was
controlled through a digital-to-analogue converter, and the frequency of brain
stimﬁlation could be changed in 1 Hz steps. Current intensities ranged between
75 and 150 pAmps. A microcomputer (80386) moniiored the animals
responses, recorded data, and controlled the parameters of brain stimulation.
The computer polled the lever press detectors and set the appropriate brain
stimulation frequency once every 250 msec.
Computer Control of Brain Stimulation

The SABS program was designed io deliver trains of brain stimulation,

where the frequency of each train was modulated to mimic the rise and fall of

30



drug concentrations in the brain. Upon performance of a lever press, the
computer would increase the frequency of brain stimulation from the existing
level (e.g., 0 Hz) to some prespecified increment in frequency (e.g., 200 Hz).
By analogy to drug self-administration, this peak increase in frequency was
termed the "dose" of brain stimuiation. The rate of change of pulse frequency
‘was controlled by varying the interval of the application of successive steps of 1
Hz. These intervals were determined by a first-order kinetic equation
(exponential) for "absorption®, and the outputs of the kinetic equation were
rounded off to whole integers before being fed to the digitally controlled
oscillator. The frequency attained at the end of the absorption phase
represents the peak plasma drug concentration or peak concentration at the
receptors, by analogy to drug self-administration. Once absomtion was
complete, the computer began to decrease the frequency of brain stimulation
according to kinetic equations (exponential) for elimination, such that pulse
frequency was gradually decreased in steps of 1 Hz. Thus, from the beginning
of the absorption phase through to peak concentration, and back down to 0 Hz
modelled the effect of a single dose of drug. If the rat then executed another
reinforced response, the "dose™ was algebraically added to whatever portion of
dose was still present the time the response was executed (see Figure 1, page
26). Thus, the rat's response rate determined the average frequency of
stimulation during the test session. To prevent animals from receiving several
doses in rapid succession before the effects of a single dose arelexperienced.

an unsignalled time out period was programmed into SABS such that another
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response would not be reinforced until the absorption phase was complete.
Data Sampling

The SABS program samples and collects data on 3 dependent variables:
reinforced responses, total responses, and frequency of stimulation. The
computer sampled each dependent variable once every 30 seconds, which was
then stored in the computer RAM. At the end of the test session, all dependent
measures stored in RAM were written to disk for permanent storage.
Pre-Tralning Procedure

Animals were allowed a minimum of 7 days recovery from surgery,
wheraupon daily, half-hour training sessions were carried out 1o screen animals |
for self-stimulation. Animals were initially shaped to lever press for one second
trains of 0.15 msec pulse, 200 Hz stimulation, with current intensities initially set
at 50 pAmps. Once self-stimulation behavior was established, animals were
given one additional 1 hour session of self-stimulation, during which the current
intensity (range = 75 to 150 pAmps) was adjusted to produce a moderate rate
of responding (500 - 750 responses/hour). Animals were then transferred over
to the SABS program, where they were allowed several sessions to familiarize
themselves with the stimulation parameters appropriate for each experiment.
Histology

At the completion of each experiment, animals were sacrificed with 30%
chloral hydrate, and were perfused transcardially with a 10% formol saline
solution. Brains were quickly removed and placed in an additional solution of

10% formol saline for at least 24 hours before slicing. Cresyl violet staining
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was then carried out and slides were examined to verify the position of the
electrode tip. All animals were found to have electrods placements within 500
microns (in all directions) from the aimed coordinates.
Experiment 1

introduction

The original parametric study of SABS was carried out using CRF
schedules. Although the demonstration was instructive, evaluations of how
drugs act as reinforcers often include determining the patterns of responding
under various partial reinforcement (PRF) schedules. For example, it has been
demonstrated that reliable drug self-administration can be slicited and
maintained using a variety of PRF schedules, including fixed interval (Balster
and Schuster, 1973; Dougherty and Pickens, 1976; Thompson and Schuster,
1964; Woolverton and Balster, 1983), fixed ratio (Downs and Woods, 1974;
Marquis et al., 1989; Pickens and Thompson, 1968; Vanover et al., 1989) and
progressive ratio schedules (Bedford et al., 1978; Griffiths et al., 1975;
Hoffmeister, 1979). Further, pattems of responding are stable and comparable
across both reinforcement schedules and drug classes (Morse, 1366; Morse
and Kelleher, 19')7; Spealman and Goldberg, 1978), although
self-administration rate may changs with the density of the schedule. If the
SABS technique can reliably model the effects of drugs, then, both patterns of
responding and relationships observed between the kinetics of stimulation and

response rate should remain stable across various reinforcement schedules.
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Method
Animal Subjects and Surgery
Six male Long-Evans rats were used for the following experiment.
Surgery, coordinates, and host-operétive care were carried out as described in
the general method section.
Procedure
After screening (see General Method, page 32), animals were transferred
to the SABS program, where the parameters of brain stimulation were set at
200 Hz dose, 1 second absorption half-time, and an elimination half-life of 100
seconds. Animals were run for two days at each of the following fixed ratios; 1,
3, 10 and 15. Atter the initial training, 3 rats were randomly assigned to an
elimination half-time of 200 seconds, and 3 rats were assigned to an elimination
half-life of 2000 seconds. Animals were run for two days at each of the
“following fixed raiios; 1, 5 or 15. Animals were then randomly assigned to one
of the three test fixed-ratios and were tested for three sessions at each. The
first day was used to accustom the rat to the new stimutation parameters, and
the mean of the last two test sessions was used for analysis. Following
completion of tests on each FR schedule, animals were switched over to the
other elimination half-life, and the procedure outlined above was repeated.
Results and Discussion
Responding for SABS stimulation was maintained over a wide range of
fixed ratios. Mean frequency of stimulation was inversely related to response

requirement. As shown in Figure 2, increases in fixed ratio led to decreases in
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the mean pulse frequency (analogous to plasma drug concentration) maintained
by animals (F=33.5(2,10 df), p < 0.05). Analyses with Tukeys t revealed a
significant lowering of mean frequency with increases in FR size at both
elimination half-times. With an elimination half-time of 200 seconds, mean
frequency dropped when FR size increased from FR1 to FRS (t=2.82, p <
0.05)and from FR5 to FR15 (t=6.39, p < 0.05). When the elimination haif-time
was set at 2000 seconds, mean frequency showed a reliable drop when FR
size increased from FR5 to FR15(t=3.36, p < 0.05), but not from FR1 to FRS.
No significant interactions between FR size and elimination half-times were
noted. Although mean frequency of stimulation dropped, response rates were
significantly higher for FR5 and FR15 ratio requirements (F=5.37(2,10 df), p <
0.05) at both slimination half-times (see Figure 2).

At first glance, the relationship between total reinforcers received, FR
requirement, and mean frequency does not appear consistent with our previous
demonstration using a CRF schedule. We previously demonstrated that when
reinforcer magnitude or duration of effect increases or decreases, animals
compensate by decreasing or increasing their rate of responding (Lepore and
Franklin, 1992). This suggested that animals attempt to optimize the reinforcing
level of stimulation. Thus, one might expect that as Fﬁ size increases and the
number of reinforcers received decreases, animals would compensate enough
to maintain a constant level of stimulation. In this experiment, response rate
did increase with increases in FR size, but the compensation was incomplete.

Animals did not respond fast enough to maintain stimulation frequencies at high
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levels though they were capable of higher response rates. This could suggest
that, even though animals are capable of responding fast enough, they do not
because maintaining stimulation frequencies above what is considered optimal
in self-stimulation is not reinforcing. However, a more likely interpretation would
be that animals do not fully compensate because a trade-off exists between the
amount of work the animal has to perform and the amount of reinforcement
received for that work. That is, the dose of stimulation required to maintain
maximal responding under FR1 is not the same as that which maintains
maximal responding under FR5 or FR15. Hence, mean frequency decreases.
In order to maintain maximal responding, as FR size increases the dose of
stimulation must also increase.

These resuits resemble those obtained in drug self-administration studies
where animals fesponding for barbiturates (Lemaire and Meisch, 1984; Lemaire
and Meisch, 1991) cocaine (Downs and Woods, 1974, Pickens and Thompson,
1968), morphine (Weeks and Collins, 1978), or phencyclidine (Marquis et al.,
1989) also show a lowered plasma drug concentration (analogous with mean
frequency in SABS) with increases in ratio requirement. tlowever, this lowered
pfasma drug concentration is typically seen when the ratio requirement is set at
relatively high ratios (Lemaire and Meisch, 1984). Furthermore, the effect of
increasing FR size is less marked at high unit doses than at low unit doses,
presumably because at high unit doses, more reinforcement is received with
each drug injection (Moreton et al., 1977; Pickens and Thompson, 1968). The

relationship between elimination half-time and mean pulse frequency was also
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consistent with the previous demonstration using CRF schedules. Mean
frequencies were consistently higher when animals were responding for long
giimination half-times (F=81.8(1,5 df), p < 0.05). Analyses using Tukeys T
revealed that elimination half-times of 2000 seconds produced consistently
higher mean frequencies at FRS (t=3.397, p < 0.05) and FR15 (t=3.606, p <
0.05), but not at FR1 (1=2.05, p > 0.05), when compared with elimination
haif-times of 200 seccnds. At FR1, the mean frequencies maintained by
animals in this study are nearly identical to those in the preyious demonstration.
Even at a ratio requirement of 15, animals responding with an elimination
half-life of 2000 seconds maintained a mean frequency between 400 and 650
Hz (see Figure 2).

Figure 3 shows the pattern of responding for SABS of one animal with
the elimination half-life set at 2000 seconds at the different ratio requirements.
As shown, when the ratio is set at 15 (Figure 3, panel C), the pattern of intake
is stable and reinforcements occur at regularly spaced intervals. It is unlikely
that an animal would maintain stable and consistent responding on FR15 if high
frequency stimulating trains were poor reinforcers.

It is not possible to make a quantitative comparison between responding
for SABS and performance reinforced by any particular drug or dose, because
the relative magnitude of the reinforcing effect of a brain stimulation train and a
dose of a particular drug is not known; is a SABS dose of 200 Hz with
elimination 1/2 time of 2000 seconds more or less reinforcing than 1 mg/kg of

cocaine? In order to make this type of comparison, a reinforcement schedule
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39



purporting to measure relative reinforcing effects of stimuli must be chosen.
However, the present results show that the effect of increasing response
requirement on SABS performance is similar to its effect on self-administration
of a variety of drugs. Most iﬁportant, the use of partial reinforcement (PRF) did
not disrupt SABS performance, nor did it appear to alter the relationships
between response rate and dose or elimination kinetics. The propetties of
SABS demonstrated on CRF are, therefore, unlikely to be artifacts of the
reinforcement schedule chosen.
Experiment 2

The results of Experiment 1 demonsirated that responding for SABS
remains stable across a range of ratio requirements, and that the relationship
between pulse frequency and elimination half-time and response rate is
consistent with our initial observations using a CRF schedule, and is consistent
with the drug self-administration literature. This confirms that the frequency
modulated trains of stimulation used in SABS are reinforcing. However, it has
been argued that even with felatively high fixed ratios, the indirect effects of
drugs can interfere with responding (Gonzalez and Goldberg, 1977, Spealman
and Goldberg, 1978; Spealman et al., 1977) and, presumably, the same
criticism could apply to brain stimulation trains. Furthermore, it is impossible to
study the relationship between stimulation frequency and response rate in
SABS because the average stimulation frequency is a dependent variable and
is altered by the response rate. This is also true of plasma drug concentration

in drug self-administration. To avoid this problem unit doses must be widely
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separated and their rate of occurrence independent of response rate.

To minimize the problem of motoric or aversive side-effects associated
with high plasma drug concentrations, investigators have been making use of
so-called rate-independent schedules of reinforcement. Two widely used
reinforcement schedules are fixed interval (F1) and progressive ratio {PR)
schedules. Both these schedules have advantages over the use of fixed or
variable ratio schedules. Fixed-interval schedules are useful in studying the
motivational properties of drugs because, if the interval between drug injections
is long enough and test sessions are short, animals are unable to attain a high
plasma drug concentration. Consequently, undesired side effacts due to
accumulation of drug and/or metabolites will not interfere with responding. The
same is true for progressive ratio schedules. Animals are reinforced aﬂeré
fixed number of responses have been emitted and the ratio requirement
increases after each reinforcement until the subject fails to complete a ratio
requirement in a reasonable amount of time. The point at which animals fail to
respond, the "breakpoint”, is taken to reflect the reinforcing strength of the
substance in question (Hodos, 1961; Hodos, 1965; Hodos and Kalman, 1963;
Richardson and Rober;s, 1991; Roberts, 1989; Roberts et al., 1989). Using PR
schedules, investigators h..ave shown that the break point increases with dose,
and the relationship inverts (indicating the influence of side effects) only at very
high unit doses (Griffiths et al., 1975; Hoffmeister, 1979). A similar relationship
has been found between response rate on F1 schedules and unit dose (Griffiths

ot al., 1975; Young and Herling, 1986). in Experiment 2, both Fl and PR
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schedules of reinforcement were used to examine the reinforcing efficacy of
SABS trains and its relationship to peak frequency (dose).
Method

Twelve animals were prepared as described in the general methods

section.
Procedure

Fixed-Interval Schedule

Rats were screened for seif-stimulation as described. Following screening,
six rats were trained to respond on an Fl 60 second schedule for 1 second
trains of 200 Hz stimulation. Once responding stabilized (within 5 sessions),
rats were transferred over to the SABS program with the dose set at 200 Hz,
‘an absorption half-time of 1 second, and an elimination half-time of 2 seconds.
With these parameters, a train of stimulation lasted 16 seconds. These short
trains of stimulation were used so that animals would be unable to regulate the
pﬁlse frequency within a given fixed interval period. Animals were trained on a
F1 60 second reinforcement schedule until stable responding was achieved. All
tests lasted 60 minutes, and thus, the total number of reinforcers an animal
could obtain was 60.

Once stable responding on SABS was achieved, rats were tested at four
"doses” (100, 200, 400, or 800 Hz) in random order, and were tested for three
consecutive days at each dose. The absorption half-time was set at 1 second,
and the elimination half-time was set at 2 seconds. The first day was used to

accustom the animal to the new parameters, and the mean of the final two days
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were used for analysis. Only response rate was sampled for this axperiment
since stimulating trains were too short to allow the animal to regulate pulse

frequency.
Progressive-Ratio Schedule

Six additional animals were trained as outlined above except that animals
were placed on an FR5 schedule. They were then transferred to the SABS
program with the dose set at 200 Hz, an absorption half-time of 1 second, and
an elimination half-time of 2 seconds.

Once stable responding was achieved, animals were tested for three
days at each of four doses (i.e., peak frequencies of 100, 200, 400, or 800 Hz),
in random order, on a PR schedule of reinforcement. The parameters of
stimulation used for the tests were identical to those used in the Fl test. For
progressive ratio responding, animals started on an FR5 and after receiving a
reinforcer, the ratio requirement was systematically increased by two. Thus, to
obtain the reinforcer, animals had to complete an FR5, then FR7, FRS9, ... and
were run until break points were reached. For all animals, break points were
reached by the end of three hours. Animals were run for three consecutive
days at each dose, and the mean break point of the final two days was used in
the analysis.

Results and Discussion
Fixed-Interval Schedule
The shape of the rate-frequency curve was found to have a shaliow

inverted-U shape. Responding rose from 100 to 400 Hz, with the maximum
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Figure 4. The relationship between mean response rate and peak pulse
frequency for animals responding for 16 s trains of SABS-like stimulation (see
text for further explanation) on a fixed-interval 60 s schedule of reinforcement.
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("dose"). Points represent the means + S.E.M.
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response rate occurring between 200 and 400 Hz (see Figure 4). At 800 Hz,
response rate dropped off to a level equal to that of the lowest dose tested.
These results are consistent with those found for conventional self-stimulation
(Milner, 1978). Although in c;onventional self-stimulation, peak responding
occurs between 100 and 200 Hz, the majority of rate-frequency experiments
have been carried out using a CRF schedule. When a variable interval
schedule of reinforcement is used (Kling et al., 1979), responding increases up
to 400 Hz. In fact, pulse frequencies (Kling et al., 1979) and current intensities
(Hawkins and Pliskoff, 1964) considered aversive when tested under CRF
schedules (Atrens et al., 1977; Deutsch and Hawkins, 1972) maintain high rates
of responding under variable interval schedules of reinforcement.

These results are also consistent with the pattern of responding
observed when animals are self-administering cocaine (Balster and Schuster,
1973; Johanson, 1982), barbiturates (Johanson, 1982; Kelleher, 1976),
amphetamine (Allen and MacPhail, 1991), or opioids (Thompson and Schuster,
1964) on Fl schedules. Typically, response rate increases with unit dose, with
only the highest unit doses producing a decrease in response rate. The
decrease in responding is believed to reflect the generalized rate-decreasing
effect of stimulants or opioids at high doses (Gonzalez and Goldberg, 1977,
Mason and Mitner, 1985), and not necessarily a decrease in the rewarding |
value of the drug. It is not clear whether the same interpretation could be

extended to SABS.
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Progressive Ratio Schedule

Break points were significantly related to stimulation frequency
(F=11.8(3,15 df), p < 0.05). When break points were plotted against stimulation
frequency, break points increase linearly from 100 to 400 Hz (see Figure 5).
Maximum break points were at 400 Hz, and were significantly higher than
breakpoints at 200 Hz {t=3.45, p < 0.05, Tukeys test) and 100 Hz (t=5.21, p <
0.05, Tukeys test). No reliable diiferences in break points were observed
between 200 and 800 Hz, but break points at 200 and 800 Hz were consistently
higher than at 100 Hz {t=5.11, p < 0.05, Tukeys test). It should be noted that
although no differences existed between 200 ana 800 Hz, a small number of
animals (2/6) showed increases in break point up to 800 Hz, while others
responded at the same level or slightly under that observed at 400 Hz.

These results are consistent with those obtained with the drug
self-administration paradigm. Breakpoints increase with increasing unit doses
of barbiturates (Griffiths et al., 1975), amphetamine (Stretch et al., 1971), and
opioids (Hoffmeister, 1979), with the trend only reversing at high unit doses.
The decreases in break point observed with high unit doses is also thought to
represent a generalized rate-decreasing effect associated with drﬁg side effects
(Hoffmeister, 1979; Spealman and Goldberg, 1978). This pattern is also
observed when animals are responding on a progressive ratio schedule for
brain stimulation reward (Hodos, 1965; Keesey, 1964). Increases in train length
as high as 120 seconds have been shown to produce higher break points than

stimulation trains of 0.15, 1 or 10 seconds (Deutsch et al., 1976; Hodos, 1965).
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Figure 5. The relationship between mean break points and peak pulse
frequency for animals responding on a progressive-ratio schedule of
reinforcement for 16 s trains of SABS-like stimulation (see text for further
explanation). The parameters of each stimulating train were set at an
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Together with the findings from Experiment 1, these results confirm that high
frequency trains used in SABS are reinforcing, and strongly suggest that high
average frequencies observed with SABS represents the animals attempt at
maintaining an optimal reinforcing level of stimulation. These results also
demonstrate that the behavioral differences observed between drug self-
administration and ICSS can be explained by procedural differences between
the models. That is, when trains of stimulation are applied to the reward
substrate in a fashion that mimi_cs the time course of effect of a drug, animals
responding for SABS "load up” with brain stimulation as they do in drug self-
administration; animals also show an inverse relationship between stimulation
"dose" or "elimination half-time" and response rate, as do animals responding
for drug reward; when pimozide or cis-flupenthixol are administered to animals
responding for SABS, an increase in both response rate and mean frequency is
observed, similar to the increase seen in animals self-administering opioids or
stimulant drugs when challenged with dopamine antagonist drugs (Corrigall,
1987; Koob et al., 1987a; Yokel and Wise, 1975); and that the acquisition of
SABS behavior resembles acquisition of stimulant or opioid self-administration. -
Furthermore, thesé results demonstrate that the SABS model has
characteristics of both 1ICSS and drug self-administration which makes SABS a
potentially useful model to test hypotheses about the neural substrate of reward
and reinforcement. One of the major advantages to using the SABS model is
that, since the interpretation of the reinforcing effect of long frequency-

modulated trains of stimulation is consistent with both the drug seif-
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administration and ICSS paradigms, findings from the SABS model ¢can be
extended to both brain stimulation and drug reward. That is, if a structure such
as the PPTg mediates the acquisition or maintenance of SABS responding, it
can be reasonably assumed that it would also mediate acquisition or
maintenance of self-stimulation and drug self-administration. Further,
confounds such as pharmacological dependence, aversion, or rate-interference
effects of drugs is virtually non-existent at the parameters typically used with
the SABS model. In the remainder of this thesis, the SABS paradigm is used
to explore some neurological hypotheses concerning the substrate of drug self-

administration and other reinforcers.
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The Pedunculopontine Tegmental Nucleus

Introduction |

The masolimbic DA theory of reward has dominated the attention of
researchers investigating the.neural basis of reward and reinforcement for over
a decade (Ettenberg, 1989; Koob et al., 1987¢; van Rossum, 1970; Wise,
1978a; Wise, 1980; Wise, 1981; Wise, 1987; Wise and Rompre, 1989). As
reviewed above, several lines of pharmacological evidence have been invoked
to support the DA theory of reward. Direct and indirect DA agonist drugs
increase the rate of self-stimulation behavior, interpreted to reflect a decrease in
the reinforcing threshold of brain stimulation reward (Aulakh et al., 1979;
Gallistel and Freyd, 1987; Hubner et al., 1987; Neill et al., 1978; Wauquier and
Niemegeers, 1973); DA antagonist drugs invariably suppress responding for
self-stimulation, interpreted to reflect an increase in the threshold for reinforcing
brain stimulation (Cerbett, 1990; Fouriezos and Wise, 1976; Franklin and
McCoy, 1979; Fouriezos and Wise, 1976; Gallistel and Davis, 1983; Gallistel
and Freyd, 1987, Gallistel et al., 1982; Philips et al., 1979) direct and indirect
DA agonist drugs initiate (Bozarth et al., 1989; Deminiere et al., 1989; Lyness
et al., 1980) and maintain (Corrigall and Coen, 1989; Gerber and Wise, 1989,
Porrino et al., 1989; Roberts et al., 1977; Spear and Katz, 1991; Wise, 1981)
self administration behavior, and can condition place preferences (Ettenberg,
1989; Hiroi and White, 1990; Hiroi and White, 1991; Hoffman et al., 1988;
Phillips and Fibiger, 1987; Phillips et al.,, 1983b); and DA antagonist drugs

attenuate responding for drug reward (Bozarth and Wise, 1981b; Gerber and
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Wise, 1989; Roberts and Vickers, 1984; Yokel, 1987; Yokei and Wiss, 1975)
and can block the acquisition of place preference behavior (Acques et al., 1989;
Eftenberg, 1989; Hiroi and White, 1990; Mackey and van der Kooy, 1985).
Anatomical evidence using the intracerebral self-administration paradigm
(Glimcher et al., 1987; Goeders and Smith, 1987; Goeders et al., 1984;
Goeders et al., 1986; Hoebel et al., 1983) and intracerebral microinjection of
drugs on acquisition of place preference behavior (Bozarth, 1987a; Carr and
White, 1986; Phillips and LePiane, 1980; Phillips and LePiane, 1982; Phillips et
al., 1983b; van der Kooy et al., 1982) also support a role for brain DA in
reward. The specific pathways involved in mediating the reinforcing ettects of
drugs and other stimuli are thought to comprise the DA cells of the VTA and
their projection to the nucleus accumbens (Bozarth, 1987a; Wise, 1980; Wiss,
1987; Wise, 1989; Wise and Bozarth, 1984) and prefrontal cortex (Clavier and
Gerfen, 1979; Hammer, 1989; Mora, 1978; Mora and Myers, 1977; Robertson
and Mogenson, 1979; Rolls and Cooper, 1973), and the cells of the nucleus
accumbens and their projection to the ventral pallidum (Ettenberg et al., 1982;
Koob and Swerdlow, 1988; Strecker et al., 1982, Swerdlow and Koob, 1987).
For the first time in a decade, an extension of this reward circuitry has
been proposed. The pedunculopontine tegmental nucleus has received
attention as a possible output and input site of the accumbens-pallidal reward
pathway that may act as a final common substrate for the reinforcing effects of
drugs and other rewards (Bechara and van der Kooy, 1989; Bechara and van

der Kooy, 1992; Mogenson et al., 1980). This proposal stems mainly from the
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finding that bilateral ibotenate lesions of the PPTg block the conditioned place
preferences produced by morphing, amphetamine, and food reward in animals
who are non-deprived (Bechara and van der Kooy, 1989; Bechara and van der
Kooy, 1992). The second half of this thesis describes a series of experiments
exploring the role of the pedunculopontine tegmental nucleus in the positive
reinforcing properties of brain stimulation by testing the effects of various
lesions of the PPTg on the acquisition and maintenance of SABS responding
and on other behavioral tasks.
Anatomy of the Pedunculopontine Tegmental Nucleus

The pedunculopontine tegmental nucieus was initially defined on cyto-
architectural grounds as a group of large, darkly staining neurons extending as
far rostrally as the pars compacta of the substantia nigra and the retrorubral
field (A8 dopamine cell group) and as far caudally as the parabrachial nucleus
and the red nucleus {(Jackson and Crossman, 1983; Newman, 1985; Rye et al.,
1987; Saper and Loewy, 1982). The PPTg is bounded along the medial plane
by the periaqueductal gray area, the decussation of the brachium conjuctivum
(Goldsmith and van der Kooy, 1988; Newman, 1985; Moriizumi et al., 1988)
and the ascending limb of the superior cerebellar peduncle (Rye et al., 1887),
and along the lateral plane by the lateral lemniscus and associated nuclei
(Newman, 1985; Rye et al., 1987). The PPTg is primarily bounded dorsally by
the cuneiform nucleus, and ventrally by the pontine tegmental field and the
rubrospinal tract (Moriizumi et al., 1988; Newman, 1985; Ryé et al., 1987).

Recently, investigations of the afferent and efferent connections of the PPTg
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° have demonstrated direct and indirect connections with several forebrain nuclei,
including the ventral tegmental area, nucleus accumbens, ventral pallidum,
dorsal striatum, and the lateral hypothalamus and septal area (Beckstead et al,,
1979; Garcia-Rill, 1991; Jackson and Crossman, 1983; Nauta et al., 1978;
Saper and Loewy, 1982; Saper et al., 1979) - all midbrain and forebrain nuclei
involved in the positive reinforcing effects of brain stimulation, food and water
reward, and drugs of abuse (Gallistel et al., 1881; Hoebel, 1985; Hoebel, 1985;
Koob et al., 1987b; Kornetsky and Bain, 1887; Roberts and Zito, 1987; Wise,
1981; Wise, 1989).

The pedunculopontine tegmental nucleus has also been defined' in
neurochemical terms (Hallanger et al., 1987; Rugg et al., 1992; Semba and

¢ Fibiger, 1992; Sugimoto and Hattori, 1984), with most of the focus directed 10
the brainstem cholinergic system. The PPTg has approximately 1,700
acetylcholine cells per hemisphere (Rye et al., 1987), some of which project to
the substantia nigra, the thalamus, and various other nuclei {Goldsmith and van
der Kooy, 1988; Hallanger et al., 1987; Rye et al., 1987; Semba and Fibiger,
1992; Sugimoto and Hattori, 1984). Due primarily to the heavy chclinergic
innervation of the substantia nigra and basal ganglia from the cholinergic cells
of the PPTg (Beninato and Spencer, 1987; Beninato and Spencer, 1988; Clarke
et al., 1987; Gould et al., 1989; Lee et al., 1988), the predominant role ascribed

to this brainstem cholinergic system is the modulation or mediation of

. ' Forthe purposes of this thesis, the cytoarchitectural definition of the PPTg will be
used.
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extrapyramidal motor activity (Brudzynski et al., 1988; Garcia-Rill et al., 1987,
Garcia-Rill et al., 1990; Mogenson et al., 1989; Swerdlow and Koob, 1987).
Aside from the cholinergic cell population, the PPTg also contains a
relatively high number of large and small non-cholinergic cells (Spann and
Grofova, 1992), some of which are believed to be glutamate cells (Clements et
al., 1991; Spann and Grofova, 1992). The finding that glutamate cells make up
part of the PPTg comes from experiments demonstrating that cells displaying
glutamate immunoreactivity are interspersed among the cholinergic cells
(Clements and Grant, 1990}, and that glutamate immunoreactivity can be
detected within cholinergic cells (Clements et al., 1991). These findings
suggest that excitatory amino acids (EAA) may be involved in the normal
functioning of the PPTg. Although the functions of the glutamate cells have yet
to be identified, it is possible that glutamate efferents of the PPTg give rise to
an excitatory pathway synapsing on the dopaminergic cells 6f the substantia
nigra (Di Loreto et al., 1992). In testing this hypothesis, Di Loreto et al. (1992)
found that the iontophoretic application of glutamate to the PPTg produced an
excitation of nigral neurons, which was blocked by the co-administration of
kynurenic acid (EAA antagonist) into the substantia nigra, but not by intra-nigral
microinjections of mecamylamine or atropine (cholinergic antagonists). Though
these findings have yet to be replicated, it does suggest that one of the
functions of the PPTg is to modulate the activity of the nigrostriatal pathway
through cholinergic or glutamatergic (or both) efferents. Of course, explorations

for difterent types of neurotransmitter systems in this region have been limited,
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and there may be as yet undefined neurochemical systems which could
modulate or mediate nigrostriatal functioning.
Extrapyramidal Motor Activity and the Pedunculopontine Nucleus

In light of the suggest'ion that motivation and locomotor activity are tightly
linked (Mogenson et al., 1980), and that the PPTg may be an integral brainstem
substrate for both motivation and nigrostriatal extrapyramidal activity, the role of
the PPTg in locomotor activity is also of interest. Based on electrophysiological
and behavioral evidence (Mogenson and Wu, 1988; Mogenson et al., 1989;
Swanson et al., 1987, Swerdlow and Koob, 1987), it has been suggested that
dopamine-mediated Iocomotioﬁ in the nucleus accumbens-ventral pallidal
pathway is dependent on an intact PPTg. In one such demonstration,
Brudzynski and Mogenson (1988) infused amphetamine into the nucleus
accumbens to stimulate locomotor activity. They found that simuitaneous
infusion of the local anesthetic, procaine, into the PPTg completely blocked the
focomotor stimulatory effects of nucleus accumbens amphetamine
administration. This suggests that one of the functions of the PPTg is to
receive outflow from the nucleus accumbens-ventral pallidum pathway to
mediate dopamine-induced locomotion. However, it is possible that the
attenuation of amphetamine-induced locomotion by procaine results from the
local anesthetic actions of procaine on the fibers of passage in that region, and
not on intrinsic neurons of the PPTg (Swerdlow and Koob, 1987). Swerdiow
and Koob (1987) demonstrated that electrolytic or excitotoxic lesions of the

dorsomedial thalamus, but not the PPTg, partially disrupted apomorphine-
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induced locomotion. Olmstead and Franklin (1992) have also demonstrated
that excitoioxic lesions of the PPTg do not block amphetamine-induced
locomotion. These findings suggests that the PPTg may not be receiving
outflow from the accumbens-pallidal pathway to specifically mediate DA-induced
locomotion.

Although there are conflicting views as to whether the PPTg mediates
DA-induced locomotion by receiving output from the accumbens-pallidal
pathway, there are several reports suggesting that the PPTg indirectly
modulates or influences extrapyramidal motor activity in the nucleus accumbens
and striatum via direct efferent projections to the ventral tegmental area and
substantia nigra, respectively {Niijima and Yoshida, 1988). Niijima and Yoshida
{(1938) demonstrated that unilateral chemical stimulation of PPTg célls directly
activated midbrain dopamine neurons to induce circling behavior, an effect
blocked by i.p. administration of haloperido!l and by intra-PPTg, -VTA, and -
substantia nigra infusions of atropine, a cholinergic receptor antagonist. It was
also reported that the activation of PPTg neurons resulted in an increase in the
DOPAC/DA and HVA/DA ratios (indices of dopamine release and utilization) in
both the nucleus accumbens and dorsal striatum. This direct effect of efferent
cholinergic neurons of the PPTg on substantia nigra DA neurons, and
con;s.equently on DA release in the dorsal striatum, was confirmed in a study
performed by Blaha and Winn (1993). In their experiment, unilateral quinolinic
acid lesions of the PPTg were made and the effects of intranigral infusions of

nicotine and neostigmine were determined. They demonstrated that intranigral
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administration of both nicotine and neostigmine produced a reliable increase of
DA efflux in the striatum. Unilateral PPTg lesions completely blocked the
increase in DA release produced by neostigmine. The authors concluded that
cholinergic efferents of the PPTg (and subsequent acetylcholine release)
indirectly modulates the activity of the dorsal striatum via their direct modulatory
activity on substantia nigra DA neurons.

Taken together, all these studies strongly suggest that the PPTg is
involved in the generation of motor activity by the extrapyramidal motor system.
Aside from its role in locomation, the PPTg has also been implicated in sleep-
wake mechanisms (Garcia-Rill, 1931; Hobson et al., 1986; Hoover and
Jacobowitz, 1979; McGinty and Drucker-Colin, 1982; Sakai, 1980; Siegel,
1979), epilepsy (Garcia-Rill, 1991; Gloor, 1968; Harfstrandt et al., 1986;
Niedermeyer, 1982), arousal and attention {Gonzales-Lima and Scheich, 1985;
Steriade, 1980; Villablanca and Olmstead, 1982; Villablanca et al., 1976),
sensory modulation (Hylden et al., 1985; Katayama et al., 1984, King, 1974,
Lidsky et al., 1985), and learning and memory (Dellu et al., 1991; Fujimoto et
al., 1989; Fujimoto et al., 1990; Fujimato et al., 1992; Yang and Mogenson,
1987).

Learhlng and Memory and the Pedunculopontind Tegmental Nucleus

Although the PPTg has b-eeh proposed as a final common substrate that
mediates drug- or food-induced motivation (Bechara and van der Kooy, 1989;
Bechara and van der Kooy, 1992), an altemative interpretation of the PPTg

results to date could be that the PPTg is involved in learning and memory
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processes. As reviewed above, bilateral lesions of the PPTg block the
acquisition, but not retention of, morphine-, amphet=mine-, and food-induced
place preference behavior (Bechara and van der Kooy, 1989; Bechara and van
der Kooy, 1992). The CPP paradigm, however, may have a significant learning
component associated with it (see above). If the PPTg is involved in learning
and memory, it is possible that morphine- or food-induced place preference
behavior is not established because the association between stimuli that make
up a distinctive environment and the presentation of a reward in that
environment does not or cannot occur.

Leaming and memory deficits are not restricted only to classical
conditioning, but also to simple instrumental conditioning (Fujimoto et al., 1989;
Fujimoto et al., 1990; Fujimoto et al., 1992). Fujimoto et al. (1989, 1890, 1992)
investigated whether bilateral ibotenic acid lesions of the PPTg would impair
acquisition, retention, or retrieval of avoidance behavior in rats. They found that
lesions of the PPTg severely impaired acquisition of both one-trial passive
avoidance and two-way shuttle-box active avoidance. Pedunculopontine
tegmental lesions, however, had no effect on retention or retrieval of previously
learned one-trial passive or two-way active avoidance behavior. Although
directly comparing avoidance behavior with place preference behavior may not
be valid behaviorally, the pattern of learning deficits observed in the Fujimoto
studies (1989, 1990, 1992) is basically identical to the pattern of learning
deficits observed in the Bechara and van der Kooy experiments (1989, 1992).

Only acquisition of avoidance or place preference behavior was blocked,

58



whereas retention or retrieval of either behavior remained intact.

Further evidence for leaming deficits resulting from PPTg lesions comes
from Dellu et al. (1991). In this experiment (Dellu et al., 1991), the effects of
bilateral quisqualic acid lesions of the PPTg on Morris water maze and eight-
arm radial maze learning was investigated. It was found that PPTg lesions
blocked the acquisition of Morris water maze and radial maze learning,
suggesting that PPTg lesions produce a hippocampal-related deficit (Dellu et
al.,, 1991). Both the Morris water maze and eight-arm radial maze are tasks of
spatial memory, which appear to be dependent on the hippocampus (Jarrard,
1993; McDonald and White, 1993; O’'Keefe and Speakman, 1987; Olton and
Papas, 1979; Olton and Samuelson, 1976; Olton et al., 1979; Speakman and
O'Keefe, 1990) (to be discussed below). Recently, electrophysiological and
behavioral evidence has been presented that shows that the nucleus
accumbens-ventral pallidal area relays signals from the hippocampus tc‘)‘the
PPTg (Yang and Mogenson, 1987). Taken together with the studies reviewed
above, there is some evidence that suggests the PPTg, perhaps through the
accumbens-pallidal or striatopallidal systems, mediates acquisition fearning per

se, and may not be specific to reward-related or motivated behaviors.

Experiment 3

Introduction
The suggestion that the PPTg mediates the rewarding effects of stimuli

in non-deprived animals (Bechara and van der Kooy, 1989; Bechara and van
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der Kooy, 1992) would be strengthened if it could be demonstrated that PPTg
lesions also block the rewarding effects of stimuli in a different paradigm. The
operant paradigm and especially the ICSS paradigm overcome some of the
problems of the CPP model.‘ For example, ICSS is sensitive to variations or
shifts in the incentive value of brain stimulation, whereas the CPP model is not
(Buscher et al., 1989; Koob, 1977). Furthermore, animals responding for BSR
do not become physically "dependent” on brain stimulation. Thus, the potential
confound of pharmacological dependence is muted using brain stimulation.
Another advantage is that animals rapidly acquire responding for brain
stimulation if it is above some reinforcing threshold (Yeomans, 1990). For
example, implanting electrodes in the LH-MFB regior: almost invariably support
self-stimulation behavior. As demonstrated with SABS (Lepore and Franklin,
1992), if the electrode is located in the LH-MFB and is operational, there is over
a 95% chance the animals will acquire SABS responding. To date, no studies
have investigated the effects of PPTg lesions on the acquisition of operant
responding. The rapid spontaneous acquisition of SABS (Lepore and Franklin,
1992) provides a means to examine the role of the PPTg in the acquisition of
an operant response without the problems of interpretation that might arise from
exherimenter bias when training or shaping procedures have to be used.

An opportunity also exists to examine the neurochemical substrate of the
PPTg involved in mediating the rewarding effects of stimuli in the PPTg. A
signiﬁcant population of cholinergic cells can be found in the PPTg (Rugg et al.,

1992; Rye et al., 1987), which to some investigators is the principal defining
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feature of the PPTg (Lee et al., 1988). In the Bechara and van der Kooy (1989,
1992) experiments, ibotenate was the excitotoxic substance used to lesion the
PPTg. lbotenate, as well as NMDA, produces a roughly equivalent amount of
damage to cholinergic and non-cholinergic cells (Rugg et al., 1992). However,
it is possible to produce a more selective lesion of cholinergic cells than non-
cholinergic cells by using quinolinic acid (Rugg et al., 1892). Experiment 3
examined acquisition of SABS behavior in groups of animals with NMDA and
quinolinic acid (QA) lesions of the PPTg using SABS parameters previously
found to support rapid acduisition of respending.
Method

Animal Subjects

A total of 48 male, Long evans rats were used for the following
experiments. Surgical procedures, handling, and post-operative care were
carried out as described in the General Method. Coordinates used for the
PPTg were: -7.8 mm posterior to bregma, £ 1.5 mm from the midiine, and -7.0
mm ventral from the skull surface, according to the atlas of Paxinos and
Watson (1986). Stimulating electrodes werse aimed and implanted in the LH-
MFB region as described in the General Method.
Excitotoxic Lesions of the PPTg

Bilateral NMDA and quinolinic acid (QA) lesions of the PPTg were made
in 32 animals, and bilateral vehicle sham lesions of the PPTg were made in 16
animals. Each rat was bilaterally injected over 10 minutes with 0.5 pl of either

NMDA or QA (0.1 M) or vehicle solution (phosphate buffered saline, pH = 7.4),

61



via a 10 pl Hamilton syringe mounted on an infusion pump (Harvard
Instruments). The needle was left in place for five minutes following each
microinjection. The bipolar stimulating electrode (Plastics One, VA) was then
implanted. When there were signs that the general anesthetic was wearing off,
animals were injected with diazepam (4 mg/kg) to prevent the occurrence of
seizures. Animals were allowed five days recovery from surgery before testing
began.
Histology

Following completion of behavioral testing, animals were deeply
anesthetized with 30% chloral hydrate and were perfused transcardially with
physiological saline followed by a 10% formol-saline solution. Brains were
removed and further fixed in a 10% formol-saline solution for at least 24 hours
prior to sectioning. Brains were sectioned at 25 um, and every other section
(through the PPTg) was mounted and stained using the Cresyl Violet method.
A detailed discussion and presentation of anatomical data will be presented
later in the thesis.

Procedure

Spontaneous Acquisition Studies

Groups of ten rats that were sham-lesioned, or lesioned with either QA
or NMDA were tested to determine whether spontaneous acquisition of SABS
responding would occur. The parameters of each stimulating train was held
constant for each group of animals, with the elimination half-time set at 100

seconds, the rise half-time set at one second, and the "dose" (peak frequency)
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set at 200 Hz. The remaining groups of six rats (sham and excitotoxic-
lesioned) weare tested but no brain stimulation was applied (i.e. dose=0 Hz) in
order to estimate the uncunditioned operant rate. Animals were not preexposed
to the training apparatus or to brain stimulation. Animals were placed in the
operant chambers and were left for one hour each day for five days.
Stimulation current was set at 100 pA for all animals, and no priming trains of
brain stimulation were administered to the animais.
Resuits

All ten sham-lesioned animals acquired SABS behavior when the
program was instituted de novo. All sham-lesioned and excitotoxic-lesioned
animals that had a dose set at 0 Hz (no stimulation) did not increase their
response rate over the five testing days. A two-way Group X Control test day
ANOVA performed on response rates revealed that no significant differences in
the unconditioned response rate existed between sham-lesioned or excitotoxic-
lesioned animals (F=0.132(2,15 df), p > 0.05). Further, for all groups of
animals, the number of control test days had no effect on unreinforced
responding (F=2.002(4,60 df), p > 0.05), nor were there any significant
interactions betwéén lesion group and control test days (F=0.801(8,60 df, p >
0.05). The unstimulated group of animals responded several times the first day
of training, and had almost ceased to resporid by the end of the five training
days. Since unreinforced responding was negligible, data from the unstimulated
control animals was not used in subsequent statistical analyses.

Inspection of the histological material revealed that in two animals in the
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QA lesion group, the lesioning site was lateral to the PPTg, and in two animals
in the NMDA lesion group, only unilateral lesions of the PPTg were made. In
the cases where unilateral lesions were made, animals were capable of
acquiring SABS behavior. However, because of incomplete lesions, the data
from these animals were not included in subsequent statistical analyses. To
ensure an equal n for all statistical analyses, 2 sham lesioned animals were
randomly (random number table) dropped from the analyses. Of the eight
animals lesioned with QA, 7 animals acquired SABS while no animals lesioned
with NMDA were able to acquire SABS responding {see Figure 6}. A two way
Group X Acquisition Day ANOVA performed on response rate revealed that
NMDA lesions of the PPTg significantly attenuated responding for SABS
(F=9.948(2,21 df), p < 0.05). For all three groups of animals, the number of
acquisition days did not significantly effect responding for SABS (F=2.075(4,84
df), p > 0.05), and no interactions between lesion group and acquisition days
was found (F=1.881(8,84 df), p > 0.05). Post hoc analysis (Newman-Keuls
test) performed on lesion group revealed that NMDA-lesioned animals
responded less than sham-lesioned (q=4.528, p < 0.05) and QA-lesioned
animals (q=6.067, p < 0.05), while no differences in response rate between
sham-lesioned and QA-lesioned animals (q=1.539, p > 0.05) was found. Thus,
NMDA lesions, but not QA lesions, severely impaired the acquisition of SABS.
A second Group X Acquisition day ANOVA perfermed on mean
frequency revealed a similar trend as the response rate data (see Figure 6).

NMDA lesions significantly lowered the mean pulse frequency maintained by
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Figure 6. The effects of sham, NMDA, and quinolinic acid (QA) lesions on the
acquisition of SABS. The parameters of each stimulating train was set at a
dose of 200 Hz, an absorption half-time of 1 s and an elimination haif-time of
100 s. The top panel displays mean number of responses (£ S.E.M.) across 5
test days for each group of animals lesioned with NMDA, QA or vehicle sham
solutions on SABS acquisition, and the unconditioned operant rate for NMDA-
lesioned control animals. The bottom panel displays the mean pulse frequency
(& S.E.M.) maintained by each group of animals across 5 test gays.
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animals (F=9.177(2,21 df), p < 0.05). Mean pulse frequency was not |
significantly lowered across acquisition days (F=1.793(4,84 df), p > 0.05), and
no lesion group by acquisition day interaction was found (F=1.530(8,84 df), p >
0.05). Post hoc analysis using the Newman Keuls procedure showed that
NMDA-lesioned animals maintained a significantly lower mean pulse frequency
than sham-lesioned {q=4.80, p < 0.05) and QA-lesioned animals {q=5.602, p <
0.05), while no differences in mean puise frequency was observed comparing
sham-lesioned with QA-lesioned animals (q=0.801, p > 0.05). The results of this
analysis are consistent with a previous report demonstrating that the mean
pulse frequency maintained by animals responding for SABS stimuiation is
directly related to response rate (Lepore and Franklin, 1992).
Discussion

The results for controls and QA-lesioned animals are consistent with the
previous report on the acquisition of responding for SABS stimulation (Lepore
and Franklin, 1992). Performance for SABS can be acquired without
pretraining, previous experience with brain stimulation, or shaping. Further,
there is no increase in response rate or mean frequency across acqisition
days, indicating that SABS is acquired in the first test session, similar to
acquisition of self-stimulation behavior (Lepore, 1990; Yeomans, 1990).

Animals with NMDA leéions of the PPTg failed to acquire SABS behavior
after 5 training days. The failure tc acquire SABS behavior did not occur
because NMDA lesioned animals did not sample the stimulation. NMDA

lesioned animals consistently sampled SABS stimulation, responding on
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average at least once every acduisition test day. Thus, it cannot be argued that
NMDA-lesioned rats did not acquire SABS because they failed to create
opportunities to experience the reinforcer. These results suggest the PPTg is
essential for the acquisition of an operant task (SABS), and are consistent with
the idea that the PPTg mediates the reinforcing effects of brain stimulation.
That QA lesioned animals were no different from sham-lesioned controls
suggests that the non-cholinergic neurons of the PPTg are responsible for
mediating the pcositive reinforcing properties of brain stimulation, as suggested
by Bechara and van der Kooy (1892) and Olmstead and Franklin (1892).
Though cholinergic cells were not specifically counted in this experiment,
quinolinic acid, at least in the PPTg, is more selective for lesioning the
cholinergic cell population than NMDA. Rugg et al. (1992) demonstrated that at
the concentrations of NMDA and QA used in this experiment, QA produces a
relatively selective loss of cholinergic cells. Comparing the ratio of cholinergic
cells to non-cholinergic cells, NMDA produces a higher non-cholinergic to
cholinergic cell loss ratio {(Rugg et al., 1992). Recently, barbiturate-induced
anesthesia has been demonstrated to have a significant neuroprotective effect
against QA in the PPTg (Inglis et al., 1993). In this experiment, animals were
anesthetized with the barbiturate, sodium pentobarbital, which may have
exerted a neuroprotective effect against QA, thereby producing a much smaller
lesion compared to NMDA.

These results are consistent with the findings of Bechara and van der

Kooy (1989, 1992) that ibotenate lesions of the PPTg blocked place
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preferences produced by amphetamine, morphine, and food reward. lbotenate
and NMDA have been demonstrated to produce roughly an identical ratio of
non-cholinergic:cholinergic cell loss (Rugg et al., 1992). That SABS acquisition
was blocked by NMDA lesions of the PPTg is also consistent with the
demonstration that NMDA lesions of the PPTg increase the rate-intensity and
reinforcement thrasholds of self-stimulation (Buscher et al., 1989), further
supporting the role of the PPTg in mediating the reinforcing properties of brain
stimulation.

It is possible that NMDA lesions spread to areas other than the PPTg
and that lesioning these other brain structures may be producing the deficits in
place preference or SABS acquisition. .For example, Yeomans (1992) has
demonstrated that administration of cholinergic antagonists can affect the
reinforcing thresholds for brain stimulation, and that this effect may be mediated
by the laterodorsal tegmental nucleus (LDTg). Histological results from this
study show that, in animals with the largest NMDA lesions, the LDTg sustained
some damage (see Figure 7). However, not all NMDA-lesionad animals
impaired in SABS acquisition had damage to the LDTg. Furthermore, in
animals lesioned with QA that also had damage to the LDTg, acquisition of
SABS responding was no different from sham controls (see Figure 8). Thus, it
is unlikely that the block of SABS acquisition occurred because the LDTg was
lesioned.

The PPTg is also bordered by the periaqueductal gray (PAG) area, a site

known to support self-stimulation behavior (Cazala and Zielinski, 1983; Liebman
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Figure 7. NMDA lesions of the PPTg that were effactive in blocking the
acquisition of SABS. Open areas ropresent the largest observable damage and
the darkened areas represent the smallest observable damage.
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Figure 8. QA lesions cf the PPTg that were ineffective in blocking the
acquisition of SABS. Open areas represent the largest observable damage,
and darkened areas represent the smallest observable lesions.
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Figure 9. QA lesion of the PPTg in one animal that did not acquire responding
for SABS.
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et al.,, 1973; Wolfle et al., 1971). However, it does not appear likely that
damage to the PAG explains the impairment in CPP or SABS. First, in the
Bechara and van der Kooy (1989) experiment, excitotoxic lesions of the PAG
were also carried out and were found to have no effect on the acquisition of
morphine- or amphetamine-induced place preferences. Second, in the present
experiment, little or no damage of the PAG was evident, and did not correlate
with the acquisition or non-acquisition of SABS responding. Thus, it appears
that NMDA lesions of the PPTg block the acquisition of an operant task,
supporting the notion of a role for the PPTg in mediating the rewarding effects
of brain stimulation.

The results of this experiment do not favc_:r the possibility that PPTg
lesions cause a selective loss of classically-conditioned stimulus-affect learning.
The results also weigh against the possibility that NMDA lesions simply disrupt
long-term memory storage. Since successive lever press responses are only
seconds apart, some performance should be possible on short-term memory
alone. However, the results do not rule out the possibility that the blockade of
place preferences or SABS acquisition reflects a generalized learning deficit
and not a reward deficit. Several lines of evidence can be invoked in support of
this hypothesis. Bilateral ibotenate lesions of the PPTg have been shown to
impair acquisition, but not retention, of passive and active avoidance (Fujimoto
et al., 1989; Fujimoto et al., 1990; Fujimoto et al., 1992). Quisqualic acid
lesions of the PPTg also impair acquisition of Morris water maze and radial arm

maze learning (Dellu et al., 1991).
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Results from the histological analysis also showed that, in some animals,
damage to the retrorubral field (A8 DA cell group) occurred (see Figures 7 and
9). As reviewed above, DA has been shown to play an important role in reward
and reinforcement processes, and an extensive body of evidence supports the
role of DA in learning and memory-enhancing processes (Blackburn et al.,

1992; White, 1989). |

While supporting a role of the PPTg in the acquisition of positively
reinforced operant behavior, the results of this experiment raise two questions-
(a) does the A8 dopamine cell group play a role in the acquisition of SABS
and/or (b) do lesions of the PPTg produce a general learning deficit. These two

issues are further explored in Experiments 4 and 5.

Experiment 4

The results of Experiment 3 are consistent with two competing
hypotheses that may explain the impairment in SABS acquisition. First, it is
possible that NMDA lesions of the PPTg block the incentive properties of brain
stimulation reward, thereby producing an impairment in SABS acquisition.
Second, it is possible that the incentive properties of brain stimulation are intact,
but that NMDA lesions produce a generalized learning deficit which causes an
apparent motivational deficit. 1t is possible to rule out one of these hypotheses
by testing the effects NMDA lesions of the PPTg have on the maintenance of
SABS responding. In other words, what effects would NMDA lesions have on

animals that have already acquired SABS responding. The motivational deficit
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hypothesis would predict that, regardiess of when the lesion is made, NMDA
lesions would block the incentive properties of brain stimulation and hence,
attenuate responding for SABS in previously trained animals. On the other
hand, if NMDA lesions result in a generalized learning impairment, lesioning the
PPTg after SABS acquisition occurred should have no effect on SABS behavior.
Experiment 4, therefore, examined the effects NMDA lesions of the PPTg have

on animals that had previously acquired responding for SABS stimulation.

Method

Animal Subjects

A total of 24 male, Long-Eevans rats were used. Surgical procedures,
handling, and post-operative care were carried out as described in the General
Method. Stimulating electrodes were implanted in the LH-MFB region as
described in the General Method. In addition, bilateral guide cannulae were
implanted in each animal, subsequently through which NMDA or its vehicle
control were infused into the PPTg following the acquisitioﬁ of SABS,
Coordinates used for the guide cannulae were: -7.8 mm posterior to bregma, +
1.5 mm from the midline, and -5.0 mm ventral from the skull surface, according
to the atlas of Paxinos & Watson (1986).
Excitotoxic Lesions of the PPTg

Bilateral NMDA lesions of the PPTg were made in 12 animals. Each rat
was bilaterally injected over 10 minutes with 0.5 ul of NMDA (0.1 M) via a 10 w

Hamilton syringe mounted on an infusion pump (Harvard Instruments). The
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needle was left in place for five minutes following each microinjection. When
there were signs that the general anesthetic was wearing off, animals were
injected with diazepam (4 mg/ml) to prevent the occurrence of seizures. Six
sham-lesioned animals were treated in an identical fashion, but were injected
with the phosphate buffered vehicle solution. Animals were allowed five days
recovery from surgery before testing began.
Histology

Following completion of behavioral testing, animals were deeply
anesthetized with 30% chloral hydrate and were perfused transcardially with
physiological saline followed by a 10% formol-saline solution. Brains were
removed and further fixed in a 10% formol-saline solution for at least 24 hours
prior to sectioning. Brains were sectioned at 25 um, and every other section |
(through the PPTg) was mounted and stained using the Cresyl Violet method.

Procedure

Spontaneotis Acquisition

All 24 rats were tested to determine whether spontaneous acquisition of
SABS responding would occur. The parameters of each stimulating train was
held constant for all animals, with the elimination half-time set at 100 seconds,
the rise half-time set at one second, and the "dose" (peak frequency) set at 200
Hz. Animals were not preexposed to the training apparatus or to brain
stimulation. Animals were placed in the operant chambers and were left for
one hour each day for five days. Stimulation current was set at 100 pA for all

animals, and no priming trains of brain stimulation were administered to the
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animals.

Once the five acquisition test days were completed, all animals that had
acquired SABS responding underwent a second surgery to lesion the PPTg
(see Method, page 74). Four out of 24 animals did not acquire SABS
responding, and were dropped from the experiment. An additional two animals
from the NMDA lesioned group died during the second surgery. The
spontaneous acquisition data obtained on these two animals did not undergo
any statistical analyses. The remaining 18 animais were allowed an additional
five days recovery from surgery. Following recovery, animals were given an
additicnal two days of testing at the same stimulation parameters used for
spontaneous acquisition.

Results

Upon inspection of the histology, it was found that only 6 of 12 lesioned-
animals had symmetrical, bilateral lesions of the PPTg (see Figure 10). In the
remaining 6 rats, lesions were either unilateral or completely missed the PPTg.
Given the histological results, the lesioned animals were subdivided into two
groups; one group consisted of 6 animals with NMDA lesions of the PPTg and
the second group consisted of all the other 6 animals. The third group
consisted of 6 sham-lesioned animals. A Group X Acquisition day ANOVA
performed on response rate for the pre-lesioned data revealed that, prior to
lesioning, no reliable differences in response rate existed for the three groups of
animals (F=0.003(2,16 df), p > 0.05). It was also found that no statistically

significant change in response rate occurred across acquisition days
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Figure 10. NMDA lesions of the PPTg that were effactive in blocking the
maintenance of SABS responding. The open areas represent the largest
amount of observable damage, and the darkened areas represent the smallest
amount of observable damage. :






(F=1.452(4,76 df), p > 0.05), and no interaction between lesion group and
acquisition days existed (F=0.602(8,76 df), p > 0.05). The same pattern of
results was obtained when a Group X Acquisition day ANOVA was performed
on mean frequency measures. The mean pulse frequency maintained by the
three groups of animals prior to lesioning was not significantly different
(F=0.044(2,19 df), p > 0.05), there was no systematic increase or decrease in

mean pulse frequency across acquisition days (F=0.870(4,76 df), p > 0.05), and

no interactions between lesion group and acquisition days was found
(F=0.725(8,76 df), p > 0.05). Thus, prior to lesioning, the three groups of
animals were not performing differently for SABS stimuiation.

Only bilateral lesions of the PPTg produced a severe impairment in
responding for SABS stimulation (see Figure 11). A two way Group X Days
ANOVA was carried out using response rate and mean frequency data from the
last two pre-lesion acquisition test days and the two post-lesion maintenance
days. As shown in Figure 11, bilateral NMDA lesions of the PPTg produced a
significant drop in both response rate (F=14.53(2,15 df), p < 0.05) and mean
frequency of stimulation maintained by rats (F=15.469(2,15 df), p < 0.05)
compared to sham-lesioned and lesioned-controls. When comparing the pre-
lesion to post-lesion test sessions, NMDA lesions produced a significant
attenuation.of responding (F=4.028(3,45 df), p < 0.05) and mean frequency
maintained by rats {F=5.238(3,45 df), p < 0.05). Further, there was a significant
interaction between lesion group and time of testing on both response rate

(F=2.617(6,45 df), p < 0.05) and mean frequency (F=2.852(6,45 df), p < 0.05)
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measures. Post hoc analysis using the Newman-Keuls procedure showed that
bilateral NMDA lesicns of the PPTq severely impaired maintenance of
responding for SABS from pre-lesion to post-lesion sessions (g=3.970, p <
0.05) and produced a significant drop in the mean frequancy maintained by rats
(q=4.317, p < 0.05), whereas sham-iesions and unilateral-lesions were without
effect from pre- to post-lesion sessions (all p's > 0.05). Following the lesion,
animals with bilateral lesions responded significantly less than sham-lesioned
(q=6.770, p < 0.05) and unilateral-lesioned (q=5.126, p < 0.05) animals, while
no differences between sham-lesioned and unilateral-lesioned animals was
observed (q=0.196, p > 0.05). Bilateral-lesioned animals alsc maintained a
much lower mean pulse frequency following the lesion when compared to
sham-lesioned (q=6.899, p < 0.05) and unilateral-lesioned animals (q=5.158, p
< 0.05), whereas sham-lesioned and unilateral-lesioned animals maintained
relatively similar mean frequencies (q=0.139, p > 0.05).
Discussion

Only bilateral lesions of the PPTg significantly suppressed responding for
brain stimulation in animals who previously acquired SABS. The finding that
maintenance of SABS responding was suppressed foliowing the lesion are not
consistent with the hypothesis that the impairment seen in SABS acquisition
(Experiment 3) resulted from a generalized learning deficit. A generalized
learning deficit hypothesis would predict that lesions of the PPTg would have no
effect on maintenance of SABS responding in animals who had previously

acquired responding for brain stimulation reward. A motivational deficit
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hypothesis would predict that NMDA lesions would disrupt responding for SABS
regardiess of whether they are carried out prior {0 or following acquisition.
Thus, it appears likely that bilateral PPTg lesions specifically attenuate the
reinforcing effects of brain stimulation.

It cannot be argued logically that the suppression of SABS maintenance
was due to differences that existed in the three groups of animals prior to
lesioning. Bilateral NMDA-lesioned animals were responding relatively the
same as sham-lesioned and unilateral-lesioned animals, and were maintaining
roughly equivalent mean pulse frequencies (see Figure 11). It is also unlikely
that the impairment seen in SABS maintenance resulted from a spread of
NMDA to regions dorsal and lateral to the PPTg. Animals in the unilateral-
lesioned group had lesions at several different locations around the PPTg, and
included such structures as the microcelluiar tegmental nuclei, parabigeminal
nucleus, paralemniscal nucleus, and the pontine reticular nucleus, to name a
few. Albeit the size of the groups which contained these lesions were
comparatively small and had only unilateral damage, the finding that these
lesions had no effect on the maintenance of SABS responding does not support
the interpretation that spread of NMDA to regions dorsal and lateral to the
PPTg produced the impairment in SABS maintenance seen ih this experiment.

It also cannot be argued logically that there were differences in the size
and spread of bilateral PPTg lesions in this experiment compared to Experiment
3, which may account for the deficits observed in SABS maintenance. As

shown in Figure 10, the size and spread of lesions in this experiment was
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roughly the same as that seen in Experiment 3 (see Figure 7, page 69). Taken
together, these results support the hypothesis that the impairment seen in
SABS resulted from a specific motivational deficit produced by bilateral NMDA
lesions of the PPTg.

However, as in Experiment 3, inspection of the histological data reveals
that NMDA not only lesioned the PPTg, but aiso lesioned cell nuclei rostral to
the PPTg (see Figure 10). And, as in Experiment 3, damage to the A8
dopamine celi group had occurred in almost all (5/6) of the animals. Because
of the importance attributed to DA in reward and reinforcement processes (see
abova), it is necessary to explore the possibility of whether damage to the A8
DA cell group could account for the impairment in SABS acquisition and the

suppression of SABS maintenance.

Experiment 5

Introduction

Though the A8 cell group has been mapped anatomically (Beckstead et
al., 1979; Deutch et al., 1988; Fallon, 1988, Swénsqn and Cowan, 19795), little
is known about the behavioral functions of this structure. The projections of
the A8 cell group are widespread. The A8 cell group projects to diverse areas
such as the striatum, nucleus accumbens, the amygdala, and several frontal
contical areas (Beckstead et al., 1979; Deutch et al., 1988; Fallon, 1988;
Swanson and Cowan, 1975). With this widespread distribution, it is possible

that disruption of DA transmission from this cell group could have significant
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effects on a variety of behaviors. Experiment 5 explored the possibility that
damage to the A8 cell group was responsible for blocking the acquisition of
SABS responding in animals lesioned with NMDA in the PPTg.
Method

Animal Subjects

Twenty-one male Long-Evans rats were used. Surgical procedures,
handling, and post-operative care were carried out as described in the General
Method. Stimulating electrodes were aimed and implanted in the LH-MFB
region as described in the General Method. Lesion coordinates for the A8 cell
group were -6.8 mm posterior from Bregma, = 1.8 mm from the midline, and -
7.2 mm ventral from the skull surface, according to the atlas of Paxinos and
Watson (1986).
Excitotoxic Lesions of the A8 DA Cell Group

Bilateral NMDA lesions of the A3 DA cell group were made in 14
animals, and bilatera! vehicle sham lesions of the PPTg were made in 7
animals. In the lesioned animals, seven rats were injected with 50 nmol NMDA,
and a second group of seven animals were injected with 25 nmol NMDA. The
lower dose was added to this experiment because although lesions produced
by 50 nmol NMDA aimed at the PPTg did produce some damage to the A8, it
was not reasonable to assume that this damage resulted from the entire 50
nmol dose. Rats were injected bilaterally over 10 minutes with 0.5 pl or 0.25 |.d
of NMDA {0.1 M) or vehicle solution (phosphate buffered saline, pH = 7.4), via

a 10 p! Hamilton syringe mounted on an infusion pump (Harvard Instruments).
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The needle was left in place for five minutes following each microinjection. A
single, bipolar stainless steel electrode (Plastics One, VA) aimed at the LH-MFB
was then impianted. Animals were allowad five days recovery from surgery
before testing began.
Procedure

Acquisition of SABS responding was carried out as described in
Experiment 3 (see Method, page 62). Animals naive to shaping, pretraining
procedures and brain stimulation were placed in the operant chambers for one
hour a day for five days. Stimulation parameters were set at a dose of 200 Hz,
a rise half-time of one second, and an elimination half-time of 100 seconds.
Stimulation current was set at 100 pA for all animals.
Histology

Following behavioral testing, brains were removed and sectioned as
described in the previous experiment. In A8 preparations, every other section
was mounted and stained using the Cresyl Violet method.

Results

NMDA lesions of the A8 DA cell group did not significantly prevent the
éoquisition of SABS responding at either the 25 or 50 nmol dose. Five of
seven animals lesioned with 25 nmol NMDA acquired SABS responding, and
five out of seven animals lesioned with 50 nmol NMDA acquired responding for
SABS. A detailed analysis of the histology will be presented later in the
discussion. The 50 nmol dose of NMDA produced a larger lesion of the A8 cell

group than did the 25 nmol dose (see Figures 13 to 16). In 4/14 animals that
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did not acquires SABS, a significant amount of bilateral damage to the PPTg
was evident, and unilateral damage to the substantia nigra also occurred (see
Figures 13 and 14). A plot of the means and variances of response rate and
mean frequency for each group revealed that a correlation existed between the
means and variances. A square root transformation was performed on both
response rate and mean frequency measures, and the transformed data was
used for all analyses.

A two way Group X Acquisition day ANOVA performed on the
transformed response rate data revealed no differences between A8 lesioned-
animals and sham-lesioned animals on response rate (F=1.305(2,18 df}, p >
0.05). However, there was a significant increase in response rate across
acquisition days (F=6.494(4,72 df), p < 0.05). Further, a significant lesion group
by acquisition day interaction (F=2.160(8,72 df), p < 0.05) was revealed (see
Figure 12).

The same pattern of results was found when a two way Group X
Acquisition day ANOVA was performed on the transformed mean frequency
- data. A8 lesions had no effect on the mean frequency maintained by animals
during acquisition (F=1.135(2,18 df), p > 0.05). As with response rate, though,
mean frequency rose significantly across acquisition days (F=8.832(4,72 df), p
< 0.05), and there was a significant interaction between lesion group and
acquisition day (F=2.318(8,72 df}, p < 0.05).

In analyzing the simple main effects, three one-way repeated measures

ANOVAs were performed for each group of animals on the transformed
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Figure 12. The effects of sham, 25 nmol, or 50 nmol NMDA lesions of the A8
dopamine cell group on the acquisition of SABS. The parameters of sach
stimulating train were set at a dose of 200 Hz with an absorption half-time of 1
$ and an elimination half-time of 100 s. The top panel shows the effects of
NMDA lesions of the A8 cell group on mean number of responses across five
acquisition test days. The bottom panel shows the effacts of A8 lesions on
mean pulse frequency maintained by animals across five acquisition test days.
Bars represent the means £ S.E.M.
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response rate and mean frequancy measures. in animals with 50 nmol lesions
of the A8 dopamine cell group, a significant increase in both response rate
(F=4.543(4,24 df), p < 0.05) and mean frequency (F=7.956(4,24 df), p < 0.05)
was found across the number of acquisition days, with significant increases in
response rate (q=5.974, p < 0.05) and mean frequency (q=7.840, p< 0.05)
occurring from acquisition Day 1 to acquisition Day 5. Similarly, in animals with
25 nmol lesions of the A8, response rate (F=3.834(4,24 df), p < 0.05) and mean
frequency (F=2.839(4,24 df), p < 0.05) rose significantly across acquisition
days, with the increase in response rate occurring from acquisition Day 3 to
acquisition Day 5 (q=4.299, p < 0.05). In contrast, sham-lesioned animals
maintained a consistent level of responding (F=0.162(4,24 df), p > 0.05) and
mean frequency (F=0.186(4,24 df), p > 0.05) across all five acquisition days
(see Figure 12). Thus, though A8 lesions of the dopamine cell group did not
significantly impair performance of SABS compared to controls, A8 lesions
slightly impaired the rate at which SABS acquisition occurred.

Two out of seven animals in each of the 25 and 50 nmol A8 lesion
groups did not acquire SABS responding. Results from the histology showed
that, in these 4 animals, a significant amount of bilateral damage occurred in
the PPTg (see Figures 13 and 14). In the remaining 5/7 rats from both the 25
nmol and 50 nmol A8 lesion groups, NMDA sither did not produce bilateral
damage in the PPTg or the bilateral damage was confined to mostly rostral

portions of the PPTg (see Figures 15 and 16).
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Figure 13. 25 nmol NMDA lesions of the A8 dopamine cell group that were
effective in blocking the aquisition of SABS. Open areas represent the largest
observable lesions, and the darkened areas represent the smallest observable
lesions.
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Figure 14. 50 nmol NMDA lesions of the A8 dopamine cell group that were
effactive in blocking the acquisition of SABS. The open areas represent the
largest observable lesions, and the darkened areas represent the smallest
observable lesions.
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Figure 15. 25 nmol NMDA lesions of the A8 dopamine cell group that were
ineffective in blocking the acquisition of SABS. The open areas represent the
largest observable lesions and the darkened areas represent the smallest
observable lesions.
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Figure 16. 50 nmol NMDA lesions of the A8 dopamine cell group that were
ineffactive in blocking the acquisition of SABS. Open areas represent the
largest observable damage, and darkened areas represent the smallest
observable damage.
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Discussion

Lesions of the A8 DA cell group did not block acquisition of SABS
responding unless excitotoxin-induced damage involved the PPTg bilaterally.
This shows that damage confined to the A8 cell group cannct explain the block
of SABS acquisition, nor the suppression of responding on SABS maintenance.

Although A8 lesions did not prevent the acquisition of SABS, they did
slightly impair the rate at which SABS acquisition occurred. In this experiment,
lesions of the A8 dopamine cell group were made at a caudal site within the A8,
A caudal site for injecting NMDA into the A8 cell group was chosen because
histological results from Experiments 3 and 4 revealed that NMDA injected into
the PPTg was spreading as far rostrally as the caudal tip of the A8 (see Figures
7 and 10, pageé 69 and 77, respectively). In this experiment, 256 nmol NMDA
lesions damaged only approximately 25% of the A8 cell group (see Figure 15),
and 50 nmo!l NMDA lesions damaged approximately 60-70% of the A8 cell
group (see Figure 16). Moreover, damage to the A8 cell group was
predominantly confined to the lateral part of the A8 cell group, sparing most of
the medial portion (see Figure 15 and 16). it remains possible that a more
complete lesicn of the A8 cell group may have had a more severe effect on the
rate of SABS acquisition or on the acquisiiion of SABS. Nevertheless, lesions
aimed at the caudal portion of the A8 cell group do not block the acquisition of
SABS. Lesions of the A8 cell group do, however, reduce the rate at which

acquisition of SABS occurs.

These results support the hypothesis that it is bilateral NMDA tesions of
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the PPTg that attenuate the positively reinforcing effects of brain stimulation
reward. However, although it has been determined that spread of NMDA to the
A8 cell group does not account for the impairment seen in the acquisition or
maintenance of SABS, there still remains a question as to the precise
anatomical location within the PPTg that mediates the reinforcing effects of
brain stimulation.

As mentioned above, acquisition of SABS was impaired in 4/14 animals
lesioned with NMDA in the A8 cell group. Inspection of the histology revealed
that, in these 4 animals, a significant amount of bilateral damage occurred in
the PPTg (see Figures 13 and 14). In an attempt to identify a common site
within the PPTg that mediates the positive reinforcing effects of brain
stimulation, the histological resuits from Experiments 3, 4, and 5 were re-
analyzed. The first stage of this re-analysis consisted of plotting the common
site lesioned in the PPTg in animals from Experimeant 4. This was chosen as a
first stage because in these animals, the lesion occurred after SABS
acquisition. Thus, the possibility that the site of electrode placement was off or
that electrode failure occurred is highly unlikely. As shown in Figure 17, the
lesioned site that appeared to be common was located in the caudal part of the
PPTg (~ -7.64 to -8.0 mm posterior to Bregma).

The second stage of the re-analysis consisted of determining whether
PPTg-lesioned, 25 nmol A8 lesioned or 50 nmol A8 lesioned animals that failed
to acquire SABS had damage in the caudal PPTg. As shown in Figures 7, 13

and 14, 12 animals in these three lesion groups that failed to acquire SABS had
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Figure 17. A putative common site of NMDA lesions effaective in blocking the
acquisition of SABS responding. This site was determined by locating an area
that was common to all NMDA-lesioned animals that were suppressed in SABS
maintenance (Experiment 4).
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damage in this area. According to the first two stages of re-analysis, then, it
appears that lesioning the caudal portion of the PPTg attenuates the positive
reinforcing effects of brain stimulation. Although A8 lesioned animais with PPTg
damage did not acquire SABS, it cannot be ruled out that the electrodes were
simply non-functional or were misplaced. However, given that no excitotoxic-
induced damage outside the PPTg (excepting A8 damage) was common to all
lesioned groups, the data strongly suggest that spread of NMDA lateral, dorsal,
or ventral to the PPTg was not responsible for the block of SABS acquisition,
nor the attenuation in SABS maintenance.

The third and final stage of the re-analysis consisted of determining
whether any of the lesioned animals with damage to this "putative” common site
were able to acquire SABS responding. As shown in Figure 8 (page 70), 7/8
animals with QA-lesions of the PPTg were able to acquire SABS, and most of
these animals had damage to the putative common site. However, as
discussed above, QA is a relatively more selective neurotoxin for cholinergic
cells than non-cholinergic cells (Rugg et al., 1992). Hence, SABS acquisition
may occur simply because the brainstem cholinergic system does not mediate
the positive reinforcing effects of brain stimulation. In animals with 25 nmol and
50 nmol A8 lesions that acquired SABS, animals with the fargest lesions had
some damage in the putative common site (see Figures 15 and 16). This
finding does not necessarily pose a problem to the argument that a common
site within the PPTg mediates the positive reinforcing effects of brain

stimulation, since in these animals, the rate of SABS acquisition was
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significantly slower than in sham-lesioned animals.

Finally, in almost all instanc_es where impairments in SABS responding
were evident, damage to both the A8 dopamine cell group and the PPTg
occurred. And, although it Has been determined that A8 lesions alone do not
block the acquisition of SABS, it has not been determined that lesions confined
to the PPTg do block SABS responding. In order to determine whether lesions
confined to the PPTg block SABS acquisition, it is necessary to localize cell
damage within the PPTg. One lesioning procedure capable of producing
relatively confined and controllable damage is the electrolytic lesioning
procedure. Experiment 6, therefore, explored whether electrolytic lesions
confined to the PPTg proper, and especially, to the "putative" common site of

damage, would produce impairments in SABS acquisition.

Experiment 6

Introduction

The results of the histological analysis in Experiments 3 to 5 raise
questions as to the precise location of PPTg sites that presumably mediates
reward and reinforcement. In aimost no instances where SABS responding
was impaired was the lesion confined to the PPTg. One common factor in the
above three experiments is that a chemical lesioning technique was used.
Although the injection volume and rate of injection was low, these procedures
merely serve to minimize, and not sliminate, spread to neighbouring regions.

The PPTg is bordered by a mass of fibre pathways, including the decussation
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of the superior cerebellar peduncle, the fibres of the lateral lemniscus and of
the brachium conjunctivum (Rugg et al., 1992; Sugimoto and Hattori, 1984).
Though the chemical lesioning technique spares axons of passage, it is
possible that the axons themselves act as a mechanical carrier for a chemical
lesioning substance, or as a barrier to diffusion. Hence, the spread of NMDA to
regions not necessarily bordering the PPTg may be considerably more or less
than one would expect. Although damage to other areas may not be extensive
and may be difficult to detect, it remains possible that undetected damage to a
large number of nuclei or to an adjacent cell group contributes to the
impairment in SABS acquisition.

In nuclei rich in cell bodies, such as the A8 cell group, there is little
resistance to stop or confine the spread of NMDA. Inspection of the histological
material from Experiment 5 reveals a considerable amount of spread of NMDA
when injected into the A8 cell group. In many cases, NMDA spread as far
rostrally as the VTA, and as far caudally as the cuneiform nucleus (see Figure
14, page 89). Given the widespread and relatively uncontrollable damage that
may occur with NMDA under these circumstances, it was decided to use the
electrolytic lesioning technique to lesion the PPTg in the hopes that the amount
and site(s) of damage could be conirolled and more precisely identified. Thus,
in Experiment 6, the acquisition of SABS was examined in rats with bilateral
electrolytic lesions of the PPTg using two different lesioning procedures, one
procedure to produce widespread damage and a second procedure to produce

more confined damage.
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Method
Animal Subjects
A total of 33 male, Long-Evans rats were used for the following
experiments. Surgical procedure, handling and post-operative care were
carried out as described in the General Method. The lesioning electrode was
aimed at the PPTg, and the coordinates were -7.8 mm posterior to Bregma, *
1.8 mm lateral to the midline, and -7.3 mm ventral from the skull surface,

according to the atlas of Paxinos and Watson (1986).

Procedure

Electrolytic Lesions of the PPTg

Seventeen animals were lesioned electrolytically, and one group of
sixteen animals were sham-lesioned. Sham-lesioned animals were divided into
two groups; one group of ten rats was assigned to SABS acquisition, and the
remaining six rats were assigned to serve as sham-lesioned controls. Lesioned
animals were assigned to one of three groups; six animals with large lesions
and five animals with small lesions were assigned to SABS acquisition, and six
animals with small lesions served as lesioned controis. For rats with large
electrolytic lesions, the current was 0.5 mA for 20 seconds with the electrode
exposed 0.03 mm at the tip. To make small electrolytic lesions, the current was
0.2 mA for 10 seconds, with only the tip of the electrode exposed. Following

the bilateral lesions, a single stainiess stee! bipolar stimulating electrode
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(Plastics One, VA) was implanted in each rat. Animals were allowed a
minimum of five days recovery before testing began.
Acquisition of SABS

The procedure for SABS acquisition was identical to Experiments 3 to 5,
except for rats in the control groups.

The PPTg has been demonstrated to be involved in locomotion, and is
considered a part of the mesencephalic locomotor region (Coles et al., 1989;
Garcia-Rill et al., 1987; Garcia-Rill et al.,, 1990; Vaccarino et al., 1986). To
detérmine that disruption of normal locomotor activity does not interfere with the
abiiity of animals to respond, sham-lesioned and lesioned-control animals were
placed in the operant chamber and randomly assigned to one of two control
conditions: a non-stimulated control condition and a stimulated control condition.
In the non-stimulated control condition, the dose of brain stimulation was set at
0 Hz in order to estimate the unconditioned operant rate. In the stimulated
control condition, sham-lesioned and lesioned-controls were primed with four
trains of stimulation, one train per 15 minute pericd. The priming trains of
stimulation were administered by the computer at 30 seconds, 15 minutes, 30
minutes and 45 minutes during the test session. The trains of stimulation were
not contingent on the performance of a response, and responses emitted by the
animal wefe counted, but not reinforced with brain stimulation. Animals were
tested for one hour a day for five days in each condition, for a total of ten days.
Half the animals were tested in the no-stimulation condition and were then

switched to the stimulated condition, and the remaining half started in the
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stimulation condition and switched to the no-stimulation condition. Following
completion of both control conditions, three of the lesioned control animals were
randomly selected and tested for SABS acquisition.
Results

Sham-lesioned and PPTg-lesioned control animals did not increase their
operant rate over the ten control test days. No differences in operant rate in
either group were found between the stimulated and non-stimulated condition.

A two way Group by Acquisition days ANOVA performed on response
rate and mean frequency measures revealed that all ten animals with large or
small electrolytic lesions readily acquired SABS and there were no reliable
differences in response rate (F=0.044(1,20 df), p > 0.05) or mean frequency
(F=0.627(1,20 df), p > 0.05) compared to sham-lesioned animals (see Figure
18). As with previous acquisition éxperiments (Experiment 3, Lepore &
Franklin, 1992), no significant differences in response rate or mean frequency
was found across training days (all p's > 0.05). Following the completion of the
control conditions, the three lesioned control animals placed on SABS readily
acquired SABS responding. No observable differences in response rate or
mean frequency were found when comparing these lesioned control animals
with alt other groups (see Figure 18).

Discussion

Unlike NMDA lesions, electrolytic lesions of the PPTg do not block the

acquisition of SABS responding. Gross histological comparisons of large

electrolytic lesions with large NMDA lesions show considerable differences.
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Figure 19. Electrolytic lesions of the PPTg that were ineffective in blocking the
acquisition of SABS. The open areas represent the largest observable lesions,
and the darkened areas represent the smallest observable lesions.
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Large electrolytic lesions produce a larger amount of damage to the PPTg and
to neighbouring areas than NMDA lesions. Small electrolytic lesions, however,
were more confined to the PPTg proper (see Figure 19). Small electrolytic
lesions did not damage the cuneiform nucleus, PAG, LDTg, or the A8 DA cell
group to the same extent as NMDA or large electrolytic lesions.

These results are puzzling in view of the previous evidence obtained
from Experiments 3 and 4, showing that excitotoxic lesions of the PPTg have a
devastating effect on the acquisition and maintenance of SABS responding.
Since the center of the electrolytic and excitotoxic lesions appeared to
correspond, these results raise the question of whether the effects of NMDA
lesions on acquisition of SABS are in fact due specifically to PPTg damage.

That the acquisition of SABS may be due to some abnormal locomotor
effects caused by the lesions is not likely since control lesioned animals were
no different from sham-lesioned controls in response rate. One slight difference
to be noted, however, is that regardiess of the number of days the lesioned
control animals experienced either control condition, lesioned-control animals
emitted at least one response in all ten control test days. In sham-lesioned
animals, mean response rate per session dropped to under one by the third
control day, demonstrating that at least some of the animals were not emitting
any response at all. That all PPTg lesioned animals responded at least once
every session for up to 10 days suggests that the lesioned animals may not be
learning about the stimulus conditions surrounding the acquisition test. In other

words, the observation that most of the control animals cease to respond by the
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fourth control day suggests control animals have learned that nothing of any
consequence will result from a lever press. Hence, they no longer approach
the lever. Animals with PPTg lesions, however, do not appear to learn this
since they continue to approach the lever and continue to lever press even after
10 days of unreinforced training. This suggests that animals with electrolytic
lesions of the PPTg may indeed have deficits, in spite of the finding that they
are capable of learning a simple operant task.

It electrolytic lesions do produce deficits in reinforcement, the deficit is
not apparent using the SABS acquisition task. Although the SABS acquisition
task has certain advantages, such as rapid acquisition and elimination of
experimenter bias during training and shaping, the acquisition procedure itself
may not be sensitive enough to pick up subtle deficits in reinforcement. For
example, animals are able to acquire SABS when the absorption half-time of
stimulation is extended as far as 32 seconds (Lebore and Franklin, 1992). This
demonstrates that SABS can be acquired with delays of reinforcement up to 15
seconds or more. This does not, of course, demonstrate that delaying
reinforcement does not effect responding for SABS. In fact, when animals are
testedon a progréssive ratio schedule of reinforcement, delays of reinforcement
up to 16 seconds produce significantly lower break points than delays of 2 or 8
seconds (Lepore and Franklin, 1991). In order to pick up subtle deficits in
reinforcement, it is necessary to use more sensitive tests of motivation. Three
tasks demonstrated to be sensitive to reinforcement deficits are the extinction

test, incentive contrast, and progressive ratio responding (discussed below).
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Experiment 7, therefore, explored whether electrolytic-lesioned animals from

experiment 6 were impaired on these three behavioral tasks.

Experiment 7
Introduction

Prior to acquiring operant responding for brain stimulation, the stimulus
(e.g. lever) and the response (e.g. lever press) bear no relation to one another.
During the acquisition of operant responding, however, presenting trains of
rewarding brain stimulation immediately after a response has occurred (e.g.
lever press) changes the relationship between the stimulus and the response.
Brain stimulation reinforces the association between the stimulus and the
response, and when animals have acquired operant responding, an instance of
S-R learning is said to have occurred (Catania, 1968; Skinner, 1968a). Upon
removal of the rewarding brain stimulation {or other reinforcer), the stimulus can
still alicit a response, which is commonly referred to as extinction responding
(Skinner, 1938; Skinner, 1968b). Analysis of extinction behavior can be used to
demonstrate how contingencies of reinforcement affect behavior, and, under
appropriately controlled circumstances, can demonstrate the reinforcing (or
relative reinforcing) strength of stimuli (Skinner, 1938; Skinner, 1968b). For
example, when animals trained to respond for brain stimulation are placed on
extinction, responding initially increases, and is followed by a gradual cessation
of responding. The pattern of responding is similar to that observed in animals

undergoing extinction of food reward (Franklin, 1978; Fouriezos and Wise,
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1876). Animals responding for amphetamine reward will show a "resistance" to
extinction (i.e., emit more responses) when the magnitude of amphetamine
reward raceived per operant is increased, suggesting that more amphetamine
per operant has a higher reiﬁforcing value (Yokel and Pickens, 1976). Analysis
of extinction responding may, therefore, demonstrate whether the strength of an
association between the lever and rewarding SABS stimulation exists and
whether it incorporates information about the magnitude of reward.

Another test which has proved useful in detecting changes in
reinforcement level is to test animals for contrast effects. When increases or
decreases in reinforcer magnitude are presented to animals within a given
session, animals show an overshoot or undershoot in response rate beyond
what would be expected from the curves relating response rate to the amount
of reinforcement, such as a rate-intensity or rate-frequency function (Crespi,
1952; Koob, 1977). Such overshoots or undershoots reflect positive or negative
contrast effects (Crespi, 1952). These contrast effects result from changes in
the reinforcement value produced by shifts in the preceding reward (Black,
1968; Koob, 1977). If shifts in the magnitude of reward do not result in a shift
in incentive value, contrast effects do not occur. In ICSS, shifts in the incentive
value of rewarding brain stimulation can be detected by generating rate-
frequency or rate-intensity curves (Gallistel et al., 1981; Gallistel and Freyd,
1987; Hawkins and Pliskoff, 1964). Similarly, changes in the incentive value of
brain stimulation can also be measured with the SABS model (Experiments 1

and 2). If lesions of the PPTg attenuate the positive reinforcing effects of brain
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stimulation one would expect that animals with PPTg lesions would show a
reduced contrast effect,

Another way to determine whether PPTg lesions affect the reinforcing
value of stimulation is to test animals on a progressive ratio schedule of
reinforcement (see above). The determination of break points can be used to
demonstrate the relative reinforcing effects of various stimulation trains (Hodos,
1961; Hodos, 1965; Hodos and Kalman, 1963). In Experiment 6, lesioned
animals were not significantly different from sham-lesioned animals on response
rate or mean frequency measures under a CRF schedule. However, a CRF
schedule is not a sensitive enough measure of the incentive value of reinforcing
brain stimulation. As demonstrated in Experiment 2, the progressive ratio
schedule of reinforcement is sensitive to the magnitude of reinforcement with
long trains of SABS-like stimulation. Thus, if lesions of the PPTg attenuate the
reinforcing effect of brain stimulation, lesioned animals might be expected to
show lower break points than sham-lesioned controls.

Method
Animal Subjects
A total of twenty male, Long Evans rats from Experiment 6 were used for
the following experiments.
Procedure
Extinction Test
Following five days of acquisition training in Experiment &, all animals

were given one additional day of SABS responding. On the seventh day of
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acquisition, animals were allowed to press for SABS stimulation for 1/2 hour, at
which point the stimulators were turned off. Response rate was samplad for
the following half-hour of the extinction test.
Contrast Test

Following extinction testing four lesioned and four control animals were
randomly selected to undergo contrast testing. Before contrast testing began,
animals were retrained on the following SABS parameters for two additional one
hour sessions; dose=200 Hz, rise half-time=1 second, and an elimination half-
tima of 100 seconds. Animals were given one half-hour for warm-up at a dose
of 200 Hz. At the end of the half-hour (T=30 minutes), the dose of stimulation
was randomly changed to 100 or 400 Hz, and animals were tested at the new
dose for 30 minutes. At the end of the 30 minutes (T=60 minutes), the dose
was reset to 200 Hz, and animals were allowed to respond for an additional 30
minutes. Animals completed both contrast conditions. The contrast (e.g. 200-
100-200 Hz or 200-400-200 Hz) was repeated for two consecutive days.
Electrolytic-lesioned and sham-lesioned animals completed both conditions.
Progressive Ratio

Of the remaining rats, four lesioned and four sham-lesioned animals
were randomly selected to run on a progressive-ratio schedule of reinforcement.
Animals were run for 2 days at each of the following fixed ratios: FR1, FR3,
FR5, and FR10, before progressive-ratio testing began. It was planned that
animals would be tested for three days at three doses of brain stimulation.

Howaever, lesioned animals did not perform well at any of the fixed ratios
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Figure 20. The effects of slectrolytic lesions of the PPTg on the total number of
rasponses made during an extinction test. The mean number of responses
made by each group of animals immediately prior to (-10 min) and during
extinction (10 to 30 min) were calculated for four consecutive ten minute bins.
Bars represent means + S.E.M.
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(explained below), and the experiment was terminated following performance on

the FRS ratio.
Results

Extinction Test

Response rate and mean frequency were sampled in three blocks of 10
minutes. As shown in Figure 20, a significant difference in response rate was
observed comparing lesioned to sham-lesioned animals. The non-parametric
Wilcoxon Rank-Sum test was used to analyze the extinction data because of
non-homogeneity of variance. The non-homogeneity of variance was due in
large part to the fact that PPTg-lesioned animals showed very rapid extinction,
with the result that there was practically no variance within that group. In the
first (p=0.046, Wilcoxon test) and last {p=0.0431, Wilcoxon test) 10 minute bins,
sham-lesioned animals responded more than lesioned animals during extinction.
PPTg-lesioned animals responded little or not at all under extinction conditions.
Contrast Test

A two-way Lesion group X Contrast ANOVA performed on response rate
revealed that animals with PPTg lesions showed no contrast effects
(F=8.285(1,6 df), p < 0.05). Further, in each contrast condition (e.g. ascending
and descending series) there was a significant interaction between lesion group
and contrast condition {F=9.246(5,30 df), p < 0.05) was revealed.

In testing the interaction means using a regression analysis, it was found
that in animals with electrolytic lesions of the PPTg, the pattern of SABS intake

was not affected by changes in stimulation frequency (all p's > 0.05) (see

110



—t
'S
1

_3 QO - Shams
o) | ® — lLesions
v 12 T
o 10 |-
e
e °T
w 6 :
O
o 4 | '
T
c .
o 2°F *
400 200 100
14 -
It
g 12 ™
10+
3
c ar
(@)
o 6
‘3 [
x ‘T
c 2F
8 O 1 ] L 1
= 100 200 400

Frequency (Hz)

Figure 21. The effects of incentive contrasts on the mean response rate of
animals with sham and electrolytic lesions of the PPTg during a one-half hour
contrast test (see text for further explanation). The fop panel represents the
effects of the descending contrast conditions (400 Hz to 200 Hz and 200 Hz to
100 Hz). The bottom panel displays the ascending contrast condition (100 Hz
to 200 Hz and 200 Hz to 400 Hz). Points represent the means + S.E.M.
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Figure 22. Fulse frequency of continuous brain stimulation maintained over a
90 min contrast test of SABS by a single rat with an electrolytic lesion of the
PPTg. The parameters of each stimulating train was set at a dose of 200 Hz
with an absorption haif-time of 1 s and an elimination half-time of 100 s. The
top panel shows the effects of changing reinforcer magnitude from 200 to 400
Hz (30 min} and the from 400 to 200 Hz (60 min). The bottom panel shows the
effects of changing reinforcer magnitude from 200 to 100 Hz (30 min) and from
100 to 200 Hz (60 min). Stimulation frequency was sampled every 30 s.

112



Figure 21), suggesting that PPTg-lesioned animals were either unable to detect
or unable to respond to changes in reward magnitude. Figure 22 show
individual records of two lesioned animals responding for 400 Hz-200 Hz and
100 Hz-200 Hz brain stimulation.

In contrast, a regression analysis performed on the response rate of
sham-lesioned animals for the descending contrast condition revealed a
significant decrease in response rate when reinforcer magnitude was decreased
(F=11.891{2,6 df), p < 0.05). Post hoc Newman-Keuls tests showed that
animals showed a significant decrease in response rate when the frequency
was changed from 400 Hz to 200 Hz (G=4.870, p < 0.05) and when frequency
was dropped from 200 to 100 Hz (q=6.64, p < 0.05). In the ascending contrast
condition, there was a significant increase in responding when reinforcer
magnitude was increased (F=6.941(2,6 df), p < 0.05). Post-hoc Newman-Keuls
tests revealed that response rate increased significantly when the frequency
was changed from 200 to 400 Hz (q=5.239, p < 0.05), but not when the
frequency was changed from 100 to 200 Hz (q=2.135, p » 0.05). Figure 23
displays the individual records of two sham-lesioned animals responding for
SABS stimulation under both contrast conditions. As shown, SABS shows a
significant drop in response rate when reward magnitude is changed from 400
to 200 Hz, and an increase in mean frequency when reward magnitude is
changed from 200 to 400 Hz. In one case, a clear positive contrast effect can
be detected immediately after the stimulation frequency is changed from 100 to

200 Hz (see Figure 23, bottom panel).
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Figure 23. Pulse fraquency of continuous brain stimulation maintained over a
80 min contrast test of SABS by a single rat with a sham lesion of the PPTg.
The parameters of each stimulating train was set at a dose of 200 Hz with an
absorption half-time of 1 s and an elimination half-time of 100 s. The top panel
shows the effects of changing reinforcer magnitude from 200 to 400 Hz (30
min) and the from 400 to 200 Hz (60 min). The bottom panel shows the effacts
of changing reinforcer magnitude from 200 to 100 Hz (30 min) and from 100 to
200 Hz (60 min). Stimulation frequency was sampled every 30 s.

114



180

T
\ 150 —

]

g 120 |

&

2 80

a

] 60 |-

0

o

c 30 O — Shams ]
g ® - Leslons
= 0 1 L 1

8C0 B .

E 600 |-

q

S 400 |

3

- 2

o

L. 200 |

c

o

©

= 0

FR1 FR3 FRS

Response Requirement

Figure 24. The relationship between response rate or mean pulse frequency at
three ditferent fixed ratio -requirements for animals with sham (open circles} or
elsctroltyic lesions (filled circles) of the PPTg. The top panel shows the effects
of increasing fixed ratio requirement on mean response rate for a one hour
session, and the bottom panel shows the effects of increasing ratio
requirements on the mean puise frequency maintained by sham and lesioned
animals. Points reprasent the mean + S.E.M.

115



Progressive Ratio

On the basis of previous findings (Lepore and Franklin, 1991: and see
Experiments 1 and 2), animals were expected to run on a progressive-ratio
schedule of reinforcement. i-lowever. it became immediately evident that as
fixed ratio size increased from FR1 to FR3, and to FRS5, the performance of
PPTg-lesioned animals deteriorated. A two way Lesion group by Fixed-ratio
size ANOVA performed on response rates revealed that PPTg-lesioned animals
responded significantly less than sham-lesioned animals (F=18.460(1,6 df}, p <
0.05), that increasing FR size led to a decrease in response rate for lesioned
animals (F=31.886(2,12 df), p < 0.05), and that a significant interaction between
lesion group and response requirement existed (F=21.445(2,12 df), p < 0.05)
(see Figure 24). Post-hoc Newman-Keuls analysis of the interaction means
revealed that, at FR1, sham-lesioned and PPTg-lesioned animals had similar
response rates (q=1.342, pp > 0.05), but that at both FR3 (q=6.167, p < 0.05)
and FRS (q=8.000, p < 0.05) ratio requirements, PPTg-I-esioned animals
responded significantly less than sham-lesioned controls. PPTg-lesioned
animals also showed a significant drop in response rate froni FR1 to FR3
(q=8.770, p < 0.05) and from FR3 to FR5 (q=5.262, p < 0.05), whereas sham-
lesioned animals maintained relatively stable rates of responding under all three
fixed-ratio requirements (all p's > 0.05).

A similar pattern of results was obtained when a two way Lesion group X
Fixed-ratio size ANOVA was performed on mean frequency measures. - The

results of the ANOVA revealed that electrolytic lesioned animals maintained
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lower stimulation frequencies than sham-lesioned animals (F=9.661(1,6 df), p <
0.05), that increasing fixed-ratio size from FR1 to FR5 lowered the mean pulse
frequency maintained by both groups of animals (F=589.7(2,12 df), p < 0.05),
and that a significant interaction between lesion group and fixed ratio size
existed (F=7.01{2,12 df), p < 0.05). Post-hoc Newman-Keuls analysis of the
interaction means showed that, at FR1, sham-lesioned and PPTg-lesioned
animals were maintaining similar mean frequencies (q=2.085, p > 0.05), but that
at both FR3 (q=4.487, p < 0.05) and FR5 (g=4.713, p < 0.05) ratio
requirements, PPTg-lesioned animals were maintaining significantly lower mean
frequencies compared to sham-lesioned animals.
Discussion

Animals with bilateral electrolytic lesions of the PPTg were not impaired
in the acquisition of SABS responding. They rapidly acquired and maintained
responding for SABS stimulation. In fact, their performance on a CRF schedule
of reinforcement was no different from sham-lesioned controls, which suggested
that the rewarding or affective properties of brain stimulation had not been
affected. However, when more sensitive tasks measuring the incentive value of
brain stimulation were used, a specific pattern of reinforcement deficits was
found in PPTg-lesioned animals.

Animals with bilateral electrolytic lesions of the PPTg showed very rapid
extinction, did not show positive or negative incentive contrast effects, and
performed poorly on ratio schedules of reinforcement. Sham-lesioned animals,

however, responded for at least 30 minutes under extinction conditions, showed
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both positive and negative contrast effects, and maintained responding for brain
stimulation at different fixed-ratio requirements.

The results from these three behavioral tests can be interpreted by a
motivational deficit hypothesis. In an operant task, responding under extinction
conditions can reveal the strength of a reinforced S-R association (Skinner,
1938; Skinner, 1968b). The finding that electrolytic-lesioned animals showed
more rapid extinction than sham-lesioned animals suggests that PPTg lesions
produced a specific deficit in reinforcement. That acquisition of SABS can still
occur suggests that electrolytic lesions were only partially attenuating the
reinforcing effects of brain stimulation. This would also explain why PPTg-
lesioned animals performed poorly compared to sham-lesioned animals on the
fixed ratio schedules of reinforcement. The progressive ratio schedule of
reinforcement is sensitive to shifts in the magnitude of reinforcement (Hodos,
1961; Hodos, 1965; Hodos and Kalman, 1963; Richardson and Roberts, 1991;
Roberts, 1989; Roberts et al., 1989). If electrolytic lesions of the PPTg produce
subtle reinforcement deficits (i.e. attenuate the reinforcing effects of brain
stimulation), one would expect to see lower break points in animals with PPTg-
lesions compared to sham-lesioned controls. Furthermore, the presence of
primary and secondary reinforcement is required in order to maintain reliable
responding under extinction-like conditions (Stewart and Eikelboom, 1987). In
fact, responding can be reliably maintained solely in the presence&of secondary
reinforcement (Robbins and Koob, 1978; Taylor and Robbins, 1984; Taylor and

Robbins, 1986). That electrolytic lesions of the PPTg disrupt responding under
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partial reinforcement schedules is consistent with the interpretation that PPTg
lesions attenuate the positive reinforcing effects of brain stimulation. Under
conditions where an attenuation of the primary reinforcing effects of brain
stimulation has occurred (e.g. PPTg lesions), it would be reasonable to assume
that the secondary reinforcing effects of brain stimulation would also be
attenuated.

Finally, an interpretation based on a motivational deficit hypothesis is
also supported by the fz;ct that incentive contrast effects were not detected in
PPTg;lesioned animals. The contrast effect cccurs when reinforcef magnitude
is increased or decreased within a single test session (Black, 1968; Crespi,
1952; Trowill et al., 1969). When reinforcer magnitude is increased or
decreased, animals increase or decrease responding, respectively. The
increase or decrease in response rate reflects changes in the reinforcement
value of the preceding reward {(Black, 1968; Trowill et al., 1969). In this
experiment, sham-lesioned animals show positive and negative contrasts, but
PPTg-lesionsed animals show neither a positive nor negative contrast (see
Figure 21), suggesting that PPTg-lesioned animals cannot detect or cannot
respond to changés in the reinforcement value of stimulation. Thus, the results
of this experiment demonstrate that electrolytic-lesioned animals, though able to
acquire SABS, show specific deficits in reinforcement. This supports the
interpretation that the PPTg mediates the positive reinforcing properties of brain

stimulation.
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Experiment 8

introduction

As reviewed above, the PPTg has also been suggested to be involved in
learning and mémory processes (Dellu et al., 1991; Fujimoto at al., 1989;
Fujimoto et al., 1990; Fujimoto et al., 1992). Dellu et al. (1991) demonstrated
that quisqualic acid lesions of the PPTg blocked the acquisition of Morris water
maze and eight-arm radial maze learning. The Morris water maze and eight-
arm radial maze are tasks of spatial memory. That PPTg lesions also block
acquisition of one-way passive and two-way active avoidance (Fujimoto et al.,
1989; Fujimoto et al., 1990; Fujimoto et al., 1992) raises the possibility that
PPTg lesions may produce a generalized learning impairment. Although it is
unlikely that a generalized learning impairment can account for the results using
the SABS model, testing for acquisition of simple operant learning is not a
sensitive measure of memory deficits compared to tasks designed specifically
to elucidate memory processes and the neural structures which subserve those
processes (McDonald and White, 1993, Packard et al., 1989). Furthermore, the
finding in Experiment 7 that PPTg-lesioned animals did not respond under
extinction conditions suggests the possibility that a strong S-R association was
not formed, or that secondary reinforcers did not develop during acquisition.

Two memory tasks demonstrated to measure spatial versus S-R learning
are the win-shift and win-stay versions of the radial maze, respectively. In both
these tasks, the amount of reinforcement available is identical, but the

contingencies associated with its presentation are different (Olton and
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Samuelson, 1976; Packard et al., 1989). Both these tasks are run on an eight-
arm version of the radial maze. The win-shift paradigm is basically a foraging
task, where animals are required to approach and enter each arm in the eight-
arm maze to obtain food. The contingencies associated with the presentation
of food reward are such that the animal must approach and enter each arm of
the maze to retrieve each food pellet after which food is no longer available
from that arm (Olton and Samuelson, 1976). Once food has been retrieved
from an arm, the animal must choose one of the remaining seven arms in order
to retrieve another food pellet, and so on until all eight arms have been entered.
Thus, the optimal strategy for an animal is to visit each arm only once, then
"shift" to another arm, and so on, until all eight arms have been visited. The
use of extra-maze cues (located randomly around the maze) helps the animal
to navigate around the maze {0 achieve optimum performance. The use of
extra-maze cues also ensures that no one stimulus is repeatedly or consistently
paired with a correct response.

In the win-stay paradigm, an eight arm-radial maze is used but the
demand characteristics of the task are changed (Packard et al., 1989). In win-
stay, the animal still receives eight food pellets but in only four of the eight
arms. As opposed to approaching and entering each arm at least once,
animals are required to revisit an arm previously baited with food. In win-stay,
extra-maze cues are no longer used. Rather, intra-maze cues (lights) are used
as discriminative stimuli which signal which arms are baited. Thus, animals are

required to approach the stimulus (light). After the animals have retrieved the

121



food in each of the four arms, they must revisit ("stay") the arms signalled by
the stimulus. The use of intra-maze cues ensures that a stimulus is repeatsdly
and consistently paired with a correct response (Packard et al., 1989).

Both the win-shift and win-stay paradigms have baen used extensively to
explore the neuroanatomical and neurochemical basis of learning and memory
(Jarrard, 1993; Keith and Rudy, 1990; Major and White, 1977; McDonald and
White, 1993; O'Keefe and Speakman, 1987; Olton and Papas, 1979; Olton and
Samuelson, 1976; Olton et al., 1979; Packard et al., 1989; Shapiro and
Q'Conner, 1992; Sorenson et al., 1991; Speakman'and O'Keefe, 1990). There
is a large body of literature which suggests that an intact hippocampus is
essential for normal performance in some behavioral tasks (Bourne et al., 1989;
Dunnett, 1990; Jarrard, 1993; McDonald and White, 1993; O'Keefe and
Speakman, 1987; Olton and Papas, 1979; Olton et al., 1979; Packard et al.,
1989; Shapiro and O'Conner, 1992; Speakman and O'Keefe, 1990). Rats with
hippocampal damage are consistently impaired in the standard or place test
version of the Morris water maze (Morris et al., 1982; Sutherland et al., 1982),
the win-shift version of the eight-arm radial maze (Olton and Papas, 1979;
Olton et al., 1979) and in contextual conditioning (Sutherland and McDonald,
1990). |

Although there are different interpretations about what the hippocampus
is doing (Hirsh, 1974; O'Keefe and Nadel, 1978), there is general agreement
that the hippocampus is cmcially‘ involved in learning of a "cognitive” nature. By

cognitive it is meant that behavior is not evoked by the stimulus directly, but
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that different aspects of external stimuli, inciuding their relation to previously
experienced events, are ancoded within a "representation”, and that behavior is
guided by the relational information contained within this representation.
Recently, investigators have pointed out that behavioral tasks which are
disrupted by hippocampal damage share the requirement that animals learn
and use information about the relationship between external stimuli and/or
events. Hence, it is argued that the hippocampus mediates the acquisition of
information about the relationships among stimuli (McDonald and White, 1993;
Packard et al., 1989).

Although the hippocampus is important for acquisition of a variety of
behavioral tasks (e.g. win-shift), there are other tasks which can be acquired
normally by rats with hippoccampal damage (e.g. win-stay). In other words,
acquisition and performance on a variety of other behavioral tasks seems to
depend upon other memory systems. A number of these tasks can be grouped
together by the criteria that an animal is consistently required to erﬁit a
response in the presence of a single stimulus (Packard et al., 1989). In other
words, efficient performahce in these tasks depends upon an animal being able
to acquire a reinforced stimulus-response (S-R) association. There is now
strong evidence that points to a role for the dorsal striatum in mediating the
acquisition of S-R learning (McDonald and White, 1993; Packard et al., 1989).

Packard et al. (1989) sought to establish a double dissociation of
memory functions using the win-shift and win-stay version of the radial maze.

In their experiment, the performance of animals lesioned in the dorsa! striatum
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or fimbria-fornix was compared on both behavioral tasks. They demonstrated
that, in the win-shift version of the radial maze, only animals with fimbria-fornix
lesions were impaired on acquisition, whereas control animals or animals with
bilateral lesions of the dorsai striatum were unimpaired. Lesions of the dorsal
striatum, however, severely impaired acquisition of S-R leaming (win-stay
version) compared to controls, whereas fimbria-fornix lesions enhanced the
learning of an S-R association (Packard et‘al., 1989). MacDonald and White
(1992) sought to establish a triple dissociation of memory functions using the
win-shift, win-stay, and conditioned cued preference (CCP) radial arm maze
tasks. In this experiment, not only were the findings of Packard et al. (1989)
replicated, but were extended to include the lateral nucleus of the amygdala as
a third memory system which mediates stimulus-affect learning (Hiroi and
White, 1991; McDonald and White, 1993). Thus, animals with fimbria-fornix
lesions performed poorly on the win-shift version of the radial maze, were
enhanced on the win-stay task, and fimbria-fornix lesions did not impair
stimulus-affect learning. Lesions of the caudate nucleus severely impaired win-
stay learning, and had no effects on either the CCP or win-shift tasks. Lesions
of the lateral nucleus of the amygdala impaired CCP leaming, and had no
effects on either win-shift or win-stay learning (McDonald and White, 1993).
These two studies support the hypothesis that there are functionally and
anatomically distinct memory systems which mediate different types of leaming.
Further, they also demonstrate that different versions of the eight-arm radial

maze are capable of dissociating distinct memory processes and the
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neuroanatomical structures that underlie multiple memory systems.

Given the sensitivity of the win-shift and win-stay tasks to dissociate
different types of memory impairments, the following experiment was designed
to explore whether electrolytic lesions of the PPTg would produce a specific
memory deficit, which would be evidenced by a selective block of either win-
shift or win-stay learning, or whether PPTg-lesions would produce a generalized
memory impairment, which would be evidenced by a deficit on both memory
tasks.

Method
Animal Subjects

Ten animals with electrolytic lesions of the PPTg and ten sham-lesioned
controls from the two previous experiments were used.
Apparatus: Win-Shift Task

The eight arm radial maze used for the win-shift task was made of wood
and painted a flat grey. The height of the maze was 60 cm. The diameter of
the center platform was 40 cm, and each arm was 60 cm long and 8 cm wide.
A recessed food well was located at the end of each arm. A plexiglass wall (40
cm in height) enclosed the center piatform. The entrance of each arm was
blocked by a guillotine door, which could be lowered and raised by the
experimenter. The maze was located in the center of a room which contained
a variety of extramaze cues (e.g. posters, bookshelves, small writing table, etc.)

randomly placed around the room.
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Abparatus: Win-Stay Task

The eight arm radial maze described above (with modifications) was
used for win-stay training. For the win-stay task, the radial maze was senclosed
in a dark curtain. Light bulbs (7 watts) were fastened to the top of the entrance
of each arm, and a system for rebaiting arms was added to the maze. One
end of the tubes were connected at the end of each arm (at the site of the food
wells) and the other end of the tubes were placed at a point outside the
enclosed maze. When rebaiting was required, the experimenter simply dropped
a piece of food into the appropriate tube.
Procedure: Win-Shift Task

Lesioned and sham-lesioned animals were randomly divided into two
groups of five. One group of sham-lesioned and PPTg-lesioned animals were
used for win-shift training, and the remaining two groups of animals were used
for win-stay training. All animals were placed on a food-deprivation schedule,
and were maintained at 35% of their free-feeding weight. During the t_t'_ujee days
of food deprivation, animals were exposed to Froot Loops (Kelloggﬁ ‘;""-:'!_i..'—i‘f:'.:_.\ in
their home cage. Following three days of food deprivation, each animal -was
placed in the radial maze apparatus for five minutes for two consecutive days,
during which time tha guillotine doors were manipulated randomly. No food
was placed on the maze during habituation, but animals received sight Froot
Loops cereal in the colony room following each habituation session. On the
third day, win-shift testing began. A single piece of Froot Loops cereal was

placed at the end of each arm. Each animal was placed on the center platform
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with the guillotine doors closed. After ten seconds, the doors were opened and
the animal was allowed to enter (choose) one of eight arms. Once the animal
had made its choice, the doors to all arms were lowered except for the arm the
animal entered. Once the animal retumed to the center piatform, the door to
that arm was closed. Following a ten second waiting period, the doors to all
eight arms were opened, and the animal was allowed to choose another arm.
This procedure continued until all eight Froot Loops cereal were retrieved, or
until ten minutes had elapsed. Animals were run for one trial per day. All arm
entries made by each animal during the test were recorded. The number of
revisits to arms previously entered in the first eight visits, expressed as the
number of errors, was assessed for each animal. Latency to complete the task
was also recorded. Daily trials continued until the number of errors made by
control animals was less than one for two consecutive days.
Procedure: Win-Stay Task

All animals were placed on a food-deprivation schedule as previously
described. Animals were habituated to Froot Loops cereal during food
deprivation and during maze habituation. During maze habituation, animals
were habituated to the maze for five minutes for two consecutive days. During
this time, no food was a\{ailable o;n the maze, the lights in the room which
housed the maze were :1immed. and the iights within each arm of the maze
remained unlit. Following habituation to the maze, the acquisition trials began.
For each trial, only four arms of the maze were lit (randomly selected with the

exception that no more than two adjacent arms could be lit) and a pisce of
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Froot Loop cereal was placed in the food recess at the end of each lit arm. To
increase the salience of the intramaze cues, the room fights were dimmed.
Each acquisition trial began by placing each animal on the center platform.
Once an animal retrieved the food from the lit arm, that arm was rebaited with
food. Following two arm entries into a lit arm, the light was turned off and no
further food was placed there. Each trial was terminated once the animal
retrieved all eight Froot Loops or once ten minutes had elapsed. All arm
entries were recorded, and entries into unlit arms were scored as errors.
Latency to complete the task was also recorded. Animals were tested for one
trial per day, and daily testing was terminated once control animals achieved
80% or higher choice accuracy (scored as number of correct choices over total
choices) for four consecutive days.
Results

Win-Shift Task

As shown in Figure 25, rats with efectrolytic lesions of the PPTg were
impaired on the win-shift task compared to controls. A two-way Group X
Acquisition Trial ANOVA performed on the number of errors revealed that
PPTg-lesioned animals made significantly more errors than sham-lesioned
controls (F=28.247(1,8 df), p < 0.05). It was also found that, across acquisition
trials, the number of errors made by both groups of animals significantly
decreased (F=11.69(9,90 df}, p < 0.05). No significant interaction between
lesion group and acquisition trial was found (F=1.834(9,90 df}, p > 0.05). Post

hoc Newman Keuls tests performed on the main effect of acquisition trials

128



™ 3 r O - Shame
5 T ® - Levions
S 4T3
S 3| N -
H A\ @
D L /‘\"'/l ; T
2 | AR W |
- ™~ T ~
g ! g TN
- | o] [ WL T W T N B T
12
-E 10 _W
~ \O\ \g\
 ° SN S
Y
Q ~
-
e 4T .jg'\c’--\
i | °
o L1 R WO T DO A |

0123456788910

Acquisition Trial

Figure 25. Mean number of errors (+ S.E.M.) made by animals with sham
(open circles) or electrolytic (filled circles) lesions of the PPTg on the acquisition
of the win-shift task (top panel). The bottom panel displays the mean amount
of time to complete the task (+ S.E.m.) by sham and electrolytic lesioned
animals on the acquisition of the win shift-task.
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showed that by Day 3, both PPTg-lesioned and sham-lesioned animals were
making significantly fewer errors when compared to acquisition Day 1 (q=6.544,
p < 0.05), and fewer errors on acquisition day 10 when compared to acquisition
Day 3 (q=4.726, p < 0.05). Thus, for both groups, the number of errors was
significantly reduced by the end of acquisition training. Howsaver, even though
both PPTg-lesioned and sham-lesioned animals were making fewer errbrs by
the end of acquisition training, PPTg-lesioned animals were making significantly
more errors than sham-lesioned animals (q=7.526, p < 0.05). These rasults are
consistent with previous reports (McDonald and White, 1993; Packard et al.,
1989) demonstrating that win-shift learning is rapidly acquired by normal
animals. A two-way Grdup oy Acquisition trial ANOVA performed on the
latency to complete the task, however, revealed that PPTg-lesioned animals
took longer to complete the task than sham-lesioned animals (F=33.34(1,8 df),
p < 0.05). Latencies for both control and lesioned animals decreased across
acquisition training (F=29.92(9,90 df), p < 0.05), and a significant interaction
between lesion group and number of acquisition trials (F=9.19(9,90 df), p <
0.05) was found. Post-hoc tests of the simple main effects using the Newman-
Keuls pairwise comparisons procedure revealed that on acquisition day 5,
sham-lesioned animals were completing the task significantly faster than
animals with PPTg lesions (q=6.553, P < 0.05), a trend which continued until
the last acquisition trial (q=9.496, p < 0.05).

Although PPTg-lesioned animals were not performing efficiently on the

win-shift task, visual examination of lesioned-animals indicated that they
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maintained grossly normal body weight and were unimpaired in general
performance on the maze (e.g., ate all the food, quick to initiate arm entries,
efc.) compared to sham-lesioned control animals. Furthermore, although they
were impaired relative to controls, lesioned-animals were making significantly
fewer errors by the end of acquisition training. This demonstrates that PPTg-
lesioned animals were in fact able to learn something about the win-shift task.

it has been previously demonstrated, using a response distribution analysis,
that animals with fimbria-fornix [esions do not distribute their responses in a
manner consistent with win-shift behavior (Packard et al., 1989). To determine
whether PPTg-lesioned animals were learning shift behavior but simply
performing inefficiently, a response distribution analysis was carried out on the
last day of acquisition testing as described by Packard et al. (1989). Animals
responding efficiently {e.g., 100% accurate) would theoretically distributé their
responses evenly across all eight arms (Packard et al., 1988). That is, animals
would enter each arm only once and then "shift". For each animal, the
percentage of visits to each arm was calculated. The group mean percentage of
arm entries was then calcuiated and rank-ordered according to the frequency of
visits. As shown in Figure 26, both sham-lesioned and PPTg-lesioned animals
distributed their responses relatively evenly across all eight arms, demonstrating
a high degree of shift behavior. A one way ANOVA performed on the slopes of
the frequency distribution for each group revealed that no differences in slope
existed between sham-lesioned and PPTg-lesicned animals (F=0.027(1,14 df),

p > 0.05). This confirms that PPTg-lesioned animals were capable of learning
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Figure 26. The effects of elactrolytic (filled circlas) or sham-lesions (open
circles) on the response distribution analysis for the win-shift task. The analysis

provides a measure of the degree of shift behavior displayed by both groups
during acquisition. Points represent means + S.E.M.
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Figure 27. The top panel displays the mean percentage of correct arm entries
(approach to lit arms) made by animals with sham (open circles) or electrolytic
(filled circles) lesions of the PPTg on the acquisition of the win-stay task. The
bottom panel shows the mean amount of time to complete the task by both
groups of animals on the acquisition of the win-stay task. The data is displayed
in blocks of two acquisition trials. Points represent the means + S.E.M.
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shift behavior, and points to the possibility that the impairment observed in the
win-shift task was not due to a specific memory impairment.
Win-Stay

Figure 27 shows the éompaﬁson between PPTg-lesioned and sham-
lesioned animals on win-stay learning. The data for the win-stay task are
presented in blocks of two acquisition days. As shown, electrolytic lesions of
the PPTg impair the acquisition of S-R learning. Sham-lesioned animals were
able to acquire the S-R association by acquisition Day 16, consistent with
previous reports (McDonald and White, 1993; Packard et al., 1989)
demonstrating efficient performance on the win-stay task. A two-way Group X
Trial ANOVA performed on choice accuracy scores revealed that PPTg-lesioned
animals were performing poorly compared to sham-lesioned animals on choice
accuracy (F=9.595(1,8 df), p < 0.05). The results also show that choice
accuracy was significantly effected by the number of trial blocks (F=11.37(7,56
df), p < 0.05), and that a significant lesion group by trial block interaction
existed (F=2.625(7,56 df), p < 0.05). Post-hoc analysis of the interaction
means usiné the Newman-Keuls pairwise comparisons revealed that PPTg-
lesioned animals were significantly less accurate than sham-lesioned animals
on acquisition days 11 and 12 (g=5.1989, p < 0.05), a trend which continued to
days 15 and 16 (q=4.258, p < 0.05) after which acquisition trials were
terminated. These results demonstrate that electrolytic lesions of the PPTg
impair acquisition of win-stayrlearning.

Latency to complete the task was not significantly different when
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comparing sham-lesioned to PPTg-lesioned animals. A two-way Group X Trial
ANOVA performed on mean latency scores revealed that electrolytic lesions of
the PPTg did not significantly effect latency to complete the task (F=0.102(1,7
df), p > 0.05). For both groups of animals, latencies to complete the task
decreased as the number of trial blocks increased (F=17.46(7,56 df), p < 0.05).
No significant lesion group by trial block interaction (F=0.378(7,56 df), p > 0.05)
was observed. Post-hoc analysis using the Newman Keuls comparisons
showed that, for both groups of animals, latency scores had dropped
significantly by the end of acquisition training (q=8.569, p < 0.05). These
results demonstrate that electrolytic lesions of the PPTg did not significantly
effect motor performance on the win-stay task compared to sham-lesioned
control animals. In fact, given that electrdlytic-lesioned animals were making
more errors but spending an equal amount of time on the maze compared to
sham-lesioned animais demonstrates that electrolytic-lesioned animals were
performing faster on the maze than sham-lesioned animals.

To determine whether PPTg-lesioned animals were learning "stay”
behavior, a response distribution analysis was performed on the last day of
acquisition training for both groups of animals. For each animal, the
percentage of visits to each arm was calculated. The group mean percentage
of arm entries was then calculated and rank-ordered according to the frequency
of visits. For win-stay Iegming, animals performing at 100% choice accuracy
would visit the four lit arms twice within each acquisition trial and would not

approach unlit arms. Thus, animals would theoretically distribute 25% of their
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Figure 28. The effects of electrolytic (filled circles) and sham-lesions (open
circles) on the response distribution analysis for the win-stay task. The analysis
provides a measure of the degree towards stay behavior for both groups of
animals. Points represent means + S.E.M.
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responses across the lit arms, and 0% responses for unlit arms (Packard et al.,
1989). As shown in Figure 28, both PPTg-lesioned and sham-lesioned animals
displayed a high degree of win-stay behavior. A one way ANOVA performed on
the slopes of the frequency distribution for each group revealed that PPTg-
lesioned animals did not distribute their responses differently from sham-
lesioned controls (F=0.373(1,14 df), p > 0.05). This suggests that PPTg-
lesioned animals were capable of learning stay behavior.
Discussion

The results of the win-shift and win-stay experiments demonstrate that
bilateral electroiytic lesions of the PPTg impair efficient performance on both the
win-shift and win-stay versions of the eight-arm radial maze. Although this
could be taken as evidence that the PPTg produces specific learning and
memory disturbances, it is an unlikely explanation given previous findings on
win-shift and win-stay learning (Jarrard, 1993; McDonald and White, 1993,
Morris et al., 1982; Olton and Samuelson, 1876; Olton and Papas, 1979; Olton
et al., 1979; Packard et al., 1989; White et al., 1993). As reviewed above, the
hippocampal formation has consistently been demonstrated to mediate the
acquisition of spaiial memory {win-shift) (Jarrard, 1993; McDonald and White,
1993; O'Kesfe and Speakman, 1987; Olton and Papas, 1979; OCiton et al.,
1979; Packard et al., 1989), whereas the dorsal striatum has been
demonstrated to be involved in the acquisition of a reinforced S-R association
(Major and White, 1977, McDonald and White, 1993, Packard et al., 1989,

White, 1989). In addition, the lateral nucleus of the amygdala has been
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implicated in mediating the acquisition of stimulus-affect (CPP) learning (Hiroi
and White, 1991; McDonald and White, 1993; White and McDonald, 1993;
White and Milner, 1992). Thus, the win-shift and win-stay versions of the eight-
arm radial maze, along with the conditioned place preference task, have been
demonstrated to dissociate distinct memory processes and the neural structures
subserving them (McDonald and White, 1993; Packard st al., 1989; White,
1989). That bilateral lesions of the PPTg impair acquisition on all three tasks
(this experiment and see Bechara and van der Kooy, 1989, 1992) argues
against a specific memory impairment.

There are also several reasons why a generalized learning impairment,
whatever form such a deficit might take, cannot explain the present results.
First, the results of Experiment 4 demonstrated that, in animals that had already
acquired SABS, PPTg lesions blocked the maintenance of SABS responding,
consistent with the interpretation that the PPTq is involved in mediating positive
reinforcement. Second, the PPTg-lesioned animals in the present experiment
were previously shown to have acquired responding for SABS (Experiment 6),
demonstrating that they were capable of learning an operant task. Third, PPTg-
lesioned animals that were deprived in the Bechara and van der Kooy
experiments (1989, 1992) were capable of acquiring food and morphine place
preference, demonstrating that there were no impairments in stimulus-affect
associative learning. Fourth, the response distribution analysis carried out on
the win-shift and win-stay data, combined with the finding that PPTg-lesioned

animals were performing significantly better on acquisition Day 3 than
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acquisition Day 1, and better on acquisition Day 10 than acquisition Day 3,
demonstrate that PPTg-lesioned animals were capable of learning shift and stay
behavior, but not to the same degree of efficiency as sham-lesioned animals.
Although these findings are .inconsistent with the Dellu et al. (1991) experiment,
which reported that animais with quisqualic acid lesions of the PPTg did not
improve their performance across 10 acquisition trials, one important difference
between Experiment 8 and Dellu et al.'s (1991) experiment should be noted. In
Experiment 8, lesions were confined to the PPTg (see Figure 19, page 10g).
Dellu et al."s (1991) experiment, quisqualic acid appeared to lesion a
substantial portion of the caudal A8 dopamine cell group, similar to that
observed in NMDA-lesioned animals from Experiments 3 and 4. It is possible
that, had NMDA-lesioned animals been tested on win-shift and win-stay
learning, a more severe performance deficit might have been observed. Thus,
differences observed between PPTg-lesioned and control animals in this
experiment are not consistent with previously reported memory impairments
produced by PPTg lesions.

One possible way to interpret the results of this experiment is to examine
how reinforcers function in both these memory tasks. In the win-shift task,
animals are required to visit each arm only once. Hence, food is not acting in a
classical fashion to increase the probability of a response (Hull, 1943; Skinner,
1938; Skinner, 1968b). Rather, animals must learn to avoid arms where
reinforcement has already been received. In order to solve the task, therefore,

the animal must treat the food as one of many stimulus elements in a particular
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situation, and learn about the relationship food has with the many othar different
stimulus elements (McDonald and White, 1993; Packard et al., 1989).

In win-stay, the animals do not iearn anything about the unique
properties of food or its relationship with stimulus elements in the environment.
Rather, food acts to reinforce approach to lit arms. In other words, food is
acting in the classical fashion to increase the probability of a response to a
stimulus (Hull, 1943). The consumption of food following approach to the it
arm merely serves to strengthen or "stamp in” the S-R association {McDonald
and White, 1993; Packard et al., 1989). Approach to unlit arms, because they
are not reinforced, should theoretically be weakened (McDonald and White,
1993; Packard et al., 1989).

As reviewed above, the hippocampus seems to be primarily involved in
learning about the spatial relationship among stimuli that make up a particular
environment, whereas the dorsal striatum appears to be involved in S-R
learning. A response distribution analysis of FF-lesioned animals has shown
that they do not distribute their responses in a manner resembling shift behavior
(Packard et al., 1989), and consequently do not respond efficiently on the win-
shift task. Similarly, caudate-lesioned animals do not distribute their responses
in a manner resembling stay behavior (Packard et al., 1989), and are severely
impaired on the win-stay task.

In Experiment 8, electrolytic lesions of the PPTg impaired efficient
performance on both the win-shift and win-stay tasks, but lesioned animals

appeared to be capable of learning shift and stay behavior. That is, lesioned-
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animals seemed to be able to learn that shift behavior was appropriate in one
task, and that stay behavior was appropriate for the other task. Perhaps if the
magnitude of food reward in each arm was increased, PPTg-lesioned animals
may have been able to perform more efficiently on both the win-shift and win-
stay learning tasks. Thus, it is possible that the incentive properties of food,

like brain stimulation (see Experiment 7), are attenuated in animals with PPTg

lesions.
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General Discussion

The experiments presented in the first part of this thesis explored some
potential areas of concern regarding the interpretation of the reinforcing sffect of
the unusually long frequency-modulated trains of brain stimulation used in the
SABS model. The potential problems of interpretation were directly related to
the original demonstration of SABS behavior (Lepore and Franklin, 1992), and
were whether the high average pulse frequency maintained by animals was an
artifact of the reinforcement schedule chosen (CRF), or whether it represented
an attempt by animals to maintain an optimal level of reward, as is generally
assumed in drug self-administration studies (Goldberg et al., 1971; Wemer et
al., 1976). This problem was examined using various partial reinforcement
schedules, including fixed inteival, fixed ratio, and progressive ratio responding.
The results of the first experiment demonstrated that, even at relatively high
ratio requirements (FR15), animals consistently maintained mean stimulation
frequencies ébove 500 Hz. Experiment 2 demonstrated that animals reliably
responded for stimulation frequencies set at 400 or 800 Hz on a fixed interval
reinforcement schedule, and an analysis of the breaking points demonstrated
that increasing pulse frequency led to increasingly higher break points up to an
asymptote at around 400-800 Hz. Taken together, the results of the first part of
the thesis demonstrated that (1) the use of partial reinforcemenf schedules
(PRF) did not disrupt SABS performance, (2) the use of PRF schedules did not
alter the relationship betwe_en response rate and the kinetic parameters of

"stimulation dose” or elimination half-life, (3) high frequency trains used in
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SABS are reinforcing, and (4) the SABS model has characteristics of both the
ICSS and drug self-administration paradigms. These results supported the
interpretation that performance differences observed between the ICSS and
drug self-adminstration procedures can best be put down to differences in the
temporal properties of brain stimulation and drug rewards.

it seems clear from the parafnetric experiments that animals responding
for SABS attempt to maintain optimal stimulation frequencies, even though they
are higher than what is considered optimal for seif-stimulation. What is not
clear, however, is why animals responding for SABS maintain mean frequencies
above what have been demonstrated as optimal for SABS (Experiment 2).
That is, if rate-frequency curves generated in Experiment 2 show that doses of
brain stimulation between 400-500 Hz produce maximal responding (Fl
schedule) and break points (PR schedule), why do animals consistently
maintain mean pulse frequencies around 700-800 Hz (Lepore and Franklin,
1992), instead of around 400 Hz? One way to explain this finding is through a
consideration of the relative reinforcing effect produced by different stimulation
frequencies. To accomplish this, the rate-frequency curve generated for break
points will be re-plotted using the relative reinforcing effect of stimulation (rather
than rate) as a function of frequency. The relative reinforcing effect will be
expressed as the ratio of the break point for that dose over the maximum break
point. In this plot, the value of O on the ordinate represents zero reinforcing
strength, and a value of 1 reflects the maximal reinforcing strength (defined by

the maximum break point) (see Figure 29). For example, the relative
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Figure 29. The relationship between relative reinforcing effect and dose of
brain stimulation. Relative reinforcing effect was derived from Experiment 2
computing the ratio of break points at each of four doses to the maximally
effective break point. The regression equation calculated for the above curve is
Y=0.01066 + 0.60459"X + -0.09107°X ?, with an R ? of 0.99917.
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Figure 30. Time course of the changes in pulse frequency of a hypothetical
train of brain stimulation generated by the SABS program. The hatched areas
represent the total Area Under the Curve (AUC). The AUC was used in

calculating the mean pulse frequency and the mean reinforcing effect. Points
are sampled once aevery 30 s.



reinforcing effect of a dose of 100 Hz would be approximately 0.538, whereas a
dose of 800 Hz would have a relative reinforcing strength of 0.953.

Although the following discussion of relative reinforcing effects is
theoretically derived and the data are generated through an extrapolation
anaiysig of the break point data, the assumptions made about the relative
reinforcing effects of stimulation cannot be seriously in error. For example,
extrapolation of the fitted curve to the ordinate in Figure 5 (Experiment 2, page
47) gave a break point of 5.675, and extrapolation tb the abscissa led to a
pulse frequency of 13.9 Hz. In the procedure used in Experiment 2, the first
break point was set at FR5, almost identical to that calculated by extrapolation
analysis (FR 5.675). Based on the fitted curve in Experiment 2; the minimum
pulse frequency that would be required to reach a break point of 5 was 13 Hz.
These figures match closely with what is known about minimally effective pulse
frequencies (generated from self-stimulation studies) and considering the
procedure used to establish the minimally reinforcing effect of stimuiation using
a PR schedule of reinforcement. For example, in establishing the lowest
threshold for reinforcement in brain stimulation, one derives the point at which
animals begin to respond, whereas the break point describes the point at which
animals would fail to respond. Of the data generated in this thesis and from
Lepore and Franklin (1992), the highest mean unconditioned operant rate
emitted for a dose of 0 Hz was 3.8, below what is necessary to reach the first
break point (FRS) given the procedure used in Experiment 2. The derived

minimally effective pulse frequency (13 Hz) to reach a break point of 5 is also in
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Figure 31. The top panel displays the pulse frequency of continuous brain
stimulation maintained over a 20 min session of SABS by a single rat
responding for trains with a dose of 200 Hz, an absorption half-time of 1 s and
an elimination half-time of 100 s. The bottom panel displays the record of a
hypothetical session of SABS generated by the computer at the same
stimulation parameters described above. The solid honizontal line in both
panels represents the optimal reinforcing effect of stimulation obtained from
Figure 29 (500 Hz). Stimulation frequency is sampled once every 30 s.



line with the literature. Galilistel and colleagues (1974, 1881) have
demonstrated that the minimum amount of pulses necessary for an animal to
detect reinforcing brain stimulation is 2 pulses in one second (2 Hz), and the
minimally effective frequency to initiate responding on a CRF schedule of
reinforcement falls between 2-8 Hz. The minimally effective frequency to reach
a break point of 5 should be somewhat higher, and the extrapolated estimate of
13 Hz would seem to be reasonable. In any case, even if the minimally
effective pulse frequency is slightly off, it does not significantly affect the shape
of the curve from 25 to 800 Hz.

Typically, when animals are maintaining a stable pattern of responding,
the frequency fluctuates between 100-150 Hz around the mean. In other
words, animals are responding on or almost on the elimination half-life (for a
discussion of half-lives, see General Method, page 30). Thus, animals
maintaining a mean frequency of 600 Hz will drive pulse frequencies as high as
700-750 Hz, and will let them drop as low as 450-500 Hz. In fact, the mean
frequency in SABS is proportional to the total pulse frequency summed over
time, or the total Area Under the Curve (AUC) (see Figure 30). By means of a
simple substitution, the AUC can be converted to represent the totél relative
reinforcing effect summed over time. Rather than piotting pulse frequency
along the ordinate, the relative reinforcing effect of a SABS train calculated from
Figure 29 can be plotted. The purpose of converting frequency to relative
reinforcing effect is that one can determine whether animals responding for

SABS organize their behavior in such a manner as {o maximize the relative
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reinforcing effects of frequency during a SABS session. By doing so, it can
also give an explanation of why animals maintain mean frequencies above what
is considered "optimal” in SABS. Figure 31 compares the performance of one
animal responding for SABSI against a record of a simulated session of an
animal maintaining a mean pulse frequency of 575 Hz and responding on the
half-time. This frequency was chosen because extrapolation of the fitted curve
from the break point data revealed that the frequency which would maintain
maximal responding was 575 Hz. The top panel shows an individual record of
an individual animal responding for SABS. As shown, this animals pulse
frequency fluctuates above 575 Hz (horizontal line). The mean relative
reinforcing effect over this 20 minute session can be calculated for this animal,
and comes out to 0.989. The bottom panel shows a simulated record
generated by the computer if an animal fluctuated around a mean of the optimal
frequency with the typical variability (£ 150 Hz). Again, the mean relative
reinforcing effect over this 20 minute session can be calculated, and works out
to 0.949. Comparing both sessions, it is clear that if an animal maintains the
pulse frequency above what is considered "optimal” for SABS, they are
generating more reinforcement over an entire session than if they fluctuated
symmetrically around the optimal mean. Although not immediately obvious, the
reason for this is quite simple. A look at Figure 29 clearly shows that at above
300 Hz, the curve is not that steep, and in fact, appears to asymptots. It does
not appear likely that the curve "inverts" at very high frequencies for the

following reason. Data generated from the progressive ratio schedule in
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Experiment 2 clearly showed that even at the 800 Hz dose, animals
consistently maintained higher break points than at 200 Hz. In fact, in one third
of the animals tested, break points continued to rise with increasing dose, and
in the remainder of the rats, break points were at, or slightly under, the break
points maintained by animals responding for a 400 Hz dose. In no cases did
break points fall below that obtained for the 200 Hz dose. In contrast, the
ascending limib of the dose-response curve, from 25 Hz to 300 Hz, is very
steep, with the majority of puise frequencies falling well below 80% of the
maximum reinforcing effectiveness. Thus, if animals maintain an average pulse
frequency close to the optimal frequency, the probability that a small delay in
responding will cause the relative reinforcing eftect to drop oft sharply is high.
Whereas, if animals maintain pulse frequencies above the "optimal” level, the
probability that a delay in responding will cause the relative reinforcing effect to
drop off sharply is very low. Considering that the difference between the SABS
sessions in Figure 31 represent only a difference of 2-3 responses emitted
during the "load-up" phase of SABS, the pay off between the amount of
reinforcement and the amount of work is high. That is, for the same
maintenance rate of responding (17 responses in each panel of Figure 31),
animals receive considerably more reinforcement by maintaining pulse
frequency above 575 Hz. Thus, the results of Experiments 1 and 2, and the
preceding discussion of the relative reinforcing effects of trains of brain
stimulation used in SABS supports the argufnent that animals organize their

behavior in order to maintain an optimal level of rewarding brain stimulation. -
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The second part of the thesis dealt primarily with the hypothesis that the
PPTg mediates the reinforcing effects of brain stimulation and other rewards
(Bechara and van der Kooy, 1989; Bechara and van der Kooy, 1992).
Experiment 3 examined the effects of QA and NMDA lesions of the PPTg on
the acquisition of SABS, Experiment 4 examined the effects of NMDA PPTg-
lesions on the maintenance of SABS responding, and Experiment 5 tested the
effects of NMDA lesions of the A8 dopamine cell group on the acquisition of
SABS. Results from these experiments demonstrated that (1) NMDA, but not
QGA, lesions of the PPTg severely impaired acquisition of SABS, (2) NMDA
lesions of the PPTg significantly suppressed responding in animals that had
previously acquired SABS behavior, and (3) that lesions of the caudal portion of
the A8 dopamine cell group did not block acquisition of SABS, but did impair
the rate at which acquisition occurred. The results support the interpretation
that NMDA lesions of the PPTg blocked the reinforcing effects of brain
stimulation. Further, that the relatively specific cholinergic excitotoxin, QA, had
no effects on SABS acquisition supports the interpretation that non-cholinergic
cells of the PPTg are involved in mediating reinforcement (Bechara and van der
Kooy, 199é; Olmstead and Franklin, 1992). That PPTg lesions carried out after
SABS acquisition could block SABS maintenance is perhaps the strongest
finding from these three experiments. In Experiment 4, misplacement of
electrodes or electrode failure is a highly unlikely explanation for the impairment
in SABS maintenance. Results from that experiment also argue against an

interpretation based on a memory impairment produced by PPTg lesions. A
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memory impairment hypothesis based on a generalized acquisition learning
disorder would predict that, once acquisition had occurred, PPTg lesions would
have no effect on responding. Rather, the impairment observed in SABS
maintenance is more likely due to an attenuation of the positive reinforcing
effects of brain stimulation produced by PPTg lesions. Although the results of
Experiment 4 seem at odds with the finding from the Bechara and van der Kooy
(1989) experiment that PPTg lesions carried out after food or drug conditioning
have no effect on the expression of a place preference, they are in fact
perfectly consistent. A place preference is normally demonstrated in a single
unreinforced trial (i.e., in extinction). In the Bechara and van der Kooy (1989)
experiment, the retention of a morphine place preference was unatfected by
PPTg lesions, whereas once extinction of the place preference had occurred,
re-acquisition of a morphine place preference was blocked. Although operant
-responding in the presence of secondary reinforcers can be maintained for a
shont while before extinguishing, steady and sustained operant responding
depends on the availability and presentation of the primary reinforcer. If the
primary reinforcer is withheld, or rendered ineffective, the behavior would
extinguish. The results of Experiment 4 showed that !esioned animals did
respond for brain stimulation when placed in the operant chamber but showed
rapid extiction. This argues against an interpretation that a retention-deficit
hypothesis could explain the resuilts of Experiment 4, since animals were
capable of remembering what was learned prior to the lesion, and is consistent

with the findings of Bechara and van der Kooy (1989). The results of these
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three experiments, therefore, are consistent with the interpretation that the
PPTg mediates the primary reinforcing effects of brain stimulation.

Finally, the impairment in SABS acquisition could not be explained by the
spread of excitotoxin ventral, dorsal, or lateral to the PPTg. In delineating a
putative common site within the PPTg, only damage to the caudal portion of the
PPTg was common in all animals that were impaired in SABS acquisition or
maintenance. No other damage within the PPTg, or immediately adjacent to
the PPTg was common to all animals. However, histological results from
Experiments 3 to 5 indicated that, in all animals impaired in SABS acquisition or
maintenance, a significant amount of damage had occurred in the caudal
portion of the A8 dopamine cell group bilaterally. And, although the A8 Iesibns
in Experiment 5 did not prevent the acquisition of SABS, they did slow the
acquisition rate. Furthermore, a correlation existed between the amount of
damage that occurred in the A8 and the degree of impairment in SABS
acquisition. It is possible that, had a more complete lesion of the A8 cell group
been made, SABS acquisition may have been blocked.

In order to resolve the issue of whether lesions confined to the PPTg,
and especially to the putative common site, could block SABS acquisition, in '-
Experiment 6, the effect of electrolytic PPTg lesions on the acquisition of SABS
was explored. Results demonstrated that lesions confined to the PPTg did not
impair the acquisition of SABS. This demonstrates that the rewarding effects of
brain stimulation are still present in lesioned animals, and raises the possibility

that the PPTg alone does not mediate the positive reinforcing effects of brain
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stimulation. Histological analysis of electrolytic PPTg lesions revealed that, in
all animais that had acquired SABS, damage to the putative common area had
occurred bilaterally and was complete. Interestingly enough, damage to the A8
dopamine cell group did not occur in any of the lesioned arimals. This does
not suggest that it is the A8 cell group which mediates the acquisition of SABS,
since NMDA lesions carried out in Experiment 5 did not preveni SABS
acquisition. However, it does lead to two tentative conclusions. First, damage
to both the A8 cell group and the common area within the PPTg must occur in
order to completely prevent acquisition and maintenance of SABS. Second,
given that A8 lesions alone do not block SABS acquisition (Experiment 5)
unless there is concomitant damage to the PPTg, deficits in reinforcement must
be occurring as a result of PPTg lesions. To demonstrate that PPTg lesions do
lead to deficits in positive reiﬁforcement, Experiment 7 made use of three
behavioral tests demonstrated tc be capable of detecting and measuring shifts
in the reinforcing effects of brain stimulation. The results of Experiment 7
demonstrated that responding rapidly extinguished when reinforcement was
withheld in animals with electrolytic PPTg lesions. They did not show positive
or negative contrast effects (j.e. showed a flat rate-frequency "curve”), and were
severely impaired in responding when the response requirement was increased
from fixed-ratio 1 to fixed-ratio 5. These resuits demonstrate that lesions
confined to the PPTg attenuate the positive reinforcing effects of brain
stimulation, and, in conjunction with Experiments 3 to 6, contirms that the PPTg

does play a role in reward and reinforcement. Mareover, that the centre of the
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electrolytic lesions were within the putative common area in the PPTg adds
further support to the suggestion that it is the caudal portion of the PPTg that
mediates the positive reinforcing effects of brain stimulation.

Although the resuits from Experiments 3 to 7 support a role for the PPTg
in reward and reinforcemernt processes, several investigators have reported
memory deficits produced by PPTg lesions (Dellu et al., 1991; Fujimoto et al.,
1989; Fujimoto et al., 1990; Fujimoto et al., 1992). In an attempt to rule out the
hypothesis that specific memory deficits result from PPTg lesions, Experiment 8
explored the effects of electrolytic PPTg lesions on the acquisition of win-shift
and win-stay learning. Results demenstrated that PPTg lesions impaired
efficient performance on both the win-shift and win-stay tasks. However, a
response distribution analysis performed on the win-shift and win-stay data
revealed that PPTg-lesioned animals were capable of acquiring "shift" and
"stay" behavior. Furthermore, the fact that the lesions indiscriminately affected
performance on both tasks, and on CPP learning (Bechara and van der Kooy,
1992), argues against a specific memory deficit produced by PPTg lesions.
Finally, one important difference noted between the Dellu et al. (1991)
experiment and Experiment 8 was that, in Experiment 8, damage was confined
to the PPTg whereas in the Dellu et al. (1991) experiment, a significant amount
of damage had occurred to the caudal portion of the A8 dopﬁmine cell group.
Also, Deliu et al. (1991) did not perform a response distribution analysis, so it is
unknown whether quisqualic acid lesioned animals in theif experiment were

able to learn the appropriate "shift" behavior. In Experiment 8, electrolytic
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PPTg-lesioned animals impaired efficient performance on the win-shift and win-
stay tasks, but did not impair the ability of the lesioned-animals to learn that
"shift” behavior was appropriate for one task and "stay" behavior was
appropriate for another. Thus, it is possible that, like brain stimulation
(Experiment 7), PPTg lesions block the incentive properties of food. Though
not conclusive on their own, these results also support the hypothesis that the
PPTg is involved in reward and reinforcement.

One puzzling feature of the PPTg lesion experiments was the difference
observed in SABS acquisition between excitotoxin and electroiytic lesions. The
different effects of these two types of lesions on SABS acquisition leads to two
speculations. One, already alluded to, is that in order to produce the full
spectrum of deficits in SABS acquisiticn, both the PPTg and A8 dopamine cell
group must be damaged. The second is simply that differences between the
two lesioning procedures (e.g., type of damage produced) might account for the
differences observed in SABS acquisition.

One of the major advantages to the electrolytic lesioning technique is
that lesions can be confined within a particular cell group, whereas the relatively
uncentroltable spread of excitotoxins to neighboring regions plagues the
chemical 'esioning technique. If the pattern of results obtained with both
techniques is the same, conclusions based on the anatomica! specificity of an
effect are strengthened (Hiroi and White, 1991). In Experiments 6 and 7, the
finding that animals were still capable of acquiring SABS demonstrates that the

rewarding effects of brain stimulation were still present, but nevertheless,
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electrolytic lesions of the PPTg did produce deficits in reinforcement,
inconsistent with the hypothesis that lesions of the PPTg impair a specific
mechanism of motivation.and not the intensity or magnitude of reward (Bechara
and van der Kooy, 1992). When measures that are known to be sensitive to
shifts in reinforcement magnitude are used (e.g. fixed ratio and incentive
contrast tests), animals with electrolytic iesions of the PPTg show severe
quantitative impairments in reinforcement. Animals respond poorly on fixed
ratio 3 and § schedules of reinforcement, and show no incentive contrast,
suggesting that lesions of the PPTg may affect the intensity or magnitude of
reinforcement.

One advantége to using the chemical lesioning technique is that
chemical lesions spare axons of passage whereas electrolytic lesions invariably
damage them. For example, experiments injecting procaine, a local anesthetic
which acts to prevent axonal conduction in all neural tissue, into the PPTg have
demonstrated an attenuation of amphetamine-induced locomotion (Mogenson
and Wu, 1988), whereas chemical lesions of the PPTg are without effect on
amphetamine-induced locomotion (Olmstead and Franklin, 1992; Swerdlow and
Koob, 1987). This suggests that procaine is inhibiting axons of passage to
produce an attenuation of amphetamine-induced locomotion, and, that this
effect is not mediated by the cells of the PPTg. This raises the qt;estion of why
lesioning both the cells and axons of passage has less effect than lesioning the
cells alone on SABS acquisition. Furthermore, where are those axons

originating from and projecting to which would produce this effect on SABS
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acquisition, and perhaps more importantly, what kind of signals are they
carrying? At the present time, the answer to these questions are unknown.
However, one possibility should be considered. As reviewed above (see page
50), the PPTg is bordered by a mass of fibre pathways. One of the most
predominant of the fibre pathways is the brachium conjuctivum, which conveys
brainstem efferents to various parts of the mid and forebrain regions, and
conveys mid and forebrain axons back down into the brainstem nuclei. The

~ brachium conjuctivum borders the PPTg along the medio-ventral axis, and runs
along almost the entire length of the PPTg. In the past few years, brainstem
sites have not only received attention as possible input and output centres
conveying information about rewarding events, but also, has received
considerable attention as possible input sites to the forebrain relaying or
conveying information about negative affective or aversive events (Bernard et
al., 1991; Bernard et al., 1992; Bernard et al., 1993; Huang et al., 1993;
Yamamoto, 1993). In particular, the parabrachial nucleus has received
increasing attention as a possible site which generates and/or relays signals
about aversive or negative affective states to forebrain nuclei (Aguero et al.,
1993; Bechara et al., 1993; Huang et al., 1993; Spector et al., 1992;
Yamamoto, 1993). For example, Spector et al. (1992) studied the role of the
parabrachial nucleus in the formation of a conditioned taste aversion (CTA),
and found that lesions of the parabrachial nucleus blocked the development of
a CTA to lithium chloride. Aguero et al. (1993) induced a CTA in rats by

electrically stimulating the area postrema, and found that lesions of the
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parabrachial nucleus blocked the formation of a CTA. Bechara et al. (1993)
tested the effects of parabrachial nucleus lesions on the development of a CTA,
conditioned place aversion, and on conditioned place preference behaviors
produced by morphine. Théy found that ibotenate lesions of the parabrachial
nucleus blocked the CTA and place aversion learning produced by morphine,
but had no effects on place preference behavior.

The preceding discussion on CTA is particularly relevant in light of recent
publications (Bernard et al., 1991; Bernard et al., 1992; Bernard et al., 1993;
Huang et al., 1993) which have demonstrated that (1) efferents from the
parabrachial nucleus not only project to the central nucleus of the amygdala,
but also, to the ventral pallidum, lateral hypothalamus, and lateral pre-optic area
in rats -- all nuclei previously shown to be important for brain stimulation, food,
and drug reward, {2) that these efferent axons projecting from the parabrachial
nucleus do so via the brachium conjuctivum, and (3) these axons carry
information about aversive or negative affective producing events. These three
points are particularly relevant when one considers that electrolytic lesions of
the PPTg (Experiment 6) damaged not only the cells that make up the PPTg,
but also, the axon bundies which border the PPTg, including the brachium
conjuctivum.

Previous research has shown that blocking inhibitory or aversive effects
associated with brain stimulation or drug rewards can significantly increase the
rate at which self-stimulation or self-administration behavi‘or‘ can occur, implying

that aversive components of drug or brain stimulation reward suppress
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responding. For instance, Hawkins and Pliskoff (1964) have demonstrated that
at high current intensities the rate of self-stimulation behavior decreases. It has
also been shown that, at high intensities, animals will work to turn off or escape
stimulation, even though electrodes are located in "reward" areas (Atrens and
Becker, 1975; Atrens et al., 1977). However, delaying and minimizing the
aversive effects of high current intensities through the use of partial
reinforcement schedules, they have observed increases in self-stimulation
behavior at these "aversive" intensities. Lepore and Franklin (1992) have
confirmed in animals responding for SABS, that addition of an aversive
component of stimulation. through a second electrode lccated in the PAG
significantly suppresses responding for SABS.

There is also neurochemical dzta suggesting that fibres with an
inhibitory/suppressive effect on reinforced responding may run through the
brachium conjuctivum. Lyness et al. {1980) found that self-administration of
amphetamine was significantly increased following lesions of the serotonin-
containing raphe system, and Smith et al. {1986) demonstrated that
amphetamine self-administration could be severely depressed in animals
receiving dietary suppléments of trypiophan, a treatment which significantly
increases serotonin synthesis (Fernstrom and Wurtman, 1971). Furthermore,
Porrino et al. (1989) have demonstrated that pre-treatment with fluoxetine
(serotonin reuptake antagonist) significantly reduced amphetamine self-
administration, a treatment which also has been demonstrated to significantly

reduce self-stimulation behavior (Katz and Carroll, 1977). The raphe nuclei,
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which lie immediately ventral and medial to the PPTg, also send heavy
serotonergic projections to the forebrain via the brachium conjuctivum (éernard
et al., 1991; Bernard et al., 1993). It is possible that electrolytic lesions of the
PPTg (Experiment 6), by disrupting transmission of aversive and/or suppressive
signals from the parabrachial or raphe nuclei, release inhibitory control in‘the
forebrain, and facilitate the acquisition of SABS. Thus, electrolytic lesions may
simultaneously impair positive reinforcement and reduce the punishing or
suppressive effects of brain stimulation so that the net effect on acquisition is
weaker than neurotoxin-induced lesions that only reduce positive reinforcement.
In conclusion, the experiments described above have shown that PPTg
lesions, either chemically or electrolytic-induced, produce specitic reinforcement
deficits in animals responding for brain stimulation reward. Even if the PPTg is
not the final commén substrate underlying the unconditioned rewarding effects
of stimuli, it is clear that the traditional mesolimbic dopamine theory of reward
will have to be expanded to include the PPTg, and perhaps, other cell nuclei

such as the A8 dopamine cell group.
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