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ABSTRACT 

This thesis examines the pl anar dynamics of flexible 

pipes conveying flu id. The nonlinear equations of motion are 

derived for cantilevered pipes and for simply-supported pipes, 

using Hamilton' s principle and the force balance method. The 

resulting equations are compared with previous derivations. 

The linearized system is first studied, to get the 

critical parameters corresponding to the stability boundaries, i.e. 

the local bifurcations. 'rhen, the nonlinear equations are 

investigated, both analytically and numerically. Centre manifold, 

normal form and bifurcation theories are used to obtain complete 

bifurcation sets which provide the qualitati.ve dynamics of the 

system. It is shown that chaotic motions may arise under 

perturbation, or when the motions are constrained by motion­

l imi ting restraints, through calculations of the Lyapunov exponents 

and the construction of phase portraits, bifurcation diagrams and 

power spectra. This modeling is in close agreement with 

experimental observations. 
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SOMMAIRE 

Cette thèse traite de la dynamique plane dl un tube 

flexible parcou:ru par un fluide. Les équations non l ineaires sont 

dériv~es dans le cas d'un tube encastré-libre ou fixe aux deux 

extrémités, par le principe d'Hamilton et le principe de la 

quantité de mouvement, puis comparées à des équations der i vées 

antérieurement. Le système linéaire est tout d'abord examine afin 

de trouver les différents paramètres critiques. Ensui te, les 

équations non linéaires sont étudiées analytiquement et 

numériquement. Les diverses théories utilisées (variétes 

centrales, formes normales et bifurcations) permettent dl obtenir la 

dynamique complète du système. 

On a pu démontrer l'existence d'oscillations chaotiques 

pour le système perturbé ou soumis à des contraintes non linéaires 

en calculant le8 exposants de Lyapunov et en construisant des 

diagrammes de phase, de bifurcation et de puissance spectrale. La 

modélisation utilisée donne de bons résultats par rapport aux 

observations expérimentales. 
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CHAPl'ER l 

INTRODUCTION 

Over the last two decades, scientists and 

mathematicians have developed new tools in the field of 

dynamics, especially in the field of nonlinear dynamics. The 

study of relatively simple nonlinear oscillators (such as 

described by van der Pol' s equation or Duffing' s equation) and 

of simple sets of nnnlinear equations has demonstrated that 

very complex, "rich" dynamical behaviour is possible 

(Guckenheimer and Holmes 1983): for these simple equations at 

least, the dynamics are now fairly weIl understood, and the 

implications of the complex behaviour observed have been 

elucidated. In the domain of fluid dynamics, nonlinearity is 

commonplace, and in many cases essential in the proper 

description of the phenomena involved: this domain, thus, 

provides a wide spectrum of problems in which these new 

dynamical tools can be applied. 

Of particular interest, especia11y to engineers, is 

the domain of fluid-structure interaction, in which system 

behaviour is often complicated and difficult to understand 

(Pa1doussis 1987). The model of a tube conveying fluid has 

become a paradigm in the study of fluid-structure interaction, 

as most of the so-called fluidelastic instabilities can be 

illustrated and studied both theoretically and experimentally 

with this system. Divergence and flutter were the most common 

types of instability in this physically simple system. However 

with the new tools of the nonlinear dynamics and the 

understanding of those simple oscillators, it is now possible 

to gain a more profound understanding of complex phenomena. 

In the past, most of the theoretical studies were 

concerned with stability and were based on linearized 

analytical models. Bourrières (1939) was one of the first to 

study the dynamics of flexible pipes conveying fluid. The 

interest in vibration of pipelines served as the initial 

inspiration to many subsequent: studies, such as those by 
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Housn~r (1952), Niordson (1953) and Benjamin (1961). 

ThG particularly interesting problem of the dynamics 

of a cantilevered pipe conveying fluid was studied further by 

Gregory and Paldoussis (1966) and Paldoussis (1970), in the 

case of steady flow, and by Paldoussis and Issid (1974) for 

flow with a pulsating component; these refer~nces are 

representative of what has become an extensive body of 

literature. Excellent reviews and bibliographical surveys can 

be found in Paldoussis and Issid (1974) and Paldoussis (1987), 

especially for the study of the linearized equations. AlI 

these studies provided many results and explanations, 

especially with regard to the roechanism of instability. It is 

weIl known that the cantilevered pipe conveying fluid, a 

noncons~rvative system, loses stability by flutter - single 

degree of freedom flutter, known as a Hopf bifurcation. 

Physically, this instability occurs when the energy extracted 

by the pipe from the flow becomes more important than the 

energy lost by the pipe through the Coriolis force (a pipe­

velocity-dependent force, effectively acting like damping) . 

For pipes fixed at both ends, the destabilizing 

centrifuyal force, which acts as a compressive axial load, may 

overcome the restoring flexural force for sufficiently large 

flow velocity, and lead to divergence, another type of 

instability (Housner 1952). Divergence is, of course, the 

expected forro of instability since the system, in this case, 

is conservative. Paldoussis and Issid (1974) proved that 

according to linear theory, coupled-mode flutter may follow 

dive~gence, at a higher flow velocity. However, nonlinear 

analyses by Holmes (1978) and ChIng (1978) showed that this 

was not possible; in other words, steady-state oscillatory 

motions are not possible. 

Over the past 15 years, interest has grown in the 

nonlinear dynamical aspects of the problem of a pipe conveying 

fluid; this involves more interesting but also more complex 

analysis and will be the main subject of this !=;tudy. Firstly, 
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a nonlinear analysis has the advantage of being able to 

predict the behaviour of the system beyond the critical 

values, while linear models pre~ict exponential increase in 

amplitude after bifurcation. Experimental evidence (Dodds and 

Runyan 1965 and Pa1doussis 1966) suggests that limit-cycle 

motion or a stable buckled state arise, so that the inclusion 

of nonlinear contributions is or' particular interest, in order 

to improve agreement between theoretical prediction and 

experimental observation. Secondly, the nonlinear approach 

enables classification in a parameter space of the different 

possible types of qualitative behaviour of the system, by 

generating so-called bifurcation diagrams in the new 

terminology of dynamics. Finally, al though Rouss~'Üet and 

Herrmann 1 s work (1977, 1981), as weIl as sorne experimental 

work (Pa1doussis, 1970), proved that the system was only 

weakly nonl inear, in sorne cases very interesting features were 

observed (Sethna and Shaw 1987, Bajaj 1987, Li and Paldoussis 

1990). 

For inextensible cantilevered pipes, a number of 

papers presenting a nonlinear analysis are of particular 

interest, anl will be discussed briefly in what follows. 

Bourrières (1939), more than fifty years ago, was 

the first to der ive the nonlinear equations of the planar 

motion. He considered the force balance method and wrote down 

the full and exact nonlinear relationships, like the 

expression of the curvature for example. "Unfortunately", he 

then proceeded to simplify the system by linearization to 

obtain analytically some very interesting results, without 

undertaking any nonlinear analysis of the system. Although he 

could not find the critical flow velocity, he explained many 

characteristics of the system. 

Subsequent research on the nonlinear dynamics of 

this system has been conducted by Rousselet and Herrmann 

(1977, 1981). They derived the equations in two different 

ways, the force balance and the energy methods, in order to 
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find a set of equations which could be considered exact. 

Although it was not stated explicitly, it is important to note 

the similarity of their equations with Bourrières' work, in 

the force balance method. It is only the unusual notation 

(introduction of an angle e) that makes their work appear very 

different. Their derivation of Hamilton' s principle for 

system of changing mass, however, is original, as they use a 

control volume approach in order to take into account the 

kinetic energy of the moving fluide Unfortunately, one little 

mistake in the interconnection of certain terms led them to an 

equation that was partially wrong, but their general equation 

(before the interconnection) and the logic of their derivation 

is irreproachable. Moreover, because they took into account 

the friction force acting between the fluid and the deformed 

pipe and the resultant nonlinear pressure loss, they derived 

another equation for the fluid itself. 

Another school, led essentially by Sethna, also 

tried to der ive the general nonlinear equations by following 

a different approach. Lundgren, Sethna and Bajaj (1979) 

derived a set of integrodifferential equations which appears 

to be absolutely correct. No major approximation was made, 

except the assumption of zero gravit y effects (which is 

perfectly valid for horizontal pipes and motions in a 

horizontal plane in any case), making the derivation complete. 

They kept, like Bourrières, the two equations in a general 

form without interconnecting them. These equations were also 

used by Bajaj et al. (1980), Edelstein et al. (1986) and by 

steindl and Troger (1988). Lundgren et al. (1979) studied a 

pipe fitted with an inclined terminal nozzle, causing 

sinusoidal static deformation of the tube obtained through the 

nonlinear equations. Bajaj et al. (1980), like Rousselet and 

Herrmann, considered a parameter related to the pressure loss 

of the pipe. Using centre manifold theory and the method of 

averaging, they studied the nonl inear dynamics of a 

cantilevered pipe conveying fluide After finding the critical 
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flow velocity, which was not an easy task, their major 

contribution was to reconstruct the periodic solution after 

the bifurcation. This was done by following the fundamental 

methods developed earlier by Chow and Mallet-Paret (1977) and 
also by Joseph and Sattinger (1972). It was also found that 

depending on the pressure loss in the pipe, either sub- or 
super-critical bifurcations may occur. steindl and Troger 

(1988) extended their work by adding a rotationally symmetric 

elastic support in order to get even more complicated 
situations for loss of stability. Using centre manifold and 

normal form theories, they completed the bifurcation diagrams. 

other researchers have also studied the case of a 

pipe fixed at both ends. Thurman and Mote (1969) were mainly 

concerr.ed with the oscillations of bands of moving materials, 

such as saw blades or conveyor belts, which are in the same 

general dynamical family as pipes supported at both ends. The 

centreline, in this case, is not considered inextensible 

anymore, so that the essential nonlinearity is associated with 

the axial tube elongation and the ext'.msion-induced tension in 

the tube, both of which are dependent on lateral deformation. 

AlI the other relationships (such as the momentjcurvature for 

example) were assumed to be l inear. Their maj or resul ts , 

obtained by the Krylov-Bogoliubov method (Minorsky 1962) show 

the effects of the nonlinear term~ on the fundamental period 

of oscillation. 

Holmes (1977) was one of the first to use the tools 

of modern nonlinear dynamics in the study of a pipe conveying 

fluid with both ends supported. The only nonlinear term was 

associated with the deflection-induced tension in the pipe 

that he added to the linear equation derived by Paldoussis and 

Issid (~974). This is explained by the fact that his work 

took place at an early stage in the research of nonlinearities 

for su ch system. After discretization of the equation, Holmes 

was able to find many characteristics of the system, and he 

discussed the existence of local, as w~ll as global 
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bifurcations. He also studied the panel flutter problem, 

which is qualitatively similar to that of a cantilevered pipe 

conveying fluid (105s of stability, via a Hopf bifurcation). 

Finally, Holmes (1978) proved that sustained flutter motion is 

impossible with the equations used for pipes with both ends 

supported, by studying the local and global stability of the 

equilibrium positions adopted after the first instability. 

Namachchivaya and Tien (1989) are among the last to 

deal with n')nlinear behaviour of supported pipes conveying 

pulsatile fluide Their equations suffer from certain 

misunderstandings, especially or veloci ty-dependent terms. 

In~eed, their fluid velocity, their Hamilton's principle used 

in its linear form and their definition of the axial 

contraction are incompatible. Consequently, no nonlinear term 

proportional to veloci ty is present. Moreover, sorne nonl inear 

terms due to axial strain are missing. However, they found 

sorne interesting bifurcations near the subharmonic and the 

combination resonances, using a method of averaging. 

The interconnections and relative interdependence of 

aIl these studies is not so obvious, so that it is difficult 

to reach a final statement in the equation of a pipe conveying 

fluide The method, the notation and the progress in each 

derivation are, most of the time, completely different, even 

though similarities between sorne papers can be found. 

Furthermore, none of the "schools" compared their nonlinear 

equations to those of others. Consequently, one of the first 

tasks in this thesis will be to rederive the equations of 

motion (Chapter II) and compare them with previous derivations 

(Chapter III). 

The study of chaos, usually ûssociated with strong 

nonlinearities, has become more and more popular in recent 

dynamics research. This led Paldoussis and Moon (1988) and 

paidoussis et al. (1989, 1990) to introduce sorne 

nonlinearities by motion-limiting 

considerations led Tang and Dowell 

constraints; similar 

(1988) to use a pipe 
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subjected to strong nonlinear forces due to two equi-spaced 

permanent magnets on either side near the lower tip of the 

pipe. In aIl those cases, experiments as weIl as theoretical 

results indicate that there exist regions of chaos beyond the 

Hopf bifurcation. Chaotic responses were found to occur after 

the instability of the limit cycle followed by a cascade of 

period-doubling bifurcations. This is one of the well-known 

routes to chaos developed by Feigenbaum (1983), but not the 

only one. 

The perturbaticn of a homoclinic orbit leading to a 

"horse-shoe" scenario can also be encountered. Fundamentally, 

this has been explained by Smale (1963, 1967) and is treated 

in detail in Guckenheimer and Holmes (1983) and in Devaney 

(1987), and has been applied in our particular case by Li and 

Pal.doussis (1990). In the simplest case, Le. a four 

dimensional approximation, Li and Pal.doussis found the 

conditions (known as the Double Degeneracy Conditions (DOC» 

for chaos to occur. steindl and Troger (1988) also give an 

example and sorne explanations about those conditions. 

Physically, such conditions occur when two types of 

instabilities arise simultaneously. 

observed by Sugl.yama et al. (1985). 

spring at a point along the pipe 

This phenomenon was 

They added a l inear 

and found multiple 

characteristics of stability in the transitional region. 

Indeed, during the transition between one instability and the 

other, the system can, in sorne cases, become subj ect to 

chaotic or unpredictable responses. Consequently, 

particuldr attention will be paid to such cases. 

This study aims to clarify aIl these precepts, which 

will be summarized, discussed and used. 

As the system is of an infini te number vf degrees of 

freedom, a crucial choice has to be made at the very beginning 

of the study: to discretize the governing equations or not. 

The "well-known" linear equation of motion of a cantilevcred 

pipe conveying fluid (Pal.doussis and Issid 1974) i5 given by 
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(see Fig.1.1 and also Chapter II for the significance of the 

terms) 

EIy"" + [MU2 - ( (M+m) g-MU) (L-x)] y" 

+2MUy + (M+m) gy' + (M+m) y - 0, 
(1. 1) 

with ( )' being the derivative with respect to x , and ( ), 

being the derivative with respect to time t. 

Although the equation of motion is a homogeneous 

partial differential equation (POE), it is still difficult to 

solve for exact solutions since the coefficient terrn 

explicilty depends on x. However, with a few assumptions 

(steady flow, dU/dt = 0, and neglecting gravit y terms), the 

equation becomes much simpler: 

EIy"1l + MU2y" + 2MUy' + (M+m) y - o. (1. 2) 

By transforming this into an eigenvalue problem, the stability 

conditions can be found quite easily. This has been done by 

Gregory and Pal.doussis (1966), and Rousselet and Herrmann 

(1977), for instance. Holmes and Marsden have been the only 

ones dealing with both a finite and an infinite dimensional 

analysis (Holmes 1977; Holmes and Marsden 1978), and their 

contribution is of major importance. For the panel flutter 

problem in the infinite dimensional analysis, they showed how 

a partial differential equation (POE) could be recast as an 

ordinary differential equation (ODE) on a suitable function 

spa ce , and introduced the centre manifold theory (Marsden and 

McCracken 1976; Carr 1981) in order to study the dynamics on 

a finite dimensional space without loss of qualitative 

i~formation. Holmes' finite dimensional analysis consists of 

the Galerkin projection and a modal truncation, from which the 

PDEs are recast into a set of ODEs (Holmes 1977). For the 

panel flutter problem, a proof, dernonstrating the fact that 

the flow defined by the Galerkin's approximation converges to 

the flow of the full nonlinear PDEs, is given. Unfortunately, 
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such a proof does not provide an approximation of the error 

when n is finite. This method is also used by Pal.doussis 

(1970) - see Pal.doussis and co-workers (1974, 1990). 

In Chapter IV, the linearized equations for the case 

of a two-mode-mode1 approximation are studied extensi vely. 

The critical parameters corresponding to the stability 

boundaries are found. 

Depending on the eigenvalues of the linear matrix, 

three different types of instability may oecur: divergence, 

flutter or concurrent divergence and flutter. In terms of 

dynamics, those points correspond to a pitchfork bifurcation 

(for systems with symmetry), a Hopf bifurcation and double 

degeneracy conditions (Langford 1983). The boundary 

conditions are investigated through Routh's criteria (Routh 

1960), and the results found are checked through a direct 

eigenvalue analysis for certain representative parameters. 

In Chapter V, the nonlinear equations are 

investigated both numerically and analytically. First, the 

existence and the stability of the new equilibrium positions 

are studied. Then, the qualitative dynamics of the system 

near aIl the degenerate points are examined using the 

bifurcation theory. For each degeneracy, the dimension of the 

system is reduced with use of the centre manifold theory, 3nd 

the corresponding subsystem on the centre manifold is used to 

obtain the qualitative dynamical features. In order to 

simplify the equations on this subsystem, the normal form 

theory and the method of averaging are introduced. 

The normal forms enable the detection and a simple 

explanation of complicated dynamics (such as the dynamics 

involving global bifurcations) and, hence, represent a 

powerful technique. 

The existence of chaos near the doubly-degenerate 

fixed points is investigated, by adding a small perturbation 

on the flow veloc:ty (pulsatile component) through the 

calculation of the Lyapunov exponents and the construction of 
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phase portraits, bifurcation diagrarns and power spectra. 

Finally, the dynamics of the cantileve.L.·ed pipe 

constrained by motion-limiting restraints are examined. 

Chaotic regions are found to exlst in the case of the 

autonomous system (no pulsatile flow velocity) , and the route 

to chaos is shown to be via period-doubling bifurcations. 

with the inclusion of the inherent nonlinearities of the pipe 

in the equations of motion, the theoretical modellng gives 

very good agreement, qualitatively and quantitatively, with 

experimental observations. 

This study aims to describe the fascinating 

behaviour of the cantilevered pipe conveying fluid by 

introducing and using aIl the new concepts of the nonlinear 

dynamics developed in the last few years. It also aims to 

discuss, clarify and prove the existence of complicated 

motions, su ch as chaotic oscillations, in this rather simple 

physical system. 
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CHAPrER II 

EQUATIONS OF MOTION OF A PIPE CONVEYING FLUID 

In this chapter, the general equations of a pipe 

conveying fluid and moving in a plane are derived. The 

classical theory of elasticity treats problems in which 

displacement and its derivatives are small. However, in the 

case treated here, the pipe may undergo large displacements, 

which will give rise to nonlinear terms. As was mentioned in 

the Introduction, and as will be discussed in the next 

chapter, a number of researchers have already tackled this 

problem. Nevertheless, the notation and the method used, as 

weIl as the extent to which the task was carried out, were 

rarely the same. Thus, it was decided to rederive the 

equations, in order to clarify sorne concepts and to obtain a 

set of equations which could be considered as complete as 

possible and error-free. 

Before derivinq the equations, sorne important 

concepts will first be introduced. Then, the equations will 

be derived using two different methods: the energy method, 

based on Hamilton's principle, and the force-balance method, 

generally considered to be simpler. Finally, the equation 

found will be transformed into its "standard" form by a 

perturbation method and into a set of ordinary differential 

equations (ODEs) by means of Galerkin method. In the 

derivation, ~he two cases, those of a cantilevered pipe and of 

a pipe fixed at both ends, have been separated completely. 

2.1 ASSOMPTIONS 

Here are the basic assumptions made for the pipe and 

the fluide 

The fluid is incompressible. 

The velocity profile of the fluid is uniform 

(plug-flow approximation for a turbulent-flow 
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profile), but a small oscillatory component 

may be superimposed on the mean flow. 

The diameter of the pipe is sm?ll compared to 

its length, so that the pipe behaves like a 

Euler-Bernoulli beam. 

The motion is planar. 

The deflections of the pipe are large, but the 

strains are small. 

Rotatory inertia and shear deformation are 

neglected. 

In the case of a cantilevered pipe, the pipe 

centreline is inextensible. 

2.2 INTRODUCTION OF SOME BASIC CONCEPTS 

2.2.1 Notation 

In elasticity, and more generally in continuum 

mechanics, in order to describe the position of mater ial 

points, one usually has the choice between two sets of 

coordinate systems: one for the undeformed body and one for 

the deformed body. The deformation of a point is described by 

the relation of the coordinates of the same material point in 

the undeformed and deformed states (Eringen 1967). In the 

usual terminology, for a three-dimensional problem, Xk , 

representing the position of a material point p in its 

original state, stands for material or Lagrangian coordinates; 

xk ' representing the position of the same material point P in 

the deformed state, stands for the spatial or Eulerian 

coordinates. The motion can, therefore, be described either 

in terms of 
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or in terrns of 

t being the tirne'. 

The deformation gradients, deformation tensors, 

strain tensors and displacernent vectors can then be expressed 

in either set of coordinates. In the infinitesimal 

deforrnation theory, the distinction between the Lagrangian and 

Eulerian strains disappears (Eringen 1967). However, the 

distinction absolutely must be made when nonlinear 

relationships are sought. 

In elasticity, (x, 

represent the location of a 

deformable body, and (u, v, w) 

of the same material point. 

initially undeformed state 

y, z) are usually used to 

material point in an elastic 

correspond to the displacements 

For a slender pipe wi th i ts 

along the x-axis, y is then 

identical to the displacement v. The coordinate of a point 

always refers to the undeformed body which is represented by 

X. A point can also be represented by s, the curvilinear 

coordinate along the pipe. A schemd.tic diagram for the 

physical system, as weIl as for the coordinates used, is given 

in Fig.2.12 • The pipe is assumed to be initially lying along 

the X-axis and oscillates in the (x,y) plane. Consequently, 

the following relationships will hold 

x-x+u, 
(2.1) 

y-Y+v. 

1 It is noted that the same symbols in the equations appear in 
italics, while in the text, they appear in Roman script. 

2 The figures are numbered according to chapter; thus Fig.2.1 
is the first figure associated with Chapter II. These are the main 
figures, and they are found together after the text in this thesis. 
Figures II(a) ,(b) etc. are small schematic figures inserted in the 
texte 
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2.2.2 Inextensibility condition 

In the case of a clamped-free pipe, one may assume 

the pipe to be inextensible. This condition of inextensi­

bility is very important and will thus be detailed here. 

y y 

I----~ Z 

z 

x 

x Figure II(a) 

Let P and Q be two longitudinally-separated points 

on the pipe, as shown in Figure II(a)i they are defined in 

the original (undeformed) coordinates (X, Y, Z). After 

transformation to the deformed-state coordinates, P 4 pl and 

Q ~ QI. Let dSo be the distance between P and Q, and ds the 

distance between P'and Q'; thus, 

pex, Y, Z), Q(X+dX, Y+dY, Z+dZ), dS; - cJX2 + dy2 + dZ2 , 

pl (x, y, z), Q' (x+dx, y+dy, z+dz), ds 2 - dx2 + dy2 + dz2 • 

(2.2) 

For the sake of simpl ici ty , for a two-dimensional problem 

(Z=O), one obtains 

ds2 - dSo
2 = dx2 + dy2 - dX2 - dy2. 

If X is the long axis of symmetry of the pipe, then Y = 0 

(slender rod), and one can write 

ds 2 -ds0
2 - dx 2 + dy2 - dX2 

_[(:)2+ <:)2- 1]dJf. (2.3) 
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For an inextensible pipe, ds2 = ds; by definition: 

hence, 

(2.4) 

AIso, in this case, dX is equivalent to ds, as they 

both represent an infinitesimal distance in the undeformed 

body. Hence, 

dX • ds, 

and 

This relationship is illustrated in Figure II(b). 

y(s+ds) 

ds 

x(s), y(s) x(s+ds) 

Figure II(b) 

(2.5) 

(2.6) 

If the element was extensible, then after 

deformation, its deformed length would be longer or shorter 

than its original length ds, Le. (dx)2 + (dy)2 > or < (ds)2. 

The equality is valid only for the inextensible case, as 

ds2 = (x(s+ds)-x(s»)2 + (y(s+ds)_y(s»2, 

or 

ds2- ( OX ds) 2 + ( oy ds) 2 • 
as os 
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Introducing the displacements (u,v), as defined in (2.1), the 

following two important relationships are obtained: 

(2.7) 

2.2.3 Expression for curvature 

An exact expression for the curvature K is use fuI in 

both the force balance and the energy method, and is thus 

presented here. Depending on the choice of the coordinate 

system, the expression for K varies. 

Mathematically speaking, K is defined by 

- é)2Ï _ 
b - -- - K n, es2 

~ ~ 
where n is the normal unit vector and b the binormal; hence, 

(2.8) 

For more detail and more definitions, see Appendix 1. For a 

pipe the centreline of which is considered inextensible, the 

inextensibility condition Ieads to 

(2.9) 

Note that for a curve defined by y(x) rather than y(s) 

(Eulerian description), one has the familiar expression of 

curvature as follows 

éJ2y 
ex2 lC-------a 2 3 

(1+(---Z) )"2 ex 

(2.10 ) 
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Care must be taken as which expression for K should be used, 

depending on the coordinate system in which the system 

dynamics is described. 

2 • 3 EQUATIONS OF MOTION BASED ON THE ENERGY METHOD FOR A 

CANTlLEVERED PIPE 

2.3.1 Hamilton's principle 
The enp.rgy method is based on Hamilton's principle, 

written usually as 

t 2 ta 

Ô J L dt + JÔW dt - 0, (2.11) 
t l t l 

where L is the Lagrangian of the system (L = Tp + TF - Vp - VF, 

Tp and Vp being the kinetic and potential energies associated 

with the pipe, and TF and VF the corresponding quantities for 

the enclosed fluid), and where ôW is the virtual work due to 

forces not included in the Lagrangian. 

However, this principle is only valid for closed 

systems, su ch as systems of particles and rigid bodies where 

there is no mass flux in or out of the system. Thus, an 

extended form of Hamilton' s principle had to be developed. In 

the absence of dissipative forces (ôW = 0), the statement of 

the appropriate form of Hamilton's principle is 

ta ta 

ÔfLdt - J[MU(~~+ut).ÔRl dt, (2. 12) 
t l t l 

where ~ and 1 represent the position vector and the tangential 

unit vector at the free end of the pipe. This was done by 

Benjamin (1961) in the case of an Euler-Bernoulli beam 

conveying fluide It was also rederived in a more general way 

by Mclver (1973) who considered systems of changing masse 

The terms proportional to MU on the right-hand side 

of (2.12) are related to the energy accumulated or rejected by 
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the end of the tube. In other worrls, the right-hand side of 

(2.12) can be viewed as the virtual momenturn transport across 

the open surface at the end of the pipe. As was elucidated by 

Benjamin (1961), this term is also directly related to the 

mechanism of instabilitYi indeed, he proved that 

t 1 

âw - - J MU(K+Ui. Rl dt 
o 

represents the energy gained by the pipe. If the pipe is 

fixed at both ends, then ~w = 0 (the system is conservative), 

but if one end is free to move, ~W * 0, the system becomes 

nonconservative (Pa1doussis 1970). When U is small, it is 

clear that ~w < 0, which means that the system is stable 

(effect of the Coriolis force). However, for positive and 

sufflciently large U, ~W might become positive, i.e. energy ls 

extracted from the flow, and the system becomes unstable. 

2.3.2 Order of magnitude considerations 

Though the deflection of the pipe can be considered 

as large, an order of magnitude analysis may nevertheless be 

usefully undertaken. y or v corresponds to the lateral 

displacement which can still be expressed as "small" by 

writing 

y = 0 Ce) • (2 . 14 ) 

Looking for large deflection motions means that, in the 

equation, terms of higher order than the linear ones have ta 

be kept. Consequently, and because of the symmetry of the 

system itself, the nonlinear equations will necessarily be of 

the third order, which means that terms of order o(e 3 ) have ta 

be present in the equations. However, the variational 

technique always requires one order higher than the one 

sought, so that aIl the expressions under the integrand have 

to be at least of the fourth order 0 (e 4 ) ! Therefore, the 

different expressions, V and T for example, have to be exact 
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ta 0(e 4 ) before any simplification can be undertaken. Sa, 

this method is a little more complicated than the force 

balance method, but it still remains powerful and will 

therefore be used. 

2.3.3 strain energy 

It is very important ta define an exact form of the 

strain energy in the case of large deflections, without 

simplifying terms of order 0(e 4). This problem was solved by 

Stoker (1968), with only one major (but not drastic) 

assumption: the strain is small even though the deflection 

can be large. He proved that in this case, "the deformation 

in the neighborhood of each point can be identified with a 

deformation to which the linear theory is applicable, 

providing a rational analytic basis for adopting Hooke' 5 

stress-strain relations". His analysis finally led to 

L 

V - : f [Ae2 +I (l+e) 21(2] dX, 
o 

(2.15 ) 

where X represents the Lagrangian coordinate, A the cross­

sectional area, l the moment of inertia and e the strain. In 

the case of a cantilevered pipe, assumed inextensible, € = 0, 

50 that 

(2.16) 

The expression of the curvature itself has been given in 

section 2.2. 

2.3.4 The gravitational energy 

In general, the gravitational energy depends on the 

distribution of mass (Fung 1969), and is written as 
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G - J pcl)(x) dV, 

where ~ is the gravitational potential per unit maSSe In the 
important case of a uniform gravitational field, it becomes 

G - J pgx dV, 

where 9 is the gravitational acceleration and x is a distance 
measured from a certain plane in a direction opposite to the 

gravitational field. 
Consequently, wi th the notation used in this thesis, 

L 

G - - (m + M) g J x ds; 
o 

(2.17) 

or with the (u, v) notation, the gravitational energy is 

L 

G - - (m + M) g J (x+u) dX. 
o 

2.3.5 Kinetic energy 

(2.18) 

The total kinetic energy of the system is the sum of 

the kinetic energy of the pipe, Tp ' plus the kinetic energy of 

the fluid, TF' defined by 

L 

T p - ~J vi ds, (2.19) 
0 

and 

L 

TF - ~J v/ ds. (2.20) 
0 
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As the position of the pipe is defined by 

r - xi-+yf or r - (X+u) l+vJ, 

by definition, the velocity of the pipe is 

... àf x:O-.", .,.. .,.. 
Vp - at - ~+YJ or U~+VJ. (2.21) 

For a fluid element, the relative velocity with 

respect ta the pipe has to be taken into account, i.e. 

t being a unit vectar, which may be expressed as 

t - x'I+y'J 

VX'2+ y '2 
or (l+u') I+v'J'" 

V (l+u') 2+ V '2 

, 

in which (and henceforth) 

respect ta s. With the 

simplifies ta 

primes denote deri vati ves 

inextensibility condition, 

with 

this 

Consequently, 

or 

VF - (xï+yJ> + U (x'ï+y'J) 

- (..Ê... + U .1..) (xï+yj), at as 

DE VF - Dt' 

(2.22) 

where D/Dt is the material derivative of the fluid element. 

By analogy, the accelerations of the pipe and of the fluid 

are, respectively, 

iJ2f ap - -­àt 2 ' 
(2.23) 
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.. Hence, 

and 

L 

Tp - ~ J (X2+JP) ds, 
a 

L 

TF - ~ J [ (x+Ux') 2+ (y+Uy') 2] ds. 
o 
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One important remark is that no term in u2 appears 

in this expression after squaring the terms within it, as 
U2 x 1 2 + U2 y 12 = U2 

because x' 2 + y,2 = 1. This illustrates the importance of the 

right-hand side of (2.12) which provides the linear and 

nonlinear centrifugaI force proportional to MU2. 

Finally, the total kinetic energy, T, may be written 

as 

L L 

T - ~ f (X2+ji2) ds + ~ J [ (x+Ux') 2+ (y+Uy') 2] ds. 
o 0 

(2.24) 

2.3.6 Derivation of the equations of motion 

The usual variational techniques are used to find 

the different contributions in Hamilton 1 s principle. Only the 

main steps will be described here. 

i) Relationship between ~x and ~y 

By applying the variational operator ~ to the 

inextensibility condition, one obtains 

x'ôx' + y'ôy' - 0 , 



hence, 

Y /ôyl 1 2 
Ôx' - - - _yi (1 + _y' )Ôyl + O(e5); 

Jl-y/2 2 

s 

ôx - -f [y'ôyl + ~y/3l)y/] ds. 
o 

After integrating (2.25) by parts, one obtains 
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(2.25) 

(2.26) 

This relationship is very important in the derivation of the 
equations of motion, since terms in ôx and ôy are present due 

to the variational technique. Equation (2.26) proves that ôx 

and ôy are also related through the inextensibility condition, 
but under a different forme 

One can also prove quite easily that (Appendix 2) 

Equation (2.27) is also important, since terms of that form 
will arise from (2.26) in the process of relating ôx to ôy. 

ii) Kinetic energy component 

The variational operations on T leads to 

m ff (x ôx +y ôy) dsdt 

+ M ff [(x+Ux') (ôx + U ôx') + 

(y+Uy') (ôy + U ôy/)] dsdt. 

(2.28) 



, 

l .. 

Howevp-r, x'~x' + y'ay' = 0; thus, 

C2 

Ô f T dt - (m+M) f f (x ôx + y ay) dsdt 

+ M f f [Uxl ax + Ux axl + 

Uy' ôy + Uy ôy'l dsdt 

-f f [ (m+M) x + MUx' + 2MUX'] ôx dsdt 

-f f [ (m+M) y + MÙy' + 2MUy] ôy dsdt 

+ MUfrxLaxL + yLaYL] dt 
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(2.29) 

where XL = X(L), YL = y(L) in the last term which arises from 

the operations of integrating by parts (Appendix 2). AIso, 

the integral limlits, although not explicitly written, are 

understood to be from 0 ta L for s, and from t, to t 2 for t. 

iii) Potential energy component 

In this case, two components have te be derived. 

Considering bending first, one can write 

EI 
2 

however, from (2.9), 

so that 
C2 

a fv dt- ~I ff a (y1/2 (1 + y/2» dsdt 
t l 

EI ffr (y"+ ylly/2)"_ (y"2y/)'] ~y dsdt 

- EI f f ry/ll'+ 4yly"ylll+ yl/3+ y"lly'2] ôy dsdt 

(2.30) 



Sirnilarly, the gravit y compone nt yields (Appendix 2) 

t 2 

li f G dt - - (m+M) g f f ôx dsdt 
t l 

(m+M) g Il [_(yl+ ~y/3) ôy 

+ (L-s) (y//+2yllyI2) 6y] dsdt. 
2 

iv) Right-hand side of Hamilton's principle 

25 

(2.31) 

Applying the variational techniques to the right­

hand side of Hamilton's principle leads to 

C2 

rhs - MU 1 [(XL + uxf) ôXL + (y L + uyf) ôYL] dt 
Cl 

t 2 

- MU f (XLÔXL + y L6YL) dt 
t l 

(2.32) 

tz 

+ MU2 f (xfôxL + yfaYL) dt 
t l 

- A + B. 

The first term, A, is the same as the one derived 

from the kinetic energy (2.29) and thus it can be cancelled. 

The second one, B, after use of the inextensibility condition 

(2.7) and condition (2.26) is equal to 

L 

B - MU2 fI [yl/+yI2y//_y// 1 (yly//) ds] ôydsdt (2.33) 
s 

(see Appendix 2 , (A2. 4) for demonstration). 

contributes to all the centrifugal force terms. 

v) Final eguation of motion of the pipe 

The term B 

After many tranformations and manipulations 1 the 

general equation of motion is found to be 



• 

26 

(m+M) y + 2MUy (1 + y/2) + (m+M) gy/ (1 +..!. y/2) 
2 

+ yll [MU2 (1+ y/2 ) + (MU - (m+M)g) (L-s) (1+ ~y/2) 

+ EI [ y/III (1 +y'2) + 4 ylyllylll + y1/3 ] 

-yI! [Jj (m+M) (y/2+y 'y) dsds + J (~ y/2+2MUylJi'+MU 2yly") dS] 
sO s 

s 

+y' f (m+M) (y2+y 'y) ds - O. 
o 

(2.34) 

This equation will be discussed in more detail in 

section 2.5, after the equation of motions has bep.n deri ved by 

the second method. 

2.4 FORCE BALANCE METHOD IN VECTOR FORM FOR A CANTlLEVERED 

PIPE 

This derivation is based on Lundgren's et al. work 

(1979) which has been further derived into a single equation 

which is more appealing. It consists of equating the forces 

and moments acting on an element dX. 

Consider an element of the pipe of length ds 

(Fig.2.1(b» located at r. Let Q and M represent the 

resultant force and bûnding moment on the left cross section, 

and Q + dO and M + dM on the right cross section. 

The force balance leads to 

a6 + (m + M) gT -as (2.35) 



and the moment balance to 

aM + i x Q - o. 
as 
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(2.36) 

As the effect of rotary motion is neglected, and due to the 

Euler-Bernoulli hypothesis, one simply has 

- - at _ ~ 
M - EI 't' x - - EI 't' x ~. 

as 
(2.37) 

Decomposing Q along the axial direction r and the normal 

direction ~ gives 

Q - (N - P) t + t x aM 
as' (2.38) 

where (N-P) is the axial force due to tension and fluid 

pressure. Combining (2.37) with (2.38) yields 

() - (N-P)=t + EI tx~ (=tx a=t) 
as as 

- (N-P) t + EI =tx (tX ~'t ) 
OS2 

- (N- P) t + EI [( t. êPf ) t -
as 2 

(2.39) 

After sorne further manipulations invol ving the 

use of sorne properties of 1 and its derivatives (given in 

Appendix 1) and the projection along x and y, one obtains the 

following equations (corresponding to equations (2.17) and 

(2.18) in Lundgren's et al. paper): 

(m+M) g - EI é)4x + -È... [(N-P _ EIK2) ax] _ m a
2
x + M D2X 

às 4 as as ot 2 Dt 2 

- EI ô4y + ~ [(N-P - EIK2) ay] _ m ~y + M D2y . (2.40) 
OS4 as as at 2 Dt 2 
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These two equationa, of course, are coupled through 

the curvature K, the axial force (N-P) and the inextensibili ty 

condition. The first equation is integrated from s to L, 

divided by ax/as to yield (N-P-EIK2), and x is eliminated 

through the inextensibility condition. After rnany 

straightforward but tedious manipulations, one finally finds 

the same equation as that obtained by the energy method, i.e. 

(m+M) y + 2MUy (1+yI2) + (m+M) gy' (1+ J:.. y/2) 
2 

+ y" [ f.1U2 (1+y'2) + (MU - (m+M) g) (L-S) (1+ ~ y/2) 

+ EI [ yllll (1 +y/2) + 4 y' y"ylll + yll3 ] 

_y" [ J j (m+M) Cy/2+yly) dsds + J ( ~ y/2+2MUyly +MU2y'y") dS] 
sO s 

s 

+y' f (m+M) (y2+y 'yt> ds - O. 
o 

(2.41) 

Note that, in this derivation, the order needed was 

only o(e3) and terms of order o(e4) could be neglected. 

2.5 PHYSICAL DISCUSSION OF THE EQUATION OF MOTION 

NONDIMENSIONALIZED EQUATION 

Before tackling the complete equation, its linear 

version is already of sorne interest 

EI yllll + MU2yll + MU(L-x) yI! + 2MUY' 
(2.42) 

- (m + M) geL-x) y" + (m + M) gy' + (m + M) y - o. 
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First of aIl, this is the same equation as the one 

derived by Paidoussis and Issid (1974). One can find 

the inertia force • (m + M) a2y /t3t2 , 

the Coriolis force • 2 MU a2y/axat, 
the centrifugaI force. MU2 a2y/ax2 , 

forces due to gravit y • - (m + M)g l(L - x) y'] " 

the flexural restoring force • El a4y /ax4 , 

forces due to unsteady flow « M dU/dt. 

Of course, dissipative terms have to be added to 

complete the equations. This is done by assuming that the 

internaI dissipation of the pipe materiai is viscoelastic and 

of the Keivin-Voigt type (Snowdon 1968). Moreover, this 

approximation is only applied on the Iinear restoring force, 

providing an additional term in the equation 

where E* is the coefficient of viscosity, or the coefficient 

of internaI dissipation. other than for reasons of 

simplicity, and because, in any case, the Kelvin-Voigt 

dissipation is only an approximation, there is no 

justification for ignoring the effect of dissipation on the 

nonlinear flexural terms (see Appendix 3); nevertheless, for 

small dissipation, lumping aIl dissipative effects in a single 

term is justifiable. The damping associated with frictional 

forces due to surrounding air is neglected. Finally, a Iinear 

spring is aiso added, as explained in the Introduction. 

Acting only in the y-direction at a distance xs' the spring, 

wi th a constant spring stiffness k, contributes to the 

equation by the term 

(2.43 ) 

1 , 
" 
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where ~ is the Dirac deI ta function, and where i t is noted 

that k has units of force per unit length (note that ~ has a 

unit of 1jdisplacement). 

Introducing next the same nondimensional quantities 
as in the linear case, 

1 

( I r E* ~ - x y ( EI) 2" ~, 
L' 1') - -, 't - œ - E(m+M) L 2 ' L m+M L2 

1 
kL 3 

(2.44) 

U- ( M) '2 UL, y -
m+ML 3 g Ji -

M K-
EI EI ' m+M' EI ' 

(2.34) may be rewritten in dimensionless form as follows: 

a ,;"" + Tl"" + '" + 2uvlfil l (1+1')/2) + K 1') ~ (t-t s) 

+ 1')" [ U2 (1+'1 /2 ) + (uvlf -y) (1-~) (1+ ~ '1/2) ] 

+ Y'1/(l+~'1/2) + 1')""'1 /2 + 41')/1')"1')111 + 1')//3 
2 

(2.45) 

- 1')" [ ff (1')/2+1')/",/) d~d~ + J (2{[1')/2+2U/lf1')/1'l'+U21')'1')II) d~l 
~ 0 ~ 2 

~ 

+ 'Ill J (1'1
12

+'1
/""> d~d~ - o. 

o 

Aiso of particular interest is the appearance in 

(2.45) of some nonlinear inertial terms that have to be 

replaced, as explained in the next section. 

Physically, U in (2.45) is the nondimensional fluid 

velocity, y represents the measure of relative gravit y forces 

ta the flexural one, P is the ratio of the fluid mass ta the 

total mass per unit length, K represents the relative strength 

of the linear spring vis-à-vis the flexural restoring forces. 

For positive y, the pipe is hanging, while for negative y, the 

pipe is "standing" with the free end above the fixed one. 
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2.6 TRANSFORMATION OF THE NONLINEAR INERTIAL TERMS 

In dynamical theory, it is convenient to write the 

equations into a standard, first-order forro, namely 

x-f(x,t), xERn, tER, (2.46) 

where f is a nonlinear function of x and t. Therefore, no 

nonl inear inertial ternis may be present. A perturbation 
procedure is applied here, to replace the nonlinear inertial 

terms in (2.45) with the first order terms. 

As it was introduced in Section 2.3.2., e represents 
a small parameter. Equation (2.38) can thus be written as 

(2.47) 

in which L(n) represents the linear terms (order O(e» and Ni 

the nonlinear terms (of order O(e 3»; 

NI (rJ} - 2 ullf 1')'n /2 + '11" [u2+ ~ (üv'Jf - y) (1-~) ]1112 

+ 
ovn/3 

...L..:.L- + '11""'11'2 + 4'11 /'11"'11"' + '111/3, 
2 

(2.48) 

(for simplicity, ex and K are not taken into account here). By 

By properly rescaling the variable n, equation (2.47) can also 
be represented by 

(2.49) 
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where el represents a small parameter. 

The term of major interest is 

~ 

M(i\) - J 11'i\'d~; 
o 

it appears within the two integrals in N2(~). The ide a is to 
write an equivalent of that term to order el as in a usual 

perturbation technique. If the study were limited to first 

order (in el) analysis, as aIl nonlinear terms are cubic, one 

would have 

~ - Tlo + QCe') , 

L[11o] - 0, 

by collecting zero-order coefficients of el. L being linear, 

L(~Ol) is clearly defined, so that 

~ 

~ 

J11o'L(Tlo') d~ - 0, 
o 

J 11' L(,,') d~ - Q(e'). (2.50) 
o 

Consequently, after the substitution of L(11) in (2.49) and 

sorne rearrangements, one obtains the desired term 

( ( 

f TI'i\'d~--J[2Uv1f11'T)" + 1l'11I1/(u2 +(uv1f-y) (1-;» 
o 0 

(2.51) 

+ 1')'11" (2y-uJln + 11'11"111 ] d~ + Q(e') . 

Integration of (2.51) from ~ to 1 yields the other nonlinear 

inertial term. Finally, after sorne long but straightforward 

manipulations, one obtains 

(2.52) 



( 

{ 

where 

N('1) - 2 uv'lf1'l''l'2 + '1" [U2 + ; (Ullf--y) (1-~)] '1'2 

+ .1. (uy'Jf -y) '1/3 + 3'l''1''1')'" + '1//3 
2 

( 
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+ 1')' f {T)'2-2Uv'lf1')'T)/I-'1/'1/1/ [U2 + (Uv'lf -y) (1-~)] +'l"fl"/I} d~d~ 
o 

H 

- 'l" ff {1'J'2-2Uv'If 'l'1'J"-'1''l1II [U2 + (Ullf -y) (1-~)] +'1"fll/l'} d~d~ 
( 0 

1 

- ,," f {( Uilf -y) 'l/2 + 2Uv'Jf"/t't' + U2 'l'Tl" + ,,"Tl"'} d~. 
( 

2. 7 CASE OF A PIPE FIXED AT 80TH ENDS 

(2.53) 

In this case, only the derivation by the energy 

method will be presented. Moreover, in order to simplify the 

derivation, the (u, v) notation will be used. As the 

inextensibility condition cannot be applied anymore, two 

equations will be derived, one in the x-direction and one in 

the y-direction. dX and ds are not identically equal anymore, 

but are still related through the condition 

2.7.1 strain enera~ 

dX 
ds 

1 
l+e· 

(2.54) 

The strain energy will be used as defined in 

section 2.4.3, 

L 

V - : f [Ae2 + I (1 + e) 2 K2] dX. 
o 

(2.55) 
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Let a be the angle between the position of the pipe and the X­

axis to simplify this expression. a is thus defined by 

sin a -

cos a -

Vi 

1 + e (x) 

1 + u l 

1 + e (x) 

1 + e - J (1 + u') 2 + V 12 , 

and the curvature Je becomes 

Je -

Using the X-coordinate leads to 

Je -
oX 
os 

1 
1 + € 

ae 
oX' 

which simplifies the expression (2.55) to 

aa/aX is found exactly by differentiation of tan a, 

tan a -

a' 
cos2 a 

a' _ ae 
oX 

v' 
1 + u' 

v" (1 + u') - VIU" 

(1 + u') 2 

v" (1 + u') - v'u" 
(1 + u') 2 + V'2 

(2.56 ) 

(2.57 ) 

(2 • 58) 

In order to get an exact expression for the 

potential, one has to find an exact expression of al up to 

4th order without making any prior simplification. Thus , 

recalling that u is of second order 0 (e 2) and v of first 

order 0 (e) , 
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8' - v" - v"u' - V"V,2 - V'U" + O(e5 ) 
(2.59) 

6'2 _ V"2 _ 2Vl,2 U' - 2V,,2 V '2 - 2v1v"u" + O(e5 ) • 

Moreover, in the axial direction, an external tension might be 

applied, leading to 

(2.60) 

2.7.2 Gravitational energy 

The expression is the sarne as in section 2.3.4., 

i.e. 

L 

G - - (m + M) g J (X + u) dX. 
o 

2.7.3 Right-hand side of Harnilton's principle 

(2.61) 

This is simply zero, since r (vector position at the 

end) does not vary in this case: ~~L = 0 . 

2.7.4 Kinetic energy 

As the right-hand side in the statement of 

Hamilton's principle is equal to 0 for a pipe fixed at both 

ends, it is clear that the contribution of the fluid forces is 

not the same as in the case of the cantilevered pipe. Hence, 

the derivation of the kinetic energy is very important. 

Although the inextensibility condition is not true anymore, 

one basic assumption still holds, the incompressibil i ty of the 

fluide 

When a bar is loaded with tension, the axial 

elongation is accompanied by a lateral contraction, i.e. the 

width of the bar becomes smaller as its length increases. 

within the elastic range, the Poisson ratio v is constant 

(Timoshenko and Gere 1961), 



lateral strain 
axial strain • 

For a cube of length l, after loading, one has 

E- ) 

1 1 + v€ 

Figure II(c) 

The change of volume is 

AV - (1 +e) (1-V€)2-1 

- e(1-2v) +O(e2 ). 
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1 - v€ 

But actually for rubber-like material, v ~ 0.5; here, this 

will be sirnplified by taking v = 0.5. Thus, ~V = O. 

In the case of a beam, this conservation of volume 

leads, for any initial volume of length dx, to 

dx. Sa - dx (1 + €) 8 1 • 

The rate of mass being constant, as p itself is constant, one 

also obtains 

- Ua (1 ... e) • (2 • 62) 
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This shows that the velocity of the fluid with respect to the 

pipe is not constant. Hence, the absoJute velocity is 

VF - vp + U(X) ~ 

... !\ Xl ,.. 
- (;h + YJJ + U (1 + e) ( ~ + 

1 + e 
yi J) 

1 + e 

as by definition e = (x· 2 + yl2)Yz - 1. Consequently, 

v ..... 
F 

- (~+ U ~) r ..... ot oX· (2.63 ) 

The relationship (2.22) derived in section 2.3.5 is 

still valide The only difference is that the inextensibility 

condition i5 not val id, so that u2 terms in this case appear 

from the kinetic energy and not from the right-hand s~1e of 
(2.12). Hence, 

(2.64a) 

L 

TF' - ~ J [(ù + U(l + U
/ ))2 + (v + uv02 ] dX. (2.64b) 

o 

2.7.5 Derivation of the eguation of motion 

Variational techniques are applied again, with two 
independa,nt variants, ~u and ~v. After many integrations by 
parts, une finally obtains 

(m + M) Ü + MU + 2MUzi + MU2 u" + MrÏu' 

-Ei:(V"/lVI+V"V/lI ) + (To-EA) VIV" - EA u" 

- (m + M) g - 0, 

(2.65a) 



,. 
(m + M) V + MÙvl + 2MUVI + MU2 vii - To vii 

+ EIvlll1 - EI[3u'I'VII+4uIlVI'1 

+2 UIV'III + V'U IlI' + 2 V l2 V llll + 8 V'VII Viii + 2 V 113 ] 
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(2.65b) 

where one now has two independent equations, instead of one. 

2.8 ANALYSIS OF THE EQUATION -

TRANSFORMATION OF THE PDEs INTO A SET OF ODEs 

2.8.1 Discussion 

Once the equations of motion have been derived, the 

next task is to choose a general approach to solve them. 

There are actually two different philosophies of analysis for 

doing so. The first one known as the Galerkin method consists 

of discretizing the equations to obtain a set of ODEs. The 

deflection of the pipe is expressed as the superposition of 

the infinite set of normal modes of a cantilever beam. This 

is admissible, as those functions satisfy the prerequisite 

conditions: 

same boundary conditions; 

linear independence. 

Moreover, as outlined by Bisplinghoff et al. (1957), 

the system is very similar in its characteristics to a simple 

cantilever beam, since the mode shapes do not depend on 

physical properties, such as El or p. Of course, this 

approach is useful only if the motion of the tube can be 

approximated adequately by a small number of these modes. 

Gregory and Paldoussis (1966) proved that this was 

the case for small values of ~ (~ < 0.3), but that for higher 

~, the third and higher cantilever modes begin to play an 

important role. Sugiyama et al. (1985) nùted that "an 

increase of material damping suppresses the contribution of 
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higher modes and hence allows the lower mode approximation". 

In light of modern dynamics, this approach is valid, as the 

main purpose is to find qualitatively the characteristics of 

the system. This was justified by many authors, such as 

Pa1doussis and Moon (1988) or Holmes (1977, 1978). According 

to Holmes (1977), "the two mode approximation exhibits the 

qualitative behaviour of 4, 6 or higher mode models, and of 

the full infinite dimensional system". He showed that the 

flows defined by the Galerkin approximation, in the panel 

problem, converge to the flow of the full nonlinear partial 

differential equation of the panel. The work done by 

Pa1doussis et al. (1990) highlighted however sorne quantitative 

difference with the experiments. The main problem lies in the 

difficulty of estimating the error due to truncation. Some 

methods tend to improve the rate of convergence of the 

conventional mode superposition method (Léger and Wilson 

1988), but cannot be applied here, as this finlte element 

method is ba~ed on discretized equations. 

The second method consists of keeping the original 

equation and trying to solve it. This was done by Gregory and 

Pa1doussis (1966) with gravit y neglected, but even in this 

case, the conditions of stability were difficult to find. For 

the nonlinear case, only Sethna's school (see Lundgren et al. 

1979, Bajaj et al. 1980) and more recently steindl and Troger 

(1988) provide other methods. 

In conclusion, the discretization procedure is 

simpler in practice, but may introduce some quantitative 

errors in the results. Nevertheless, it provides a powerful 

qualitative tool, especially for small values of p, as in the 

case considered here. 

2.8.2 Discretization procedure 

The infinite dimensional model is discretized by 

Galerkin method, with the cantilever beam eigenfunctions ~r(~) 

being used as a suitable set of base functions and qr(~) being 
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the corresponding generalized coordinatesi thus, 

(2.66) 

Substituting the above expression into (2.53) 1 rnultiplying by 

~i(~) and integrating frorn 0 to 1 leads to 

o - çL + cij ci j + kijqj 

+ e (<<ijkl qjqkql + ~ ijkl qjqkql + Y ijkl qjeikql) ' (2.67) 

where cij' kij' a ij , bijl dij' "ijkl' ~iJkl and Y1 jkl are coefficients 
computed frorn the integra1s of the eigenfunctions ~1 (~) 1 

analytically (Paidoussis and Issid 1974) or nurnerically 

(Appendix 4) . 

Moreover 1 assurning that the fluid flow can have 

srnall sinusoidal fluctuations, 

u - U (1 + ev sin e..> t) , (2.68) 

certain terrns should be added to (2.67), narnely 

+ e (2v1f sine..> t a~j cij + 2 UV sine..> t b~] qj + v1fve..> cose..> t dl] q) . 

In order to use the available tools of dynarnics 

theory, the ab ove second order equation is transforrned into a 

set of first order ordinary differential equations. 

Introducing the generalized coordinates Pi = qi l (2.67) may be 

written in the rnatrix forrn 

eH-~ -~l{;} + • {f(q,p)} + ev {g(q,p, t)}, (2.69 ) 

Le. 

y - [A] Y + e f(y) + ev g(y, t) , (2.70) 
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where f is a 3rd order polynomial function (0 (e 3 ») (cubic 

nonlinear terms) , g is a function of [a], [b] and [dl, and [A] 

is a 2N x 2N matrix, [A(U,G,p,K,~s)]. The computation of [A] 

can be found in Appendix 5 for a two-mode approximation 

(N = 2). Its remarkable simplicity should not go unnoticed. 
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CHAPTER III 

COMPARISON WITH PREVIOUS DERIVATIONS 

In this chapter, the nonlinear equations of motion 
obtained by different authors are described and compared in 

detail. Moreover, in order to get a more "comparable" set of 

equations, a standardization of the notation is undertaken. 

3.1 CASE OF A CANTILEVERED PIPE 

3.1.1 Bourrières' work 

Bourrières' work is very original, aIl the more so 

since it was written in 1939. He studied the case of pldnar 

motion of two strings, one of them moving with respect to the 

other. The pipe and the fluid represented by the strings are 

assumed to be inextensible, and the string representing the 

fluid is supposed to be infinitely flexible. Using the force 

balance method, Bourrières obtained the equations relative to 

the tube and the fluid. The relationship between the shearing 
force Q and the bending moment M, and the condition of inex­

tensibility provides the nonlinear terms. A set of seven 

equations with nine parameters is found, the phenomenon beino 

dependent on two variables: the nonlinear coordinate s and the 

time t. After sorne algebraic manipulati.:ms, Bourrières eli­

minated the fluid friction force and found the following five 

equations: 

( (8+ T) x') '- (Oy') ,- (m+f.!) x- 2MUJ? -MU2 x" - 0, 

( (8+T) y') '+ (Ox') '- (m+M) Y-2MUy-MU2y" - 0, 

X '2 + y/2 _ 1, 

o - -M', 

M - EI (x'y" - y/x") EI 
R' 

(3.1) 
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where R is the radius of curvature, and e and T the tension in 

the tube and in the fluid, respectively. The approach given 

by Bourrière5 was very original and would have led him 

eventually to expressions similar to the ones derived in 

Chapter II. Unfortunately, Bourrières considered only the 

l inear case for his study. Consequently, ,..ri thout 

approximation, the only difference lies in the dU/dt term, 

which is not surprising, since Bourrièr.es had not taken into 

account any effect of unsteadiness in the flow. The 

expression for Q and M ic correct, as weIl as the expression 

of the curvature. That makes Bourrières' work irreproachable. 

The next task is te combine aIl the five equations (3.1) into 

one equation, using aIl the relationships, and to compare this 

last one with (2.41). This will not be repeated here since it 

has already been done by Rousselet and Herrmann. 

3.1.2 Rousselet and Herrmann's work 

Rousselet and Herrmann (1977) derived the equations 

of motion in two different ways: the force balance method and 

the energy method. They obtained a final set of equations, 

fairly close to the one found in Chapter II, with some minor 

differences. 

Their first method follows the work do ne by 

Bourrières, and thus, it is not 

which are very similar to his. 

from the following: 

surprising to find equations 

Two differences simply arise 

the 

the 

addition of gravit y forces~ 

assumption that unsteady 

effects may be present. 

flow velocity 

The notation used by Rousselet and Herrmann is 

completely different, as they wanted to study articulated 

pipes. In that case, the introduction of 8, the angle of 

inclination of the pipe in the (x, y) plane, was more 

appropriate. 



The application of Newton's law led thern ta 

:s ( (N-P) cosS) - oè
s 

(0 sinS) + (m+M) g 

êJ2x· MU2 • dO 
- (m+M) -- + MU cosS - --s~nS - 2MU dt sinS, 

ot 2 R 

èas ( (N-P) sinS) + :s (0 cosS) 

_ (m+M) êJ2y + 2MU dO cosS + MU
2 

cosS + MU sina; 
èt 2 dt R 

however, sin S and cos Sare related to x and y by 

sin S -
oy 
ès i 

ox 
cos S - ès' 

44 

(3.2) 

Using the inextensibility condition and the definition of the 

curvature K, it is easy to prove that 

1 èx 
R as 

Rewriting again (3.2) and (3.3), one obtains 

-È- «N-P) ax) _ ~ (Q ay) + (m+M) g 
as as os as 

_ (m+M) a2
x + 2MU a2

x + MU2 a2
x + w ox , 

at 2 asat as 2 as 

-È- ( (N- P) ay) + ~ (0 ax) 
as as ès as 

- (m+M) êJ2y + 2MU êJ2y + MU2 a2
y + MU ~ys . 

at 2 asat ès 2 u 

(3.3) 

(3.4) 
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In this form, the simi1arity with Bourrières' equations is 

self-evident. Note that K and the condition of inextensi-

bility have already been used implicitly. At this stage, 

Rousselet and Herrmann have manipulated the whole set of 

equations to arrive at a final one. This will be discussed 

after the presentation of their energy method. 

One should emphasize the originality of the 

variational technique used by the authors. Indeed, they 

derived a "Hamilton's principle in the case of a cantilevered 

pipe conveying fluid", different from Benjamin's. They 

started from d'Alembert's generalized principle applied to a 

sin~le particle, and then, introduced a control volume (an 

infinitesimal volume) containing a certain number of 

particles. The fluid particles were allowed to enter or leave 

the control volume with a known motion (U in practice). 

Substituting the resulting particle acceleration to the 

governing equation of motion led them to another expression of 

Hamil ton' s principle for systems of changing mass. The 

description of the derivation can be found in Rousselet' s 

thesis (1975). Finally, a unique equation, identical to the 

one obtained through the force balance method, was found. 

with the different relationships defined in 

Rousselet's thesis, it was possible to convert that equation 

into standard notation. After sorne manipulations, the 

nondimensional equation found is 

il + 2uIJfTJ/(1+TJ/2) +"I! [U2(1+,,/2)-Y(1-~) (1+ ~'I/2)+Uv'Jf(1-~)] 

( 

+ Y'1 1 (1+ ~ ,,/2) + ,,"" (1+'1'2) + 4'1''''''1 111 + '1//3 + 'l' f (i\/2+'I'i\') d~ 
o 

(3.5) 
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Thus, two differences can be pointed out in the 

nonlinear terms of the unsteady velocity. These differences 

come from an error in the following relationship used by 

Rousselet and Herrmann, 

This relationship is correct, but if F is of order 0, then 

tan8 must be taken to the third order, which was not done. As 

explained in section 2.3.2, this relationship (derived in 

2.3.6) had to be rigorous up to order o(e 4). Except for these 

two differences (which might be negligible), (2.41) and ~3.5) 

given by Rousselet and Herrmann are the same. This gives 

confidence in the correctness of the equation derived in this 

thesis, since the derivations are based on two different 

starting points and on two different methods. 

Rousselet and Herman also considered the effects on 

the fluid of the friction or of a pressure drop, and derived 

a flow equation. The two partial differential equations are 

coupled through the nonlinear terms. 

3.1.3 Sethna's work 

Lundgren, Sethna and Bajaj (1979) derived equations 

of motion by the force balance method. The assumptions made 

are the sarne as in the other work; but from a mathematical 

point of view, they tried to be as rigorous as possible. The 

force balance method in section 2.4 follows the same 

procedure, so that aIl their equations were checked very 

carefully and appeared to be exact. They used: 

the condition of inextensibilitYi 

the exact expression for curvature. 

AlI the nonlinearities are related to the (N-P-EIK 2): K is 

nonlinear, but also N-P (axial force and pressure drop) 

through a nonlinear integral. 
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They stopped their derivation at an early stage, 

without taking advantage of the inextensibility condition. In 

their subsequent paper (Bajaj et al. 1980), seme nonlinear 
terms are apparently missing, especially nonlinear velocity­

dependent terms. Under the form of an integrodifferential set 

of equations and neglecting, for the moment, the unsteady flow 
velocity, one may read (Equation 5 in their paper) 

{ 

( àx) 2 + ( oy) 2 _ 1 
as as 

EIylll1 + 2MUy' + MU2y" + (m+M) y - NL, 

(3.7) 

where 

NL - -1.EI..È.... (yI (X"2+y"2) ) - (m+M) -2... ( yI JL (Xlx+yly) dS]' 
2 as as 

8 

At first glance these equations seem wrong (as no nonlinear 

velocity-dependent terms are present); however, they are 

absolutely right. They have been obtained by the force 
balance method in which the evaluation of the nonlinear terms 

related to (N-P) has been carried out by projection onte the 
jth and -;th direction, and not the fth and 5th direction 

(Fig. 2 .1) . The U and u2 terms are actually hidden in the 

nonlinear inertial term. Indeed, eliminating x through the 
condition of inextensibility leads to 

(m+M) y(l_y/Z) + 2MUy l + MU2y" 

+ EI (yllll + 3 y' yI! y'" + 2. y"3 ) 
2 

s 

+ y' J (m+M) (y/2+y 'y') ds 
o 

- yI! ( [ [ (m+Ml (j12+y 'j') dsds -1 (m+Ml }'y'dS) - o. 

(3.8) 
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In arder ta show that this equation can be brought to a 

familiar form, one considers the linear equation and uses a 

perturbation technique, as in Section 2.6. 

From 

(m+M) y + 2 MUy' + MU2y" + EIy'lII - 0, 

one has, after multiplication by y' and integration from 

s to L, 

L L L 

J (m+M) yy'ds- - f [2MUy'yl + MU2y"y'] ds - EI f yllllY'dS 
s s s 

L - -f [2MUy'yl + MU2y"y'] ds + EIyllly' - 1 EIy"2 "2 . 
s 

(3.9) 

Multiplying (1+y,2) throughout (3.8), keeping cubic nonlinear 

terms and replacing nonlinear inertial terms, leads after 

nanipulations to 

(

LB 

- yI! J f (m+M) (y/2+y'y') dsds 
B 0 

+ [ [2MlJy' + MlJ'y"y'] ds - EIyllly' + ; EIy'12 1 
s 

+ yi f (m+M) (y'2+ y 'y/) ds - o. 
o 

(3.10) 
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This equation is obviously identical to (2.41) after the 

addition of the unsteady and gravitation terrns. 

In conclusion, their derivation is irreproachable. 

No linear terms are missing, except the gravit y terms that 

have been neglected. However, the different steps from one 

equation to another were not very cleari hence, verification 

was not easy. They used sorne implicit relationships of the 

curvature (given in Appendix 1) and a perturbation procedure 

that was not explained either. 

Finally, like Rousselet and Herrrnann, they also 

found an equation for the flow velocity, by considering a 

force balance method on a fluid element, 

L 

MCl (U;-U2
) - M J (xx' + yy') ds - MÙL - 0 , (3. Il) 

o 

where Uo is the constant flow velocity when the tube is not in 

motion, Cl represents the resistance to the fluid motion 

(proportional to a friction factor) and MClUo
2 represents the 

constant pressure force at the fixed end s = 0 of the tube. 

3.2 CASE OF A PIPE FIXED AT 80TH ERDS 

In this section, three papers are discussed, as they 

are representative of aIl the derivations. Again, a 

standardization of the notation is undertaken. Many 

differences have been found, most of them due to the 

assumptions made, but sorne of them also due ta erroneous 

derivation. 

3.2.1 Thurman and Motels work 

As pointed out in the Introduction, Thurrnan and Mote 

(1969) were mainly concerned with the oscillations of bands of 

moving materials. They considered an axially-moving strip, 

simply supparted at its ends, and tried to show how the axial 
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motion could significantly reduce the applicability of the 

linear analysis. The centreline being extensible, 

nonlinearities are associated with the axial tube elongation 

and the extension-induced tension in the tube. Therefore, the 
strain and the tension have the general form 

e -
(3.12 ) 

since they considered a linear moment curvature relationship 

and a linear approximation for the velocities, the equations 

of motion they obtained are 

EI V"" -(To-MU2
) v" + 2MUv'+ (m+M) V - (EA-T.) (l.v'2VI +U'VI +U"V') 

o 2 

Mü - EA u" - (EA - To) v'v". 

(3.13) 

These are actually a simplified set of (2.65). The 

differences come from the assumptions made: 

no gravit y forces, 

steady flow velocity, 

linear moment-curvature relationship, 

simple approximation of the fluid velocity. 

Consequently, on the basis of the assumptions made, 

the equations derived are correct, which should be underlined 

as they were derived more than twenty years agol 

3.2.2 Holmes' work 

Holmes was one of the first to use the new tools of 

modern dynamics, and thus, he was not concerned w i th the 

derivation of the equations. He only considered the nonlinear 

term associated with the deflectjon-induced tension in the 

pipe. From the linear equations obtained by Paldoussis and 

Issid (1974), he added the effect of the axial extension. To 
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a first order appro>cimation, he considered the axial force 

induced by lateral motions equal to 

with 

H - oA - (Ee + 'lè) A, 

L 

e - - ~f (yI) 2 ds, 
o 

and with the assumption of Kelvin-Voigt viscoelasticity. 

Thus, the axial force H is added to the linear equation, where 

L L 

H - - EA f (y/2) ds - ~ J (y/yI) ds. 
2L L o 0 

(3.14) 

The addition of this extra deflection-dependent 

axial force leads to one equation with two cubic, nonlinear 

terms. Consequently, the only essential nonlinearity is 

related to the extensibility. This is explained by the fa ct 

that his work took place at an early stage in the research in 

th~ field of nonlinearities. As a mathematician, he was more 

interested in studying an existing equation rather than 

deriving it. Of particular interest is the manifestation of 

nonl inear viscous damping. However, 

Voigt viscoelasticity for the 

approximation (Snowdon 1968). 

the assumption of Kelvin­

pipe is already an 

3.2.3 Namachchivaya and Tien's work 

This study is one of the most recent ones and is 

thus, of particular interest. The equation of motion is 

derived from the energy principle, and the methodology follows 

the one proposed by Pal.doussis and Issid (1974), who were 

looking for a linear equation. 

A linear moment-curvature relationship is assumed, 

and gravit y is neglected. 
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For the axial strain, first order nonlinearities are 

considered, leading to 

v - EA 
2 

L 

J ( To + u l + 1.. V 12 ) 2 dx. 
EA 2 

(3.15) 

o 

This is not justified, as explained in section 2.3.2. Indeed, 

to find 3rd order nonlinearities, the strain energy has to be 

exact to the 4th order, which is not the case here. Moreover, 

with the above definition and the application of the 

variational techniques, expressions in the u and v directions 

should appear (equation in ~u and ~v), which are missing. 

concerning the expression of the kinetic energy and 

Hamilton's principle, the following comments may be outlined. 

a) Hamilton's principle is used in its linear form 

C2 C2 

Ô J L dt - f [-MU2 ~CL + MU(vL + UVII)ôVL ] dt, (3.16) 
Cl Cl 

with the definition of the axial contraction 

x 

C - 1 J V l2 d' x 2" 'w. 
o 

t!;here is no justification for doing so in a nonlinear 

analysis. 

b) with the ab ove definitions, CL ~ 0, so that the right-hand 

side of (3.16) does not vanish, which is in contradiction with 

the derivation made. 

c) As in the potential energy case, the kinetic energy must 

be exact to 4th order. Namachchivaya and Tien took the 

following expression 
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This hybrid expression is incorrect (the factor U is 

missing in front of Cx); even if correct, it would only be 

valid for a linear analysis of the cantilevered pipe (Housner 

1952, Mclver 1973 and section 2.7.4). Finally, the equation 

obtained is 

By defining an average axial strain 

L 

1 J V 12 dx, 
2L o 

this equation, in the end, is the same as the one derived by 

Holmes ( 1977) . consequently, sorne terms invol v ing EA are 

missing, as weIl as nonlinear terms associated with the fluid 

velocity. Many mistakes were found in the derivation itself. 



", 

CHAPI'ER IV 

LINEAR ANALYSIS 

54 

Systems of physical interest have parameters which 

appear in the defining system of equationsi for example, in 

the present study, such parameters are the flow velocity U, 

the mass ratio P and the spring stiffness K. In dynamics, 

this is described by the following equation 

x - fil (x) ; (4.1) 

where J.I. represents a k-dimensional parameter (Iooss and Joseph 

1981) • Bifurcations are said to occur when the system 

exhibits more than one, and usually qualitatively different, 

states as the system parameter J.I. goes through a cri tical 

value. A bifurcation set consists of the loci in J.I.-space 

which correspond to systems for which structural stability 

breaks down in specifie ways. Bifurcation diagrams are the 

loci in the (x,J.I.) product space of parts of the invariant set 

of (4.1). Local bifurcations occur when some eigenvalue of 

the linearized system at a fixed point crosses the imaginary 

axis. It is therefore interesting to study the behaviour of 

the linearized system as a function of the system parameters. 

Consequently, the matrix [A] found in Chapter II (equation 

2.70) is studied in great detail. Of course, when only two 

modes are considered, [A] is a 4 x 4 matrix. 

Sorne classical bifurcations are sought by analyzing 

the eigenvalues of the matrix [A]: 

- the Hopf bifurcation: [A] has a pair of 

purely imaginary 

eigenvalues; 

- the Saddle-Node bifurcation: [A] has a zero 

eigenvalue; 

- a Doubly-Degenerate bifurcation: [A] has both of 

them. 
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For a low dimensional problem, two different methods may he 

applied: Routh's criteria and a direct eigenvalue analysis. 

4.1 ROUTH'S CRITERIA 

4.1.1 Presentation of the method 

Routh (1960) proved that if the characteristic 

equation can he written as 

(4.2) 

then, a necessary and sufficient condition for stability is 

that, provided an is positive, aIl the test determinants T1 ta 

Tn should be positive, where 

o 
T3 an- l an- 2 an - 1 

an- s an-4 an - 3 

(4.3) 

If (4.2) is a quartic, these conditions become: 

static stability boundary: Â = 0 

i.e.: a o < 0 ~ statically unstable 

a o > 0 ~ statically stable: 

dynamic stability boundary: T3 = 0 

and a 1/a3 > 0 where 

T3 = a1 a z a 3 - ao a 3
z - a 4 a/: 

double degeneracy condition: ao = 0 

and T3 = 0 which leads to 

a o = 0 and a 1 = a z a 3 , 

since a 4 can be taken equal to 1. 
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AlI the coefficients a o to a 4 were computed 

analytically as functions of the main parameters U, y, P, K 

and ~s using MACSYMA (Rand 1984) and are presented in 

Appendix 5. 

4.1. 2 Resul ts' 

AlI the conditions a o = 0, Tl = 0 and a, = a 2 al are 

computed, solved nllmerically and then plotted in the parameter 

space. 

i) Case without a spring 

The boundary conditions are represented in the 

(P,U) space and in the (y, U) space, with y and p as control 

parameters, respectively. 

For static instability (curve ao = 0 in Fig.4.1(a) 

independent of P) , the correspondence with previous results is 

excellent (Fig.4.1(b) taken from Pa1doussis (1970», since the 

instability always occurs in the same mode and the influence 

of higher modes is not very important. 

For dynamic instability (Figs.4.1-4.2(a,b), the 

correspondence is good, quantitatively and qualitatively, only 

when P is small (P < 0.2). For larger values of P, the 

influence of higher modes is considerable, which explains the 

differences found. Notice also the qualitative difference for 

very srnall values of p. Pa1doussis in 1969, wrote "for still 

lower values of y (y < -55.9), both the first and second mode 

frequencies, for U = 0, lie on the imaginary axis. with 

increasing flow, the system does not regain stability." This 

is not what was found vith Routh's criteria, which shows the 

existence of a minimum value of Ucrltlcal not equal to zero. 

In fact, the resul ts presented in Fig. 4.1 (a) and 

Fig.4.2(a) are incomplete, since only the condition Tl = 0 was 

, It should be mentioned here that aIl the parameters are 
varied, except the damping coefficient a = 0.005. 
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taken into account. Since a3 is always positive (Appendix 5) , 

the investigation of the coefficient a, (Fig.4.3) leads to the 

conclusion that Routh's criteria provide results only on the 

right side of the curve a, = o. This demonstrates the 

limitations of the method: coupled-mode flutter cannot be 

predicted by Routh's criteria. Therefore, information 

concerning the dynamics may sometimes be lost. 

Fig.4.4(a) shows that double degeneracy conditions 

are possible, since the two curves, ao = 0 and a, = az a 3 cross 

for sorne (p, y) pair. These conditions are discussed in 

detail in the next section. 

ii) Case with a spring 

This case is general as it does include the previous 

when K = o. It should be mentioned that the location of the 

spring is kept constant here, ~s = 0.8, for clarity. When 

this value was modified, only a qualitative change in the 

figures was observed. 

Again, divergence is represented by the curve 

a o = o. This condition is a second order equation in y (for 

fixed U), leading consequently to either zero, one or two 

value(s) of y a as solution (Appendix 5). The shapes of the 

solution curves can be divided into two classes, represented 

by the case K = 0 and the case K = 100 (Fig.4.5). For low 

values of K, divergence occurs only for negative y, while it 

becomes possible for positive ones for large values of K. 

Hence, for a constant positive y (hanging pipe), buC'kling 

occurs only if the stiffness is greater than a critical value 

Ker. However, this critical value can be modified by changing 

the location of the sprinq: the bigger ~s' the smaller Ker. 

For flutter, Fig.4.6(a,b,c) illustrates the 

influence of the different parameters. The projection of the 

condition T3 = 0 in various planes illuminates the influence 

of the param~ters on the dynamic stability boundaries. For 

example, for a constant y, the critical flow velocity 
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increases with~. One should note the qualitative similarity 

in each figure when a control parameter is changed. Again, 

only sma 11 values of ~ (~< 0.3) have been cons idered to 

satisfy the condition of the two-mode-model assumption. It 

should aIse be emphasized that the resul ts agree very weIl 

with those given by Sugiyama et al. (1985), for the same 

number of degrees of freedom. Moreover, this two-mode 

approximation has an error of 1% for divergence and 10% for 

flutter, at ~ = 0.25, in comparison with an infinite 

dimensional model (Sugiyama et al. 1985). Thus, in an 

investigation of the qualitative behaviour of the pipe, this 

linear analysis is sufficient to provide a complete set of 

parameters (U, y, ~, K) to study aIl types of bifurcation. 

Indeed, this thesis is more concerned with the post­

bifurcation behaviour than with the actual critical parameters 

where instability occurs, as will be seen in Chapter V. 

The double degeneracy conditions were also studied 

extensively (Fig.4.7). As explained previously, these 

conditions are met when ao = 0 and a, = az a 3 , written as 

{ 

fl ( U, y , ~ ,K) - 0, 

f 2 (u,y,p,K) - O. 

From a numerical point of view, three of the four parameters 

are kept constant, and the fourth one is varied until the two 

conditions are satisfied. Of course, the two conditions are 

not always satisfied. Again, two different types of solution 

are found. 

When K < 40, Uer = f (y, P) is a "closed loop" , i.e. 

a curve which retraces its path (no hysteresis). Fig.4.7(a) 

represent a projection of those clesed loops in the (y, U) 

plane, for different values of K, when p is varied as a 

control parameter (0 < P < 0.3). These closed loops are 

explalned by the fact that the curve ao = 0 is independent of 

p while the curve a, = az a 3 is not univalent (or one-to-one) 
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as a function of p, in the (P, u) or (P, y) plane (see 

Fig. 4.4 (b) ) . For small values of K, the range for y to 

achieve a double degeneracy condition is rather small. 

Moreover, y is negative in this range. This is not 

surprising, sinee the static instability is only due ta the 

effect of gravit y, when the stiffness of the spring is small. 

When K > 40, all the curves have the same qualita­

tive shape. Thus, only the results for K = 100 are presented. 

The range for y is much larger, and the relevant faet is that 

double degeneracy can occur for positive values of y 

(achievable more easily experimentally). Fig.4.7(c,d,e) 

represents different projections in the parameter space of 

the same conditions. They are, however, use fuI as they 

complete one another. 

4.1.3 Conclusion 

An extensive study of the linear equations was 

undertaken, bringing out the influence of each parameter on 

the critical conditions. It is important to mention that aIl 

the degeneracy conditions may be satisfied with various sets 

of parameters, which is remarkable. Hence, it will be easy to 

adjust the theoretical values ta sorne experimental ones ta get 

aIl the possible instabillties. Therefore, in the theoretical 

study, only a few sets of parameters are considered, without 

loss of generality, since only quantitative differences may be 

observed, if these parameters are modified. 

4.2 DIRECT EIGENVALUE ANALYSIS 

since the analysis of Routh' s criteria can only 

provide the boundaries of the instabilities, and in order ta 

check the results previously obtained, a direct eigenvalue 

analysis was undertaken. Indeed, from Figs.4.1 - 4.6, it is 

difficult to tell what kind of instability occurs. 
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Two specifie examples from the previous resul ts were 

chosen; a complete study of the influence of aIl pararneters 

would not yield a better insight into the problem, since rnost 

cases are qualitatively equivalent. Hence, the following 

cases were chosen: 

a case without a spring: K = 0 and p = O.OOli 

a case with a spring: K = 100 at C = 0.8 .. 
and P = 0.18. 

The "poverty" of the resul ts obtained by Routh' s 

criteria for these two cases is shown in Fig.4.8(a,b). Only 

the boundaries can be represented, and it is not obvious how 

the system behaves within or outside thern. 

In the four-dimensional space (q" qz, q" qz), as 
weIl as in the infinite one, the origin (O) is always a fixed 

(or equilibrium) point. To investigate its stability, the 

linearized form of the equation is solved for its eigenvalues 

li' i= 1, •.. ,4. 

For a particular system, the four eigenvalues are 

plotted in the form of an Argand diagram (the irnaginary part 

of the eigenvalue versus the real part), wi th the 

dimensionless flow velocity U as a parameter. 

4.2.1 Case without a spring 

AlI the resul ts are surnrnarized in Fig. 4.9, for 

different values of y. Each value of y has been chosen to 

represent a different qualitative phenomenon. 

i) y > -8 (y = 0 in Fig. 4 .9 (a) ) 
For low dirnensionless flow veloci ty U, the four 

eigenvalues are in two complex conjugate pairs, '"2 = 1*1 and 

1*4 = '"3 with negative real parts2
; the origin is stable3

• 

2 The "*,, denotes the cornplex conjugate of the eigenvalue. 

3 The negative real part at U = 0 cornes from the effect of the 
viscoelastic dissipation. It may be recalled that a = 0.005. 
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For U = 4.42, the real part of the first pair, Re (À'2)' , 
becomes zero, while lm (À, 2) ~ o. This situation corresponds , 
to the well-known Hopf bifurcation, U = UH' represented 

physically by flutter-type, or in the nonlinear domain by 

limit-cycle motions. 

The real parts of the other two eigenvalues À3 , Â4 

remain negative with increasing U, and, hence, play no role in 

the stability of the system. This case corresponds 

qualitatively to system parameters used previously by 

Paldoussis et al. (1989) and confirms their results. 

ii) -31.4 < Y < -8 (y = -20 in Fig.4.9(b» 

For zero nondimensional flow velocity, the situation 

is completely different from that in Fig.4.9(a). The first 

"pair" (À" À2 ) is wholly real with À, positive, while the 

other pair still remains a complex conjugate with negative 

real parts. Thus, the origin is statically unstable at U = 0, 

since no oscillatory component is associated with an 

eigenvalue with positive real part (lm O.,) = 0 and Re 

(À,) > 0). Physically, this corresponds to a case of 

divergence: the pipe is buckled under its own weight, and 

buckling occurs in the first mode. 

When U is increased, the system regains stability 

(À, = 0 at U = 2.9). As will be proved later (Chapter V), 

this corresponds to a subcritical pitchfork bifurcation. 

Finally, at U = 3.55, the same case as in i) is 

encountered: the origin becomes unstable again (but 

dynamically, not statically) through a Hopf bifurcation. Note 

that the other two eigenvalues still play no role in 

determining stability (negative real part) ; both 

instabilities occur in the first mode. 

iii) 48.43 < Y < -31.4 (y = -40 in Fig.4.9(c» 

Again, at zero flow velocity, the or1g1n is 

unstable; but this time, the system does not regain stability. 
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At U = 2.65, the second real eigenvalue Âz also becomes 

positive. Physically, no change can be observed, since no 

oscillatory component is invol ved yet. However, for a 

slightly higher flow velocity, U = 2.68, Â, and Â2 coalesce to 

become eventually complex conjugate again, but with positive 

real parts. At this point flutter-type motion may arise4 • 

iv) -31.4 < Y < -57.5 (y = -55 in Fig.4.9(d» 

From a physical point of 

the same case as iii). However, 

arise due to the coupling between 

mode, at U = 1.8. 

view, this corresponds to 

flutter-type motions now 

the f irst and the second 

Notice that the mode coalescence at U = 1.67 is not 

physically significant, since the eigenvalues have negative 

real parts. 

v) y < -57.5 (y = -60 in Fig.4.9(e» 

At zero flow velocity, two eigenvalues are positive; 

while the other two are negative. The instability is static; 

since aIl four eigenvalues are real, the system is buckled 

either in the first or the second mode. Coupled-mode flutter 

arises at U = 1.5, as in the previous case. 

4.2.2 Case with a spring 

The procedure followed is the same as in the 

previous section, U and y being the parameters varied. 

i) Y > 80 (y = 100 in Fig.4.10(a» 

This corresponds again to the "traditional" Hopf 

bifurcation, since the system loses stability because a pair 

of complex conjugate eigenvalues crosses the imaginary axis 

4 This flutter is also called coupled-mode flutter, even 
though it cornes from the coalescence of two associated eigenvalues. 
A distinction should, however, be made. 
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with a non-zero frequency, at U = 13. For high values of y, 

the spring only adds sorne stiffness to the pipe but is unable 

to cause any static instability. 

ii) 4.96 < Y < 71.94 (y = 60 in Fig.4.10(b» 

It is important to note that different types of 

instability may occur. For low dimensionless flow velocity U, 

the origin is obviously stable. For higher flow velocities, 

one conjugate pair of eigenvalues becomes wholly real 

(U = 8.55) until one of them eventually becomes positive 

(U = 11.47). This point corresponds to the static instability 

or divergence. For still higher U (U = 12.48), the system 

loses stability through a Hopf bifurcation, as the other pair 

crosses the imaginary axis. Finally, at U = 15.07, the first 

eigenvalue crosses the imaginary axis again, but fram the 

right to the left, meaning that the system again regains 

"static" stability. This value, in practice, has no real 

physical meaning, since the system has lost dynamic 

instability prior to this. However, the boundaries found from 

the previous analysis (Routh 1 s criteria} are now clearly 

explained. 

The two extreme cases, y = 4.96 and y = 71.94 are 

qualitatively different: in the first case, a double zero 

eigenvalue occurs (Fig.4.10(c»; in the second, double 

degeneracy conditions (one zero eigenvalue plus one pair of 

complex conjugate eigenvalues with zero real part) occur 

(Fig.4.10(c,d» . 

iii) 71.94 < Y < 80 (y = 75 in Fig.4.10(e» 

This case corresponds to a hybrid form of a) and b) : 

a Hopf bifurcation occurs first (U = 12.63); followed by 

static instability (U = 12.96), and by a restabilization at 

U = 14.69. Again, from a physical point of view, only the 

flutter-type motions can be observed. 
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iv) y < 4.96 ( Y = -40 in Fig.4.10(f)) 

From Fig.4.10(f), it. is obvious that no dynarnic 

instability occurs. The sys~.:em loses stability through a 

pitchfork bifurcation at U = 3.439, and, with increasing flow 

veloci ty, a second static instabil i ty occurs. No 

restabilization is foundi from a physical point of view, two 

different static equilibria may be observed. Consequently, 

for y < 4.96, the top curve a o = 0 in Fig.4.8(b) no longer 

represents a restabilization, but rather a second static 

instability. 

v) Remarks 

With this direct eigenvalue analysis, it is now 

possible to distinguish more precisely the different regions 

of stability. Indeed, for the a o curves, static 

restabilization or instability in the second mode may occur, 

depending on the value of Yi it is important to note that 

Routh's criteria are unable to distinguish between these two 

physically distinct phenomena. Hence, the complete stability 

map obtained from the linearized equations can be drawn 

(F ig .4 . Il (a, b) ) . 

Finally, i t should be recalled that the study of the 

linearized system near the origin has limitations. 

Theoretically, it is not possible to study the behaviour of 

the system after bifurcation. Thus, the study of the 

linearized system is only valid for the first instability. 

concerning the restabilization (and other bifurcations), this 

also strictly appl ies to systems that are l inearly l.!n~table at 

U = 0, as U is increased. When static instabilicy occurs, a 

new analysis can be undertaken near the new fixed point which 

behaves, from a topological point of view, like the origine 

This will be done in the next chapter, since the inclusion of 

the nonlinear terms is necessary to find the position of the 

new "origin." 
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Whereas the linear approximation of the system can 

only predict the instabilities of the origln, the nonlinear 

analysis may provide a deeper and more interesting insi;ht 

into the problem. 

One usually starts the study of a nonlinear system 

dx/dt = f(x) by finding the zeros of f, i.e. 

f(x) - o. (5.1) 

These zeros, xo' are referred to as fixed points, equilibria 

or stationary solutions. Linearization at these points can 

characterize the behaviour of solutions near xO. This is done 

by studying the linear system 

(5.2) 

where Df = [af;/aXjl is the Jacobian matrix of the first par­

tial derivatives of the function f at the fixed point xO' and 

~ = x-xo' I~I« 1. 

Actually, the study of the linearized system defined 

by (5.2) can only provide qualitative responses of the 

nonlinear system in some cases, namely when Df(xo) has no zero 

or no purely imaginary eigenvalues (Hartman-Grobman theorem). 

When Df(xo) has no eigenvalues with a zero real part, Xo is 

called a hyperbolic or nondegenerate fixed point. Hence, from 

a practical point of view, the interesting problem is to find 

the degenerate fixed points. This was done partially in 

Chapter IV, since the origin 0 is a "natural" fixed point; 

the stability of the origin was investigated through the 

eigenvalues of the linearized matrix [A]. 

Consequently, the next task is to find the other 

zeros of the nonlinear system and to investigate their 

stability. 
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However, nonlinear systems possess limit-sets other 

than fixed points which are the simplest type of limit-sets. 

For planar flows, for example, aIl possible "non-wandering 

sets" fall into three classes: 

fixed points; 

closed orbits; 

the union of fixed points and the trajectories 

connecting them. 

The third class will be discussed in detail in section 5.3. 

The second one, the closed or periodic orbits, appears very 

frequently, especially after a Hopf bifurcation. However, as 

Holmes (1977) underlined, this is not the only waYi the Hopf 

bifurcation only describes the behaviour near the origin 0, 

the newly unstable fixed point. In a general nonlinear case, 

where globally-attracting nonlinear terms exist (as in the 

present study), other attracting l imi t-sets may exist. By 

definition, "flutter exists when the state of the system falls 

into the basin of attraction of a 1 imi t cycle or of a 

recurrent motion. As t - 00, the state tends to [either] one 

of periodic, almost periodic, or "strange" non-periodic 

oscillations of limited amplitude" (Holmes 1977). The present 

study will prove that flutter with the above definition exists 

in the system, and will explain why, numerically and 

analytically. 

Then, a deep analysis of the system near sorne 

bifurcation points, with the new tools of nonlinear dynamics, 

will a]low a more precise clarification of these points. The 

use of the centre manifold and normal form theories gives 

complete bifurcation sets in the (y, U) plane. The 

investigation of doubly-degenerate fixed points is of 

particular interest, and leads to the notion of chaos which 

occurs only in sorne very particular cases. 

In the last section, in order to increase the 

possibilities for chaos to occur, other nonlinearities are 

introduced into the system: specifically, the effects of 
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motion-limit constraints, modelled by a cubic spring, are 

studied, and a comparison with previous studies is undertaken. 

5.1 STABILITY OF THE FIXED POINTS 

In this section, efforts to find aIl the fixed 

points of (2.70) and investigate their stability will be 

undertaken. The approach is similar to that used in Chapter 

IV, but the fixed points other than 0 have to be determined 

first. 

5.1.1 Methodology 

Recalling that the equations of motion are 

{

qi-Pi' 

Pi - - kijqj - cijP.1 - a,ijklqjqkql 

- P ljkl%qkPl - Y l]kl%PkPl' 

the fixed points are given by 

{ 

~i - 0 , 

Pi - 0, 

that is to say 

(5.3) 

For a two-mode model, i = 2, two nonlinear equations 

with two unknowns q1 and q2 are solved. Since the coefficients 

a,'Jkl are computed numerically, it is impossible to find 

analytic solutions to the problem. Once (q01' qOz) are found, 

the stability of that new fixed point is investigated through 

a perturbation 
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which leads, to a first order approximation, to 

Ù· -~ 

v· -~ 

- 0, 

i. e. 

The system (5.4) can be transformed into a matrix form 

(5.4b) 

[AD] being a function of k ij , cij' uijkl and P1jkl' and ha. ing a 

dimension of 4 for a 2-mode model. 

Depending on the parameters, different qualitative 

and quantitative behaviours may be found. As in the linear 

analysis near the origin, K, ~s and pare kept constant, 

K = 100, ~s = 0.8 and p = 0.13. Depending on the values of y 

and U, none, two or four fixed points may exist in addition to 

the zero fixed point (see section 4.2.2 and Fig. 4.11 (b» . 

Hence, an 

relevant, 

Argand diagram for the new fixed points is not 

and another notation (Holmes 1977) is used to 

present the results found. The fixed point 0 corresponds to 

the pipe lying along the x-axis (initial position) and is 

represented by {Ole Due to the symmetry of the problem, the 

first new pair of fixed points can be represented by {±1}, and 

the second pair by {±2}. The stability of each point ctepends 

on the four eigenvalues of the matrix [AG] defined by (5.4). 

The four eigenvalues are represented by a quartet 

Â. = (±,±,±,±), where "+" stands for an eigenvalue with a 
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positive real part, and "_II for an eigenvalue with a negative 

real part. For example, a stable fixed point is represented 

by À = (-,-,-,-), and if it undergoes a Hopf bifurcation, it 

becomes À = (+,+,-,-). Similarly, a saddle-node bifurcation 

is characterized by ).. = (O,±,±,±) and a doubly-degenerate 

fixed point by ).. = (O,O,o,t). 

5.1.2 Results: sorne cases are discussed separately. 

i) y = 76 (Fig.5.1(a» 

The origin {O} = (-,-,-,-) is stable for small flow 

velocities. It undergoes a Hopf bifurcation (+,+,-,-) at 

U = 12.65 and a pitchfork bifurcation at U = 13.10, where 

(±1) = (+,+,-,-), an unstable fixed point, appears (see also 

Section 5.2). {a} and {:rI} coalesce at U = 14.72, the 

veloci ty at which a saddle-node bifurcation occurs, (O) = 
{±1} = (+,+,0,-). Physically, this means that there exists 

one unstable static equilibrium position in the veloci ty range 

12.65 < U < 13.1, and three unstable static eiquilibria 

positions when 13.1 < U <14.72; flutter type motion is 

predominant for U >12.65. 

ii) Y = 60 (Fig.5.1(b» 

The stable origin (O) becomes unstable through a 

pitchfork bifurcation (+,-,-,-) at U = 11.47. Two stable 

static equilibria appear, (±1} = (-,-,-,-), until U = 12.43 

where subcritical Hopf bifurcations occur (+,+,-,-). Again, 

limit-cycle motion may be present, since no stable equilibrium 

exists. At U = 12.48, it is the origin {a} that undergoes a 

Hopf bifurcation. The three fixed points {O} and {±1} 

coalesce at U = 15.07 (À = (+,+,0,-». A numerical 

investigation confirms the results found: limit-cycle 

oscillations were found before the first Hopf bifurcation at 

U = 12.43, due to the subcritical bifurcation of {±1}. The 

orbit is attracted either by one of the stable fixed points or 

by the attracting periodic limit-set. 



.. 
70 

iii) Y = 20 (Fig.5.1(c» 

Again, the origin {O} is stable for small flow 

veloci ties, and undergoes a pi tchfork bifurcation (+, -, -, -) at 

U = 8.45. The unstable origin (0) undergoes another 

bifurcation at U = 13.23, a Hopf bi furcation. Thus, i t 

becomes unstable from a dynamic point of v iew (Â = (+, +, +, -) ) . 

At U = 13.81, the two static equilibria also become unstable 

through a subcritical Hopf bifurcation (+,+,-,-). For still 

higher flow velocities (U = 14.85), a static bifurcation 

occurs at the origin {O} which restabilizes in one mode 

(+,+,-,-) (but {O} is still unstable); a second unstable pair 

of equilibria {±2} exists, (+,+,+,-) which is also unstable. 

Hence, five unstable fixed points coexist in the system. 

Fi"lally, the two pairs {±1} and {±2) coalesce at U = 15.4 

through a saddle-node bifurcation (+,+,0,-), and disappear for 

higher flow velocities. 

Fr.om a physical point of view, one may observe 

limit-cycle motions for U > 13.81, and both static equilibrium 

and limit-cycle oscillations in the velocity range 

13.23 < U < 13.81. Qualitatively, this was also found by 

Holmes (1977) in the panel flutter problem. 

iv) y = -60 (Fig.5.1(d» 

This case corresponds to a "standing" pipe, and the 

origin {O} is a saddle for small velocity (+,-,-,-), and two 

stable equilibria {±1} = (-,-,-,-) existe At U = 12.71, the 

origin undergoes another static bifurcation (+,+,-,-), and the 

second pair {±2} of equilibria appears (+,-,-,-), until U = 16 

where the two pairs coalesce. Physically, one should only see 

one equilibrium. Sorne flutter-type motions have, however, 

been observed numerically (see next section). 

5.1. 3 Physical implications 

The results found in the previous section are very 

interesting. For certain flow velocity, different steady-
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states may exist in the system: stable equilibria, unstable 

equilibria and periodic limit-sets coexiste To better 

understand the previous bifurcation diagrams, it is helpful to 

examine the phase flow portraits for sorne special parameters 

(see Appendix la for construction). 

For y = -60 and U = 7.5, {O} is a saddle-point and 

two stable equilibria existe Fig. 5.1 (e) illustrates the 

stable and unstable manifolds of the origin {a}: aIl solutions 

tend to one of the stable equilibria. The pipe is unstable 

from a static point of view, i.e. it is buckled. 

For y = -60 and U = 13.1 the dynamics are more 

complicated: five equilibria exist (Fig.5.1(f». The origin 

{a} is a saddle, as weIl as the second pair {±2} (not aIl the 

stable and unstable manifolds have been computed for clarity) . 

The first. pair t ±1} is "weakly" attracting. Flows with 

initial conditions close to the equilibrium are attracted by 

one of the fixed point {±1}. However, other attracting sets 

also exist: one may observe either oscillations around one of 

the equilibria or global oscillations around the five 

equilibria. Those oscillations do not come from local 

bifurcations; as in the case of the pendulum, they represent 

an energy state for which the oscillations do not die out. 

For Duffing's equation for example, solutions lie on level 

curves of the Hamiltonian energy H of the system. These 

solutions are closed orbits representing a global stability 

state (Guckenheimer and Holmes 1983). 

The case y = -80 and U = 8.76 in Fig.5.1(g) depicts 

the boundary between two states: for U < 8.76, no closed orbit 

can be found, even with very large initial conditions. The 

lirnit-set tracks flows with big initial conditions, but it is 

not "suficiently attracting". The flow is finally attracted 

by one of the stable equilibria. Nurnerically, this process of 

finding the critical velocity U can be repeated for different 

values of y. The stability map of Fig.4.11(b) can be th en 

cornpleted (Fig.5.1(h». 
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5.2 STANDARD FORMS, CENTRE MANIFOLD, NORMAL FORMS 

The main purpose of this section is to describe 

qualitatively the dynamics of t~.e system. The ide a is to 

reduce the dimension of the syEitem at the degenerate fixed 

points, so as to be able to study it in a clearer, simpler 

way. 

The asymptotic behaviour of the solution near a 

hyperbolic or nondegenerate fixed point is deterrnined by 

linearization. Hence, in this case, there exist local stable 

and unstable manifolds wS

loc ' wU

loc ' of the same dimensions n." 

nu as those of the eigenspaces ES, EU of the linearized system, 

and tangent to ES, EU at the fixed point (Guckenheimer and 

Holmes 1983). The behaviour of the system on those stable or 

unstable manifolds is completely defined. 

In the case of a degenerate fixed point (i.e. with 

at least one eigenvalue with zero real part), a third 

component, tJ.1e centre manifold WC

loc ' tangent to the centre 

eigenspace EC
, has to be taken into account. The stability 

properties of the dynamical system along the stable and 

unstable manifolds are known, so that one can restrict the 

study of the dynamics near the degenerate point to the study 

of the flow on the centre manifold. This is the main idea of 

centre manifold theory (Carr 1981). For examplA, if the fixed 

point contains a single zero eigenvalue, the dimension of the 

centre space is one, and if the degenerate fixed point has a 

pair of purely imaginary eigenvalues, the dimension of the 

centre space becomes two. 

The centre manifold theory is important, especi~11y 

in the case of high or infinite dimensional problems, since 

one thereby extracts an essential model on a low dimensional 

space that captures the local (bifurcational) behaviour. 

Consequently, after putting the system in its standard form, 

one determines the centre manifold and the subsystem on this 

manifold. Combined with bifurcation theory, i. e. when the 
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Systd~ has variable parameters, the method is particularly 

powerful. Indeed, for low-dimensional problems, a complete 

Cldssification of most of the "famous" bifurcations was 

undertaken twenty years ago (Takens 1973, 1974) and can be 

applied directly in this thesis. The resulting "simplified" 

subsystems are called normal forros. 

5.2.1 Standard forms 

In this section, the standard forms are formulated. 

Depending on the degree of degeneracy of the fixed point, 

different situations may arise. 

Recalling first (4.1), 

(5.5) 

one wants to find a value ~o for which the flow of (5.5) is 

not structurally stable, and draw the qualitative aspects of 

the flow for sroall changes of~. The classification of the 

bifurcations mentioned in the previous section is based on the 

theory of transversality in differential topology. 

Many possibilities can be listed, depending on the 

Jacobian derivatives Dxf~ evaluated at the bifurcation point 

(xo' ~o). Thus, for a simple zero eigenvalue, 

(5.6) 

for a simple pure imaginary pair, 

(5.7) 
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for a double zero, nondiagonalizable, 

(5.8) 

and for a simple ~ero plus a pure imaginary pair, 

(5.9) 

In each case [M] is a matrix of appropriate 

dimension, with aIl nonzero real-part eigenvalues. 

Consequently, starting from the original equation 

y - [A]y + ef(y) + €v[B(t)]y, (5.10) 

evaluated at the critical values, the system may be brought 

into one of the standard forros cited ahove. Before giving 

this standard form for the three different (degenerate) 

situations, let us recall sorne properties of matrices. 

If [A] is a real 4 x 4 matrix (the case of an N x N 

matrix is identical), it can be put either into a diagonal 

form or into its Jordan form, 

[A'] - [A] - [À 1] 1 (5.11) 

or 

À1 1 0 0 

0 À2 1 0 
[A'] - (5.12) 

0 0 À3 1 

0 0 0 À4 
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If the four eigenvalues are real, the transformed 

matrix is still real, which is the most simple case. However, 

assuming that the eigenvalues of [A] are (in general) complex 

conjugates 

À. k - ok + i<.t.> k' 

none of the above forms «5.11) and (5.12» is satisfactory 

since the transformed matrix [A'] becomes complexe In this 
latter case, let Vk be the eigenvectors associated with the 

eigenvalues Âk. By definition, 

(5.13) 

These eigenvectors can also be written generally as 

(5. 14) 

with Vk
R standing for the real part of {Vk } and Vk

l for the 
imaginary part. Hence, from (5.13), 

i. e. 

{

[A] {Vk
R

} - a k {Vk
R

} - W k { V/} 

[A] {V/J - (a}k{Vt} + 0k{V/}, 

(5. 15) 

Constructing the modal matrix [Pl consisting of the real (V
k

R) 

and imaginary (Vk
l ) parts of the eigenvectors, the transformed 

matrix [A' ] becomes 

01 -<.t.>l 0 0 

[A'] 
<.t.>l al 0 0 - (5.16) 
0 0 °2 -<&>2 

0 0 <">2 O2 
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The matrix [A'] in this new basis is real again, 

which is desired. Letting 0, = 0, for example, leads 

immediately tu the form (5.7). 

In the case of a zero eigenvalue, by taking the 

modal matrix [Pl = [V"V2 ,Re(V3),Im(V3)], the matrix [A'] 

becomes 

0 0 0 0 

0 01 0 0 
[A'] - , 

0 0 O 2 -<">2 

0 0 <">2 O 2 

(a, < 0) • The other cases can be constructed similarly, 

except for the double zero eigenvalue when one has to find the 

Jordan form (Appendix 6). 

Finally, after constructing the modal f'latrix [P] and 

letting y = [P]x, the system can be brought into the standard 

forro, 

x - [A']x + e[p-l] f( [p]x) + ev[p-l] [B] [p]x, (5.17) 

with [A'] taking one of the forms (5.6)-(5.9), depending on 

the degeneracy of the fixed point. 

5.2.2 Centre manifold 

Starting from the standard form (5.17), the centre 

manifold can be computed. In general, this can be a 

complicated task. However, it is easier to be found with an 

order analysis. This was suggested by Sethna and Shaw (1987) 

and proved by Li and Paldoussis (1990). Consequently, only a 

brief outline following Li and Paldoussis' work is given here. 

Equation (5.17) can be rewritten as 

x- [A]x+ef(x,y) + ev (Bllx + B1:<:y) , xERn 

y- [B]y+eg(x,y) +ev(B21x+B22y), xERm, 
(5.18) 
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where [A] cantains either zero or purely imaginary 

eigenvalues, [B] contains eigenvalues with non-zero real 

parts, the Bll being time-dependent functions and both f and 

9 being homogeneaus cubic nonlinear polynomials. 

Considering € as a variable (with de/dt = 0), the 

centre manifold can be written as 

y-h(x,€), 

with the boundary conditions 

h(O,O) - 0, ah (0,0) - 0, ax 

(5.19) 

ah (0 0) - 0 De' . (5.20) 

After various differentiations, substitutions and an order 

analysis, the flow on the centre manifold is found to be 

x - [A] x + € f(x,O) + evBllx + O(e2 ) • (5.21) 

It is noted that equation (5.21) can be obtained by 

neglecting the stable (or unstable) component in (5.18). 

Practically, those operations are straightforward. 

Consequently, the analysis is naw restricted to the 

centre manifold, which is of dimension 1, 2 or 3 depending on 

the eigenvalues of the fixed point. 

5.2.3 Normal forms 

After using centre manifold theory, which enables 

the reduction of the dimension of the problem to its minimum 

value, the subsystem defined on the centre manifold itself can 

still be very complicated. The idea of normal form theory is 

ta reduce, to the simplest form, the vectar field f~(x) which 

de fines the flow on the centre manifold, 

x - fIL (x) i (5.22) 
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Note that (5.22) is similar to (5.5), but does not represent 

the same problem, the flow here being restricted to the centre 

manifold. In the vocabulary of dynamics, "as simple as 

possible" means in some sense "irreducible" (Guckenheirner and 

Holmes 1983). The idea of normal forms begins with finding a 

near-identity coordinate transformation P 

x - y + P(y) , (5.23) 

where P is a polynomial. Therefore, (5.22) becomes 

y - (I + DP(y»-l flJ.(Y + P(y». (5.24) 

In terms of power series, one tries to find a sequence of 

coordinate transformations P, which removes terms of 

increasing degree from the Taylor series of (5.24) at the 

fixed point O. Hence, aIl inessential terms are removed up to 

some degree from the Taylor series (Guckenheimer and Holmes 

1983) . Fo~ the simplest cases, a general normal forrn has 

already been derived. 

Here, as many methods as possible are used in the 

different exarnples, that is to say: 

the standard normal forro in the case of one 

zero eigenvalue; 

the method of averaging yielding the normal 

form in the Càse of a pair of purely imaginary 

eigenvalues; 

the computation (in detail) of the normal forrn 

in the case of a double zero eigenvalue,; 

the use of available normal forms in the 

doubly-degenerate case. 

i) Zero eigenvalue bifurcation 

As proved in the linear analysis, zero eigenvalue 

occurs for a standirg pipe (represented by negative gravit y 

y < 0). For y = -25 for example, the critical flow velocity 

for a simple zero eigenvalue is 3.05. 
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processing the centre manifold theory allows the 

reduction of the dimension of the full system, in the 
neighbourhood of Uc = 3.05, to a one-dimensional subsystem. 
The calculations are performed using the computer algebra 

system MACSYMA, accomplishing the following steps: 

computation of the linear matrix [A], as a 

function of the control parameter ~ = U - Uci 

calculation of the eigenvalues of [A] at the 

critical velocity: 
construction of the modal matrix [P] , 

evaluated at thQ critical parameters (see 

Appendix 7 for proof); 

computation of the nonlin~ar termsi 

computation of the standard formi 
evaluation of the flow on the centre manifold 

through (5.21). 
For the system parameters considered (Uc = 3.05, 

Y = -25, P = 0.2, K = 0), the procedure yields 

X· (-4.44~ - lO.8Sx 2 )x. (5.2~) 

From (5.25), it is clear that the bifurcation occuring at the 

critical parameter is a subcritical pitchfork bifurcation. 

Î ~ --_ .. --+------

! t 

Figure V(a) 

When J1 < 0 (U < Uc)' the origin is unstable, and 
solutions diverge (depending on the initial conditions) to one 

of the stable equilibria. 
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When ~ > 0 (U > Ue ), the origin becomes stable, and 

the two symmetric equil ibrium positions disappear; the system 

regains stability. This was also found through the numerical 

integration of the equations (Fig.5.2(a,b». 

These resul ts of course are fami l iar 1 sinee the 

system (and the equations) has sorne symmetry properties (the 

differential equation (5.5) is symmetr ic or equi variant wj tl~ 

respect to the transformation x ~ -x (f~ (-x) = -f~ (x»); in 

this case, sorne transversality conditions cannot be satisfied, 

and hence, neither saddle-node nor transcrltical bifurcations 

can occuri in terms of normal forms, the bifurcations are 

represented by 

dx/dt = ~ - x2 

dx/dt = ~x - x 2 

dx/dt = ~x - x3 

(saddle-node) , 

(transcritical) , 

(pitchfork) . 

(See Guckenheimer and Holmes 1983, pp. 145-150 for more 

details. ) 

Moreover 1 the equilibrium positions can be evaluated 

very easily from (5.25). Letting dx/dt = 0 yields 

x - ± ~ -4. 4411 - ± 0 .64M. 
eq 10.85 

(5.26) 

Using the modal matrix [Pl, one can reconstruct the stationary 

solution 

(0,.27) 

and through the Galerkin transformation, obtain the deflection 

of any point on the beam. 

The results found (Fig.5.2{c» are in qualitative 

and quantitative agreement for small values of ~ (-. l ~ ~ <; 0) 

for the set of parameters chosen. Moreover, the parabolic 

shape is obtained. Note that 1 in the numerical integration of 

the equations, the system regains stability at velocity U, 
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larger than the one predicted bl' the l inear theory. Of 

course, this prediction is not possible wi th the centre 

manifold theory. Finally, it should be recalled that many 

(simpler) methods can be used to find static solutions. 

ii) The Hopf bifurcation 

The Hopf bifurcation may be the most important 

bifurcation from an engineer's point of view, since it 

corresponds to dynamic instability causing flutter-type 

motions. Therefore, it has been studied extensively, 

physically and mathematically, by many authors (Marsden and 

McCracken 1976). In this case, Dxfl1 takes the form (5.7), and 

the normal form is given by 

r - (d~ + ar 2) r, 

~ - «Ùo + Cj.1 + br 2
) , 

(5.28) 

in which ~ is directly related to the change of the parameters 

(the flow velocity in this case), and a, b, c and d are 

coefficients to be computed from normal form theory. For 

example, if the flow on the centre manifold is defined by 

{ 

~l - - W Ox 2 + efl (Xl' X 2 ) , 

X 2 - W OX 1 + ef2 (xl ,X2 ) , 

a is simply obtained by 

where (Li and Paldoussis 1990) 

(5.29) 

(5.30) 
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or 

j+k-3. 

In the case of an autonomous system, the normal form 

and the averaging method yield the same rp.sults. The second 

one is used here. 

starting from (5.22), one seeks sol ut ions of the 

ferm 

{

Xl - r cos ( w o't + <IJ) - r e, 
(5.31) 

x 2 - r sin (w o't + <IJ) - rS, 

where C stands for cos (<">ot + $) and S for sin(wot + ~). Hencü, 

from the left-hand side of (5.22), 
. 

{

Xl - te - r (wo't + <IJ) S, 

X2 - iS + r (wo't' + <IJ) C, 

and from the right-hand side 

{

Xl - -rwoS + € f 1 (rC, rS), 

X2 - rwoC + € f 2 (rC, rS). 

Equating the twe sets of expressions leads to 
. 

{ 
tc - r~s - € 

iS + r~C - € 

which can be simplified into 

f 1 (rC, rS), 

f 2 (rC, rS), 

{ 

i - € (f1 C + f 2 S) , 

r~ - € (f2 C - fIS) . 
(5.32) 
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The problem is now in standard form and meets the 

assumptions of the theorems for averaging (Sanders and 

Verhulst 1985). Hence, 

211: 
iii 

(i)av- 2~ f (f1C+ f 2 S) dt, 
o 

21C 
iii 

• <.r.> f (I~) av - 21t 
o 

(5.33) 

in which integrals r and ~ are assumed to be constant. The 

advantage of the averaging method is that i t is based on 

several basic comparison theorems which compare solutions of 

(5.22) and the averaged equations (5.33) (Chow and Mallet­

Paret 1977). For solutions valid for time of o(€-'), any 

sol utions of (5.33) can be shown to be close to those of 

(5.22) for sUfficiently small €. 

The algebra involved in carrying out these 

calculations can become tedious, however, it is easily handled 

on a computer with a symbolic manipulation program, su ch as 

MACSYMA. This was done with the same parameter values as 

those used by Li and Pa1doussis (1990) for comparison with the 

normal form theory and their calculations of unfoldjng 

parameters. with y = 25, P = 0.2 and a critical flow velocity 

Uc = 7.093, one obtains 

{ 
l - 2.77 J'I - 89. 663I 3 

cj, .. 16.16 - 0.903J' + 106.529r 2
, 

(5.34 ) 

The nonlinear coefficient a equals -89.663 < O. 

This shows that the corresponding Hopf bifurcation is 

supercri tical. 
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Figure V(b) 

Moreover, under this normal forro, the radius of the limit 

cycle (in the new coordinates !) can be obtained, by letting 

dr/dt = 0, or 

l [i.771~ 
l - :t ,. • e -a 

(5.35) 

From a physical point of view, for ~ < 0 (U < Uc)' 

the oriqin is stable (no limit cycle), and it becomes unstable 
for ~ > o. These results are familiar (Fig.5.3(a,b». Of 
more interest is the use of these resul ts in the original 

coordinates. Letting 

{ 

l - Ile - 0 .176 ~, 
t .. ~ le - 16. 16 + 1. 802 Il , 

(5.36) 

one can easily reconstruct the original equation on the centre 
manifold: from {y} = [P] {x}, and by approximating {x} as 

. 
Ile: cos (4)1e:'t) . 
Ile: sin C4>lc:'t) 

{x} - o 
o 
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one obtains 
, 

Y1 Ile COS (4)le't) 

Y2 -0.3421I1.: sin (cI>lC"C) 
{y} - . 

-16.16 Ile sin (4)le''C) . 
Y4 -5, 5J Ile cos (4)le't) 

As expected, Y3 = dy,/dt and Y4 = dY2/dt. The 
displacements and veloci t1es at the end of the pipe are 
computed through the Galerkin approximation 

{
X (1, t) - Y1 ('t) 4>1 (1) + Y2 Cr) 4>2 (1) , 

x(l,'t) - Y 3 Cr) 4>1 (1) + Y 4 ("C) ~2 (1) . 
(5.3?) 

The results are compared with those obtained by 

numerical integration (Fig.5.3(c,d». The phase plot gives 
very good results for ~ = 0.3, as weIl as the time trace (not 
shown). Considering the fa ct that Il is "not very small" (as 
required in the theory), the approximations of the flow on the 

centre manifold are excellent. The bifurcation diagraJ'll in 

Fig.5.3 ( ) also confirms aIl these results. Again, the 
bifurcation type is clearly defined, and agreement for a large 

range of ~ is obtained. 
Consequently, not only the qualitative aspect of the 

bifurcation has been found, but also the quantitative 

behaviour after the bifurcation. This is very interesting: 

the type of bifurcation has been clarified, the post­

bifurcation behaviour has. been predicted, and compl icated 

equations have been transformed into a much simpler system. 

iii) nouble zero eigenvalue problem 

From the linear analysis, it was found that in the 

case of the elastically-supported pipe Cby the l inear spring) , 

a double zero eigenvalue can occur. The strategy used in this 

section follows the one described in the case of the zero 
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eigenvalue, but presents some practical differences. Indeed, 

the transformation into a standard form is not so easy in this 

case, since a double zero eigenvalue occurs with only one 

independent eigenvector (for computation of the Jordan form, 

see Appendix 6). After evaluating the flow on the centre 

manifold and neglecting the other components, the subsystem 

obtained is 

[ 
0 1] [0 01 x - x + e 1 x + e f (x) , o 0 J.l.1 J.l.2. 

(5.38) 

In dynamics vocabulary, J.I., and J.l.2 are called 

unfolding parameters, and represent the deviation of the real 

parameters from their critical 

necessary to capture aIl 

characteristics of the system. 

value. These parameters are 

the possible behavioural 

In the case of a double zero 

eigenvalue, two parameters are necessary to unfold tbe 

dyn~mics of the problem (codimension two bifurcation). 

One follows the strategy of normal forms, in which 

aIl the non-essential nonlinear terms of f are eliminated 

("non-essential" meaning that they do not affect the 

qualit~tive dynamics). This was discussed in the previous 

section and developed by Li a.ld paidoussis (1990). First, one 

introduces the coordinate transformation, 

x - y + ep (y) , 

Oifferentiating with respect to time yields 

x - y [I + eDP(y)] , 

where DP is the Jacobian matrix of [Pl. After sUbstituting 

into (5.22) and simplifying, one obtains 

y - L(y) + e(DL. D(y) - DP,L(y) + f(y» + O(e2
) (5.39) 

- L (y) + eg(y) , 
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with 

and 

g(y) - DL. P(y) - DP. L (y) + f(y) . (5.40) 

In the case of the double zero eigenvalues wi th 
certain symmetry proparties, the normal form is shown to be 

(5.41) 

(Takens 1974; Guckenheimer and Holmes 1983). The problem now 
becomes the following: knowing L(y), f(y) and g(y), what is 

the polynomial P which satisfies (5.40)? Recalling that f, 9 

and Pare "third" order polynomials, they can be written as 

fi (yl - f. k y{ 3-k 
~,k,3- Y2 , 

gi (y) - gi,k,3-k y/ 3-k 
Y2 , 

Pi (y) .. Pi,k,3-k y/ 3-k 
Y2 , 

with i = 1,2 and k = 0 to 3. 

Equating the different coefficients leads to the 

eight equations given in Appendix 8. Finally, one obtains 

(5.42) 

For the parameters ~ = 0.18, K = 100 and ~s = 0.8 
chosen in the linear analysis (see Fig.4.10(c», the critical 
values for U and y are 

Ucr - 14.61, 

Y cr - 4.96, 
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which corresponds to a hanging pipe. 
After computation of the normal forms, one finds 

{ 

a'l - 20023 > 0 

b 3 - 42 13 . 6 > 0 

Substituting in (5.41) and rescaling Y, and' yz by y,/(b3 )% and 
Yz/ (b3 ) y, respectively, the folhJwing equati01'1S are obtained: 

(5.43) 

The two unfolding parameters are related to the 

deviations of U and y, ~ and dy respectively, ~hrough 

~1 - 74.70~ - 1.44dy, 

~2 - 5.13J.L. 
(5.44) 

Of importance are the respective signs !tIf a3 and b3 • 

This situation has been studied in detail in Guckenheimer and 

Holmes (1983, pp.337-376), and the corresponding bifurcation 
set, with associated phase portraits, is shown in Fig.5.4(a). 

The analysis of the normal form (5.43), hence, brings out the 

emergence of global bifurcations involving the coalescence of 

closed orbits, as weIl as saddle connections. For dy = 0 and 

~ > 0, one obtains ~1 > 0, ~2 > 0 which corresponds to l imi t­
cycle motion. For ~ < 0, the solutions converge to one fixed 

point. In this case again, an essential two-dimensional model 
has been used to describe the behaviour'of the system around 

the critical point, il1 uminating the onset of flutter and 
divergence, as weIl as the interaction between them. 

Numerical integration of the equations in the neighbourhood of 

{O} (U .::: 14.61, Y = 4.96), has indeed demonstrated the 

appearance of limit-cycle motion (Fig.5.4(b,c», which gives 

some confidence in the normal form found. However, in the 

special case studied, it should be recalled that among the 

four eigenvalues, one of them is strictly positive, making the 
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fixed point {O} unstable (existence of an unstable manifold). 

Finally, it should be mentioned that, in the Cdse of 

the panel flutter problem, Holmes and Marsden (1978) argue 

that forced oscillations could become chaotic. This will be 

discussed in Section 5.3. 

iv) Doubly-degenerate case 

The case of a doubly-degenerate situation was 

investjgated recently by Li and Pa1doussis (1990), and a 

complete bifurcation analysis near the doubly-degenerate f ixed 

point was undertaken by Sethna and Shaw (1987). Hence, not 

aIl the details are presented here. After proceeding as in 

i), the autonomous system is brought to the form 

x - L(x) + e [(x) , XEI1P, (5.45) 

where 

o (5.46) 

o o 

and where f is a third order polynomial in x. Using normal 

form theory (and following the strategy described in iii) and 

in Li and Paidoussis), and transforming the result into polar 

coordinates leads to the subsystem 

l
i - e(J.l1 r - (all r 2 + d 12 z 2»r + Q(e2

) 

Z - e (J.l2Z + (a21 r 2 + d 22 Z
2 » Z + O(e2 ) 

• 
4> - <ù o + O(e) , 

(5.47) 
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where a 11 , a'2' a 21 , a 22 are given by 

au - (f2 • 210 + 3f2 • 010 + 3 fl. 300 + f 1 ,120) /8 

a12 - ( f 2 ,012 + f 1 ,102) /2 
(5.48) 

a21 - (f3 ,201 + f 3 ,021) /2 

In physical terrns, r represents the amplitude of 

oscillatory motions of the pipe, z represents the buckled 

positions of the pipe and d~/dt the frequency of oscillations. 

It is interesting to note that the first two equations of 

(5.47) and the third one are decoupled, providlng immediatel'i 

A rescaling procedure can transform the first two equations in 

their usual form (Guckenheimer and Holmes (1983), pp. 396-

411) , 

i - r(fll + r 2 + bz2
), 

i - Z(fl2 + cr 2 + dz 2 ) , d - ±1. 
(5.49) 

This system has been studied by Takens (1974) who 

found nine topologically-distinct equivalent classes. Results 

obtained from three different sets of parameters are preGented 

now for comparison; the case studied by Li and Pa1doussis 

(1990) (Case 1) has also been considered (note, however, that 

the notation is not the same): 

Case 1: U = 2.245 Y = -46.001 

Case 2: U = 12.598 Y = 71.941 

Case 3: U = 15.111 Y = 46.88 

p = 
p = 

0.2 

0.18 

0.25 

K = 0, 

K = 100, 

K = 100. 

The location of the linear 5pring is constant, ~s = 0.8. In 

aIl three cases, d - bc ~ O. Two tables are presented below, 

showing the coefficients found and the corresponding equiva­

lent class defined in Guckenheimer and Holmes (1983), p. 399). 
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Table 5.1 Normal form coefficients 

d c b 

Case 1 -1 -1. 518 3.954 

Case 2 -1 -0.070 -24.31 

Case 3 -1 -3.390 1. 656 

Table 5.2 Respective signs and equivalent class 

d c b d-bc Class 

Case 1 -1 + + VIa 

Case 2 -1 VIII 

Case 3 -1 + + VIa 

starting from (5.49), the classification of the 

different unfoldings can be undertaken. For example, one can 

easily show that pltchfork bifurcations occur from ° on the 

lines ~1 = 0 and ~2 = 0, and also that pitchfork bifurcdtions 

occur from «-~1) 1/2, 0) on the line 112 = Cil" and from 

(0, (-1l2/d)1/2 on the line 112 = dll 1/b (See Appendix 9). The 

behaviour of the system remains simple, as lonq as Hopf 

bifurcations do not occur from the newly fixed point. This is 

the case when d - bc < O. Hence, in case 2, no Hopf 

bifurcation can occur, while it is possible in cases 1 and 3. 

The bifurcation sets, and the associated phase 

portrai ts can be constructed for the different unfoldings; i t 

is evident that in case 2 (Fig.5.5(a», no global bifurcations 

are involved, while in the other two cases, a heteroclinic 

loop (or saddle loop) emerges (Fig.5.5(b». 
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5.3 IN SEARCH OF CHAOS 

In the previous section, the use of the modern tools 

of nonlinear dynamics has shown how complicated equations can 

be recast into simple ones, and how these simple equations 

can, in turn, generate very interesting bi furcation sets. Of 

course, by studying lower dimensional subsystems, the 

discussion of aIl the possible motions may not be complete. 

However, the comparison of the equations on the subsystem wi th 

those of sorne well-kn~wn oscillators (such as the oscillator 

described by Duffing' s equation) may provide guidance as to 

where chaotic motions IDaY existe For the moment, for a 

dynamical system like the cantilevered pipe conveying fluid, 

only a few difff~rent "routes to chaos" have been recorded and 

have been studied extensively in the last decade. 

One of them is associated with the class of 

dynamical systems which possess homoclinic or heteroclinic 

orbits when unperturbed. In two-dimensional systems, this 

idea was developed by Melnikov (1963) and other researchers 

through Silnikov' s example in three-dimensional space (Wiggins 

1988) . 

Heteroclinic orbits are defined as trajectories 

connecting distinct non-hyperbolic fixed points; homoclinic 

orbits as trajectories connecting a saddle point to itself. 

They are not indicative of any complicated motions in 

themselves, rather of a boundary (or separatrix) between two 

qualitatively-distinct mot~ons. In continuum mechanics, they 

often arise as structures separating two distinct phases of 

continua. More specifically, they may arise in the phase 

space of the Euler-Lagrange equations associated with 

minimizing sorne type of energy function of a system (Wiggins 

1988). Practically speaking, when perturbed, these homoclinic 

or heteroclinic orbits are, however, often associated with 

chaotic motions. Indeed, the intersection of manifolds usual­

ly causes an Infinite number of intersections among the stable 
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and unstable manifolds, yielding either homoclinic or hetero-

clinic intersections. These lead to the well-known tangles 

that can be described by Smale's horseshoes (Smale 1963,1967). 

Another route to chaos, developed by Feigenbaum 

(1983), is associated wi th per iad-doub1 ing. 

illustrated by the one-dimensional map 

It is usually 

FI' (x) - J..Lx (1 - x) • (5.50) 

where ~ is a parameter ta be varied. This map is called the 

quadratic, or logistic map. For sorne value of ~ (~ > 4), the 

behaviour of F~2 on a restrained interval is very similar to 

that of F~ on its original domain [0, 1]. A new fixed point 

is expected in this interval; it becomes a period-two point 

for Fil. Eventually, this "fixed point" will itself period­

double, just as the first fixed point did for F, producing 
Il 

period-four points. continuing this procedure, one expects ta 

see Fil undergo a series of period-doublings, as ~ increases. 

Mathematically, one can define a renormal izatian operator. 

This renormalization method, in fact, describes a universal 

behaviour which represents this famous route to chaos. 

Another frequently occuring route to chaos is called 

intermittency. This concept has been developed by Pomeau and 

Manneville (1980) and is discussed in detail in Sergé et al. 

(1984). Suppose that the dynamical variables are observed as 

functions of time. rntermittency occurs as follows. For a 

certain control-parameter value, the observed variables 

undergo periodic oscillations that are regular and stable. If 

that control parameter is slightly modified, these regular 

periodic oscillations are interrupted by "bursts". F'urther 

modification will cause more frequent bursts, and the duration 

of the regular oscillations decreases. Hence, intervals of 

regular behaviour, present for varying periods of time, are 

separated by chaotjc portions. Again, the logistic map can be 

used te illustrate transitions to chaos by interruittency. 

A further route to chaos, exhibiting universal 
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behaviour, may also be obtained through quasiperiodicity and 

mode-Iocking. These topics, discussed by Jensen et al. (1984) 

and Bak (1986), are illustrated by circle maps of the form 

(5.51) 

where 

A "winding number" chr.tracterizes the behaviour of 

(5.51) under iteration. It is defined by 

w- lim (fn(6)-6)/n. 
n .... 00 

It represents the average increase in the angle e per 

iteration. For a mode-Iocked state, W is a rational numberi 

for quasiperiodic states, it becomes irrational, and for 

chaotic state, the winding number is not defined. For more 

details, see Jensen et al. (1984). 

Finally, it may be important to mention that chaos 

is always associated with strange attractors, i.e. attracting 

sets with a fractal dimension (Mandelbrot 1983; Grassberger 

and procaccia 1983; Moon 1987). There a~e no methods to 

provide necessary and sufficient conditions for a strange 

attractor to exist. Hence, many researchers, beginning to 

study nonlinear systems, overlook sorne crucial points, such as 

those outlined in the previous section. The presence of 

horseshoes, for example, highlights the possibility of chaos, 

i.e. it yields existence conditions but not the attractivity 

of the strange attractor. 

Moreover, the existence of a st range attractor, or 

of any other stable steady state, in fact, does not preclude 

the exIstence of other steady states. This will be 

illustrated through various examples in this section. 

, 
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5.3.1 Numerical investigations near the degenerate points 

The study of the normal forms for different sets of 

parameters has allowed the classification of degenerate fixed 

points through very rich bifurcation sets. It has proved that 

under certain conditions, homoclinic and heteroclinic bifur­

cations may occur, also demonstrating that global bifurcations 

can be detected by means of local analysis. 

Li and Pa1doussis (1990) found regions for chaos to 

exist, in the vicinity nf the doubly-degenerate point, by 

perturbing these heterocljnic orbits. The perturbations were 

associated wi th the varia"t:ion of the flow veloci ty assumeè. to 

be equal to 

U - Ua + ev sint.> t. 

However, double degeneracy was only possible for 

negative y, which corresponds physically to a standing pipe. 

In order to achieve this double degeneracy for positive y, a 

linear spring was added here. Al though doubly-degenerate 

fixed points exist for sufficiently large stiffness K, thE 

normal forms found have proved that heteroclinic bifurcations 

did not always existe 

Hence here, case 3, U = 15.1, Y = 43.8, K = 100, 

Çs = 0.8 and p = 0.25 is considered. AlI the conditions to 

get chaotic motions are satisfied, and chaotic motions are 

found to existe This is illustrated by a bifurcation diagram, 

the corresponding phase portraits, sornE' theoretical FFT power 

spectra and the calculation of the Lyapunov exponents. For 

more details on the construction of the actual figures, see 

Appendix 10. 

Through the variation of the perturbation v, 

different characteristics ':Jf the system may be o})cserved: 

oscillations around one of the fixed points 

(v = 0.5, Fig.5.6(a»: 

quasiperiodic oscillations around the whole 

system, since the attracting limit cycles of 



( 

( .. 

96 

the two fixed points are involved (v = 2, 

Fig.5.6(b»; 

periodic oscillations around the two 

points (notice that the or1g1n is 

unstable) (v = 5, Fig.5.7 (c»; 

fixed 

still 

periodic oscillations involving period­

doubling (observed in both the phase portrait 

and the power spectrum) (v = 8, Fig.5.6(d»; 

chaotic oscillations Cv = Il, Fig.5.6(e». 

AlI resul ts are summarized in two bifurcation 

diagrams. Fig.5.6(f1) represents the maximum displacement of 

the t ip (free end) as a function of the perturbation v. 

periodic regions are clearly defined. However, in order to 

distinguish between quasiperiodic and chaotic oscillations, 

the calculation of the Lyapunov exponents is necessary 

(Fig.5.6(f2» . 

The sign of the Lyapunov exponent provides the 

qualitative dynamics of the system: (1 > 0 for chaotic motions, 

(J = 0 for per iodie motions, and (1 < 0 for a stabll.: f ixed 

point. However, for periodically-forced dynamieal systems, 

the n-dimensional ordinary differential equation (ODE), 

x - f(x,t), x € Rn, 

can always be recast in an (n + l)-dimensional ODE, 

x - f(x,6), . 
e - 1 i (x,6) E Rn x Il. 

The exponent corresponding to the time variable is 

always zero. Henee, sinee this zero exponent is always 

missing in the computation, for the non-autonomous system, the 

case (J < 0 also corresponds to periodic motions (oscillating 

at the externally-applied frequency). When (J = 0, both the 

forcing frequency and the system response frequency are 

present. 
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Qualitatively, the results obtained agree very weIl 

with the ones given by Li and Paidoussis (1990). 

Finally, it should be mentioned that the forcing 

frequency is very important. It was chosen close to the 

natural frequency of the system (f.Llo = 12.79) to "achieve" 

resonance. For lower values of f.Ll, only periodic oscillations 

are observed (Fig.5.6(g». Hence, further studies should also 

investigate the effect of the forcing frequency as done in 

previous analysis (Tousi and Bajaj 1985, Bajaj 1987, Tang and 

Dowell 1988, Namachchivaya and Tien 1989). From a 

quantitative point of view, the value of the perturbation v 

can no longer be cansidered as small, which was one of the 

assumptions made. One justification is that the study of the 

normal farm (5.47) only provides guidance as ta where chaos 

may exist; it is usually difficult to praye that the strange 

attractor will indeed be the attracting set. 

Moreover, it is still unclear how the sadd le 

connections behave in high-dimensional spaces. The study of 

this problem is beyond the scope of the present thesis and is 

left to future investigation. Perhaps other "universal" 

characteristics of strange attractors and chaatic oscillations 

will appear in this rather simple case of a pipe conveying 

fluid! 

5.3.2 Investigation of the constrained cantilevered pipe 

Nonlinear vibrations of a constrained pipe conveying 

fluid have been studied extensively over the past few years. 

païdoussis and Moon (1988) and Paldoussis et al. (1989, 1990) 

have demonstrated that chaotic oscillations exist, both 

theoretically and experimentally. They proved that beyond the 

Hopf bifurcation, regions of period-doubling occur and lead to 

chaos. The first theoretical studies were based on the 

simplest analytical model (two-degrees-of-freedom or four­

dimensional model) in which the only nonl inear effects are due 

to the motion-limiting constraints. In a refined model (N = 4 
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or 5), Paidoussis et al. (1990) compared qualitative and 

quantitative results with experimental ones. Again, they 

showed that beyond the Hopf bifurcation, as the flow velocity 

is increased, a pitchfork bifurcation is followed by a cascade 

of period-doubling bifurcations leading to chaos. 

Here, the "simplest" model is used (i.e. N = 2), but 

the nonlinearities of the pipe are taken into account. 

Fig.C5.7) represents schematically the experimental 

system and a corresponding idealization of the motion 

constraints by a cubic spring. In Fig.5.7(b,c), the force­

displacement curves of the real (experimental) constraints and 

of the idealized (cubic spring) ones are shown. Hence, to 

approximate accurately the real constraints, high values of K 

(nondimensional spring stiffness) are necessary. Paidoussis 

et al. (1989) took a value of K = 100 to overcome sorne 

numerical pcoblems (with higher values, the numerical scheme 

was diverging), and obtained sometimes unrealistic 

quantitative results, especially for the displacement of the 

pipe which was found, in sorne cases, to be greater than the 

length of the pipe itself! Their conclusion was that the two­

degrees-of-freedom model was insufficient to physically 

represent the real system. In comparison with the 

experimental characteristics, the nondimensional stiffness 

chosen here is K = 105 , and the two-degrees-of-freedom 

approximation is considered. Hence, the nondimensional forces 

due to impact are 

where ~ represents the Dirac deI ta function and ~b the 

location of the impact. Note that a change of the stiffness 

K (K = 105 or K = 106) only modifies the gap between the pipe 

and the constraints. 

In order to compare aIl the theoretical resul ts with 

the experimental ones, some parameter values were taken from 

paidoussis and Moon (1988), Y = 26.75, P = 0.213 (see Fig.6 of 
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that paper). For a sufficiently high value of Çb (Çb = 0.75), 

a pitchfork bifurcation, followed by a series of period­

doubling bifurcations, arises, leading to chaotic motions. 

·rhe variable parameter chosen is the dimensionless flow 

velocity U. At U = 7.35, a Hopf bifurcation occurs, leading 

to periodic oscillations (Fig.5.8(a». A new periodic orbit 

is created through a pitchfork bifurcation at U = 9.22. This 

last bifurcation breaks the "symmetry" of the f:>ystem l as shown 

in Fig.5.8(b). Mathematically, this comes from the crossing 

of a Floquet multiplier associated with the periodic 

trajectory, with the unit circle at +1 (Tousi and Bajaj 1985, 

Païdoussis et al. 1989). Physically, the system oscillates 

around a newly generated steady-state. Finally, the period­

doubling bifurcation is clearly visible at U = 10.2 

(Fig.5.8(c» and at U = 10.295 (Fi f-!."'.8(d». At U> 10.35, 

the rootion becoroes narrow-band chao·.j c, and wide-band chaotic 

at U > 10.38 (Fig.5.8(g,h». From a physical point of view, 

the mechanism leading to chaos is related to the interaction 

of limit-cycle motion and potential wells associated with 

divergence of the pipe at the constraints. 

AIl these characteristics can be observed ei ther in 

the phase-plane portraits or in the corresponding power 

spectra (chaotic oscillations being associated with a wide 

frequency band). Notice however that the main frequency is 

still present at U = 10.4. 

Again, aIl the results are summarized in two 

bifurcation diagrams where the maximum tip ùisplacewent and 

the Lyapunov exponents are plotted as functions of the flow 

velocity U (Fig.9 (a,b». For the autonomous system, 0 < 0 

represents stable equilibria, 0 = 0 corresponds to periodic 

oscillations and 0 > 0 proves the e,dstence of chaotic 

motions. 

It is observed that, after the region of chaos, the 

system "regains stability," which corresponds exactly to 

experimental investigations: for higher flow velocities, 
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beyond the chaotic regions, the system becomes unstable by 

divergence. This clearly appears in the bifurcation di~grams 

as weIl as in Fig.5.10. The oscillations are periodic for 

U = 10.82 and are damped for even hlgher flow velocities. An 

investigation of the existence of fixed points (similarly to 

section 5.1) indicates that a subcritical saddle-node 

bifurcation occurs at U = 9.85: two fixed points exist beyond 

that value of U; one of them stable, and the other one 

unstable (looss and Joseph 1981). The computation of their 

respective eigenvalues leads to the conclusion that the stable 

fixed point becomes "more and more" stable when U increases, 

until finally it becomes the strongest limit set in the 

system. By setting initial conditions close to the stable 

equilibrium, the detection of the fixed points is possible, 

even in chaotic regions (Fig. 5 .10 (c) ) . Hence, different 

attractors coexist. This illustrates the last remark of the 

introduction of the section. 

AlI the previous results prove that "the simplest" 

analytical model (N = 2) can be used to study the autonomous 

"infinite" dimensional model with good accuracy, when the 

n.onlinearities of the pipe are taken into account. Of course, 

the thresholds of the Hopf and period-doubling bifurcations 

are lower than in reality, since they essentially depend on 

linear analysis. However, not only were the qualitative 

features found numericallY, but also very good agreement with 

experimental observations can be achieved with the nonlinear 

model. Numerically, using the non1inear model, the 

qualitative features of a constrained cantilevered pipe 

conveying fluid were in close agreement with the experimental 

observations. 
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6.1 RECAPITULATION OF THE FUNDAMENTAL WORK UNDERTAKEN 

In this thesis, the nonlinear dynamics of a tube 

conveying fluid have been examined theoretically by means of 

a two-degree-of-freedom (four-dimensional) analytical model. 

Two distinct methods, one based on Hamilton's 

principle and the other on the Newtonian approach, were used 

to der ive the equations of motion. Hamilton's principle was 

used in its general form, applied to the tube fluid system, 

which is an "open" system since fluid i8 flowing in and out of 

it. In Hamilton's principle (associated to an energy or a 

variational principle), terms of up to fourth order had to be 

considered in or0er to 

differential equation. 

paid to the formulation 

find an exact third order nonl inear 

Therefore, particular attention was 

of the kinetic and potential energies. 

At that order of magnitude, many concepts had to be justified 

and clarified: the set of coordinates to be used (the stress 

tensors and displacement vectors do not have the same 

expressions in the Euler and Lagrange coordinates), the 

inextensibjlity condition for the cantilevered pipe and its 

implications, an exact expression of the potential energy and 

the fluid velocity, and so on. Hence, aIl the energy terms 

used in Hamilton' s principle had to be derived very carefully. 

In the case of the pipe fixed at both ends, sorne 

"controversial" concepts were also clarified. 

For the Newtonian approach, a force balance rnethod 

in vector forrn was considered. The inextensibility condition 

and the expression of the curvature (and sorne of its 

characteristics) were llsed, but terrns of fourth order Q(é) 

could be neglected. 
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It was found that the two methods yielded identical 

results. The energy method was more tedious than the force 

balance method, mostly because of the aforementioned fourth 

order terms that had to be retained in the equations. 

However, the derivation of the equations of motion of a system 

with two different methods has its usefulness, from both 

scientific and utilitarian points of view, since it gives 

confidence in the results obtained. 

The final equations were discussed from a physical 

point of view, put in a standard form (using an approximate 

method to transform the nonlinear inertial terms), and 

discretized with the Galerkin method. Expressing the 

deflection of the pipe as the superposition of the normal 

modes of a cantilever beam, the partial differential equations 

were recast into a set of ordinary differential equations. 

The nonlinear coefficients defined from integrals of the 

eigenfunctions of the beam and their derivatives were computed 

numerically. 

Then, the nonlinear equations of motion obtained by 

different authors were described, discussed and compared. For 

this purpose, some careful derivations were necessary to get 

a comparable set of equations. For the cantilevered pipe, the 

equations were divided into three classes. Appearing under a 

different format, i t was proved that those three sets of 

equations were (almost) identical. For the pipe fixed at both 

ends, however, none of the nonlinear equations derived 

previouslywere found to be complete and exact. Sorne 

approximate equations were nevertheless found by different 

ë\lithors. 

The linear system was then studied in order to find 

the critical parameters corresponding to the following 

stability boundaries: divergence, flutter and concurrent 

divergence and flutter. Two different methods were applied: 

Routh's criteria, and a direct eigenvalue analysis. Hence, 

not only were the stability boundaries found, but also the 
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types of instability within those boundaries were identified. 

The instabilities were studied further using the 

nonlinear equations. Both the existence and stability of aIl 

the fixed points were investiqated by computing the 

eigenvalues, and the results obtained verified by numerically 

integrating the governing equations. Sorne physical 

consequences were d.lscussed. 

Using the centre manifold theory, the number of 

dimensions of the system at the degenerate f ixed point was 

reduced, to obtain a simplified subsystem. In the case of a 

zero eigenvalue, a pitchfork bifurcation (divergence), was 

found to occur. Usinq the method of averaging, supercritical 

Hopf bifurcations were obtained, and the approximation of the 

simplified subsystem on the centre manifold was compared with 

the actual flow computed numerically. Very good agreement was 

found between them. 

Near sorne fixed points of higher degeneracy 

(codimension-two bifurcation), the qualitative dynamics were 

also examined. Using normal form theory, the behaviour of the 

system in the neighbourhood of those highly degenerate fixed 

points was described clearly, and its evolution while varying 

the parameters was discussed in detail. 

This local bifurcation analysis revealed the 

existence of homoclinic and heteroclinic orbits. The non­

autonomous system was studied near the doubly-degenerate 

point. Depending on the perturbation of the flow velocity, 

periodic, quasi-periodic and chaotic oscillations were pro'red 

to existe This was confirmed by constructing t i.me-trace 

plots, phase portraits, bifurcation diagrams and power 

spectra, and by calculating the corresponding Lyapunov 

exponents. 

Finally, the case of a cantilevered pipe, 

constrained by motion-limiting restraints, was investigated. 

The analytical model of the impact forces is close to the 

experimental one, but the pipe itself was still approximated 
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by a two-degree-of-freedom model. with increasing flow 

velocity, beyond the Hopf bifurcation, regions of chaotic 

oscillations were found. 

As in previous studies, the mechanism leading to 

chaos was to be related to the interaction of limit-cycle 

motion and potential wells associated with divergence of the 

pipe at the constraints, and the route chaos was via period­

doubling bifurcations. Again, phase orbits, bifurcation 

diagrams, power spectra were constructed, and Lyapunov 

exponents calculated. with this "refined" model, the 

theoretical displacements of the pipe were very close to 

experimental observation. In particular, as the flow velocity 

was increased, the chaotic oscillations disappeared and the 

system finally became only statically unstable. 

6.2 SUGGESTIONS FOR FURTHER INVESTIGATION 

There are many possible directions in which the work 

presented in this thesis could be extended. 

The order of discretization of thEl equation and the 

approximation of this infinite dimensional system could be 

reviewed. The study could start from the partial differential 

equations, say by using the Lyapunov-Schmidt approach, or the 

number of degrees of freedom of the discret:lzed system could 

be increased. In both cases, qualitative and quantitative 

comparisons with the model developed here: might be 

interesting. 

Refinements could also be made to the modeling of 

the fluid. Thus, the fluid forces could be formulated by 

means of 1 deal flow theory, rather than hy considering the 

fluid as an iniinitely flexible rod (plug flow). Moreover, 

even in the case of the plug flow theory, nonlinearities of 

the flow components could be considered. 

A complete and detailed experimental study, in 

parallel with the ~heory developed in this thesis may be of 

, 
,. 
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great interest. 

concerning bifurcation theory, the use of sorne new 

software like the AUTO packages (Doedel 1986) would allow 

systematic construction of the bifurcation diagrams, and the 

verification of the results found here. 

In terms of nonlinear dynamics, it is still unclear 

what the implications of saddle-node connections within high 

dimensional spaces are. A deeper investigation in that 

direction would perhaps be useful to explain the onset of 

chaos near the doubly-de0enerate fixed points. 

Finally, in the case of the non-autonomous system, 

attention should be paid to the influence of the forcing 

frequency. Chaotic oscillations associated with quasi­

periodicity and mOde-Iocking might be present in the system. 

The study of the parametric and combination resonances from a 

nonlinear point of view might lead to the uncovering of even 

richer dynamics. 
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APPENDIX l 

Interesting properties of the curvature K 

and the unit vector ~ 

Al 

Let the location of a material point be given by 

Ï - xI + yJ + zk, (A1.I) 

~ -) -~ 

where i, j, k are fixed orthogonal unit vectors. 

As it was proved for an inextensible pipe, the arc 

length scan be used as the material variable. 

;: aÏ OX" ay.. az.-­· - as - os .1. + as J + as K, 

Hence, 

(Al. 2) 

-.) -~ 

and the normal and the binormal vectors, n and b, are given by 

of -+b---+ - - 'Kn, - 'fxn, as 

where 'K is the curvature of the centreline. 

By definition, one has 

f. af - 0, f.E- o. as 

t~ being a unit vector, for a two-dimensional problem, 

_) -4 -) 

('f, n, b) representing o~thogonal vectors. 

(Al. 3) 

(Al. 4) 

(Al. 5) 

Using (AI.3) through (AI.5) and Frenet-Serret 
formulas yields 

(AI.6) 



A2 

... éPi ... 2 't.--- ... , 
ê}S2 

(Al. 7) 

(Al. 8) 
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APPENDIX 2 

Derivation of the equations of motion by the energy 

method: additional proofs 

Equation 2.27 

«- J J g(s) (i f(s) ~YdS] dsdt. 
/;1 0 0 

Integrating by parts leads to 

u -1, [ ([ g(s) dS] (l f(s) ôY dS) r dt -

J J f(s) ~y (i g(s) dS) dsdt 
t l 0 0 

-1, (1 g(s) dS) (1 f(s) ôy dS) dt -

j J (j g(s) dS) f(s) l)y dsdt 
t 1 0 0 

tl! L (L ) - f f f g(s) ds f(s) 6y dsdt -
/;1 0 0 

J J(i g(s) dS) f(s) 6y dsdt 
/;1 0 0 

-J J (J g(s) ds - jo g(s) dS] f(s) ~y dsdt, 
t l 0 0 

A3 



..... 

t~ L ( L 1 
a-ff fg(S)dS f(s)ôydsdt. 

t l 0 S 

Equation 2.29 

From (2.28), one obtains 

t 2 

Ô f T dt - m f f (xôx + Ji"ôy) dsdt 
t:1 

Equation 2.31 

+ M f f [ (x + Ux') ÔX + (Ji" + Uy') ô Ji" 

+ xU ôx' + yU ôy'] dsdt 

- - f f [ (m+M) x + MÙx' + MUx] ôx dsdt 

- f f [(m+M) y + MÙy' + MUy] ôy dsdt 

L 

+ M f[ux ôx 1; - f (Ux ôx) ds] dt 
o 

L 

+ M [[UY ôy It - f (Uy ôy) ds] dt 
o 

- -f f [ (m+M) x + MUx' + 2MUx] ôx dsdt 

- f f [ (m+M) y + MÙy' + 2 MUy] ôy dsdt 

+ MU [[XL ôXL + YL ÔYL] dt. 

ô f G dt - (m + M) g f f ôx dsdt . 

A4 

(A2.1) 

(A2.2) 



-

From (2.25) one obtains 

& f G dt - (m + M) g f f [- (y' + ~ y/3 ) a y 

s 

+ f yll (1 + ; y/2) 5y ds] dsdt. 
o 

Using the relationship (2.27) yields 

a f G dt - (m + M) g f f [- (y' + ~ y/3) ôy 

+ ( l ds ) y" (1 + ~y1') ôy ds] dsdt 

- (m + M) g f f [- (yI + ~ y/3) 

+ (L - s) yl/ (1 + 2 y /2)] ~y dsdt. 
2 

Equation 2.33 

From (2.7) and (2.26), one has 

L 

il 1 1 13) f Il 3 12 Il uXL - - (YL + 2'YL ~YL + (y + 2'Y y ) ~Y ds. 
o 

5xL being exact to fourth order Q(e S), 

XL'·XL - (1 - l:.YL/2) ·x + O(eS) u 2 U L • 

Thus 

L L 

(A2. 3) 

x~ ~XL - - y~ ~YL + f (yll+ ; y/2y") ~y ds - ~ y~2 f yI! ôy ds, 
o 0 

A5 
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and 

By integrating by parts, it is easily proved that 

L 

y~2 _ yf2 + f (y/y") ds. 
s 

Therefore 

L 

B - f J [yI! (1 + y/2) - y" f y/y" ds] ôy dsdt. (A2 .4) 

s 
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APPENDIX 3 

InternaI dissipation 

The potential energy defined by (2.15) has been 

derived by Stoker (1968) by assuming an usual Hooke's stress 

strain relation 

a - Ee. (A3.1) 

The assumption of a Kelvin-Voigt viscoelastic stress-strain 

relationship yields 

Be) a - Ee + E* (Bt 1 (A3.2) 

where E* is the coefficient of internaI dissipation. 

Following Stoker's approach (1968) and with (A3.2), the 

element of strain energy becomes 

dV - Eb e 2 dxdz + E* b e ( Be) dxdz. 
2 2 Bt 

(A3. 3) 

with the condition of inextensibility (e = 0), the strain 

energy becomes 

hL hL 

V - ~b f J (leZ) 2 dxdz + E; b f f leZ aBt (leZ) dxdz 
-ho -hO 

(A3.4) 

with 2h being the thickness of the pipe, and with the usual 

definition of the moment of inertial I. 

Thus, 



( EI + 
2 

E** I ---
2 

AB 

1. 
(A3. 5) 

~) J K2 d at X. 
o 

Consequently, in (2.30) derivatives with respect to tirne 

should be taken into account. 
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APPENDIX 4 

Linear and nonliuear coefficients of (2.58), analytical and 

numerical investigations 

The following constants are needed in the 
coefficients of equation (2.58). 

1 1 

bij - f 4> i<lllj d~, d ij - f 4> Alj (1 - ~) d~, 
o o 

where 4l j 1 and 4l j Il denote the first and second derivatives wi'th 

respect to ~, respectively, Âj are the beam eigenvalues, and 

~jj is the Kronecker delta f-'l1ctlon. The other 4th order 
tensors are defined as follows 

aijk1 - J 4>i<lllj<ll/k4>lld~ - J 4>A,'j {i 4>'k4>11d~ }d~ 
o 0 0 

+ J 4> A)'j {f j 4>'k4>11 d~ d~ }d' - f <Il i<ll/j{ j 4>1k<il/~d~ } d~, 
o ~ 0 0 0 



AIO 

1 1 

b ijk1 ;J ~.i~';~'~'l(l -~) d~ - ~J ~i~/j~/k~/l d~ 
o 0 

... [ <1> ,<I>'j {! <1>' "",'f (1 - ~) d~ } d~ 

-f <1> i<l>'~{ f f <1>' k<l>'~ (1 - ~) d~ d~} d~ 
0(0 

l l 

Cijk1 - 3 J ~ i~'j~'~~'~ d~ + J ~ i~'j~'~~'i d~ 
o 0 

l {l ( } - J 4> i4>'j f J 4>'~'1' d~ d~ d~ 
o ( 0 

AlI the second order coefficients a jj , etc., can be integrated 

analytically (Paidoussi~ and Issid 1974), but the fourth order 
ones, a jjkl , etc., have to be computed numerically. Numerical 

results, for N = 2, are given below. 



AlI 

( 
ijkl a jjkl b ijkl Ci jkl 

1111 19.04300 -15.47582 -16.38627 

1112 75.16431 -66.13101 1273.4900 

1121 5.159856 -6.87628E-001 312.24010 

1122 550.0317 -391. 3416 -12049.75 

1211 -76.2256 29.970540 -57.86457 

1212 10.58940 -7.747796 -957.4738 

1221 130.0725 -19.9508 223.60980 

1222 -365.766 189.0040 8597.1480 

2111 -6.221161 4.7676860 -57.86487 

2112 85.266840 -13.06411 -1396.075 

2121 10.589240 -25.27128 662.21970 

2122 -377.9241 185.38710 8597.0570 

2211 28.328190 -45.49551 -138.4738 

2212 40.006210 -291. 7209 6096.2080 

2221 52.167130 53.324680 598.09860 

2222 3566.6040 -2243.0460 -56848.40 

ijkl d ijkl Yijkl 

1111 5.4004670 4.5967860 

1112 8.7476610 -3.595960 

1121 -37.88905 -3.595960 

1122 46.627310 25.174220 

1211 -2.579286 -3.59596~ 

1212 -1.395648 6.1173500 

1221 28.626770 6.1173500 

1222 -42.84314 -22.19125 

2111 -2.579337 -3.595973 

2112 -1. 395711 6.1173620 

2121 28.626890 6.1173620 

2122 -42.84148 -22.19130 

2211 28.70733 25.174110 

2212 47.09172 -22.19126 

(' 
2221 -200.643 -22.19126 

2222 262.7219 144.72510 



APPENDIX 5 

Algebraic computation of the matrix [A] 

and of the Routh's criteria 

A12 

This is an output file generated by MACSYMA. The 

matrix [A] and the coefficients of the characteristic 

polynomial are computed as a function of U, y, P and K. The 

viscous damping œ and the location of the spring Çs are kept 

constant. The number of mode is equal to 2. 

RATPRINT:FALSE$ 

FLOAT2BF:TRUE$ 

NMODE : 2$ 

/* ALFA IS THE DAMPING COEFFICIENT */ 

/* XS IS THE POSITION OF THE LINEAR SPRING */ 

ALFA: 0.005$ 

XS: 0.8$ 

/* EIGENVALUES */ 

LAM[1]:1.875104$ 

LAM[2]:4.694091$ 

/* CALCUL PHI(I) */ 

/* ************* */ 

FOR I:1 THRU NMODE DO( 

SIG[I]:(SINH(LAM[I])-SIN(LAM[I]»/(COSH(LAM[I])+COS(LAM[I]»), 

W : LAM[I]*XB, 

PHI[I] : COSH(W)-COS(W)-SIG[I]*(SINH(W)-SIN(W»)$ 



( 
/* CALCUL Cij, Bij, Eij */ 

/* ******************** */ 

FOR 1:1 THRU NMODE DO ( FOR J:1 THRU NMODE DO( 

IF I=J THEN ( 

BB [ l , J] : 2. a , 
CC[I,J] : LAM[I]*SIG[I]*{2.0-LAM[I]*SIG[I]), 

EE[I,J] : 2.0-0.5*CC[I,J] ) 

ELSE { 

TAU: (LAM[I]/LAM[J])**2, 

UN : ( -1) * * (1 +J) , 

BB[I,J] : 4.0/(TAU+UN), 

CC[I,J] : 4.0*(LAM[J]*SIG[J]-LAM[I]*SIG[I])/(UN-TAU), 

EE[I,J] : (4.0*(LAM[J]*SIG[J]-LAM[I]*SIG[I]+2.0) *UN-

2.0*(1.O+TAU**2)*BB[I,J)/(1.O-TAU**2)-CC[I,J]»)$ 

/* KRONECKER'S SYMBOL */ 

FOR 1:1 THRU NMODE DO ( FOR J:1 THRU NMODE DO( 

IF I=J THEN (DELTA[I,J]:1.) 

ELSE (DELTA[I,J]:O.»)$ 

/* COMPUTATION OF Aij */ 

/* ****************** */ 

/* STIFFNESS MATRIX = KK and DAMPING MATRIX = DA */ 

A13 

FOR 1:1 THRU NMODE DO ( FOR J:1 THRU NMODE DOC 

KK[I,J):-(U**2*CC[I,J]+GAM*EE[I,J)+LAM[I]**4*DELTA[I,J)+ 

K*PHI[I)*PHI[J), 

DA[I,J):-(2.*U*SQRT(BETA)*BB[I,J]+ALFA*LAM[I)**4*DELTA[I,J) 

»$ 
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A31 KK[1,1]$ 

A32 KK[1,2]$ 

A33 DA[1, 1] $ 

A34 DA[ 1,2] $ 

A41 KK[2,1]$ 

A42 KK[2,2]$ 

A43 DA[ 2,1] $ 

A44 DA[2, 2] $ 

/* DEFINITION OF THE MATRIX A */ 

A : MATRIX([0,0,1,0],[0,0,0,1], 

[A31,A32,A33,A34],[A41,A42,A43,A44]) 

[ o 
[ 

[ o 
[ 

Col 1 = [ 2 

AU 

[ - 0.85824 U - 2.10527 K - 1.57088 GAM - 12.36236 

[ 

[ 2 

[ - 1.87385 U + 0.20322 K + 0.42232 GAM 

[ o 
[ 

[ o 
[ 

Col 2 = [ 2 

[ 11.74323 U + 0.20322 K -\- 0.42232 GAM 

[ 

[ 2 

[ 13.29427 U - 0.01962 K - 8.64714 GAM - 485.51831 



t 

( 

[ 1 

[ 

[ 0 

Col 3 = [ 

[ - 4.0 SQRT(BETA) U - 0.06181 ] 

[ ] 

[ - 1.51892 SQRT(BETA) U ] 

[ 0 ] 

[ 

[ 1 

Col 4 = ] 

9.51892 SQRT(BETA) U ] 

[ ] 

[ - 4.0 SQRT(BETA) U - 2.42759 ] 

/* COMPUTE CHARACTERISTIC POLYNOMIAL OF [A] */ 

/* **************************************** */ 

P DETERMINANT(A-L*IDENT(4»$ 
P : EXPAND(P) $ 
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/* ******************************************************** */ 
/* RESULTS */ 

/* ******************************************************** */ 
(C25) AO : COEFF(P,L,O)i 

/* ******************************************************** */ 
4 2 2 2 

10.59538 U - 29.9768 K U - 17.63035 GAM U + 252.34479 U 
2 2 

- 1.49012E-8 K + 18.06371 GAM K + 1022.3887 K + 13.4052 GAM 

+ 869.58862 GAM + 6002.15039 
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/* ******************************************************** */ 
(C26) Al : COEFF(P,L,l); 

/* ******************************************************** */ 
3 2 

- 14.0700 SQRT(BETA) U + 1.26172 U + 6.87377 SQRT(BETA) K U 

+ 37.4935 SQRT(BETA) GAM U + 1991.522 SQRT(BETA) U + 5.1119 K 

+ 4.34794 GAM + 60.02148 

/* ******************************************************** */ 
(C27) A2 : COEFF(P,L,2); 

/* ******************************************************** */ 
2 2 

(027) 30.45851 BETA U - 12.43603 U + 9.95761 SQRT(BETA) U 

+ 2.12488 K + 10.21801 GAM + 498.0J064 

/* ******************************************************** */ 
(C28) A3 : COEFF(P,L,3); 

/* ******************************************************** */ 
(028) 8.0 SQRT(BETA) U + 2.4894 

/* ******************************************************** 
* / 

q 
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APPENDIX 6 

Jordan form in the case of a double zero eigenvalue 

In the case of a double zero eigenvalue, the linear 

part has to be put into the standard form 

[DfJ - [ (AG. 1) 

In the case of a 2 x 2 matrix, taking the 

eigenvector as one of the vectors forming the new base leads 

automatically to the suggested forme In the case of a 4 x 4 

matrix, however, this is not true anymore. Assuming for 

example that the eigenvalues Â3 and Â4 of [M] are real (and not 

equal to zero), the modal matrix is taken equal to 

(AG. 2) 

-> t • 

where V, ~s the e~genvector associated with the zero . ~ --). .. 
e1genvalue, and V3 and V4 are the e~genvectors assoc1ated w~th 

Â3 and Â4 respectively. The quartet (u, P, y, ~) are the four 

unknowns of the problem. Since 

[Pl -1. [A] . [pl - [nt] 1 

one obtains 

[A] . [Pl - [P]. [Dt] - O. (A6. 3) 

(for the case chosen, [M] is diagonal). Substituting [A], [Pl 

and [Of] in the above equations yields the four unknowns «, P, 
y and ~ and the corresponding modal matrix [Pl. 
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Appendix 7 

Computation of the modal matrix at the critical parameters 

Considering ~ as a small parameter, it is not 

necessary to compute a modal matrix different from the OP..:.: 

abtained at the critical parameter: here one assumes that aIl 

the parameters are fixed except the flaw velocity U, and that 

the matrix [A], at the critical velocity Uer' cantains a pair 

of purely imaginary eigenvalues. Hence the correspanding 
~ -) 

eigenvectars X, and X2 are complex canjugate. In (5.2.1), 

praof was given that if U = U cr and 

[pl cr - [Re (.K;..CI)' Im (X';..C'I)] , 

then 

[Pl d-r. [A] • [pl cr - ( : -:). 

If U = Ucr + €~ and [P] = [Re (X,), Im(X,)], then 

where €~, and e~2 are small parameters functian of e~ (in 

dynamics, they â.ce called "unfolding" parameters). 

Ta arder €, [Pl can be taken equal ta 

[ p] - [p] CI + e [pl]. 

starting from the original equatian, at ~ ~ 0, 

x - [A] x + f(x) , (A7.1) 
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and transforming the system with the modal matrix [P] yields 

Using now (A7.1) and keeping approximation of order e leads to 

y _ 1 Y + [p ]-1 f( [p ]y) +O(e2). (A7.2) 
( 

€J.L -((a)+e~2)1 
<a>+€~2 €J.L1 CI CI 

Hence the modal matrix can still be computed at the critical 
parameters. 
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Appendix 8 

Normal form in the case of a double zero eigenvalue 

In the case of a double zero eigenvalue, the 

standard form corresponds to the Jordan form. 

linear operator is equal to 

The nonlinear function f has the form 

f(y) - fi, (k,3-k) y/ yt\ i - 1,2, k - 0,3, 

Hence, the 

(AS. 1) 

(AS.2) 

and the transformation polynomial h can be defined by 

h(y) - hi, (k,3-k) y/ ytk
, i - 1,2, k - 0,3. (AS. 3) 

The computation of g(y) = L. h{y) - Oh. L(y) + f(y), with 

the use of (AS .1) to (AS. 3), yields the following eight 

equations 

h2.l2 - 2hl.2l + f l ,l2 - gl,l2 1 

h 2 ,2l - 3hl ,30 + f 1 ,2l - gl,2l 1 

h 2 ,30 + f l • 30 - gl.30' 

-·h2 • l2 + f 2 • 03 - g2.03' 

-2h2 ,21 + f 2 ,l2 - g2,l2 1 

-3h2 ,30 + f 2 ,2l - g2,2l' 

f 2 ,30-g2,30· 

(AS. 4) 

, 
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The normal form 9 usua11y used (Guckenheimer and Holmes 1983, 
p.371) is 

gl.03 - gl.l2 - gl.2l - gl.30 - 0, 

g2.03 - g2.l2 - 0, 

g2.2l - b 3 , 

(A8.S) 

g2.30 - a3 • 

Equating the two sets of equations yields 

a 3 - f 2 ,30 r 

b 3 - f 2 •2l + 3fl ,30· 

(A8.6) 
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Construction of the unfolding for the case VIII 

The subsystem may be written as 

i - z (1J.2 + cr 2 + dz 2
), d - -1, ex - d - bc < O. 

i) Determination of the fixed points 

r [!Ji + r 2 + bz 2 ] - 0, 

Z [!J2 + cr 2 - Z2] - O. 

A22 

(A9.l) 

(A9.2) 

point. 

exist 

The origin (r, z) = (0, 0) is always an equilibrium 

Depending on J.L, and J.Lz, three other equilibria may 

(r,z) - (O,~), 1J.2 > 0, 

(r,z) - (J-lJ.l'O), 1J.1 < 0, 

(r, z) 

ii) Stability analysis 

CILl - Il 
_1'"-=--_1'"...::,2 > O. 

(A9. 3) 

The characteristics of the flow are determined by 

the eigenvalues of the matrix [A] of the linearized system at 

the equilibrium points denoted by (ra, zo)' 

determined from the original subsyst.em (A9 .1) , 

( 

1J.1 + 

[A] -
2brz 1 
cr 2 - 3z 2 • 2crz 

[A] can be 

(A9.4) 
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Hence, for (0, 0), 

[A) - (~' :J 
a pitchfork bifurcation occurs if ~1 = 0 or ~2 = o. 

For (0, 1~2)' ~2 > 0, 

(
J.Ll + bJ.L2 0) 

[A] - o -2J.L2 1 

a new pitchfork bifurcation occurs if ~1 + J.Lz = O. 

For (v'-~1' 0), ~1 < 0 

another pitchfork bifurcation occurs if ~2 - c~1 = o. 
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(A9.5) 

(A9.6) 

(A9.?) 

In the three cases, the stability of aIl the fixed 

points is determined very easily. 

Finally, for the last fixed point (with a < 0), 

~b v'(bJ.L2+J.Ll) (CJ.LCJ.L2) 1 
a (AS.S) 

2J.L2 - 2CJ.Ll 
a 

Since a < 0, no bifurcation can occur for this fixed point. 

Hence, without loss of information, one can set ~1 = 0, and 

the eigenvalues of [Al can be found. It appears that one 
eigenvalue is always positive and the other one negative, the 

fixed point is a saddle; the complete bifurcation set can be 

drawn easily (Figure 5.5(a». 
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APPENDIX 10 

Computation of phase portraits, bifurcation diagrams and 

Lyapunov exponents 

In all the computations, a fourth-order Runge-Kutta 

scheme has been used. starting from (2.70), a four­

dimensional vector space, the generalized coordinates (q1' Q2' . 
Q1' Q2)' are computed numerically. In aIl cases, the 

nondimensional time step used is At = 0.005. Then, using the 

cantilever beam eigenfunctions ~r (ç), the displacements and 

velocities of the extremity of the pipe can be obtained, 

{

Tl (1, 1: ) - <1>1 (1) % (1:) + <1>2 (1) q2 (1:) 1 

i)(1,1:) -<1>1(1) %(1:) +~2(1) Q4(1:)· 

Hence, the time trace is just a representation of the tip 

displacement as a function of time 1:. The phase portrait 

represents the velocity function of the displacement of the 

end. 

To construct bifurcation diagram, the maximum 

displacement of the end of the pipe is represented as a 

function of the parameter varying (U or v in practice). The 

transient terms are first discarded (20 time units). Then the 

displacement of the pipe is recorded each time the sign of the 

velocity changes. 

To construct the power spectra, an existing 

subroutine within the generic plotting package Genplot is 

used. The FFT transform is implemented only for even powers 

of 2 number of points (8, 16, 32, 64 ... ). The Y variable is 

first set to the absolute value of the complex transform, 

normalized by the square root of the number of data points, 

then transformed into a dB scale. The X variable represents 

the nondimensional frequency. In aIl the calculations, the 

number of points used is 4096. 
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Concerning the calculation of the Lyapunov 

exponents, sorne addi tional explanation may be useful. A 

complete discussion can be found in Guckenheimer and Holmes 

(1983) for mathematical defin~tions, and in Moon (1987) for 

practical calculations. 

Consider the system 

y - f(y), (A10.1) 

with a solution ~ (-r) 

conditions ~ (-ro) = .0' corresponding to a set of initial 

To deterrnine if this solution is 

stable or not, one considers another solution ~1 (-r) 

corresponding to different initial conditions. Then, it is 

possible to define the variational vector function 

u(t) = .,(t) - .(t), such that Iluil «1. Hence, the 

differential equa~ion for u may easily be obtained, 

li - Df(~) u, (A10.2) 

where Df(~) is the Jacobian matrix function for the vector 

field f(y) along the trajectory ~(-r). If .,(t) approaches 

.(t), then u(t) will tend to zero while if it diverges away 

from it, then u(-r) will tend to grow. This is expressed by 

(AlO.3) 

Of course, this exponential behaviour is only valid on a small 

time interval. Hence, in the computations, the vector 

function u(-r) is renormalized. The so-called Lyapunov 

exponents are defined by 

o - lim ..!.ln(Du(-r) ft/Ou(O) Il), 
-r"'oo -r 

(AIO.4) 
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and two trajectories may he considered to converge or diverge 

exponentially on the average. In an n-dimensional space, 

there exist n Lyapunov exponents, the largest dominating the 

dynamics of the system. Hence, the solution u('t') will 

converge to the direction of most rapid growth, which is 

associated with the largest exponent. 

To calculate this largest Lyapunov exponent, the 

fourth order system is replaced hy an eighth order system. 

The first four equations compute a given trajectory ~('t') and 

the last four compute the variational vector function u('t') 

defined by (A10.2) along the trajectory ~('t'). A fourth order 

Runge-Kutta scheme 

presented, the time 

is used again. 

step ât = 0.005. 

In the calculation 

Calculations were 

carried out with 100 nondimensional time units, heyond the 

first 20 to discard the transcient tenns, and the renor­

malization was carried out every 0.1 time units (= 20 x ~t) . 

j 
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Lyapunov exponents, function of the flow velocity. 

K = 105 , ~b = 0.8, Y = 26.75, ~ = 0.213, u = 0.005 . 
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Phase portrait and power spectrum beyond the 

chaotic regioni periodic motion at U = 10.82. 



.. 0.10 

U = 10.95 (b 1) 

0.05 
..... 
c 
Q.) 

E 
<l,) 

0.00 u 
0 
0. 
U') 

""0 

-0.05 

-0.106~~~~~~7~~~~~8-L-L-L~-9L-~~~~10 

time 

0.4 

U = 10.95 (b2) 

0.2 

>. 
-<-' 

() 
0 0.0 
Q) 

> 

-0.2 

-0.4 0.00 0.06 
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Time traee and phase portrait proving the 

existence of a stable fixed point in the 

chaotic region at U = 10.4. 


