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“Greater skill is needed to avoid high rock loading than to oppose it.”

Rziha*, 1872

. i - X :
* _ The renowned 19" century German tunnelling engineer



Abstract

Rockburst control measures have been in practice with continued efforts for
improvements since the beginning of the 20" century. The thesis concentrates on the
evaluation of destress blasting, which is an important pro-active rockburst control
measure. The concept of destress blasting is based on the fracturing of highly stressed
rock mass by detonating explosive charge within it. The concept has been carried out
ever since the first reported use in a Canadian coal mine circa i the early 1930s. Since
then, many mines across the continents have applied this technique using a trial-and-error

approach with mixed successes. To date, the application lacks scientific base.

The aim of this thesis is to identify the governing mechanisms associated with destress
blasting applications. A holistic approach is undertaken, which involves a critical
analysis of the reported field evidences, development of a numerical procedure and
detailed investigations at the micro-mechanical level to investigate the fracturing of rock

under confinement by different types and magnitudes of explosive energy.

A numerical procedure is developed in the thesis that carries promising potential to
improve the understanding on rock fracturing by explosive energy as well as provides a
platform to develop means for enhancing explosive energy utilization. The procedure is

validated with reported field observations.

Analyses of destress blasting is made through dynamic modelling by simulating discrete
fractures using the developed procedure. A normalized parameter £ is introduced to
investigate fracturing extent after destress blasts. The investigations revealed that
destress blasting produces limited fractures aligned along the principal stresses. The
fracturing extent reduces with the increase in the confinement. The study indicates that
the current practice of destress blasting seemingly provides more psychological benefits

than factual benefits from the desired destressing.



The study also introduces a non-dimensional parameter, B, which characterizes
destressing effects. The parameter not only adequately explains destressing phenomenon,
but also offers clarifications to seemingly inexplicable reported field observations of
destress blasting. Local fractures around the boreholes aligned along the principal
stresses are found to be the cause of reported local stress concentration and rock

stiffening post to destress blasting against the desived stress relaxation and softening.
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Sommaire

Les mesures de controle de coup de terrain sont utilisées depuis le début du 20eme siccle
grice aux efforts continus pour les améliorer. Cette these se concentre sur I'évaluation de
la méthode tirs de relaxation, qui est une mesure de controle proactive importante contre
le coup de terrain. Ce concept est basé sur la rupture du massif rocheux, qui est soumis
aux fortes contraintes, en détonant une charge explosive. La premiére utilisation
documentée de cette technique a la mine de charbon canadienne Circa date des années
30. Depuis lors, beaucoup de mines a travers le monde ont appliqué la technique en
utilisant une approche par essai et erreur qui a donné des résultats mitigés. A ce jour, la

base scientifique du tirs de relaxation n’existe pas.

Cette thése vise a identifier les mécanismes impliqués dans les tirs de relaxation. Une
approche holistique est utilisée, celle ci comporte F'analyse critique de données de terrain,
le développement d'un procédé expérimental et d'investigations détaillées, au niveau
micromécanique, pour étudier la rupture de la roche sous confinement pour différents

types d’explosifs et de niveaux d’énergie.

Une procédure numérique est développée dans la thése. Celle-ci offre le potentiel
d'améliorer la compréhension de la fracturation de la roche par I’énergie d’explosif amsi
que fournir une plateforme pour développer des moyens d'augmenter ['utilisation
del'énergie explosive. La procédure est validée par des observations de terrain

disponibles dans la littérature.

L’analyse de tirs de relaxation est faite par modélisation dynamique de ruptures discretes
en utilisant la procédure numérique développée dans le cadre de cette recherche. Un
parametre normalisé /g est introduit pour étudier la fracturation lors d’un tir de
relaxation. Les investigations ont indiqué que les tirs de relaxation produisent des

ruptures qui sont alignées le long des contraintes principales. La longueur de ces tuptures
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diminue avec l'augmentation du confinement. L'étude indique également que la pratique
en vigueur des tirs de relaxation semble donner des avantages plutdt psychologiques que

phystiques.

Dans le cadre de cette étude, un nouveau parameétre non dimensionnel, By, est présenté; i
permet de caractériser les effets de relaxation. Le paramétre explique non seulement en
juste proportion le phénoméne de relaxation des contraintes mais offre ¢galement des
éclaircissements sur certaines observations de terrain qui semblaient en apparence
inexplicables. Lors d’un essai de tir de relaxation, les ruptures localisées se forment
autour du forage. Elles-ci sont aligne le long des contraintes principales et sont la cause
de concentrations des contraintes localisées, ce qui induit Ueffet raidissant du massif

rocheux, le tout a 'encontae de 1’objectif vis par les tirs de relaxation.
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CHAPTER1

INTRODUCTION

1.1

BACKGROUND - OVERVIEW OF ROCKBURST PHENOMENA

The mining industry is still facing problems of rockbursts since they first reported
it in an Indian gold mine at the end of the 19th century (Morrison, 1942, Blake,
1972a). Since then, there has been a worldwide increase in the reported incidences
of rockbursts as mining operations reached deeper ore deposits with higher
extraction ratios due to economic pressures. Geologic conditions affecting local
stresses can create rockburst hazards at any mining depth (Johnston and Einstein,
1990) and rockbursts have been recorded at depths as shallow as 30 to 50m
(Brauner, 1994). However, the severity, frequency and intensity of rockbursts

increase with the depth (Brauner, 1994, Nakajima and Watanabe, 1981).

Intensive research has been carried out to identify the root causes and to develop
means of controlling or eliminating rockbursts. The studies resulted in a better
understanding of brittle rock failure characteristics as well as formulation and
implementation of energy theories (e.g. see Siln(m, 1999 and Tang, 2000 for the
detailed review). Such studies have led to a better understanding of the different
types of rockbursts and their causative mechanisms. Figure 1.1 presents rockburst
classification as proposed by Brown (1984) and later accepted by the Canada
Rockburst Research Program (CRRP, 1996).
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Figure 1.1 — Flowchart illustrating the classification of rockburst mechanisms

(CRRP, 1996)

While much has been learn about rockbursts, their prediction is still a mystery.
Contributory factors to rockbursts (high stresses, stiff rock strata, rapid mining
cycles and larger excavation area) are known but their triggering mechanism and
likelihood of triggering time period cannot be predicted. Therefore, much attention
has and is being paid to the development of rockburst control and containment
measures (Figure 1.2). However, it appears that the application of rockburst
control measures seemingly provide only psychological advantages as rockburst
triggering mechanisms are hitherto unknown. It has always been a challenge to
guarantee that a rockburst control measure application will achieve the desired
objectives and it is to date elusive to deterministically claim that the rockburst
control measure has achieved the desired objectives. Rockbursts continue to occur

despite the improvements in the rockburst control measures application.
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1.2

Figure 1.2 indicates that destress blasting is one of the mmportant pro-active
rockburst control measures. The method was conceived and first applied to a
Canadian coal mine (Mclnnes et al., 1959). Since -then, the method has been
applied {with modifications to suit various mining environments) and is currently

being practiced in several underground mines around the world.

The current research aims to evaluate destress blasting mechanism(s). The focus of
the research is the application of destress blasting to contain the strain bursting
phenomenon. Also, the focus is only concentrated on destress blasting applications
used for drift development cases of hard rock underground mines in the Canadian
Shield. However, The thesis reviews destress blasting practice as applied to other

parts of deep underground hard rock mines.

STATEMENT OF THE PROBLEM

Field application of destress blasting is full of contradictions even after over 80
years of the first reported application in the early 1930s for Springhill colliery,
Canada (Mclunes et al., 1959). The lack of knowledge related to the governing
mechanisms together with an effective assessment tool resulted in the
abandonment of the destress blasting practice by the Swedish (Taube et al., 1991),
re-thinking its use and concepts by the South Africans (Toper et al., 1997), mining
method transformation in the silver producing mines, Idaho, USA (Williams and
Cuvellier, 1988) and using it only as a last resort measure in Canada. The
contradictions associated with the apparent success stories are appraised through

the following sub-sections.



1.2.1 Local Stress Transfer by Fracturing

It is postulated that destress blasting induces fractures in the rock mass (Roux et
al., 1957). This fracturing results in local readjustment of stresses by transferring
them to a non-fractured zone ahead of the destressing zone. However, the field

application is full of contradictory evidence.

Studies done along with the revival of destress blasting in South Africa could
neither reveal new fractures nor an effective extensions of the existing fractures
(Adams and Jager, 1980; Brummer and Rorke, 1984). These studies indicate
changes in the characteristics of the pre-existing fractures (more gouge filling after
the blasting) rather than the extension. Their finding is limited to the near face
extensional failures (Napier et al., 1997), a universal failure characteristic around
an underground opening due to the bi-axial mining induced stresses. Figures 1.3
and 1.4 depict systematic fracture patterns around the stope face as per the South
African experiences. Systematic investigations including RQD (Rock Quality
Designation, a measure to characterize the rock mass by measuring fracturing with
the core logs) measurements and petroscopy in Pyhdsalmi Mine, Finland also
indicate no radial fractures created by destress blasting beyond 1.4m lateral to 89
mm diameter holes charged up to 60 kg of explosives (Hakami et al., 1990). The
most recent, well documented, Canadian experience based on borehole endoscopy
and cross-examination done with seismic tomography could not identify the
fracturing even from 165 mm diameter borehole destress blasting in the Brunswick
Mine (Andrieux et al., 2003). Figure 1.5 presents outcome of the study based on
seismic tomography. Brauner (1994) indicates ‘the inapplicability of destress
blasting to higher stresses due to its inability to generate sufficient fractures under
such conditions for underground coal mine workings. Karwoski et al. (1979)
reported similar observations for hard rock mines and expressed doubt about

enough fracturing by small diameter closely spaced boreholes.

n
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In contrast, North American experiences with destress blasting are entangled in
ground control problems. The ground contro} problems caused by destress blasting
application led to its experimentation in the walls instead of into the vein (Corp,
1981), change of the mining method from overhand cut-and-fill to underhand cut-
and-fill (Board & Fairhurst, 1983) and abandoning a portion of the stope (Blake,
1998). Figure 1.6 depicts a ground control problem area in Coeur d’Alene Mining

District, Idaho, USA.

The following fundamental state emerges about the fracturing by the explosives in
the confined rock mass on the basis of well-established rock mechanics principles

and explosive engineering hypotheses.

“Detonation of a borehole in stressed rock medium will most likely
induce few cracks in the major principal stress direction. This
directional crack generation is not able to prodice any rock movement
hence stress relaxation or local stress transfer or yielding rock failure

mode .

Only one laboratory study can be traced which supports the above assertion but
only to the part that the fracture growth is more along the major principal stress
(Schatz et al., 1987a). Van De Steen et al. (2001) simulated fracturing in rock
blocks under bi-axial confinement using the displacement discontinuity boundary
element method and observed that no-stress-relaxation can be achieved with a
tensile failure criterion (Rankine failure criterion) generating an extensional
fracture pattern in the rock blocks. They observed that a shear failure mode and
criterion (Coulomb failure criterion) are necessary for the stress relaxation (Figure
1.7). The study indicates that the extensional type fractures observed in South

Africa (see Figures 1.3 and 1.4) cannot lead to the desired rock destressing.
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1.2.2 Modifying Rock Mass Properties

It is conceived that fracturing by destress blasting reduces the load-carrying ability
of the rock apparently by reducing the confined rock mass strength and the modulus
of elasticity (Blake, 1972a; Board and Fairhurst, 1983). However, up untill now no
study has been made to present a plausible explanations for the nature of f{ractures
growth after a destress blast under confinement and resultant changes associated
with it. More evidence is against the notion of effective fracturing by destress

blasting.

Transient relief of destress blasting in South African mines since the first systematic
observations of the technique in the early 1950s reflects no change in the rock mass
properties, particularly fracturing and associated strength reduction. The rock should
not experience stress concentration up to the perilous level in a short duration should it
attain the reduced stiffness properties due to destress blasting. Toper et al. (1998) report
rockburst incidences of 1.1 ML on the Richter scale in a panel preconditioned 15 days
earlier. The current belief for destress blasting application in South Africa is now based
on the concept that the purpose of destress blasting is to activate existing fracture
networks rather than to create new ones (Toper et al., 1998). Scoble et al. (1987)
validate this concept with the borehole endoscopy measurements in the Campbell Red
Lake Mine, Canada. Their studies found only extension of the pre-existing fractures,
which were limited only up to 1.4 m from the 45 mm diameter boreholes. Fractures
were observed only near to the borehole collars in the most recent Canadian experiment
in the Brunswick Mine (Andrieux et al., 2003). Hakami et al. (1990) reports similar
observations. Extension of the premise set in the preceding section lead to the following

scenario with respect to the extension of the new fracture networks.

“It can be argued that if the new fracture sets have to grow in the unfavourable
direction with respect to the stress relaxation under confinement (as discussed in
the preceding section), then the existing fracture networks will also follow the
same path under the same environment, thus being not amenable to the desired

destressing”.



Further, Toper (1995) presents laboratory tested rock properties and mentions no
perceptible change in the rock properties (uniaxial compressive strength and the
Young's modulus) for before and after destress blasting measurements. It is
noteworthy to mention that Toper et al. (1994) report an increase in the major
principal stress magnitude and a reduction in the minor principal stress magnitude
due to destress blasting based on the measurements with strain gauges (Figure 1.8).
Hakami et al. (1990) point out similar observations for the local reduction in
strength and modulus properties limited to the plane of boreholes and even an
increase beyond some distance away from the holes plane (Figure 1.9). It is
interesting enough to point out again that load cell measurements in the studies
done by Hakami et al. (1990) indicated a significant increase in the compressive
principal stresses parallel to the fractures plane. Only stress relaxation observed in
the order of 11 MPa for the principal stress perpendicular to the fractures plane,
which 1is identical to the observations by Toper et al. (1994). Labrie et al. (1997)
also reports an increase in the modulus properties in the order of 11 per cent after

an experimental destress blast in the Sigma 1 Mine, Canada.

No plausible explanation can be put forward to explain the increase in the major
principal stress and the stiffness of the rock mass after destress blasting application
which was anmed at reduction in the major principal stress magnitude and stiffness
properties. This poses a perplexing complexity on part of the practical application

of destress blasting but it also provides an intriguing research challenge to solve.

The perplexity to the issue of rock fracturing by destress blasting increases more
should one assume a diametric assumption to the fundamental position which
indicates that the fractures align along the principal stresses. The following
scenario emerges with conjectures that the blasting in the confined rock medium
produces radial fracturing enough for the effective destressing (Taube et al., 1991).
“If radial cracks growth due to detonation of borehole is presumed,
this will mean an increase in rock volume hence increase in the
modulus properties. An increase in the modulus properties will lead to
more stress concentration instead of desired stress relaxation or local

stress transfer and will ultimately contribute in violent brittle rock
failure”.
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1.2.3 Rockbursts Triggering Simultancous te Destress Blasting as a Success

Mieasure

The objective of destressing is to reduce the stress in the rock immediately ahead
of the mining face and to maintain the fracture zone in a state of stable equilibrium.
However, in practice, most of the time the most inappropriate way to achieve this
objective is undertaken by trying to generate fracture networks in the rock ahead of
the face by a heavy blasting (clearly, the practitioners believe that it will generate
radial fractures). Willan et al. (1985) conducted a survey of 30 case studies and
reported that the explosive energy applied was as high as 219 keal/m® for destress
blasting. Brummer and Andrieux (2002) report explosive energy as high as 1350
keal/m® and suggest the same level for the application (converting mass into
volume by rock density = 2.7 ¢m’ to the given data). These explosive energy
consumption figures reach close to the production blasting requirements. Cook et
al. (1966), based on the calculations of energy theories, reported that a successful
destress blast should release more energy than contained by the explosive itself,
i.e., a successful destress blast should trigger a rockburst simultaneous to it. It is
important to note here is that each blasting is a seismic event that can easily be

recorded with microseismic monitoring equipment.

The majority of the rockbursts in underground mines are simultaneous with
production blasting. The incidences of rockburst occurrences with production
blasts are so high that they cannot be termed a mere coincidence. Rienferg (1991)
reports that 91 per cent of rockburst incidences are associated with blasting,
without differentiating between destress blasting and routine blasting (Figure
1.10). Gay et al. (1984) report similar observations for gold mine destressing.
Lightfoot et al. (1996) report seismic activities associated with destress blasts as

well as spaced out up to a few hours post to destress blasting.

l i6



1000

Stope A 1/2/85 - 6/30/85

e M iCTOSEISITICTLY

800 #=x % %2 Rlagt
23 %%% Burst
2!
5 600
0 f‘
LL L
o i
$mt
Q
= ;
S 400 -
o
Z
200 |
ot ® g %‘ * g’?ﬁ%’?
0 ,nmwm 41&‘% Wﬁ*ﬁimwa \waw %‘$$ m%&
0 50 100 150
Days

200

Figure 1.10 — Daily microseismicity for stope “A’, Coeur d’Alene mining district, Idaho,

USA
(Rienferg, 1991)

17



1.2.4

Further, there should be calculations as well as control with release of the amount
of the explosive energy if triggering a burst with destress blasting is the success.
Sadly, it is not the case with the available field experience. Macasa Mine, Canada
triggered a severe rockburst on April 3, 1982 with a routine blasting operation
(Cook, 1982; Cook and Bruce, 1983). On the other hand, Strathcona Mine, Canada
had experienced a rockburst of 2.7 Nuttli magnitude simultaneously with destress
blasting (with no apparent stress relief signs in underground), which resulted in

support damage (Hanson et al., 1992).
Destressing as a Transient Phenomenon

Experience gained in South African mines for destress blasting indicate that the
effect of destress blasting is transient in nature (Lightfoot et at., 1996; Roux et al.,
1957 and Toper et al., 1998). It is not surprising that efforts are made to
incorporéte destress blasting into the daily schedule of stoping operations in South

African gold mines.

However, experience gained in the Coeur d’Alene Mining District, Idaho, USA
indicates that the benefits from carefully planned destress blasting operations can
be enjoyed over a longer period of time (Blake, 1972a & b, 1982, 1987, 1998,
Board and Fairhurst, 1983, Corp, 1981, Karwoski et al., 1979). Recent
experiments in Canadian mines (Andrieux et al., 2003; Brummer and Andrieux,
2002) also aimed for long-term stress relief by destress blasting. Further, if the
destressing involves a permanent change in the material properties (strength and

modulus) then such changes should yield long term effects.

No reasonable logic exists to dispel either of the beliefs.
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1.2.5 Suitable Explosive for Effective Destressing

It is frequently mentioned that an explosive with higher gas content (ANFO types)
is good for destress blasting (Blake, 1972a & b, 1982, 1998, Board and Fairhurst,
1983, Brummer, 1988, Lightfoot et at., 1996, Toper et al., 1998). It is argued that

higher gas content will help in extending the fracture networks.

However, in the same references, explosives with lower gas content (emulsion and
slurry) were used and the application termed as success. A review made in the
thesis (section 3.2, Chapter 3.0) indicates that high order detonation products or
ideal detonation products like emulsion and slurry explosives are required for
fractures generation and propagation in hard rocks. Also, higher shock wave
energy is required (can be attained from larger borehole diameter blasting using
emulsion type explosives) with an increase in confinement due to higher in-situ

stress regime at deeper workings.

Further, controversies exist for the precise role of gas pressure and shock wave
energy parts of an explosive in rock fracturing. Recent experiments of Brinkmann
“et al. (1987) and Nie and Olsson (2000) were also unable to find out the role of gas

energy in fractures generation and extension.

The above untenable destress blasting mechanisms; its contradictory
explanation and seemingly unguided field application is due to lack of
knowledge on destress blasting mechanisms. Certainly there is a need
to look beyond the existing representation of destress blasting
fractures zone by crude approximation of the modulus reduction as
reported by Karwoski et al. (1979), Hedley (1992), Tang (2000) and
Andrieux et al. (2003).
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1.3 OBJECTIVES OF THE RESEARCH

The analyses made in the preceding section pose the following four issues which
need to be answered before further advances can be made with the effective

destress blasting application.

(i}  What is the nature of the fractures growth by rock blasting under
confinement? It is important to know whether the fractures propagate
radially or directional growth takes place.

(ii) What is the extent of the fracture network due to rock blasting under
confinement? It is important to ascertain that the fractures extent is
appropriate enough for the desired effect of destressing.

(ifi) What amount of stress relaxation or stress redistribution is attained
due to fractures induced by rock blasting under confinement? Most
important factor in the entire exercise of destress blasting is fo
ascertain the changes created with the magnitudes of the principal
stresses.

(iv) What type of explosive energy (shock versus quasi-static energy) is
more appropriate for hard rock mines for the purpose of effective
destressing? It is equally important to gain knowledge on the explosive

energy utilization for effective application of destress blasting.

Destress blasting is essentially an application of explosive energy to rock subjected
to high stress levels. Therefore, an experimental technique, suitable for dynamic
rock fracturing studies, is needed to resolve the aforementioned uncertainties. The
outcome of the analysis for a study conducted in this thesis (Chapter 3) to assess
the quantifiable role of explosive energy in rock fracturing further compounds the
complexities. No suitable experimental technique exists to study the dynamic rock
fracturing. The prevalent laboratory scale experimental techniques suffer from the
scale effect and the field scale studies are prohibitive. Therefore, it is first required
to develop an experimental procedure in order to study issues related with

destressing blasting.



The following specific objectives are targeted and obtained with the thesis.

h

)

3)

“)

®)

(6)

Development of an experimental procedure to study the dynamic rock fracturing
by explosive energy. A numerical procedure is developed which fully accounts for
the explosive characteristics, rock properties and unrestricted growth of the
discrete fractures. The procedure is validated with the existing empirical
knowledge base.

Identification of the nature of the fractures growth due to rock blasting under
confinement. The confinement levels commensurate to the deep hard rock mines in
the Canadian Shield are considered for the dynamic numerical modelling
simulations.

Identification of the extent of the fracture networks under the variable bi-axial
confinements with different spatial location of the boreholes. Critical examination
is made in order to understand the stress relaxation phenomenon associated with
fractures growth in such environment.

Improving the understanding of the role of rock properties on extent and nature of
the fractures. The simulations are conducted to identify the effect of change in the
rock properties on the fractures growth.

Identification of the role of the explosive energy on extent of the fracturing. The
characteristics and magnitude of the explosive energy are both evaluated with the
studies.

Exploration for the enhancement of explosive energy utilization for the effective
application with minimal detrimental effect to the host rock. Few simulations are
conducted to assess the potential of smooth blasting techniques in the effective

explosive energy utilization.
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i.4

1.5

SCOPE OF THE RESEARCH

The research described in this thesis is undertaken in order to improve the
understanding of destress blasting mechanisms through a series of micro-
mechanical dynamic numerical modelling. Endeavours are made in analyzing the
importance of confinement levels, variable differential stress levels, rock
properties, explosive characteristics and blasting parameters on destress blasting
program. The scope of the study is limited to the evaluation of destress blasting
mechanisms and possible stress relaxation phenomena in underground hard rock
mines through numerical modelling exercises only. The scope of the research
made in the thesis is limited to destress blasting cases related to the drift
developments where a few short length holes (about 7 m) of small diameter (38 to
89 mm) are practiced. Primary numerical models are standardized and verified
against reported empirical knowledge bases, wherever possible, and then a detailed |
parametric study is undertaken from the primary models with due consideration of
the confinement level. Results of such detailed studies are also compared with

reported field observations.

THESIS ORGANIZATION

Chapter 1 starts with brief background information on rockburst phenomenon. The
chapter also presents a critical examination of destress blasting mechanisms in
order to define the problem. Scope of the research is also defined in this
introductory chapter. Chapter 2 reviews reported field destress blasting practices.
Analyses of three case studies are also presented in the chapter. Chapter 3
addresses 1ssues pertaining to rock fracturing by explosive energy. Explanations
are put forward to explain rock fracturing mechanisms and experimental
techniques used to obtain such information. Studies made to quantify the fracturing
and the role of confinement in rock fracturing are also discussed and analysed in

the chapter. Chapter 4 1s concerns the development of a new numerical procedure
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to study rock frai:turing by explosive energy. The chapter also presents an analysis
of the attempted procedures to study rock blasting employed elsewhere.
Validation of the new procedure is also made in the chapter. Chapter 5 addresses
core issues of destress blasting. A detailed parametric study is undertaken to
understand the dynamic rock fracturing process at the micro-mechanical level. The
chapter introduces a non-dimensional parameter, f, to characterize fracturing
extent as well as destressing. Investigations in the chapter provide answers to the
questions (1), (i1) and (iv) posed in Section 1.3. Chapter 6 introduces a novel stress
relaxation parameter (3;. This parameter provides an answer to the question (iii)
. posed in Section 1.3. The parameter not only adequately describes destressing but
also offers an explanation to the inexplicable field observations mentioned in
Section 1.3. Chapter 7 provides discussion on the validity of the modelling and
limitations. Chapter 8 summarises the outcome of the research. Limitations of the
study as well as the scope of future research are also delineated in the chapter. A
Summary is presented at the end of each chapter. References cited in the thesis are

presented in the last part of the thesis.
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CHAPTER 2

DESTRESS BLASTING - EVOLUTION, CONCEPTS
AND PRACTICES IN UNDERGROUND MINES

2.1

2.2

DEFINITION

A ground preconditioning method, performed by drilling and blasting in highly
stressed rock to relax the zones of high stress. The peak load in the blasted zone is
thus transferred deeper into the undisturbed rock and a protective barrier 1s formed

(Mitri, 2000).

Various terminologies used over time include concussion blasting, volley firing,
shake blasting, camouflet blasting and precondition blasting, to name a few. The
thesis uses only destress blasting, which is a widely accepted term for the

technique.

HISTORICAL BACKGROUND

Destress blasting was conceived as a rock fracturing technique to shift high
abutment pressure away from an active face, which is one of the causes of
rockbursts in mines. A common notion is permeated that destress blasting was
conceived and first applied to the gold mines of South Africa (Rorke and

Brummer, 1990; Roux et al., 1957; Tang and Mitri, 2001). Contrary to this
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permeation, literature indicates that Springhill Colliery, Nova Scotia, Canada
(Mclnnes et al., 1959) introduced and applied destress blasting as a rockburst
control measure in the early 1930s. Christian (1939) reported the first application
of destress blasting for hard rock mines in Teck-Hughes Mines, Canada. The
mines of Kirkland Lake - Ontario, Canada, used destress blasting in the 1930’s on

a trial and error basis (Hanson et al., 1987).

However, the first systematic observations of destress blasting and its benefits are
documented with the detailed experiments conducted in the early 1950’s for the
gold mines of the Witswatersrand area, South Africa (Roux et al., 1957, Gay et al.,
1984, Hill and Plewman, 1957). The concept of destress blasting evolved from the
observation that the zone of highly fractured rock immediately surrounding some
deep underground openings seems to offer some shielding to both the occurrence
of and damage from rockbursts. It was argued that both the occurrence and effects
of rockbursts could be reduced by extending and maintaining this zone of the
fractured rock ahead of a face (Figure 2.1). In fact, the observations were an
extension of the dome theory proposed by Morrison (1942). Effectiveness of the
concept was tested in the field and involved destress blasting of 32 stopes over a
19 month period at the East Rand Proprietary Mines Ltd. The results were
encouraging. The incidence of rockbursts, severity of rockbursts, time of
rockbursts (relative to shifts) and causalities were among the parameters monitored
before and after destress blasting. Improvements ranged from 34 per cent for the

first parameter to 100 per cent for the last (Roux et al., 1957).

Destress blasting was again re-evaluated for South African gold mines in the late
1980s (Brummer and Rorke, 1988; Rorke et al. 1990; Adams et al., 1981; Adams,
et al., 1993; Lightfoot et al., 1996; Toper, et al., 1997). The current practice has
many notable departures from the original concepts of destress blasting. The
following is a summary of the beliefs (based on the references cited above)
associated with the current practice adopted after the re-evaluation of destress

blasting.
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(a)

(b)

(c)

(@)

(e)

The main objective of destress blasting is to activate already existing tightly closed
fractures rather than to initiate and propagate new ones.

The position and depth of destress blast holes should be confined to the already
fractured zone for an effective apphcation.

The aim of destress blasting is to shift stress concentrations and associated seismic
activities deeper into the rock. Extent of the already fractured zone is generally
3-5 m from the active face. Therefore, destress blasting should be part of a regular
production cycle to be effective in continuously transferring the seismic activities
away from the face.

A low shock and high gas energy explosive (ANFO types) has a better effect in the
opening and extending pre-existing fractures, hence should be employed.

Destress boreholes should be equally far from the walls (hangingwall and footwall)
to avoid damage to the walls in order to minimize ground control problems. The

borehole spacing of 3.0 m is established for the 38 mm diameter boreholes.

Figure 2.2 illustrates two different schemes for destress blasting application in the

South African gold mines.

In North American mines, destressing is more widely practiced (Dickhout, 1962;
Hedley, 1992; Mitri, 2000; Moruzi and Pasieka, 1969). Detressing of sill pillar was
done on a regular basis in the Coeur d'Alene mining district of northern Idaho.
Several publications reported instrumented field trials for the mines (Blake, 1972a
and b; Corp, 1981; Board and Fairhurst, 1983). It was reported that destressing
significantly reduces seismic activity during the mining (Blake, 1982). It seems
that the cooperative efforts by the United States Bureau of Mines and the mining
companies showed that for certain mining geometries, sill pillars in particular,
destress blasting could be effective in improving rockbursts control (Mitri, 2000).
Figure 2.3 illustrates two schemes of destress blasting, which indicates 1ts
application in two different areas of deep hard rock mines in the North American

Continent.
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(d)

in Canadian mines, destressing is normally practiced in crown/sill pillars in thin,
steeply dipping ore bodies such as those at Campbell Red Lake Mine, Dickenson
Mine (now Red Lake Mine), Falconbridge Mine (Moruzi and Pasieka, 1969), and
Kirkland Lake (Cook and Bruce, 1983; Hanson, et al, 1987). Labrie et al. (1997)
and Mitri (1996) also report experimental destress blasting for the Val d’Or’s
Sigma Mine 1, Quebec, Canada. At Inco's Creighton Mine, destress blasting is in
regular use in driving development openings, and in pillars, which is a form of
preconditioning (MacDonald, et al., 1988, O'Donnell, 1992; Oliver, et al., 1987).
The most recent appliéation of destress blasting is reported for the Brunswick

Mine, Canada (Liu et al., 2003, Andrieux et al., 2003).

Destress blasting practice on the North American continent involves beliefs that are
altogether different from the South African practice. The following summarizes
prevalent notions for destress blasting particularly applied to pillars and stopes of the

steeply dipping veins of hard rock mines.

The main objective of destress blasting is to fracture highly stressed stiff rocks.
The resultant effect of such exercises is to transfer mining induced stresses to other
parts of the mine. Destressing involves a change in the rock properties and its
benefits can be enjoyed over a longer period of time.

The borehole depth is a function of the desired destressing area, the magnitude of
the mining induced stresses, the mining method and the available mechanization in
the mine. Boreholes of 9-10 m depth for crown/sill pillars have been reported
(Blake, 1972b). Higher magnitude of the induced stresses may necessitate
destressing for the whole stope in advance with 20-25 m deep boreholes (Karwoski
et al., 1979; Andrieux et al., 2003).

The aim of destress blasting is to fracture overly stiff homogenous rock. Therefore,
more blasting energy is preferred. Explosive energy levels close to production
blasting have been suggested and implemented (Brummer and Andrieux, 2002).
Emulsion type explosives as well as ANFO type explosives are equally reported in

use (Willan et al., 1985).
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Destress blastholes should preferably be shifted towards the footwall side to
minimise the ground control problems during crown/ sill piilar destressing (Blake,
1972b). The most recent application involved the use of 165 mm diameter

boreholes (Andrieux et al., 2003).

Although destress blasting is considered one of the best techniques of controlling
rockbursts (Blake, 1982; Roux et al., 1957; Oliver et al., 1987; William and Cuvellier,
1988; etc.), it has achieved mixed success in its application. Apart from the apparent
success stories, the ground control problems resulted by destress blasting application
lead to experiment it in the walls instead of in the vein (Corp, 1981), change of the
mining method from overhand cut-and-fill to underhand cut-and-fill (Board &
Fairhurst, 1983) and abandoning a portion of the stope (Blake, 1998) in the silver
producing mines of Coeur d’Alene Mining District, Idaho, USA. Lately. the mines in
the area switched to the underhand longwall mining method (Williams and Cuvellier,
1988). Further, fracturing of confined rocks remained doubtful. Scoble et al. (1987)
with borehole endoscopy measurements in Campbell Red Lake Mine, Canada,
reported that destress blasting involved only the extension of pre-exisiting fractures

and that too upto a limit of 1.4 m from the 45 mm diameter boreholes. The most recent

_ Canadian experiment in the Brunswick Mine, Canada could only find the fractures

near to the borehole collars (Andrieux et al., 2003). Measurements by Labrie et al.
(1997) in the Sigma I Mine, Canada, add complexity to the problem as they report an
increase in the modulus properties in the order of 11 per cent after an experimental
destress blast. Hanson et al. (1992) report extensive damage to drifts after a destress
blast in the Strathcona Mine, Falconbridge, Canada. The destress blast triggered
rockbursts of 2.7 on the Nuttli magnitude.

Depth, stress and rock conditions in many deep mines are conducive to severe bursting
on an almost daily basis. It is a fact that bursting is infrequent and associated only with
particular geome&ies and geological conditions. It shows that a considerable amount
of natural self-destressing accompanies to mining (Roux, et al., 1957, Corp, 1981).
Destress blasting is mostly applied as a last resort, i.e., when the natural or self-
destressing of strainburst prone structures cannot be induced by the design of the

mining geometry and mining sequence (Blake, 1998).



(a)

(b)

(©

MECHANISMS OF DESTRESS BLASTING

The destressing by blasting is conceived to shift away high stress concentration
near to the active face (Brauner, 1994; see Fig. 2.1 also). In hard rock mines,
destress blasting is thought to be a means of maintaining and extending natural
fracturing around an excavation. It is perceived that inducing fractures by blasting
in the rock ahead of the face produces the following effects (Blake, 1972a and
1998; Board and Fairhurst, 1983; Brauner, 1994; Brummer, 1988; Corp, 1981;
Kowarski et al., 1979; Mitri, 2000; Roux et al., 1957; Toper et al., 1997).

Local stress transfer by fracturing — Destress blasting induces a set of fractures

in the rock mass. This fracturing results in local readjustment of stresses by
transferring them to a non-fractured zone ahead of the destressing zone. The
benefit to the mining personnel is that a low stressed “cushion” of rock is

produced in the immediate stope face.

Modifying rock mass properties — The fracturing by destress blasting reduces

the load-carrying ability of the rock apparently by reducing the confined rock
mass strength and modutus of elasticity. The collective result of change in the

properties is stress decrease in the fractured zone.

Modifving rock mass failure mechanism — Rockburst is normally associated

with brittle elastic rock failure. Fractures induced by destress blasting provoke
yielding characteristics of rock mass and hence change its failure mechanism
from brittle elastic to yielding type. Successive destress blasting applications
develop a progressive yielding to maintain the cushion as the face advances.
Furthermore, continued yielding dissipates continued loading of the destressed
zone. Therefore, the destressed zone yields gradually rather than fails suddenly

and violently.
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APPLICATION AREAS FOR DESTRESS BLASTING

Destress blasting is a pro-active control measure against the strain bursting
phenomena. Therefore, destress blasting can be applied to any area in the mines
which is susceptible to the strainbursts. Mitri (2000) summarises various scenarios
susceptible to strainbursts due to different mining activities (Figure 2.4). These

scenarios can be broadly grouped into the following three places.

Drifts/raises/shafts: Strainbursting is attributed to rapid changes in the opening
geometry as initial mining of the stope begins. The rapid change in geometry does
not allow the rock to self-destress, and burst-prone geometries are created on a
daily basis. They also occur when the opening intersects dykes, faults or hard
lenses of siliceous quartzite. Bursts in these types of situation are usually small in
magnitude. Application of destress blasting can transfer high abutment stresses

farther from the face.

Pillars: A large excavation area is created as mining progresses away from the
starting point. The larger excavation area generates larger mining induced stresses
in the pillars, which are formed due to the mining operations. High pillar stressing
may also be the result of narrowing a pillar size by two excavation areas
approaching each other. Application of destress blasting in such cases is aimed to

weaken the pillars and by doing so, stress transfer is achieved.

Stopes: Pillar size or geometry becomes immaterial as stoping operations
approach deeper and deeper in stiff strata with the principal stress perpendicular to
the larger excavation area. The whole stope area may require destressing (or

preconditioning) prior to taking up the stoping operations.
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2.6

(a)

(b)
(©)
(d)

(e)

(g)

(b)

BENEFITS OF DESTRESS BLASTING

A successfully conducted destressing blast should alleviate high stress related
difficulties, primarily strainbursting. The following additional benefits could be
achieved once the targeted area is destressed (Mitri, 2000).

Improved rock fragmentation from production blasting.

Improved productivity‘ due to faster stoping operations.

Increased mine workers safety.

Reduction in rockburst incidences.

Reduction in rockburst severity.

LIMITATIONS OF DESTRESS BLASTING

Despite the apparent success stories reported earlier, destress blasting applications
involve certain limitations. The followings are limitations reported by researchers
(Blake, 1998; Boler and Swanson, 1993; Karwoski et al., 1979; Neuman et al., 1987;
Toper et al. 1997).

Limited space at working face, particularly in narrow vein mining, restricts the size of
drilling equipment. Smaller size drilling equipment means that one has to wait until
the situation becomes critical. This increases the risk for on-shift bursting.

Any misfire can be hazardous for subsequent mining.

Too early destressing can result into subsequent on-shift bursting.

Production delays invariably result because of the time required to drill the destress
holes and carry out the destressing.

Destresssing is a slow and costly process while the results obtained have not been
entirely predictable.

The destressing holes, even on 1.5 m spacing, may not be loaded heavily enough to
accomplish complete destressing.

Deétressing, like mining, often shifts the stresses to the adjacent areas unless it is done
in a planned and controlled sequence.

It is currently not possible to guarantee that a destress blast will achieve the desired
objectives, nor it is possible to tell whether the destress blast has achieved the desired

objective until a sufficient time has passed without a damaging event.
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CRITICAL REVIEW OF THREE CASE HISTORIES

Three typical case studies are presented in order to illustrate complexities
associated with destress blasting in the field. The first case study brings out the
da-mage inflicted to the drifts supported with wire-mesh plus rockbolis. The study
clearly indicates that the notion of measuring success wiih the release of more
seismic energy than contained by explosives is a dangerous proposition. The
second case study distinctly reports transfer of stresses to other parts of the mine
and causing damages there as well as ground control problems in the destressing
stope. The study indicates the need for careful planning before the application of
destress blasting. The last case study poses questions on the ability of fracturing by
destress blasting. The study involves 165 mm diameter blastholes and even then
fracturing is not apparent. The study also emphasizes that more insight for data
analysis is required when costly instrumentation is involved. In summary, these
case studies underline the fact that destress blasting is hitherto poorly understood
in spite of involvement of the best available technical skills and a generous

investment for sophisticated equipment.

2.7.1 Strathcona Mine, Falconbridge, Canada

{Hanson et al., 1992)

® Mine — Strathcona, Falconbridge, Canada
u Mining Method - Cut-and-Fill
" Problem - Sill pillars rock bursting

- at cross-cuts and the large excavation area in footwall. Stress
fractures were observed in the backs and walls at a depth of
1.2 m, with fracturing more pronounced near the footwall
contact. Based on the numerical modelling results, areas
considered to be critically overstressed were attempted for
destressing after re-supporting the critical areas with 2.4 m
bolts plus wire-mesh (area A, B and D shown in Figure 2.5).

Destress blastholes were 5.5 m long.
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Properties
- Rock - good quality feldspathic gneiss (Q= 25, RMR=73,

UCS=300 MPa, E=40 GPa, m=10, s=0.05). Three joint sets with
the predominant joint set has rough undulating surface having
chlorite talc alteration with 2-4 m spacing and 3-10 m m
persistence.

- Ore — softer nickel sulphide (UCS=110 MPa, E=55 GPa)

- Mining induced stresses - in excess ’of 1006 MPa near F/W contact
as estimated by numerical modelling

Destress blasting parameters— 5.5 m long, 63 mm diameter 66 holes in 2.1
m burden and spacing and 1.2 m stemming were fired with
Magnafrac3000 explosive (Emulsion) m footwall drifts (Figure
2.5). Powder factor ranged from 0.11 to 0.16 kg/m’.

Destress blasting result — 0.5 m skin rock displaced with mesh and bolt
plate necking in the line of blast holes. Craters of 0.3 m were also
left behind at some places. Seismic activity of 2.7 on the Nutth
magnitude was observed by microseismic as well as regional
seismic observations.

Review — The problem of rock bursting centred in the region of a larger
excavation area in the footwall and an area that falls in between
the excavation zones. Destress blasting triggered a rockburst of 2.7
on the Nuttli magnitude scale and also resulted in support damage.
It appears that the place of destressing was in stress relaxation
zones, which was in the sidewalls based on the assumption of
regional stress pattern in North America (high horizontal stresses

as the major principal stress, which are perpendicular to the veins).
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2.7.2 Star Mine, Coeur ¢’ Alene Mining District, Idaho, USA
(Blake, 1982, Corp, 1981, Karwoski et al., 1979)

= Mining district — Half the silver and a majority of lead and zinc
production for the US is extracted from the district in Idaho and the
mining depth is more than 2000 m. Ground control became the major
mining problem in the district because of the mining depth, major
faulting and folding, and the hardness and brittleness of the rock. As
a result of these problems, the Coeur d’Alene district has become one
of the most extensively studied mining areas m the world.

= Mine — Star Mine, Burke, Idaho, USA

® Mining Method — Cut-and-Fill

® Mining depth — approx. 2400 m

= Problems -

Beyond 2000 m depth, all the stopes were under risks of bursting,
irrespective of the pillar size (formed due to cut-and-fill mining).

a Ground conditions — Vertical stress is comparable with what might be
expected from gravity loading. The horizontal stress, however, often
exceeds the vertical (1.5 times at 2000 m depth). Estimated tensile
strength of rocks varies from 8.3 to 26 MPa, UCS from 85 to 289
MPa and the modulus of elasticity ranges from 13.8 to 69 GPa. The
wall rocks are a series of thin- and thick— bedded quartzites with
argillaceous interbeds.

= Destress blasting parameters—

Two blocks of ground, 76 m long by 12.5 m above and 12.5 m below
the 7700 level by 1.5 m wide, in the plane of the vein were drilled
with a fan-shaped pattern up to 30 m long, 100 mm diameter. A total
number of 66 holes, 33 in each block, were drilled (Figure 2.6). The
calculated powder factor is 0.28 kg//m’. At the 7900 level, fan-

shaped holes were drilled in 140 m strike length and 15 m above and



below to the level. Holes were fired from Tovex 5000 (Emulson)

with a charge density of 0.22 kg/nt’.
= Destress blasting results review -

Figure 2.7 illustrates the perspective of stope destressing exercises
conducted around the 7700 level. Destressing at the 7700 level,
through seismic velocity measurements, showed that both the vein
and wall rock had lower velocities after blasting- indicating reduced
stiffness that should prevent high stress build-up. As mining
progressed beyond the preconditioned zone, the release of seismic
energy increased and rock bursting occurred, and some 20 incidences
of bursts were observed. Closure measurements also show reduced
stope closure — indicating a stiffer, more burst-prone vein and wall
rock. Microseismic data showed that seismic activity in the nop-
preconditioned rock lasts longer after a stope round is blasted. Entire
stopes in the vicinity were extracted without any significant seismic
danger and it was made possible due to the destressing at the 7900
level. However, stress transfer due to this destressing caused a
rockburst of 2.6 M; on the Richter scale below the 7500 level (Figure
2.7 area marked 3 and details are also given in Figure 2.8). Figure 2.7
also illustrates an axis of rockbursts, which indicates about the axis
where majority of the rockbursts occurred in the particular area at the

different levels and in the time scale.
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2.7.3 Brunswick Mine, Canada

{ Andrieux et al., 2003; Liu et al., 2003)

a  Mine - Brunswick Mine, Canada

= Mining Method —Open stope stoping with delayed backfill

= Problem - Difficult mining due to high stresses.
The particular pillar of the case study, 29-9, is a squat pillar
comprising massive, strong and stiff low-grade sulphides (Figure
2.9 and 2.10). The mine management called for an exercise to
weaken the pillar so that stress shadow could be provided to the
parallel vein pillars where high-grade ores are situated.

Ore properties - massive stiff sulbpides (UCS=200 MPa, E=70 GPa,
p =43 t/m’).

Destress blasting parameters— 165 mm diameter boreholes with an average
charge length of 20 m were at a 2.4 m by 2.4 m grid at the toe
(Figure 2.11). Emulsion explosive with a total of 17100 kg was
used with no free face available to any of the holes. The powder

factor ranged from 0.11 t0 0.16 kg/m’.

Destress blasting result — The access drift from where destress blastholes
were drilled showed the drift closure was due to the material
ejection post the destress blast: It is important to note that in
addition to the normal confinement, additional confinement was
provided by pastefill spread in the drift.

= Review — The study involves the extensive use of an array of sophisticated

equipment and techniques (Figure 2.11). Results obtained from the

stress cells (Figure 2.12) do not match well either with the multi-
point borehole extensometer (MPBX) observations presented

(Figure 2.13) or with the expected response due to concurrent

mining in the adjacent stopes. It is not clear why the stress cell in

the uphole was showing higher stress relaxation while the mining
in the adjacent stopes should have resulted in the stress

concentration. Also, the downhole stress cell was placed only 4.5
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m deep from the collar and therefore was too far from the blasting
zone to provide any meaningful information. This load cell was
located in the zone that experienced collar failure after destress
blasting. Further, MPBX was not showing any response except a
single value and the stress cells also seemed to be dead after the
blasting. MPBX observations could not be corroborated from the
seismic tomography results. Only two observations corroborate
each other, borehole endoscopy and seismic tomography (Figure
2.14) indicate that the charged section did not induce effective

fracturing in the rockmass.



Figure 2.9 — Schematic Plan view of destress blasting pillar (29-9 pi]laf)
(Andrieux et al., 2003)



{Ore)

§ 16006-2 sab
227-9 228-9 2299 230-9
Sole access to 130-9 | Possible back failure
{ N 1 1000-1 sub
A I
{\) 130-9
128-p 129-9 Lo T
(Backfilh) . ~~
N A
Tl L3 3 | 1060 Sill
Sele access for mucking\/5 Current back failure
remnant of 128-9 b
30-9 Stope

1125-5 sub

{Waste sulphides below 1125-5 sub)

Figure 2.10 — Schematic Longitudinal section of destress blasting pillar

(Andrieux et al., 2003)

’
~
- /
\ e
~
i
Shotcrete 1000 sil
i1l
g g R -~ I, ”
~ S’
HW meta- /
! sediments ,' /
= 30-9 J "
tope 4
P Waste sulphides ¢ /
(4
’
WOZ K4
lens e
< or en <F W WO 4
TR T e e g s T T ’
o oo o o o oMo o o oo 1]25-5311bl,
7
(a) Long-section looking West (b) Cross-section looking North (R-8)
Destress blast holes —— = - Hole for stress cells e e FiOlE fOr MPBX
------- Hole for seismic tomography o Hole for borehole endoscopy

Figure 2.11 — Schematic drilling pattern for destress blasting and instrumentation of the
29-9 pillar
(Andrieux et al., 2003)

47



[ Sudden drop at blast thne l [ Gradual increase in compressive stress in the rock mass above {006 silt

! Oct. 2699 - 17:32. mass-blast in 130-9 Stope

_‘ . l sy MW@?”?""’%WM

Qe 2899 - 17:37. destress blust tn 29-9 pillar

%mx«t« : » ! T

J ksl

7 l Aug. 20/99 - 06:16, Mag. 1.6 in 130-7 Stope 1 Sept. 66/99 - 18:00, 33,000 t blast in 124-4 stope J'\‘ - e
T T T .

B 7

Stress Change (MPay

Sept. 2549 - 21:00 2

!

womans (Jp hole gauge

5 :
g || Avg.22/99 - 18:00,22,025 t blast in 1317 ] Sept, 09/99 - 15:00, 300 ¢ blast in 324-8 Smpc‘

emmmm [eown hole gauge

Aung. 25/99 - 18:00, afiernoon blast? [ Sept. 12/99 - 04:00 7# ;

9 i
E 26/99 - 18:00, aiernoon blast? | [ Scpt 2099 1500, 42,335 1 blast 0 220-7 stope l :
-1 - -
: & I &5 3 N g & 2 : Z g
Figure 2.12 — Stress cell measurements from the uphole and the downhole
(Andrieux et al., 2003)
5 -
[ 20 S, < .
it
z 2
g
g \ )
8 6
& 104
4
& - -
Z -4 - ]
16 -~ ,, N
-18 § v § {
09/07/1999 28/08/1999 17/10/1999 06/12/1999 25/04/2000 15/03/2000
Date (mm/dd/yy)

[~0-27m ~8- 24 5Sm—a 22m > 19.5m-%~ 17m—e—145m |

Figure 2.13 - MPBX measurements from the downhole

(Andrieux et al., 2003)

43



Level, m

1,700

1,900

1,680

1,670

1,660

1,650

1,640

Pre- and post- destress blast
P-wave velocity difference, %

Destressing

blastholes

g RSB !
11880E 11890E 11900k 11910E 11920E 11930k

Lateral, m

Figure 2.14 — Seismic tomography of the destress blasting zone

{Andrieux et al., 2003)

49




2.8 SUMMARY

The analysis presented in the chapter indicates that different governing operating
mechanisms are involved in the field destress blasting program. It is not known
which operative mechanism is involved in a particular scenario. An active face of
any underground excavation susceptible to strainbursting needs destressing. The
active face may be a drift, a pillar or the complete stope. A successful destress
blasting should have significant technical and economical benefits for the mines
suffering from strain bursting phenomena. The case studies evaluated indicate
that the field application of destress blasting is very complicated; it needs a
thorough understanding of in situ stress regimes as well as mining induced
stresses and may involve an extensive or sophisticated instrumentation program.
Even then, the success of destress blasting cannot be guaranteed. This suggests
that a better understanding is required about stress transfer mechanisms as well as
the way explosive energy is transmitted to the rock. This requires investigation to
understand rock fracturing by explosive energy zmd propagation of the fractures
under in-situ stress regimes. An attempt is made towards this direction in the

following chapter.
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CHAPTER3

FRACTURES INITIATION AND PROPAGATION IN
ROCK BY EXPLOSIVE ENERGY

3.1

OVERVIEW

The study of fracture initiation and propagation in rocks due to explosive energy is
of great engineering importance. This knowledge has many practical applications
for mining engineering, civil engineering and petroleum engineering. The
knowledge in mining engineering is required for efficient rock breakage, limiting

damage to the host rock mass and effective destressing of a rockburst prone area.

A system engineering approach is required for a better understanding of the
phenomena governing a dynamic fractures initiation and propagation study. Figure
3.1 illustrates three main systems involved in the study, namely, rock, explosive
and boundary conditions. The study is influenced by numerous sub-systems and
their mutual interaction. A detailed investigation on the role of various systems and
sub-systems on rock fractures initiation and propagation is discussed in the

subsequent sections.
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3.2

A theoretical analysis is presented here for a better understanding of dynamic
fracture 1nitiation and propagation mechanisms as well as rock-explosive energy
mnteraction studies. The analysis is also made in order to find out a suitable
expenimental procedure for destress blasting as well as to identify the role of in-
situ stresses on the dynamic fractures initiation and propagation. This will assist in
evaluating destress blasting mechanisms as well as its effective field

implementation.

DYNAMIC ROCK FRACTURE MECHANISMS

Explanation of the detonation process can be found in many publications related to
blasting engineering (e.g. Bhandari, 1997; Clark, 1987; Fourney, 1993, etc.).
According to these explanations, detonation of an explosive charge, confined
within a borehole, initiates a very rapid chemical reaction at a velocity between
2000 to 7000 m/s (VOD or V4, velocity of detonation). The chemical reaction is
exothermic (temperature in the range of 3000 to 4000 K) and converts the solid
mass of explosive into gaseous products. The very rapid conversion of chemical
energy into thermal and gaseous energy develops a detonation pressure (Py) in the
range of 0.5 to 50 GPa. The detonation pressure generates an explosion pressure
(P.) in the reacted portion of the explosive column. The actual pressure on the
boundary of the borehole (P,, borehole pressure) depends on the rock mass
stiffness properties, amount of gas produced, temperature, velocity of detonation,

borehole volume, etc. (Figure 3.2).
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The following simplified equations are in use for the estimation of Py, Pe and Py,

(Atlas, 1987, Clark, 1987, Nie and Olsson, 2000).

Detonation Pressure, P, = p 4“ SPa e 3.H
' P A

Explosion Pressute, P, = mz"— = p-—;—, PA oo (3.2)

Bore Hole Pressure, P, = P, (r”) P e (3.3)

where, p = explosive density, kg/m3

V4= Velocity of detonation, m/s
. . explosive diameter
r, = coupling ratio = :
bore hole diameter

y = adiabatic exponent = 1.5 (Persson et al.,1994)

= 1+ —\—é‘: (Fickett and Davis, 1979) ..o (3.4

Q = heat of explosion of the explosive, Kl/kg

The borehole pressure has two distinct characteristics for two general categories of
detonation, namely, high order detonation (also termed ideal detonation) and low
order detonation (also termed non-ideal detonation). The high order detonation has a
higher peak pressure as well as a steep drop in the pressure wave whereas the low
order detonation has a lower peak pressure, which attenuates in a longer duration
(Aimone, 1992; Olsson et al., 2001) (Figure 3.3). One can find confradicting in-
borehole pressure measurements with regards to the time needed to attain the peak-
pressure values. However, the complete duration time for the borehole pressure-time
profile is similar in these contradicting ﬁleasurements. The peak-pressure time
profile falls to stand-off pressure in a couple of milliseconds (stand-off pressure is a
pressure much less than the tensile strength of most of the rocks). Many publications
cite explosive peak-pressure attainment time in the order of milliseconds (Holloway
et al., 1986; Nakayama, et al., 2001; Schatz et al., 1987a) but there are also in-
borehole measurements suggesting the peak pressure rise time is in between 20-150
microseconds depending on the explosive types and confinement (Daniel, 2003;

Frantzos, 1989; Jung et al., 2001; McHugh and Keough, 1982; Olsson et al., 2001).
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The action of detonation in the rock mass is shown in Figure 3.4. According to
Figure 3.4, impingement of the transient borehole pressure on the borehole
boundary generates shock waves into the rock. Primarily, shock waves are
compressive but they associate tensile waves due to hoop stresses during the
prbcess of rock fracturing. Part of the shock wave energy is reflected where it
meets either with a discontinuity (showed as interface in between rock | and rock
2 in Figure 3.4) or media with changed properties (showed as free face at the
borehole collar and at the bench slope in Figure 3.4). The reflected shock wave
acts as a new source of shock wave energy propagation (secondary shock wave)
and may be compressional or tensile in primary nature, depending on the
characteristic acoustic impedance difference at the interface of the original and
new media or discontinuity. The stress waves, through their interaction with
existing microflaws, are the dominant force in fragmenting the rock (Winzer et al.,
1983). Fractures generation, propagation and coalescence at a point of
consideration continues untill superimposed values of the primary and secondary
shock waves attenuate to a value lower than the tensile strength of the rock at that

point under the existing state of stress.

Considerable efforts were made in the last four decades to understand rock
fracture mechanisms by explosive energy. The work done so far has only led to
general agreement on the development of stress waves and gas pressure by
explosive loading. Controversies still exist regarding their respective roles and

mechanisms (see Table 3.1).
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TABLE 3.1 — Blasting theories and their breakage mechanisms

(Revised after Atlas, 1987)

Reference

Breakage mechanism

Tensile
reflected
waves

Compressional
stress waves

Gas
pressure

Flexural
rupture

Nuclie
siress
flow

Obert & Duval, 1949

X

Hino, 1956

Duval & Atchison, 1957

Rinehart, 1958

el

Langefors & Kihlstrom,
1963

>

Starfield, 1966

>

Porter & Fairhurst, 1970

>

Persson et al., 1970

Kutter & Fairhurst, 1971

Field & Ladegarrd-
Pederson, 1971

IR Al o

Johansson & Persson, 1972

Lang & Favreau, 1972

>

Ash, 1973

Bhandari and Vutukuni,
1974

ETIE Ieo ol Be Bl B

Hagan & Just, 1974

Barker et al., 1978

Winzer et al., 1983

Margolin & Adams et al,,
1983

McHugh, 1983

RIS

Brinkmann 1987

Dachnke et al., 1996

Nie & Olsson, 2000
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Propounders of the gas pressure breakage theory put forth differences in the shock
wave velocity and the crack propagation speed (shock wave velocity is three times
greater than crack propagation speed) (Edgeston and Barstow, 1941; Shockey et
al., 1974) in favour of their arguments (Daehnke et al., 1997) but at the same time
igniore interaction between the primary and the secondary waves (emanated from
pre-existing flaws in the rock mass). Expounders of stress wave theories put forth
larger number of cracks formation near a borehole in favour of their point of view
(quasi-static pressure should form only a couple of cracks rather than numerous

cracks) (McHugh, 1983).

Various experimental methods have been employed to understand rock fracturing
by explosive energy. The experimental methods involved laboratory studies
(summarized in Table 3.2), pilot field studies (summarized in Table 3.3), and other
indirect techniques like the Hopkinson split pressure bar technique (summarized in
Table 3.4) for the identification of dynamic fracture mechanisms. None of these
methods are suitable for the research proposed in this thesis. The laboratory
experimental methods suffer from the scale effect and the field scale studies are
prohibitive due to the cost involved. Further, none of the existing experimental
methods provides full control on the experiments (the dynamic load needs to be
applied at a much reduced level with the laboratory level methods, and boundary
effects can not be avoided in both the field and the laboratory methods) and a
rapid fracturing process also poses observational difficulties. However, barring the
controversies of the respective roles of stress wave and gas pressure in rock
fracturing and limitations of the different experimental procedures, the following

conclusive observations can be made with the studies done so far.
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TABLE 3.2 — Laboratory studies for dynamic rock fractures mechanisms

RESEARCHER (5)

PURPOSE OF
EXPERIMENTS

BRIEF DESCRIPTION

REPORTED RESULTS

Olsson et al. (2001)

Investigations for
fundamental rock
breakage phenomena

Two steel lined holes of 43 mm dia. at 0.8 m
simultaneously fired with 17 mm dia. Pipe
charges (dynamite and emulsion) in 2-4 m’
granite blocks without stemming. Stemmed
hole of 38 mm without liners were also tried.

Shock wave is responsible for rock
breakage and gas pressure helps in
movement of broken rock. Low
velocity of  detonation (VOD)
explosives works gently on rock while
high VOD gives more impact shock.

Ayres et al. (2000)

Safe boulder blasting

Water filled 5/8” holes in 1 £t blocks were
blasted with 8 No. cap + ¢4 explosive (RDX,
cyclotrimethylemetrinitramine, based)

Water  filled  boulder  blasting
fragmented blocks in large pieces
without fly-rock.

Daehnke et al.
(1997)

Investigate dynamic
fractures mechanisms

Cylinderical PbZ; charge used in PMMA
(Polymethyl methacrylate, an amorphous
brittle material) blocks. Numerical modeling
analysis employing fracture mechanics
principles also performed.

Majority of fracturing occurs due to
pressurization of detonation gases.

Bhandari, S. and
Badal, R. (1990)

Effect of joint pattern
on bench blasting

Bench blasting was simulated with 750 mm
x 500 mm x 500 mm sandstone blocks.
Holes were blasted with detonating cords.

Reflected tensile waves further extend
fractures already  created by
compressive waves.
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| Singh, D.P. and
Sastry, V.R. (1986)

Effect of joint
material on
fragmentation in
bench blasting

Bench shaped models (700 mm x 400 mm x
150 mm) of Chunar Sandstone were blasted
with a single 50 mm deep and 6.5 mm dia.
hole with detonating cord. A single 3 mm
wide joint running parallel to the face and
filled with four different types of materials
was incorporated in the study.

Size and shape of bench crater is more
controlled by burden than by the
jointing material itself. Strain energy
dominates fragmentation mechanism
at smaller burden but for larger burden
both, gaseous and strain energy, play
role.

McHugh and
Keough (1982)

McHugh (1983)
Schatz et al, (198743

and b)

Study oil well
stimulation technique

Cylinderical tuff blocks of 127 dia. and 12 *
long 0.5” central stemmed hole were blasted
with PETN. The blocks were hydrostatically
pressurized to 6.9 MPa.

Gas pressure acts dynamically rather
than quasi-statically and increases the
crack length in order of 5 to 10 times
than the dynamic pressure without the
gases. Lower amplitude pressure with
the low frequency produces smaller
crushed zone and longer radial
fractures. Confinement reduces the
crack length by a factor of 2 to 3.

Worsey et al.
(1981)

Investigating pre-split
mechanism

Detonating cords used in 2.5 mm to 25 mm
dia. holes for 150 x 150 x 75 mm Plexiglas
blocks. Tests are also conducted on larger
sandstone blocks with discontinuous planes.

The majority of cracks are exclusively
caused by quasi-static gas pressure.
Pre-splitting is primarily caused by the
interaction of tensile stresses induced
by quasi-static gas pressure.

62




Dally et al. (1978)

Investigating pre-split
mechanisms

70 mg charge placed in 8.75 mm diameter
holes and simultaneously fired in 6.4 x 450 x
610 mm Homolite sheets

Notched holes are the best for the
control of f{ractures direction 1in
comparison to simultaneous firing and
dummy hole practice

Dally et al. (1975)

Investigating effect of
gas pressure on crack
generation

70 mg of PbNg was blasted in 0.344” holes
made in transparent Homalite100 2D sheets
(16” x 16”7 & ' thick). Some holes were
contained for comparative gas pressure
effect

Gas pressure helps in extending cracks
in blasthole vicinity. Containment of
gaseous products increases amplitude
of tensile wave and results in more
fractures and fractures length. There is
no difference in compressional waves.

Bhandari, S. &
Vutukuri, V.S.
(1974)

Investigating bench
blasting parameters

Granite blocks of 300 mm x 300 mm x 230
mm and bigger mortar blocks were blasted
with detonating cord (5.3g/m) in hole dia.
4.8 mmto 7.9 mm

Near blast hole fractures are formed
by quasi-static gas pressure while
fractures near free face are formed by
stress waves reflection.
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TABLE 3.3 ~ Pilot field studies for dynamic rock fractures mechanisms

RESEARCHER (8)

PURPOSE OF
EXPERIMENTS

BRIEF DESCRIPTION

REPORTED RESULTS

QOlsson et al. (2001)

Investigation for
fundamental rock
breakage
phenomena

Commercial pipe charges (dynamite based
and emulsion based) of 17 mm to 22 mm
dia. are used in 51 mm to 64 mm dia.
Holes on 5 m high granite benches with
1.0 m burden and 0.8m spacing. Some
holes were stemmed; some unstemmed
and in some steel liner was inserted
(swellex bolt). Holes were simultaneously
fired.

Shock wave generates cracks and gas
pressure helps in moving fragmented rock
but the phenomena are explosives
dependant

Liu and Katsabanis
(1996)

Investigating effect
of air-decking on

30 gm high explosive (Detasheet C) is
blasted with and without airdecking in a 22

Air-decked hole produced larger crater and
longer radial cracks around blasthole

Brinkmann (1987
and 1990)

fragmentation mm dia. , 240 mm long hole in granite
Dynamite, ANFO, watergel and emulsion
To establish the explosives were used in 0.9 m to 1.5 m

influence of
important blasting
variables on
blasting results

long and 28 mm to 42 mm diameter holes
with a burden of 0.4 to 0.8m in a 185m
deep gold mine of less than Im thick
coarse grained Kimberely quartzite (but
stope width is 1 to 1.4 m) in between fine
grained Witswatersrand quartzite

Blast hole liner experiments suggest that
break-out is controlled by gas penetration
and fragment sizes are governed by shock

Bhandari, S. (1979)

Investigation for
quasi-static gas
pressure on
fragmentation

25 mm dia. holes were blasted with slurry
explosive (0.5 kg/ per hole) on 1m high
benches in granite with varying spacing
and burden

Change in blasting parameters changes
fragmentation mechanism from quasi-
static gas pressure to strain energy.
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TABLE 3.4 - Indirect techniques for studying dynamic rock fractures mechanisms

RESEARCHER (8)

PURPOSE OF
EXPERIMENTS

BRIEF DESCRIPTION

REPORTED RESULTS

Zhang, Z.X., Yu, J.
Kou, 5.Q. and
Lindqvist, P.A.
(2001)

Investigate effect of
loading rate and
temperature on
dynamic fractures of
rock

Hopkinson Split Pressure
Bar used on 30 mm dia. And
44 mm long gabbro and
marble samples

Better energy utilization is possible with slow loading
rate no matter whether a high temperature is available
or not.

Bohloli, B. (1997)

Study of fines
generation due to
dynamic loading

Hopkinson Split Pressure
Bar used on 42 mm dia., 25
mm long diabase and gneiss
samples

Rock structure plays an important role in fines
generation. Rock containing brittle and granular mineral
like quartz and feldspar generates more fines than the
elongated minerals like amphiboles and pyroxenes.

Shockey et al.
(1974)

Predict fragment size
distributions for rock
under dynamic
loading conditions

Impact experiments carried
out with gas gun using flat
projectile impact technique
on cylindrical  quartzite
specimens of 0.635 cm thick
and 1.27 to 3.81 cm dia.

Fragmentation mechanism consists of four stages:

(a) Activation of pre-existing flaws.

(b) Radially outward propagation of flaws

(c) Coalescence and bifurcation of propagating

flaws, and

(d) Isolation of individual flaws from one another
An FDM model using fracture mechanics principles
also confirms the above mechanism in their study.

Kutter & Fairhust
(1971)

Dynamic fracture
mechanism

Electro hydraulically
dynamic loads (high voltage
electric under water spark)
were  provided to 2D
samples (plates/ discs) of
Plexiglas, glass, marble,
granite, basalt and slate,

Fractures process starts with wave action but extended
by gas pressure. Fractures by wave action is dependant
on wave velocity, tensile strength of rock, borehole
pressure, velocity of detonation and energy absorption
by rock mass. Both wave and gas generated fractures
propagate preferentially in the direction of maximum
principal stress. This effect has strong effect and can
even eliminate the influence of pre-existing fractures.
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(a)

(b)

(¢)

(d)

(e)

3.3

Reduction in unwanted damage to the host rock by an explosive action can be

achieved by hydrofrac action rather than dynamic action. This hydrofrac action can

" be achieved by de-coupling and non-ideal detonation of low energy explosives and

prolonged action of the reduced pressure level (see also Barkley et al., 2001).
Further reduction in the crushing zone and intense fracturing zone can be achieved
by air-decking techniques (see also Bussey and Borg, 1989; Worsey et al., 1981).
Insertion of a viscous medium (such as water or sand) or a material with a different .
impedance than the rock also helps in reducing the crushing zone as well as
reducing the number of radial fractures. Bhandari and Rathore (2002) suggest the
use of cardboard liners to reduce damage to the host rock.

Rock structure plays an important role in the fracturing of rock. Granular minerals
produce more fines than elongated minerals.

The fractures propagation needs to be specified in the borehole should directional
fracture growth be needed. The notched borehole technique and shaped charges

can be employed for such effects.

QUANTIFICATION OF ROCK FRACTURING BY EXPLOSIVE
ENERGY

The pressure from the borehole is transmitted as shock waves (the primary shock
waves) in the rock mass. Transmission of the shock waves in the rock mass creates
a crushed zone (up to 4 borehole radii), a fractured zone (up to 50 borehole radii)
and a seismic zone beyond these two zonmes, respectively, starting from the
borehole boundary (Bhandari, 1997). Mosinets and Garbacheva (1972) proposed
the following equations for the identification of the crushed zone, fractured zone

and seismic zone, respectively, based on large diameter borehole blasting studies.
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Crushed zone radius, r_ = ;Ei% ............................................................ (3.5)
I
Fracture zone radius, fp = }) %/a .............................................................. (3.6)

Seismic zone radius, = ——{/E .............................................................. (3.7)

where, q = explosive weight in TNT equivalent, kg
C, = longitudinal shock wave velocity, m/s

C, = transverse shock wave velocity, m/s

The above equations can be validated from the ground penetrating radar (GPR)
studies made by Grodner (2001) in South African gold mines. He identified a

seismic zone, which is in remarkably good aggrement with Equation 3.7 above.

In another study for deep coal mines in China, Kexin (1995) reports the following
equation for the identification of the fractures zone radius. The fractures zone
radius predicted by Equation 3.8 differs by 1.3 to 2.6 times the predictions made
by Equation 3.6.

1
5 i
fractures zone radius, r:96(1 G J (§12) 20 R (3.8)

0o,

where, 1 is the fractures zone radius(mm), o, is the uniaxial compressive strength
(MPa), E is the elastic modulus(MPa) and G is the unit charge length (kg/m) (TNT

equivalent).

Calder (1977) presents a nomogram for the fractures zone estimation based on
several experiments involving different rocks and explosives (Figure 3.5). The
nomogram appears to be in good agreement with Equations 3.7 and 3.8 as well as

with the field study by Grodner (2001).
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Figure 3.5 — Radius of fractures by different explosives in different rocks

(Calder, 1977)
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Holmberg and Persson (1979) proposed the following equation for damage

" assessment due to small and large diameter blasting in hard rock mines. The
minimum peak particle velocity of 700 mm/sec. is assessed as the damage

initiation level (Figure 3.6).

s

dx

[R(z) + (R tand — X)Z]B/Zu

0

o

The peak particle velocity, v =kl

< —

where, Ro = perpendicular distance from borehole to the point of observation, m
0 = the angle of elevation to the point of observation from the end of explosive
charge
k, o, B = constants (700, 0.7 and 1.5 for the hard rocks, respectively)
H = Explosive charge column height, m

1 = charge concentration in kg/m normalized with respect to the weight strength

of ANFO (1.05) as given below

v,/
O+ 7085
SANFO T —*‘—“5—04—“‘ ........................................................ (310)

Q = heat of explosion, Ml/kg

V, = released gas volume at STP, m’/kg

Brinkmann et al. (1987) summarize different criteria of rock fracturing predictions based

on peak particle velocity (PPV) measurements, which are presented in Figure 3.7.
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3.4 ROCK-EXPLOSIVE ENERGY INTERACTION STUDIES

A mechanistic model is in use to describe the rock-explosive interaction using
pressure-volume curves of explosion gases by blasting (Lownds, 1986; Lownds
and Du Plessis, 1984; Kirby and Lieper, 1985; Udy and Lownds, 1990; Scotl et
al., 1996; Whittaker, 1992). According to the model, the area under the curve
between borehole pressure and volume of expanding explosive gases represents
explosive energy utilization. The concept is shown in Figure 3.8 with the

assumed partition of the explosive energy.

@

S

=

@

3 Shock wave energy for driving the detonation

=

S

s Shock wave energy for rock fractures generation
g (2 10 25% of total explosive energy)

Bubble or heave energy for rock fractures
propagation and movement of fractured rock
(approx. 40% of total explosive energy)

Noise, heat and other wasted energy
(approx. 40-60% of total explosive energy)

Y

-
Volume of expanding explosive gaseous products

Figure 3.8 — Explosive energy released during different phases of rock blasting

(Lownds, 1986; Lownds and Du Plessis, 1984; Scott et al., 1996; Whittekar, 1992)




Fogelson et al. (1959) concluded that energy in the form of a shock wave is about 9 per
cent of the total energy for a high energy explosive. Langefors and Kihistorm (1978)
theoretically estimated and found that shock wave energy is between 5 to 15 per cent of
the total explosive energy. Lownds and Du Plessis (1984) assume shock wave encigy as
2 to 20 per cent of the total explosive energy. Brinkmann (1990), during his
experiments in the deep underground gold mines of South Africa, estimated shock wave
energy as 25 per cent of the total explosive energy for emulsion explosives. The work
by Brinkmann indicates a greater role (and possibly more generation) of shock wave
energy under confinement. This observation corroborates findings of Fogelson et al.
(1959) where they identified 10-18 per cent of the total energy with the wave energy by
test blasts in granite (stiffer rock), whereas Nicholls and Hooker (1962) observed only
2-4 per cent in salt rocks (softer rock). Therefore, the utilisation of explosive energy is
dependent on the explosive properties as well as rock properties. It is also evident from
Figure 3.9 that high detonation energy explosives are better for hard rocks where

destress blasting is needed.

Several studies suggest different means for the enhancement of explosive energy
utilization. A low VOD and non-ideal detonation is reported to produce longer radial
fractures generation (Zhang et al., 2001; Brinkmann, 1990; McHugh & Keough, 1982).
Applications of de-coupling (Hudson, J.A., 1993; Worsey et al., 1981) and air-decking
(Liu and Katsabanis, 1996) techniques are also found to enhance the radial fractures
growth. Controlled fractures growth can also be achieved with notched holes (Holloway
et al., 1986), shaped charges (Holloway et al., 1986), slotted tubes (Ladegaard-Pedersen
et al., 1974) and even with a change of media separating explosive and rock (Ayres et
al., 2000). A rise in the peak pressure is found with the insertion of a steel liner (Olsson
et al., 2001), whereas discontinuity or free surface reflects wave propagation and thus
deflects fractures direction (Worsey et al., 1981). Therefore, these can have deleterious
affects on the energy utilization. Directional fractures growth by the pre-split pattern 1s
found to be not only dependant on the discontinuity plane but also on the inter hole
distance (Olsson et al., 2001; Worsey et al., 1981) as well as on the delay (Olsson et al.;
2001). Bhandari and Rathore (2002) suggest cardboard liners for enhancing energy

uttlization in pre-split blasting.
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3.5

DYNAMIC FRACTURES INITIATION AND PROPAGATION UNDER
IMN-SITU STRESS FIELD

The influence of the in-situ stress field on dynamic fractures initiation and
propagation is of prime importance for underground blasting in general and
destress blasting in particular. Such a stress regime causes a non-uniform stress
concentration around the borehole. Radial cracks from the borehole grow towards
the least resistance path (either the least tensile strength or the least tensile stress).
Obert (1962) observed with core drilling that micro and macro cracks align with
the major principal stress direction. Kutter and Fairhust (1971) and Jung et al.
(2001) experimentally validated that the preferred fractures path align with the
maximum principal stress direction (Figure 3.10). Donze et al. (1997) numerically
validated this trend (Figure 3.11). Kutter and Fairhurst (1971) further observed that
the fracture growths in the principal stress direction are so strong that they ignores

pre-existing flaws.

However, Schatz et al. (1987a and b) numerically showed that the fracture lengths
of up to 50 times the borehole radius in a plane perpendicular to the principal stress
direction (cross-cutting fractures) is not inconceivable, and that a typical length of
10 times the borehole radius can easily be achieved (Figure 3.12). Stress
anisotropy effects on such fracture growths are insignificant (Figure 3.13). Such
fractures can be generated with non-ideal detonation and the prolonged action of
the borehole pressure. However, their laboratory experiments did not validate the
numerical simulations prediction of the cross-cutting fracture lengths of more than

10 times the borehole length.

Further, McHugh (1983) numerically observed that the primary effect of a
confining pressure of 6.9 MPa is to reduce the crack lengths by a factor of 2 to 3.
Dachnke et al. (1997), by employing the fracture mechanics principle and closed-
form integral equations, provide similar observations and state that the fracture
growths due to gas pressure is inhibited with the increase in the stress field (Figure

3.14).
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Figure 3.12 —Cross-cutting fractures concept

(Schatz et al., 1987a and b)
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SUMMARY

Controversies exist for the respective roles of gas pressure and shock wave energy
in dynamic fractures initiation and propagation. It is also uncertain what amount of
the respective part of the energy is liberated and imparted in the different situations
for engineering blasting operations as well as different rock types. Part of this
limitation is due to the difficulties associated with the prevalent experimental
methods. However, some conclusive evidence is available suggesting the means
for enhancing effective explosive energy utilisation. Explosive energy utilization
can be enhanced by non-ideal detonation with a prolonged action of the pressure
generated. Air-decking, de-coupling, notched holes and liners are a few other
means to enhance explosive energy utilization. Hard brittle rocks need higher
shock wave energy to initiate and propagate the fractures network. Knowledge of
the dynamic fractures propagation under the in-situ stress regime (particularly bi-
axial stress field) is a grey area and requires experimental work. Dynamic fractures
generation and propagation in rocks can best be summarized as per Figure 3.15 to
the best of the present level of knowledge. As per Figure 3.15, longer cracks in the
principal stress direction, along with a few smaller cracks in the intermediate
principal stress direction should be generated due to the blasting of a isolated hole
in confined rock mass. Stiffer rocks in conjunction with confinement will reduce

the number of cracks as well as the crack length.

A new experimental procedure is needed to meet the objectives of the research, as
prevalent experimental techniques are not suitable to the requirements of the
objectives of the research proposed in this thesis. The numerical simulation of
dynamic rock fracturing is another possibility and it will be attempted to develop

the requisite experimental procedure. The next chapter deals with this endeavour.
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Chapter 4

DEVELOPMENT OF A NUMERICAL PROCEDURE FOR
INVESTIGATING ROCK FRACTURING BY EXPLOSIVE
ENERGY

4.1

OVERVIEW

Rapid advances made with numerical modelling tools and the availability of
powerful computational resources at affordable costs make numerical simulation a
most promising experimental method to study dynamic rock fracturing processes.
The use of numerical simulation for dynamic rock fracturing is appealing, essential

and most suitable due to the large number of complex variables involved.

There are certain prerequisites to start with numerical simulation of blasting. Part
of the pre-requisites is needed to successfully transform a physical phenomenon
mto a.numerical one. This part requires a sound understanding of transient loading
characteristics as well as knowledge of the rock failure processes. Apart from the
needed transformation, one needs to take care of numerical challenges, which arise
due to the transient loading process and the wave propagation phenomena with the
numerical modelling. This part requires a good knowledge of the numerical tool
adopted for the purpose. The following is a list of prerequisites (not necessarily in

the order given) needed for such a simulation job.
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(a)

(b)

(c)

Characteristics of transient load in the blasthole. Typically, the explosion pressure

in a borehole decays to a stand-off pressure within a few milliseconds. The stand-
off pressure is much below the rock’s static tensile strength. The rise time of the
explosion pressure to its peak value is very short and varies primarily with the
explosive characteristics and secondarily with the blast hole diameter, blast hole
confinement, rock strength, etc. Generally, the rise time for an emulsion type
explosive is around 25 microseconds and 100 microseconds for ANFO type
explosives in 38 mm diameter borehole (Frantzos, 1989; Jung et al., 2001 and
Daniel, 2003). The subsequent decay in the peak borehole pressure to the stand-off
pressure is steep in the case of emulsion type explosives and gentle for ANFO type

explosives.

Rock failure model incorporating physical tensile failure mode. Tensile failure

(Mode-I) is the primary mode of rock failure. The rock fails due to tensile stresses
exceeding the rock’s tensile strength during transient dynamic load of blasting.
The fractures initiation is Mode-1 category as per the fracture mechanics principles
but subsequent behaviour also includes Mode-II (in plane shear) behaviour. These
considerations should be incorporated into the chosen rock failure criteria for
numerical modelling. Also, in numerical modelling parlance, the plastic flow of
rock like material is non-associated, which needs to be included in the material

model.

Representation of fractures to incorporate stress anisotropy. Numerically, it 1s

critical to consider appropriate representation of the fractures, which should result
in stress anisotropy. This stress anisotropy is essential in the fractures propagation.
Rocks are heterogeneous in nature and also, fractures created by blasting enhances
heterogeneity. This heterogeneity further enhances the stress anisotropy, which

ultimately contributes in the fractures propagation.

Numerical model characteristics for wave propagation. Numerical models act as

low pass band filters, i.e., they filter out critical low frequency loads. Also,
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(e)

()

(g

numerical modelling (particularly the finite clement method) is based on
deformation produced at nodes due to the applied load. Calculated deformations
are used for the calculation of strains and stresses. Hence the accuracy of the
modelling depends on the element size chosen (bigger elements give a stiffer
response and smaller elements result in the softer response). So, a mesh
convergence analysis is first required for finding an appropriate element size.
Then, the element size should be adjusted to obtain a response from low frequency

loads.

Boundary conditions to represent far-field boundaries. One of the serious concerns

of any numerical modelling exercise involving wave propagation is the spurious

- reflection of impending waves from the model boundaries. Suitable measures are

needed to address this 1ssue.

Distribution of high transient load rate in the model to avoid numerical

singularities. Application of high transient dynamic load rate (in the order of few
GPa in microseconds) is generally responsible for unrealistic results from
numerical modelling. Often the numerical code doesn’t accept such a load rate and
results in numerical singularity. Proper load distribution (smearing in numerical
parlance) is required to avoid the numerical singularity. The numerical code should

be able to smear the high load rate.

Damping of wave propagation in the numerical model. Rock is a inherently good

damper. Further damping is provided by energy consumed in the fracturing
process (numerically, in plasticity) after blasting. The numerical model should
reflect such typical damping characteristics. Also, damping in natural material is
hysteretic, so monotonic damping should be avoided to negate the possibility of

over damping of critical load frequencies (low modes).
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4.1.1 Review of Prevalent Practices for Rock Blasting Simulation

Numerical simulation of rock fracturing by blasting is approached by two broad
categories, namely, continuum approach and discontinbum approach. The
continuum approach assumes continuity with the fractures representation, while
individual cracks are tracked in the discontinuum approach. The primary aim of
the continuum approach is to estimate the extent of the weakening in the material

around the source; they do not characterize the very local fracture growths.

The popular continuum approach either treats rock material as perfectly elastic or
fracturing is treated as a continuous accrual of damage in tension. A scalar damage
variable represents fractures in the continuous damage modelling technique and
strains larger than the threshold strains represent fracturing phenomena. The scalar
damage variable can take values from 0 (corresponding to undamaged material

property) to 1 (corresponding to completely damaged material property).

Khoshrou and Mohanty (1996) used the 2D linear elastic finite element analysis
technique to evaluate the effect of weak planes on the extent of rock fracturing for
smooth-wall blasting. Tensile stresses were used to delineate the fracturing region
in their study. Also, blasthole pressure was applied as a static force rather than the
dynamic pressure-pulse. This study is one of the few that carefully selected an
appropriate approximation of the modelling plane. However, the study suffers
from the obvious shortcomings of any static elastic analysis as an approximation of
the dynamic phenomenon. Linear elastic analyses are always over-conservative
and static analyses inherently represent higher damage levels (unless otherwise
load scaling studies are done). No study was conducted to establish a requisite
equivalent dynamic load for the static analyses. Fourney et al. (1993) and
Szuladzinski (1993) used a similar approach (static 2D linear elastic finite element
models) but with pre-placed fractures. The displacement magnitudes were used as
indicators of the fracturing extent. Lima et al. (2002) and Sunu et al., (1988) report
the use of an implicit algorithm for dynamic pressure application with 2D elastic

material models for their continuum modelling. The fracture energy concept (J-

84



integral) was used to extend the pre-placed fractures in the models by Lima et al.
(2002) and the principal stress contours were examined by Sunu et al. (1988). Sunu
et al. (1988) adopted a wrong plane in the process of idealizing a 3D problem for

2D numerical analysis.

Contrary to the static modelling approach, blast source functions have also been
applied and have attempted to solve with time using equations of motion in
continuum elastic or continuous damage models. Ryu (2002) reports that the
application of exact blast source functions for continuum models (he referred to
FLAC, a finite difference code by ITASCA) either results in an unrealistic ground
response Or in a numerical instability. Donze et al. (2002) reported similar
difficulties with a distinct element code and therefore adopted a Gausién function
to represent the dynamic load profile. The Gausian function used does not match
the pressure-pulse characteristics of the blast load profile. In the popular technique
of continuous damage modelling, damage evolution is tracked by a scalar damage
variable associated either with the Poisson’s ratio (Taylor et al., 1986) or the
volumetric strain (Yang et al., 1996; Liu and Katsabanis, 1997; Hoa et al., 1998
and 2002) or the modulus (Curran et. al, 1987 and Thorne et al., 1990) or global
energy (Grady and Kipp, 1993). Studies done by Liu and Katsabanis (1997) are
considered noteworthy as they investigated fundamentals of air-deck blasting using
the continuous damage modelling technique. However, continuum damagé
theories of fractures and fragmentation suffer from obvious shortcomings. The
discrete nature of cracks is lost in these theories. In homogenizing a cracked solid,
sweeping assumptions must necessarily be made regarding the distribution and
geometry of cracks, which at best are described by a few set of variables and their
interactions (Repetto et al., 2000). The determination of the effective properties of
a cracked solid under dynamic conditions presents additional difficulties stemming
from the finite speed at which signals propagate between cracks (Freund, 1990).
However, perhaps the most fundamental objection to continuum theories is that the
failure of a brittle specimen is frequently governed by the growth of a few single
dominant cracks, a situation that is not amenable to homogenisation (Repetto et al.,

2000).



Numerical simulation of blasting is also attempted with the discontinuum approach
by using distinct element codes (Hart, 1993; Donze et al, 1997 and 2002;
Mortazavi and Katsabanis, 2001), boundary element codes (Toper, 1995) and finite
element codes (Cho et al., 2003 and Jung et al., 2001). Results obtained by Donze
et al. (1997 and 2002) are overly affected by boundary value problems. The
fracturing zone diameter extends to a distance of Im (which is the model
boundary) in the case of 2D modelling (Donze et al., 1997) for an extremely hard
rock (tensile strength of 60 MPa) to 7m su'bgrade or 10 m radially (again the model
boundary) for 3D modelling (Donze et al., 2002). The source function used by
Donze et al., (1997 and 2002) is a Gausian function which was probably employed
to avoid numerical singularity associated with the high load rate of transient blast
loads. Mortazavi and Katsabanis (2001) employed a discontinuous deformation
analysis code and provided zero cohesion and zero tension as the material
parameters for the selected material model. Regrettably, their results are affected
from the gross misrepresentation of a 3D problem by 2D plain strain idealization.
Their analysis also lacks practical significance due to the limitations associated
with the discrete element modelling codes. Unrealistic results from the distinct
element codes (including discrete elements and DDA approach) are due to the fact
that they need unrealistic material input properties (Hazzard et al., 2000). Ryu
(2002) points out that the results are not only affected by how interaction of
distinct blocks are characterized (stiffness and damping) but also by the algorithm
used to solve the equations of motion (implicit and explicit). Errors also emanate
from the lacking of suitable boundary conditions and damping characteristics with
these numerical procedures. Distinct element codes with spherical elements (used
by Donze et al., 1997 and 2002) also suffer from poor numerical accuracy due to
the high pore volume (Malan and Napier, 1995). Toper (1995) presents post-blast
fracture networks results from a 500 MPa blasthole pressure in a 93 mm borehole
using the static linear elastic boundary element method involving pre-placed
fractures in the model. Napier et al. (1997) report that results obtained by pre-
placed fractures carry no practical meaning. Results obtained with the static linear

elastic modelling are also affected with the shortcomings of static linear elastic
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analyses as mentioned above. Further, Toper (1995) incorporated bedding planes
in his models with zero cohesion. Cho et al. (2003) used a continuum code (finite
element method) and simulated discrete fracture network using node release
technique. Their analyses use the pressure-pulse similar to the measured blasting
pulse but with the reduced peak pressure of 500 MPa to avoid numerical instability
associated with the high transient load. Results by Cho et al. (2003) appear to be
affected by the boundary value problems, as failure at the free face by reflected
pressure-pulse does not confirm observed field behaviour of slabbing. Further, Cho
et al. (2003) needed the rock strength variation through a statistical distribution
function to introduce stress anisotropy. Studies presented by Jung et al. (2001)
only showed a close resemblance with the reported field behaviour. Their
modelling involved both the peak-pressure magnitude (about 1GPa for an 8 mm
diameter borehole) and the pressure-time profile similar to the observed values.
Further, their procedure needed dynamic compressive and tensile strength values,
which were 4.5 times the static strength values, as judgement standard for fractures
generation. The publication neither provides the procedure for the fractures

initiation/ propagation nor discusses the stability of the results.

Most of the above reported simulations were concerned with the simulation of
surface blasting phenomena as the borehole size used were ranged from 100 to 200
mm and the effect of the in-situ stress regime was not considered. Only Donze et
al. (1997) provide results in terms of uniaxial stress fields but underground
excavation faces have biaxial stress fields so the results are not useful to evaluate
in this thesis. Other limitations of their results have been discussed above. Only
two studies are reported which used biaxial or triaxial stress fields. Toper (1995)
used a static linear elastic boundary element code with pre-placed fractures and
Schatz et al (1987a) used an explicit finite difference code with pre-placed
fractures. Barring the limitations associated with their results, Toper (1995)
indicates alignment of the fractures in the principal stress direction and the stress
field around the blasthole changes both in magnitude and direction after the

blasting. Schatz et al. (1987a) report the achievable fractures length perpendicular
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4.1.2

to the major principal stress direction amounting to 50 times the borehole diameter.
However, their laboratory results do not contirm their numerical modelling results.
Further, results by both the studies were contrived with the pre-placing of the
fractures network. Therefore, the resuits were affected either by pre-placed
fractures or by homogenization of fractures by continuum theories in all the

simulations.
Concluding Remarks

The prevalent practices for rock blasting simulation are summarized in Table
4.1(a) and (b). It is evident that a proper numerical procedure is lacking that takes
into account the above-mentioned pre-requisites in order to successfully transform
a physical phenomenon in a numerical one. The successful transformation of this
physical phenomenon into the numerical platform is still elusive. Such
shortcomings encourage the researcher to develop a new procedure for rock
blasting problems. This development procedure is described in the following

section.
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Table 4.1(a) — Continuum approach for numerical simulation of blasting

. . Rock Key input parameters and
Reference Numerical | Explosive material Key results Remar
tool Loading r;\o del fractures representation HeY Tesuits emarks
2 GPa static borehole . . . .
pressure (radius = 50 Burden to spacing ratio Plane strain static analyses
Khosrhou | Finite mm) applied to elastic from0.8to 1.2 1s are presented. Elastic
and | . . ' rock (E = 40 GPa, v = appropriate for wall- material model, static
Mohanty clemen Static Elastic 0.15. 0 =25 t/m33 control blasting. Weak modelling and continuous
1996 code T‘ens’i{De strésses ) planes act as free faces and | modelling presented overly
represente dL Fractures their position determine conservative solutions for
exient caleulations amount of back break. the rock fracturing.
2 GPa dynamic
concentrated load applied
for 0.1 ms on the : ,
periphery of 100 mm Plain strain model assumed
blasthole diameter to an 1dn wrong p?alr;le for&B? ol
elastic rock (E=28.3 GPa, | Optimum burden distance myﬁgiz glle(x)s tigni:c i ateria
Finite v=0.27 and p = 2817 depends on elastic modulus inferred from th.e
Sunu et al,, : . kg/m®) in 2D plain strain | and density of rock L
element Dynamic | Elastic . - . , publication that the blast
1983 idealization of a 3D material, Effect on :
code source function was a

problem. The problem
solved using implicit
finite element procedure
using Newmark method.
Tensile stresses used for
fractures extent
identification.

Poisson’s ratio is
negligible for such a case.

constant concentrated force
for a period of 0.1 ms
which doesn’t reflect a real
case,
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Liu (1997)
and Liu
and
Katsabanis
(1997)

Finite
element
code

Dynamic

Elasto-
Plastic

Dynamic load applied
using JWL equation of
state for 2D axisymmetric
models having 100 mm
blasthole diameter to
elasto-plastic rock
obeying metal plasticity
rules. Volumetric strain
(scalar quantity)
apportioned by statistical
fractures mechanics
principles used for
fractures representation.

Results are qualitatively
matched with a crater
blasting experiment and
physics of air-decking is
elaborated.

Associated flow rule used
to obey a metal plasticity
rule for rock like material.
Also, sweeping
assumptions made to
homogenization of
fractures due to the
demand of the continuous
damage modelling.
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Table 4.1(b) — Discontinuum approach for numerical simulation of blasting

Key input parameters

. Rock
Reference | Numerical tool Efgizis;\; material and fractures Key results Remarks
model representation
500 MPa static pressure ) 2D elast?-sfatlc analysis
. . Fractures network results are contrived
is applied to rock grows in o direction with pre-placed
rti t provid : i .
Toper, Boundary Stati Elasti (prope 168 1o ?OV;} e;i) and stress field after fractures. Also, static
1095 : teod atic astic | representing at depth o . . o
element code 2700 ) ) ) blasting changed in pressure used (500 MPa)
m, Fractures were magnitude as well as is nowher rto
pre-placed in the model ;?g tl' e9 OSOWS as d iere nea ~in 93
and extended. irection (907) ynamic pressure in
mm diameter holes.
(llGPa apd 2.3 G?a Unrealistic material
ynamic pressure input data are
Mor . . . ap ?hed o .100 mm ) Muck profile, back accompanied with gross
ortazavi | Discontmuous borehole diameter for . .
S . break and toe problems | wrong assumption of
and deformation . . elastic blocks stacked . . .
. : Dynamic | Elastic . ) are affected by the plain strain modelling
Katsabanis | analysis code together with the zero bench height and for a 3D problem
(2001) (DDA) cohesion and tension £ P '

strength. Separation of
distinct blocks
represented for fractures.

bedding orientation.

Results are affected by
shortcomings of the
numerical tool used.
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1 GPa dynamic pressure
applied to 508 mm
diameter boreholes in
granitic rock (E = 60
GPa, v=0.25, p=2800

The purpose of the
exercise was to show
that the dynamic rock
fracturing modelling

Pre-placed fractures
grows radially
surrounding the
boreholes but their
growth is inhibited by
the presence of already

Lima et Finite element . : can be accomplished
Dynamic | Elastic | kg/m’, Kyp = 1.65 . DUShe developed fractures from
al., 2002 code 0.5 with the pre-placed .
MPa.m™, Kyp = 1.03 ) . previously blasted
05 fractures and their ;
MPa.m™). Fracture . . surrounding blastholes.
. extension by using the : . :
mechanics rules used for | . . Numerical difficulties
. fracture mechanics , ,
extension of pre-placed o prevented fractures
) ) principles ) . .
fractures. growth in time and in
directions.
The numerical procedure
1.04 GPa peak borehole used observed the peak-
pressure applied to 8 pressure magnitude and
mm diameter borehole. | Fractures propagates the pressure-time profile.
Jung et al., | Finite element Dyvnamic Elasto- | Material the towards the major Results also match with
2001 code yne plastic compressive strength of | principal stress the presented laboratory

301.4 MPa and the
tensile strength of 28.2
MPa assumed.

direction

experimentation. Neither

the fracturing procedure
nor the stability of the
results presented.
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Cho et al,,
2003

Finite element
code

Dynamic

Hlasto-
Plastic

500 MPa dynamic
pressure applied to 100
mm diameter blasthole
in a rock having E =
56.4 GPa,v=025p=
2700 kg/m’, G¢ = 300
Pa.m. Fractures path
determined by fracture
mechanics rules using
node release technique.

Qualitatively show
effect of pressure-pulse
on fracturing

Far-ficld boundaries
were placed only at 2-3
m away from the
blasthole. Peak pressure
of only 500 MPa was
used. Results do not
confirm failure
behaviour from free
faces by reflected
pressure waves.

Donze et
al. 1997

Distinet
element code

Dynamic

Elasto-
plastic

1 GPa dynamic pressure
with gaussian
distribution to 50 mm
diameter blasthole in a

1 m x 1 m model size
representing very hard
rock (E =100 GPa, v=
0.09, p = 2950 kg/m’,
UCS = 340 MPa, Tensile
strength = 60 MPa).
Separation of cohesive
circular discs and plates
represented the fractures.

Qualitatively showed
that high frequency
detonation leads to
more crushing with
shorter crack length
and low frequency
detonation to less
crushing with longer
cracks length. Also, it
is showed that cracks
align with the principal
stress direction

Numertcal model
boundaries placed only
at 0.5m away from the
explosion source and
fractures reaches to
those boundaries
representing a very hard
material though the
material consisted very
high self-damping
characteristics.

93




4.2

4.2.1

(2)

DEVELOPMENT OF A NEW PROCEDURE FOR THE SIMULATION OF
EXPLICIT FRACTURE NETWORK DUE TO BLASTING

it was demonstrated in the preceding section that there is a dearth of proper
numerical modelling procedures for the simulation of explicit fracture networks
generated due to blasting in rock. This section deals with the development of a new
procedure to fulfill the said requirement. The development first requires the
selection of a proper numerical modelling tool and then the identification of an
appropriate technique to represent the explicit fracture growths, followed by the
setting-up a numerical model with the relevant physical parameters. The following

sub-sections detail the development procedure.

Selection of a Proper Numerical Modelling Tool

Four basic numerical modelling tools are available which can be looked into for
analysing problems of the fractures generation and propagation in rock. A brief

description of each tool, including merits and limitations, is presented below.

Boundary Element Method (BEM). The original development and application of

BEM in the field of geomechanics is reported by Crouch and Fairhurst (1973),
Cruse (1969), Diest (1973), Hocking (1976), Salamon (1963, 1964a, b and ¢) and
Starfield and Crouch (1973). In BEM, only the boundary of the problem requires
discretization. The method is particularly appealing as a framework for analysing
fractures propagation as it reduces the representational requirements only to the
description of the fractures. It is essentially a method for solving partial differential
equations and can only be employed when the physical problem can be expressed
as such. The essential reformulation of partial differential equations consists of two
operations: (i) an integral equation defined at the boundary of the domain, and (1)
an integral equation that relates the solution at the boundary to the solution at any
point in the domain. The methos is most accurate amongst all numerical modelling

tools as the fundamental solution exactly satifies the differential equations. Also,
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the method has the advantage for the simulation of rock mechanics problems of
unbounded media because the results are not affected by artificial reflection from
numerical model boundaries. Further, results obtained with the method are
continuous contrary to the other tools (finite elements and finite difference), where

point wise approximations are obtained. (Mitri, 2002).

There are two fundamental techniques to the derivation of an integral equation
formulation of a partial differential equation (Fotoohi and Mitri, 1996). The first
technique is termed the direct method and the integral equations are derived
through the application of Green’s second theorem. The governing integral
equations contain physical variables of the problem. The other technique is termed
the indirect method and is based on the assumption that the solution can be
expressed in terms of a source density function defined at the boundary. The
indirect method is more popular for the simulation of rock mechanics applications
due to the fact that such applications need consideration of body forces, for which
fundamental solutions do not exists. The method is further divided into two
methods, which are the Fictitious Stress Method (FSM) and Displacement
Discontinuity Method (DDM) (Crouch and Starfield, 1983; Fotoohi and Mitri,
1996). The FSM uses Kelvin’s solution of plane strain problems for a concentrated
planar load applied to an infinite elastic solid domain. The DDM, on the other
hand, developed to solve rock mechanics problems where discontinuities in vicinity
of mine openings have an influence on the stress redistribution around the opening.
The DDM is based on analytical solutions of the problem of constant displacement
discontinuity over a finite line segment in an infinite solid elastic domain. (Fotoohi

and Mitri, 1996).

The boundary element method with linear variation DDM has been demonstrated to
be able to model fracture growths and localisation (Crouch and Starfield, 1983;
Van de Steen et al., 2001). The stmulation of fracture growths can be effected in
two ways (Napier et al., 1997). In the first method, explicit growth sites are defined

at specified positions in the material. These sites represent positions from which
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cracks can be initiated and can be located at random points in the nitially
unfractured parts of the medium or on boundariés or extremities of pre-existing
cracks. The second method of the fracture growths simulation procedure is to
specify a random population of potential cracks, which are again selectively

activated according to a specified failure criterion.

Inherently, the scope of the boundary element method is essentially limited to
homogeneous linear elastic problems (Jing and Hudson, 2002; Pande et al., 1990).
Further, the accuracy of the method is dependant on the shape functions describing
discontinuity values in each crack and run time efficiency is poor when modelling
with a good size of elements (Napier et al., 1997). Napier et al. (1997) also report
that the explicit fractures modelling procedure is contrived in having to emplace
appropriate growth sites at specific positions, and in having to define the growth

modes that are to occur.

Therefore, in the light of the above review, it can be said that the BEM ih general 1s
not suitable for modelling dynamic rock fractures initiation and propagation since
the method can’t do so unless the fracture pattern is pre-specified in the model.
Since the method is unable to handle fracture growths and subsequent propagation

in unspecified directions, the BEM will not be considered for the current research.

Finite Difference Method (FDM). The second tool is the explicit finite difference

method that approximates the differential equations of motion using lumped grid
point masses from the density of the surrounding zones. The FDM gives a point-
wise approximation to the governing equations that discretize the domain mto finite
difference grid with nodes at intersections of the grid. The method is memory and
speed efficient due to the regular grid scheme. The grid system is a convenient
means of generating function values at sampling points with small enough intervals
between them, so that errors thus introduced are small enough to be acceptable.
Accuracy can usually be improved either by increasing the number of grid points or

by including ‘correction terms’ in the approximation for the derivatives or by use of
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higher order spatial differentiations. It is the most direct and intuitive technique for
the solution of the partial differential equations, as the definition of interpolation

functions is not needed. (Mitri, 2002).

A major limitation of the method is that a discontinuity must be aligned to a
cartesian grid and this makes it inflexible in dealing with fractures, complex
boundary conditions and material heterogeneity (Jing and Hudson, 2002;
Mishnaevsky and Schmauder, 2001; Napier et al, 1997). This shortcoming is best
addressed by the combination of Finite Volume Method (FVM) with the finite
difference method (Jing and Hudson, 2002). Still, explicit representation of
fractures is not easy in the FDM/FVM because they require continuity of the
functions between the neighbouring grid points. In addition, it is not possible to
have special ‘fracture elements’ as in the finite element method. Despite these
limitations, Fang and Harrison (2002) and Poliakov (1999) report an indirect

approach of fractures modelling by utilizing local stiffness degradation.

The inability of the explicit fractures simulation makes the FDM an inappropriate

tool for the current research purpose and hence will not be considered.

Discrete Element Method (DEM). The theoretical foundation of this tool is the

formulation and solution of equations of motion of rigid and/or deformable bodies
using implicit (based on FEM discretization) and explicit (using FDM/FVM
discretization) formulations. The domain of interest is treated as an assemblage of
rigid or deformable blocké/particles and the contacts among them need to be
identified and continuously updated during the entire deformation/motion process,
and are to be represented by appropriate constitutive models. The blocks are sub-
divided in a mesh with nodal points to obtain overall response of individual blocks
as per the prescribed force-displacement laws. Large deformations and rotations of
blocks are permitted. Rock mechanics is one of the disciplines from which the
concept of DEM originated (Cundall, 1971). Due mainly to its conceptual attraction

in the explicit representation of fractures, the distinct element method has seen a
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wide application in rock engineering (Jing and Hudson, 2002). Two types of DEM
formulations are in practice. One technique treats the modeled domain as an
assembly of blocks (or polygons in 2D problems), which can be either rigid or
deformable (e.g. Cundall and Hart, 1993). The second technique uses rigid spheres

(or discs in 2D problems)(e.g., Donze et al., 1997).

However, a final fragmentation pattern needs to be discretized at the beginning
stage in the DEM to predict later stage particle motion (Li and Reed, 1995). This
requirement limits the main strength of the tool. It is extremely difficult to know
beforehand the fracture size distribution of rocks. Further, the higher pore ratio
with spherical elements in the DEM is a cause for mismatch with the field results
(Malan and Napier, 1995). Also, the method suffers from an improper assignment
of material properties. Arbitrary values (which are significantly different than the
tested material properties) need to be assigned for each block and its Interaction
behaviour with the surrounding blocks (Hazzard et al., 2000). A parametric study 1s
then required to equate the overall response of the model to the established material
behaviour. Ryu (2002) points out that the results are not only affected by how the
interaction of discrete blocks are characterized (stiffness and damping) but also by
the algorithm used to solve the equations of motion (implicit and explicit). Errors
also emanate from the lacking of suitable boundary conditions and damping

characteristics with the numerical procedures used by the DEM.
Therefore, due to the difficulties associated with the material parameters and the
ability to handle fractures only in specified paths is made the use of the DEM

unfavourable for the current research and thus will not be used.

Finite Element Method. The finite element method (FEM) developed for the

analysis of continua has proved a powerful and versatile tool in deformation
analysis of continua as well as discontinua. Strength of the method lies in its
generality and flexibility in handling all types of loads and complex and irregular

geometries. Application areas of FEM include linear and non-linear materials as
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well as static, quasi-static and dynamic loading conditions. Advances with the tool
made it possible to simulate from discrete fractures propagation (e.g., Camacho and

Ortiz, 1996) to rock fragmentation (e.g., Potapov and Cambell, 1996).

The method essentially involves dividing the domain in a mesh of finite elements
of various shapes held together at nodes that are corners of the elements (mid-side
nodes are also possible for some element types). Displacements at the nodes are
treated as unknowns and are solved with the system of linear equations. Strains and
stresses resulting from calculated displacements are then calculated at one or more
points inside each of the elements. Each element can have different material

properties.

Contrary to the previous tools discussed, FEM provides much more flexibility, ease
and possibilities in handling analysis of fracture growth due to the dynamic
loading. The method provides a number of good choices to simulate fracture

generation, propagation and coalescence.

Due to the above-mentioned reasons, a general-purpose finite element analysis tool,
ABAQUS (Abaqus, 2003), will be employed for the current research. This research
tool is available at McGill University.

Selection of an Appropriate Technique for Modelling of Rock Fractures by
Explosive Energy using ABAQUS

Continuous damage modelling method (CDM), cohesive zone modelling (CZM),
joint element method (JEM), and element elimination technique (EET) are
established procedures used to simulate the fractures growth within the framework
of the FEM. These methods will be reviewed here in detail for selecting the most
suitable procedure for the current research. Other methodologies are also being
developed within the framework of FEM to enhance possibilities for the fractures

simulation such as element free galerkin methods (Belytscho et al., 1994), manifold
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methods (Shi. 1992), level set inethod (Stolarska et al., 2001), computational cell
methodologies (Xia et al., 1995), etc. These methods will not be dealt with in this

thesis, as their validity for rock blasting applications i1s unknown to the researcher.

Continuous Damage Models (CDM). There are two ways to treat crack growth
using CDM, namely, tracking individual cracks by plasticity based damage models
and by indirect simulation of the effect introduced by growing cracks in the body

using statistical fracture mechanics principles.

The plasticity based continuous damage models have consistent and physically
meaningful constitutive relations originating from the plasticity theory (Lee, 1996)
in contrast to the damage models using statistical fracture mechanics principles,
which adopts the damage parameter based on the intuition of the practitioner. The
models based on plasticity are capable of simulating inelastic strain as well as the
stiffness degradation. The advantage of using such a method is that the damage
variable is well defined, carries physical meaning and can easily be calibrated with
the experimental data. The plasticity based damage model developed by Lee (1996)
and adopted in ABAQUS (Abaqus, 2003) has many limitations, which make it
unsuitable for the present need. The model cannot be applied with high
confinement (which is the main area of interest in this research). Also, element
distortion is a big concern as there is no provision for ultimate plastic strain with
the mode! in ABAQUS. This requires adaptive meshing which makes the model

computationally very costly.

In the other approach of CDM, fractures are indirectly modelled using continuum
damage theories. In this approach it is inherently presumed that the rock material
has numerous microcracks and the growth of an individual crack is neither
important nor effective. Rather, the effect of the volume of microcracks is studied
using scalar damage variables based on statistical fracture mechanics (Liu, 1997).
A scalar continuous state variable is introduced in the method, which describes

macroscopic damage. The scalar damage variable can take values from 0
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(corresponding to undamaged material) to 1 (corresponding to completely damaged
material). The appropriate choice of damage laws allows the simulation of many
kinds of material deteriorations such as visco-plastic (Nemes and Eftis, 1993),
ductile (Leinaitre, 1985), creep (Leckie and Hayhurst, 1974), fatigue (Lemaitre,
1971), etc. Also, fractures are idealized as a degradation of the elasticity of material
(Curran et al., 1987) and by recourse to global energy concepts (Grady and Kipp,

1993) for rock-hke materials.

However, continuum theories of fractures and fragmentation suffer from obvious
shortcomings. The discrete nature of cracks is lost in these theories. In
homogenizing a cracked solid, sweeping assumptions must necessarily be made
regarding the distribution and geometry of cracks, which at best are described by a
few set of variables and their interactions. The determination of the effective
properties of a cracked solid under dynamic conditions presents additional
difficulties stemming from the finite speed at which signals propagate between
cracks (Freund, 1990). However, perhaps the most fundamental objection to
continuum theories is that the failure of a brittle specimen is frequently governed
by the growth of a few single dominant cracks, a situation that is not amenable to
homogenisation (Repetto et al., 2000). Also, the scalar damage variable is

intuitively introduced and it carries no physical meaning.

In contrast to approaches based on continuum damage theories, the present study
aims to explicitly follow the initiation and propagation of multiple cracks. These
cracks can branch and coalesce and may eventually lead to the formation of

fragments. So this technique is ruled out for the present study.

Joint Element Method (JEM). Developments with the FEM also made possible
the analysis of discontinua. Goodman et al. (1968) introduced a zero-thickness
clement inserted between two finite elements allowing tangential displacements
due to shear stress along the joint. Schaefer (1975) extended the approach and made

possible the opening and closing of cracks by normal stress allowing relative
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normal displacements along the joint. Alternatively, Zienkiewicz and Best (1970)
proposed a thin-layer element and the technique was later adopted by Desai and
Zaman (1984). The adaptive mesh refinement technique, which makes the mesh
denser along a discontinuity and shock front, further enhanced modelling of

discontinua with FEM (Baines, 1985).

There are, however, numerical difficulties associated with the use of joint elements.
While some of these elements assume the thickness-approaching zero, others assign
an arbitrary value to it. In the former case, the problems of ill-conditioning and/or
numerical instability may occur, whereas in the latter case the solution is, in
general, sensitive to the thickness chosen (Lee and Pande, 1999). Another
drawback of the joint-element method is that the locations of the discontinuities
must be fixed in advance, whether by insertion of joint elements in the mesh at
predetermined locations or by initial discretization of the mesh into discrete blocks
(Li and Reed, 1995). The subsequent deformation under loading is therefore
dependent upon the pattern of discontinuities introduced. Further, the technique
provides only a limited degree of relative displacement and rotation and the mesh

essentially remains a fully connected continuum.

Based on the above limitations, the method is not suitable for the current research

and so it will not be considered.

Cohesive zone modelling (CZM). In the cohesive zone models (Tvergaard, 1997),
the fracture path is prescribed and presented as a thin material layer with 1ts own
constitutive relation (traction-separation law). The relation is such that with
increasing crack opening the traction reaches a maximum, then decreases and
eventually vanishes so that complete decohesion occurs. The softening part in the
constitutive relation (where the traction reduces from the assumed maximum value
to zero) can affect the correctness of the solution, and can result in mesh dependent

FE solution (Mishnaevsky Jr et al., 1998). Yet, by introducing length scale
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parameters into the formulation the dependence of the solution on the element size

can be eliminated. (Mishnaevsky Jr and Schmauder, 2001).

The weak point in the CZM is the requirement of prescribing the fractures path.
Also, the technique needs the continuous updates of boundary representation and is
thus a computationally costly method. Due to the limitations of prescribing the

fracture path, the technique is not suitable for the current research.

Element elimination technique (EET). Another technique available within the
framework of FEM is the element elimination technique (EET) that is based on the

removal of finite elements, which satisfies some failure conditions (which is to be

- defined for each material to be considered). Using this technique the formation,

growth and coalescence of voids or microcracks, and crack growth are simulated.
As criteria of local failure, both global (external loads or displacements) and local
(i.., defined for a given element; for instance, plastic strain, etc.) values as well as
any combination of these values can be used. To eliminate an element, all
components of stress tensors in this element are set to null. As a result, all forces in
this element become zero as well, and therefore, this element stops to transmit load
to neighbouring non-eliminated elements. The element elimination does not mean
that such an element is really removed from the FE mesh, but that stops to interact
with neighbouring elements. This is achieved by setting Young’s modulus of
eliminated elements to zero. In order to avoid numerical problems related to strong
local loss of equilibrium, the stress is set equal to zero in several steps (called
relaxation steps). The Young’s moduli in the eliminated elements are set to zero in

the last relaxation step. (Mishnaevsky Jr. and Schmauder, 2001).

EET is incorporated in the general-purpose finite element analysis code ABAQUS.
The advantage of the EET is that initiation, growth and coalescence of the crack/
fractures is captured in a real time framework. Further, fractures propagation can be
simulated with the same local damage criteria on a micro scale as well as a

macroscale (Mishnaevsky Jr and Schmauder, 2001; Mishnaevsky JIr et al.,, 2001).
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Owing to the advantages associated with the EET technique, it is the most suitable

procedure for the current research and hence will be selected for the present study.

4.2.2.1 Ceoncluding Remarks

The various merits and hmitations of different numerical modelling tools and
techniques available are summarized in the Table 4.2. Though several other
methods have capabilities of dynamic rock fractures modelling but they are not
suitable and have severe limitations in comparison to FEM. All other methods are
not appropriate for the current research program either due to the inability in
simulation of fractures generation or propagation without pre-specified locations.
Therefore, the general purpose FE code ABAQUS (Abaqus, 2003) is selected for
the study presented. It is also evident from Table 4.2 that the element elimination
technique (EET) is the best recourse for the present study due to its ability to
simulate fractures generation and propagation without prior specification of the

locations and the paths.
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Table 4.2 — Rock fractures simulation by numerical modelling

|

. . , ; Example o
Simulation ’ . 'its
1}1031 ik Stzgi:?;f; Working principle iz;f)elirg;tézs Mtzat] ;ﬁfut?e Limitations of the technique
Partial differential equations are Crouch and Red ) FractuEes should be
Displacement splved at model. boundaries Starf‘ield, 1983; pzi)blizii - zgpi?cbjt?oirisst limited to
BEM discontinuit (mcludmg cons.ldered fractures) and | Napier et al. b h P o :
Y | influence functions are then used to | 1997; Van de geometry by omogeneous linear elastic
method . ‘ . ’ one problems
obtain continuous solution for the Steen et al., \ . . .
rest of the problem domain, 2001 dimension - Poor efficiency with larger
models
A point wise approximation to the
. governing partial differential Fang and Large
DM Finite volume | equations yields discretization of Harrison 2002: deformations | - Explicit fractures modelling
method the domain into finite difference Poliakoy 1999’ dynamic 1s not possible
grid with nodes at intersections of ) modelling
the grid.
The domain of interest is treated as
an assemblage of rigid or - Final fragment size should
deformable blocks/ particles and Element be discretized ﬁrs}
Solution of that the contacts between them are : . C tationally costl
DEM equation of | identified and continuously updated Hazzard etal., | separation ompy Y Y
. ‘ . ’ 2000 modelling is | - Difficult to evaluate
motion during the entire deformation/ possible approximate values for

motion process, and to be
represented by appropriate
constitutive models.

material properties
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FEM

Continuous
damage
models
(CHBM)

Net effect of fracturing is idealized
by degradation of material
properties and by doing so
simulation results represent
homogenized damaged solid.

Curran et al.,
1987, Grady
and Kipp, 1993;
Johnson and
Holmquist,
1992; Liu, 1997

Damage zone
is quantified

and simulated

Discrete fractures
simulation is out of the
purview of the technique
Discrete nature and effect of
fracturing are lost in the
technique

Finite elements with an embedded
discontinuity line or localization

Joint element | band. Both the traction-separation Baines, 1985; }ézggict Fract th and locati
method law and the stress-strain law give Desai and rona astion nédgi lsreg pat San . f? cg 1ons
(JEM) the constitutive model of the Zaman, 1984 ilogelglin ed to be prespecilic
element with an embedded &
discontinuity.
ractures behaviour is encapsulat
Fl'if,tules‘ ehaviour is encapsul ated Pandolfi and N
by inserting surface-like cohesive Ortiz (2002); Explicit
. elements thus allowing node ’ fractures .
Cohesive o . , Tvergaard and : Fractures path needs to be
duplication at otherwise coherent . generation -
zone model . . Hutchinson prespecified
boundaries as well as generation of ] and e
(CZM) : (1988); Xu and ) , Computationally costly
fractures plane governed by propagation
. 2 . Needleman . ,
traction-separation law for cohesive (1994) simulation
surface elements.
. ‘ Explicit "
o ; Crack growth is presented as a Mishnaevsky Jr frag ures Relaxation steps are needed
lien.lent‘ weakening or removal of finite and Schmauder, senaration to avoid singularity related
te n}? 1NatOn ol ements in which the local stress or | 2001; and with strong loss of local
%cE?que damage parameters exceed some Mishnaevsky Jr ropagation equillibrium.
<
(EED critical level et al., 2001 Propese
simulation
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4.2.3 Setting-up Numerical Model Parameters Suitable for Dynamic Rock

Fracturing by the Explosive Energy
4.2.3.1 Deciding appropriate type and size of numerical models

Fxcavation into any mining front creates two simultaneous effects (Saharan and
Mitri, 2003). First, stress perpendicular to the excavation face vanishes at the free
face and gradually attains the virgin stress value at a certain distance ahead from
the face (Figure 4.1c). Second, the two other stresses parallel to the excavation
face concentrate at the free face initially increase to some extent and then
monotonically decrease to the virgin stress values away from the mining face
(Figures 4.1a and b). The process is schematically represented in Figure 4.1.
Insignificant out-of-the-plane stress, in-plane bi-axial stress loading and
deformation in plane as well as out-of-the-plane in the vicinity of the free face
, create a situation, which can be idealized as plane stress situation. This idealization
is a representation of the situations where destress blasting is applied on a routine
basis. Therefore, the present work will employ 2D plane stress models to analyse

destress blasting.

It has been proved by elastic analytical solutions that the radius of influence of any
excavation is approximately 6 times the excavation size (Obert and Duvall, 1967).
The excavation induced stresses beyond this distance attain the virgin stress values
and the direction. Therefore, static numerical modelling exercises keep model
boundaries 10 times away the excavation size based on such analyses to fairly
represent unbounded rock medium (Mitri, 2002). However, such a premise is not
sufficient and accurate enough to represent unbounded rock in dynamic simulation
due to wave propagation and reflection phenomena. Therefore, it is proposed to
place the far-field boundaries at 250 times the excavation size (blasting borehole in

the present case). The followings are prime considerations for such placement.
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Figure 4.1 — Mining induced excavation stresses

(Saharan and Mitri, 2003)
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(a) Avoidance of spurious wave reflections from boundaries and their subsequent

deleterious impact on the final model behaviour.
(by Allocation of sufficient analysis time for fractures propagation due to transient

blast wave loadings.

Further, full model domains are proposed. Therefore, model boundary truncation
will not be employed by taking advantage of any symmetry plane. This is due to
the fact that all symmetry planes vanish once a fracture initiates in the model.
Also, the current procedure development doesn’t force fractures initiation sites so
it is not judicious to impose symmetric plane conditions. Schematic model
geometry is shown in Figure 4.2. It is showed in one of the following sections
'(Section 4.2.5) that the representation of the unbounded rock medium by placing
model boundaries at 250 times the excavation size and full model domains are

necessary, sufficient and accurate.

20 m

10m

10m
e 20m

¢ 38mm borehole

\/

Figure 4.2 — Schematic of the proposed plane stress 2D models with one central 38 mm
diameter hole

{Not to the scale)
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4.2.3.2 Selection of material mode! to represent brittle rock behaviour and

allocation of rock properties for the modelling purpose

The tensile (or extensile) failure mode is considered to be the basic failure
mechanism of rocks (Batzle et al., 1980; Blair and Cook. 1998; Kranz, 1983).
Fractures formation in rocks subjected to direct tension is related to the breaking of
molecular bonds ahead of the advancing fractures. Fractures generated under
compressive stress states are observed to be extensile in nature and follow the
direction of maximum compression. The extension and coalescence of these
extensile cracks lead to macroscopic failure pattern. Similarly, rock fails where
tensile stresses exceed tensile strength of the rock experiencing transient dynamic
loading (blasting) (see Figure 4.3). The violation of tensile strength near the blast
hole periphery is overwhelming and that leads to a crushing zone. Beyond the
crushing zone, the violation results in a discrete fractures network. A detailed
discussion on the rock fracﬁlring mechanism by transient dynamic loading can be
found in the previous chapter (Chapter 3). Therefore, a material model is needed in
the study that identifies rock failure under tension for accurate simulation of the
dynamic rock fracturing process. The objectives of the research demand a material
model that is able to capture the brittle failure mode of rock in which microcracks
coalesce to form discrete macrocracks representing regions of highly localized
deformation. Such brittle behaviour is associated with cleavage, shear and mixed
mode fracture mechanisms those are observed under tension and tension-

compression states of stress and always involve softening of the material.
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Figure 4.3 — Stresses created by an explosion pressure

(Obert and Duvall, 1967)

ABAQUS provides a brittle cracking model to simulate brittle rock failure
processes (Abaqus, 2003). This material model is selected for the research as it
fulfills the tensile failure representation requirements mentioned above. The
important features of the model are described here and more detailed information

of the model can be obtained from ABAQUS manuals (Abaqus, 2003).

The brittle cracking model is intended for applications in which the rocklike brittle
material behaviour is dominated by tensile cracking and where compressive failure
is not important (the material model ignores hardening and subsequent softening
characteristics of compressive failure). The model includes consideration of the

anisotropy induced by cracking. In compression, the model assumes elastic
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(a)

(b)

(c)

behaviour. The brittle cracking model is a smeared crack model in which
individual “macro” cracks are not tracked but constitutive calculations are
performed independently at each material point of the finite element model. The
presence of cracks enters into these calculations by the way in which the cracks
affect the stress and material stiffness associated with the material point. The main
ingredients of the model are a strain rate decomposition mto elastic and cracking
strain rates, elasticity, a set of cracking conditions, and a cracking relation (the
evolution law for the cracking behaviour). Brief mathematical expréssions for the

main ingredients of the model are:

strain rate decomposition.

de = de®l + gk 4.1

Where de is the total mechanical strain rate, de® is the elastic strain rate
representing the uncracked rock (the continuum between cracks), and de™ is the
cracking strain rate associated with any existing cracks. The intact continuum

between the cracks is modelled with isotropic, linear elasticity.

Rate constitutive equation.

do = D (da ~Tde Ck) ................ 4.2)

Where, do is the rate of stress, D is the isotropic linear elasticity matrix and T is a
transformation matrix constructed from the direction cosines of the local

coordinate system. T is constant in the present fixed crack model.

Crack detection

A simple Rankine criterion is used to detect crack initiation. This states that a
crack forms when the maximum principal tensile stress exceeds the tensile strength
of the brittle material. The Rankine crack detection surface in the deviatoric space

and in the plane stress space is shown in Figures 4.4 and 4.5, respectively.
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Although crack detection is based purely on Mode 1 fracture considerations,
ensuing cracked behaviour includes both Mode I (tension softening) and Mode I
(shear softening/retention) behaviour. The cracked elerment is removed from the
calculations after a certain amount of crack opening displacement, at which it can
no longer carry stresses, is attained. A removed element represents a macro crack

or fracture in the context of the present research.

¢ = 1/3 arc cos (r*/g®)

Mises equivalent stress,
=00 q=(3/38:5)

0 Third invariant of deviatoric stress,
0=60° r=(9/2 S:S.8)"*

Figure 4.4 - Rankine criterion in the deviatoric stress (S) space.
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(d)

o,/c, A

|
(51/6t

Figure 4.5 — Rankine criterion in plane stress space

Consistency condition.

A consistency condition for cracking (analogous to the yield condition in classical
plasticity) written in the crack direction coordinate system has the following form

of tensor.

c=cCoh

=0 (4.3)

Where C = [CnnCy Cs Cut Crs Cts]T and oy represents a tension
softening model (Mode I fracture) in the case of the direct components of stress
and a shear softening/retention model (Mode Il fracture) in the case of the shear

components of stress. The matrices 0C/dt and OC/0cy are assumed to be diagonal.
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The brittle cracking model is characterized by a stress-displacement response
rather than a stress-strain response. This characterization is based on Hilleborg et
al.’s (1976) fracture energy proposal to avoid unreasonable mesh sensitive results.
Thus, the crack opening displacement is selected as a criterion of element
elimination from the model rather than the plastic strain. The rock material chosen
for the current research represents brittle granite whose properties are well tested
and known. Table 4.3 gives a summary of the rock properties used for the research
as well as the reference of these values. These properties are kept constant in the

present research unless otherwise specifically mentioned.

Table 4.3 — Typical granite rock properties for numerical modelling

Rock property Value Source reference | Remarks
Density (p), kg/m’ 2650.
Yo.ung ? moc.lulus (E), GPa_ | 60. . . Tested and compiled
Poisson’s ratio (1) 0.24 Diederichs, 1999 representative values
Tensile strength (UTS), "

15.
MPa

4.2.3.3 Appropriate modelling solution scheme for transient loading -—explicit

integration procedure

Dynamic loading is ideally suited for simulation within an explicit dynamics
framework. The explicit dynamics analysis procedure in ABAQUS/Explicit is
based upon the implementation of an explicit integration rule together with the use
of diagonal or lumped element mass matrices. The method involves solving the
equation of motion for a Langrangian mesh, which can be written in the fdllowing

form using the variational principles (Bickford, 1994),

MU+ Cu +KU=P) oot (4.4)

where,
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u = displacement

) —u(t - At/2
u = velocity = u(t+At/2)Atu(t A ! (4.5)

. : Tl — A
u = acceleration = ut + At/Z)Atu(t A (4.6)

mass matrix, [M] = _‘.p[N]T[N]dV ............................................. 4.7)

where, p and [N] represent the mass density and shape function matrix.

Damping matrix, [C], for the Rayleigh damping 1s in the form:
[C1=a[M]+BIK] o (4.8)

where, o and 3 are the pre-defined constants.

time-dependant stiffness matrix is defined as:

K] = jBT[D][B]dv .............................................................. (4.9)

where, [D] and [B] represent constitutive and strain-displacement matrix,

respectively.

The system nodal force vector due to surface, [q(t)], and body forces, [f()], are

given by:
[P()] = [INJ[q(®)]dS + JINTTIROIAV (4.10)

s

Equation (4.4) can also be conveniently represented as the equation of momentum,

which has the following form:

where, /= P(t) and ™ = Cu + Ku.
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Half time step values are used to calculate velocity and acceleration in this method.
Both the values are accurate to the order of At'. The values of the derivative at the
centre of a time interval are obtained from the difference of the function values at
the end of the interval, hence the name central difference scheme. The central

difference integration operator is explicit in the kinematic state and it may be

advanced using known values of w ™ and u® from the previous increment. The
explicit procedure requires no iterations and no tangent stiffness matrices. The key
to the computational efficiency of the explicit procedure is the use of diagonal
element mass matrices because the inversion of the mass matrix that is used in the
computation for the accelerations at the beginning of the increment is triaxial

(Abaqus, 2003):

0= M ™) e (4.12)

The explicit procedure integrates through time by using many small mcrements.
The central difference operator is conditionally stable, and the stability limit for the
operator (with no damping) is given in terms of the highest eigenvalue in the

system as

AL (4.13)

@
max

The current dilatational wave speed in the element is calculated with the following

expression:

where, A and [ are effective Lame constants and p is the material’s mass

denstty.

The details of the integration procedures are introduced in the theory manual of

ABAQUS/Explicit (Abaqus, 2003).

117



4.2.3.4 Allocation of explosive properties for the purpose of modelling

Characteristics of blast wave profiles are discussed in detail in Chapter 3 (Section
3.2, Equation 3.3 and Figure 3.3). It may be noted that irrespective of the
differences in blast pressure time profile measurements, most researchers arrive at
only two broad characteristics profiles, namely, ideal detonation and non-ideal
detonation. The ideal detonation profile corresponds to emulsion type explosives
where the peak pressure rise time is very short and the fall from peak pressure is
steep. The non-ideal detonation profile corresponds to ANFO type explosives
where the rise time for the peak blast hole pressure is longer and the fall from the
peak pressure is much slower. Numerically, these blast hole pressure profiles can
be handled through one of the three procedures, namely, Equation of State (EOS),
pressure—decay functions or by using direct input of dynamic pressure as a

function of time (Table 4.4).

Table 4.4 — Choices for explosion pressure-time profile as a numerical modelling input

parameter

Choice Equation Example reference

John-Wilkinson-

Lee (JWL)
equation

M{H&}
Ripy

Liu, 1997

Pressure decay
functions

P=Po[e™ - ™

Cho etal., 2003

P=Pyle™ — ™

L.ima et al., 2002

P:Poe“m

Kutter, 1967

Direct input of
pressure-time
profile

A Gaussian function

Donze et al., 1997

Triangular load shape

Valliapan et al.,
1983

Optimized pressure profile

Proposed in this
thesis
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EOS describes material behaviour in the high-rate intense-pressure environment and
the equation relates different material quantities as a single valued function of the
others, regardless of the deformation prior history. Several EOS relations have been
developed and are in use (Braithwaite et al.. 1996) but EOS by the Jones-Wilkins-Lee
equation (JWL equation) is the most popular in the geomechanics field due to its
simple form, experimental basis and ease in use with hydrodynamic calculations (He
et al., 2002: Etoh et al., 2002). The JWL EOS contains the parameters describing the
relations among the volume, energy and pressure of detonation products. The JWL
takes rock-explosive interaction into account (Liu, 1997). However, estimating the
correct parameters for non-ideal detonation or in softer rocks poses considerable
difficulties (Liu, 1997). The detonation process in most rocks is non-ideal so the

accuracy of the JWL equation in its calculations is questionable.

Input in the form of decay equations are also reported (Duvall, 1953; Jung et al.,
2001; Lima et al., 2002; Olatidoye et al., 1998; Robertson et al., 1994). These
equations are used to replicate exact waveforms. But the use of decay equations

requires assumptions of some parameters whose physical significance is unknown.

The dynamic load input as a Gaussian function and as a triangular load function
have also been attempted to approximate a measured dynamic-pulse load.
However, these procedures are not close to the physical characteristics of the
dynamic load and hence carry no physical meaning. The Guassian function is
manily introduced to avoid numerical errors associated with the application of a
very high magnitude load (in the order of GPa) in a very short duration (in the
order of microseconds). Therefore, a new procedure is proposed with this thesis
and it is termed as optimized pressure-time profile. The proposition 1s
straightforward and can replicate observed blast hole pressure profiles in a more
controlled and simplified way. Therefore, the present study will incorporate
application of the direct input of the optimized pressure-time profile considering
both the characteristics of blast pressure-time profile mentioned earlier (non- and

ideal detonation). The selected procedure has a distinct advantage over the other



two methods, Gaussian function and triangular load, as it has a close resemblance

to the real load (Figure 4.6).

e

Pressure

Triangular load
Gaussian function
Close approximation of the real pressure profile

Optimized pressure profile proposed in this thesis

-  Time

l<»—>‘<—- Fall time ————»’4»*—— Stand-off pressure time

Rise

time i««——— Quasi-static loading

I

Figure 4.6 — Comparison of the different methods for approximation of the biast

pressure-time profile



Two explosive properties, namely, peak borehole pressure and the pressure at
different time scales are required to specify the optimized pressure-time profile.
The peak borehole pressure can be estimated from Equation 3.3 given in Chapter
3. Values of detonation velocity (VOD), explosive density (p) and coupling ratio
(r., ratio of charge diameter to borehole diameter) are required for estimating the
peak borehole pressure. Table 4.5 provides values of VOD and p along with source
information while Table 4.6 provides typical borehole pressure values obtained
from calculations for some borehole diameters and coupling ratio considered in the
thesis. The maximum possible fractures zone calculations based on Equations 3.3
and 3.4 using the values provided in Tables 4.3, 4.5 and 4.6 are estimated and

compiled in Tables 4.7 and 4.8.
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Table 4.5 — Details of explosive properties for borehole pressure calculations

Borchole diameter Emulsion explosive ANFO explosive
mm ,
VOD, m/sec. p, kg/m’ VOD, m/sec. | p, kg/m’
R 32 4300 1100 2900 1000
{Sun et al., 2001;| (Brinkmann, (Brinkmann, )
Source reference ] ‘ {Brinkmann, 1990)
Liu, 2002) 1990) 1990)
38 4700 1050 3300 950
(Brinkmann,
Source reference | Sun et al., 2001) 1990) (Mohanty, 2003)| (Brinkmann, 1990)
55 5500 1000 4200 900
Source reference Extrapolated Extrapolated
76 and 89 6000 1000 4700 900
Adams et al., (Brinkmann, Adams et al.,
Source reference {Brinkmann, 1990)
1993 1990) 1993

Table 4.6 — Estimated borehole pressure values

Peak pressure for
Peak pressure for emulsion explosive, GPa ANFO explosive,
Borehole
GPa
diameter, mm
Fully coupled 70 % coupled 50 % coupled Fully Coupled
hole hole hole hole
38 29 0.95 0.35 1.29
55 3.8 1.3 0.47 2.0
76 4.5 1.5 0.6 2.5
89 4.5 1.54 0.56 2.49




Table 4.7 - Details of fractures zone calculations for emulsion type explosives

Fractures zone |
Charge wt. | According to Mosinets and Garbacheva, | according to Kexin,
Borehole Charge
' Borehole | Charge | Coupling im TNT 1972 (Eqns. 3.5 to 3.7, Chapter 3) 1995 (Eq. 1.8,
diameter, volume, x
length, m | length, m | ratio ; 5 |Equivalent, Chapter 3)
mm 107 m 3 '
x 10t | Crushing | Fractures o
. _ Seismic zone Fractures zone radius,
zone radius, | zone radius, '
radius, mm mm
mm mm

32 3 2 1.0 1.6 2.0 96.7 165.3 908.5 343.2
38 3 2 1.0 2.3 2.7 106.6 1823 1002.1 356.2
38 3 2 0.7 1.1 1.3 84.3 144.1 791.9 325.8
38 3 2 0.5 0.6 0.7 67.5 115.4 634.2 299.5
55 5 2.5 1.0 5.9 6.8 144.2 246.5 1354.8 388.3
76 6 2.5 1.0 11.4 13.0 178.5 305.1 1677.1 421.0
76 6 2.5 0.70 5.6 6.4 141.0 241.1 13254 385.1
76 6 2.5 0.50 2.8 33 112.9 193.1 1061.4 354.0
89 7 3 1.0 18.6 21.5 2103 359.6 1976.8 437.9
89 7 3 0.7 9.1 10.5 166.2 2842 1562.2 400.6
89 7 3 0.5 4.7 5.4 133.1 227.6 1251.1 368.2
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Table 4.8 - Details of Fractures zone calculations for ANFO type explosives

Charge wt.

According to Mosinets and Garbacheva,

Fractures zone

according to Kexin,

Borehole Charge
, Borehole | Charge | Coupling in TNT 1972 (Eqns. 3.5 to 3.7, Chapter 3) 1995 (Eqg. 1.8,
diameter, volume, x
length, m | length, m ratio s 3 Equivalent, Chapter 3)
mm 107 m ;
x 107t | Crushing | Fractures o
_ _ Selsmic zone Fractures zone
zone radius, | zone radius, .
radius, mm radius, mm
mim min
32 3 2 1 1.61 1.7 90.9 155.4 854.3 3353
38 3 2 1 2.27 2.3 100.1 171.2 940.9 347.8
55 5 2.5 1 5.94 5.6 135.1 231.0 1269.8 378.9
76. 6, 2.5 1 11.3 10.7 1673 286.0 1571.9 410.8
89 7 3 1 18.65 17.6 197.2 337.1 1852.8 4273




The pressure time profile is constructed with the help of the peak pressure values
calculated in Table 4.6 and by applying it over a time period in a magnitude and a
manner consistent with the explosive characteristics. The complete process and

basis of its construction is briefly described below.

Explosion pressure in a borehole dies down to a stand-off pressure within 2 couple
of milliseconds, which is much below to tensile strength of rocks. The rise time of
explosion pressure to its peak is very short and varies primarily according to the
explosive characteristics and secondly according to the blast hole diameter, blast
hole confinement, rock strength, etc. Generally, the rise time for emulsion type; an
explosive is around 25 microseconds and 100 microseconds for ANFO type
explosives. The subsequent decay in the peak borehole pressure down to stand-off
pressure is sharp in the case of the emulsion type explosives and slow for the
ANFO type explosives. Therefore, in this study, to construct the optimized
pressure-time profile, the peak borehole pressure is applied in its full magnitude
(increasing from zero‘ at time zero second) at the respective time mentioned above.
The peak pressure magnitude is dropped to 90 per cent, 99 per cent and 99.9 per
cent values over a time period consistent with the two types of explosive
characteristics, namely, shock type loading of the emulsion type explosives and
quasi-static type loading of the ANFO type explosives. The stimulation of
explosion with de-coupled charges needs additional considerations. Some
simplified assumptions are made based on engineering intuition and reported
behaviour (Frantzos, 1989). The peak pressure is reduced as per Equation 3.3
(Chapter 3) as summarised in Table 4.5 but the peak stays for some time to give
the effect of expansion of the explosion gaseous products in the hole, and then
decays according to the explosive characteristics. The complete scenario for the
pressure-time profile inputs for different requisite modelling analyses is presented
in Figure 4.7. The pressure-time profile selected is in good agreement with the
observed profiles by Frantzos (1989), Fourney (1996), Jung et al. (2001) and
Daniel (2003). '
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4.2.3.5 Selection of appropriate model and boundary conditions

(a)

There are two primary responses of any dynamic loading in a real blasting case.
First, the rock undergoes a crushing and fracturing process in response to the
dynamic loading. The wave energy dies down due o this fracturing process.
Second, the rock mass constitutes an unbounded (infinite) medmum to absorb the
majority of the remaining wave energy (partly reflected back from the free faces

and partly transmiited to the air causing air over-pressure and noise).

Hitherto, the majority of the dynamic modelling analyses were done with elastic
material models. This representation leads to two major concerns {rom a numerical
simulation point of view, namely, suitable arrangements at far-field boundaries to
represent unbounded medium and spatially damping of the wave energy (in a
similar fashion to physical damping). Otherwise oscillations would unabatedly
occur in the elastic medium. These two concerns are addressed here in detail in

order to establish a valid and representative numerical model.

Representation of the far-field boundaries. One of the major concerns of any
numerical simulation involving wave propagation in solids of unbounded medium
is to avoid the spurious reflection of waves at the model boundaries. Several
schemes have been suggested, developed and implemented but all have their own

limitations in absorbing outgoing waves.

One of the more popular arrangements is the use of infinite elements to represent
the unbounded medium such as developed by Lysmer and Kuhlemeyer (1969).
These infinite elements in fact represent infinitesimal dashpots oriented normal
and tangential to the boundary. This arrangement works well provided waves
impinge on the boundary orthogonally. This means that the boundary should be far
enough from the wave source. The wave source should behave like a point source
in this case. Further, infinite elements provided by Lysmer and Kuhlemeyer (1969)
and adopted in ABAQUS (Abaqus, 2003) absorb almost all of the energy of P
(Primary) and S (Secondary) waves but they are less efficient in absorbing R

(Rayleigh) wave energy (Ramshaw et al., 1998). These infinite elements represent
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‘quiet boundaries’, and not ‘silent boundaries’. The umpetus set for the current
research is the simulation of an explosive column charge in contrast to the point
excitation charge and its effect on the near borehoie fracturing process. So it will
not be practical to construct computationally unmanageable large model domains
to represent the point source for the waves reaching the boundary. Therefore,
infinite elements are not suitable and an alternate arrangement needs to be

considered.

Another suggested approach is the insertion of a time-damping term in the wave
equation and an attenuation boundary zone around the discretization mesh, the
wave field goes to zero with time when passing through the zone (Bing and
Greenhalgh, 1998). Sochacki et al. (1987) studied five kinds of such damping
terms (linear, power, cubic, Gaussian and exponential) for 2D acoustic and elastic
modelling in the time domain and concluded that the linear damper reduced the
artificial reflections best. The Bing and Greenhalgh’s (1998) study indicates that
for effective results from this time damper, a larger mesh and a wider absorbing
zone are required. Further, the use of different types of element formulations (one
for solid medium and another for wave absorbing zone) may pose numerical
instability problems during the dynamic analysis due to mesh incompatibility

issues. Therefore, this method will not be used for the present study.

The present study is considering a discrete simulation of fracturing process around
the borehole. This means that the model itself should absorb the majority of the
energy as it actually occurs in nature. So, prevalent roller boundaries should be
accurate enough to represent far-field boundary conditions. However, these
boundaries should be far enough (far greater than the established norms for static
numerical modelling) to avoid any effect on the fracturing zone after waves
reflection as well as to provide enough time for fractures propagation. This will be
made possible, in the current development procedure, by considering full models
(no truncation of model size due to symmetry planes) with boundaries reasonably
far enough from the boreholes to provide enough time for fractures propagation as

well as to avoid the effect of reflected waves on the fractures propagation. As per
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(b)

the rock material properties, the estimated maximum primary compressional wave
speed is 5166 m/sec (Table 4.5). Also, as per Tables 4.7 and 4.8, the likely
maximum radius of the fracturing zone is 0.427 m in the present numerical
analyses. Now considering a point 1.0m away from the borehole centre and far-
field boundaries placed at 10 m away from the borehole boundary, the fastest wave
will take approximately 3.5 milliseconds to reach the point under consideration
after reflection from the far-field boundaries. This time is long enough to study the
fracturing process by primary waves, as they have peak pressures at 25
microseconds and 100 microseconds, respectively, for emulsion and ANFO type
explosive characteristics. So, far-field boundaries can be placed at 10 m away from
the central borehole of 38 mm diameter (more than 250 times farther than the
excavation size) with prevalent roller boundaries. Further, a numerical solution
time of about 2 milliseconds will provide enough time to capture the fracturing

process only be the primary waves and hence will be used.

Damping of the wave energy. There are two reasons for adding damping to a
numerical model: to limit numerical oscillations and to add physical damping to
the system (Abaqus, 2003). ABAQUS has provisions fér bulk viscosity (in linear
and quadratic, both forms) to limit numerical oscillations (Abaqus, 2003). The
suggested values for bulk viscosity will be retained during the analysis. Choosing a
stiff element (single integration point) will be the other source of damping for the

numerical models to take care of numerical oscillations.

The use of Rayleigh damping with elastic material models is common in geo-
mechanics applications for adding the effect of physical damping. The damping
coefficients are selected either as per the PPV (peak particle velocity)
measurements from specific site data or assigned [ per cent to 15 per cent values
(generally 1 per cent-10 per cent for geo-mechanics problems) (Biggs, 1964,
Massarsch, 1992). Further, the damping coefficient should not be more than 0.5
per cent if a linear failure criterion (like Mohr-Coulomb) is used (ltasca, 2001).

This is due to the reason that the linear failure criterion itself induces early failure



or plasticity. Also, in rock and soil, the natural damping 1s independent of
frequency (Gemant and Jackson, 1937) so the use of Rayleigh damping may not be
justifiable in such analyses. Another problem reported with frequency dependant
damping is misrepresentative results due to sometimes over damping of the low

frequency modes (Metzger, 2003), which usually control the solution.

Other types of damping procedures are also reported such as mass proportional
damping (Bing and Greenhalch, 1998; Takewaki, 2000), dynamic relaxation
damping (Metzger, 2003), etc. But their vahdity for hysteretic damping medium
(such as rock) is not well established. Also, such damping arrangements are mass
proportional damping rather than stiffness proportional damping. A physical
system like rock has natural frequencies, which are beyond an effective range of
the mass proportional damping methods. Stiffness proportional damping is much
needed (either in the form of plasticity or by specifying stiffness proportional
Rayleigh damping parameter) for such systems. Therefore, arrangements mvolving

mass proportional damping will not be incorporated in this research.

It is reported (Abaqus, 2003) that the energy absorbed by plasticity is significantly
higher than it can be absorbed by any artificial damping method like Rayleigh
damping. The proposed analysis aims to capture rock fracturing (results of
plasticity) on a real time frame as it happens in reality so no artificial damping will
be considered in the employed plane stress numerical models. Failed elements
estimated by the Rankine failure criterion will be removed from the calculations to
give the effect of crack/fracture generation and propagation as a source of

plasticity in the analyses.
It is clear from the above discussion that no artificial damping as a material

property is needed if the material model considers plasticity. Therefore, the model

domain will not consider any artificial material damping.
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4.2.3.6 Selecting Element Type and Size for the Analyses

(2)

Element type. The prerequisite for rock fracture modelling is that the element should
provide a rich enough set of possible fracture paths. This issue can be controlled by
triangular elements in 2D analysis and by triangular tetrahedra in 3D analysis. Kikuchi
(1983) proved the superiority of constant stress-strain triangular elements (CST) over
the 4-node isoparametric elements with a reduced integration scheme in 2D analysis
for yield modelling. Repetto et al. (2000) also report the suitability of high-order
triangles in order to avoid volumetric locking for simulations involving unconstrained
plastic flow. However, high-order triangles behave poorly under severe dynamic

contact conditions (Abaqus, 2003).

Therefore, first order 3-node triangular plane stress elements will be used in the
present study for numerical modelling. The interpolation function for these elements 1s
defined in terms of the element coordinates g and h (Figure 4.8). Since ABAQUS is a
Lagrangian code for most applications, these are also material coordinates. They each
span a range from 0 to 1 in an element but satisfy the constraint that g + h < 1 for

triangles. The function is calculated as follows.

Displacement,u = (I —g-hwm-+gu+thus ... 4.15)

n

Isoparamteric triangular element
0 Lgh 1

Figure 4.8 — Constant stress elements used in the present study
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The first-order triangles are constant stress elements and they use a single
integration point for the stiffness calculation when used in stress/displacement
applications. A lumped mass matrix is used for such elements, with the total mass
divided equally over the nodes. Boundary distributed loads are integrated with two

points for first-order triangles. (Abaqus, 2003).

Elements size. The structure analysis through finite element analysis is based on the
initial configuration of the structure and its deformation throughout the history of
loading. The strains and stresses are calculated from the resulis obtained for
deformation. Therefore, a deformation convergence study is required to determine the
suitable size of elements. Further, the area of interest is the one surrounding the
borehole where the fracturing processes take place. So, suitable size elements will be
required for this zone and the rest of the model domain can have larger size elements
for computational efficiency. The convergence study is done by employing static
analysis with due consideration of elastic material properties and critical load values
intended for the research (Figure 4.9). It is evident from the analysis of deformation
convergence (Figure 4.10 and Table 4.9) that an element size of 4.59 mm side length
for the plane stress analyses is appropriate. But the suitability of the clement size
chosen is based on static convergence analysis for dynamic modelling should also be
evaluated based on the low frequency mode. According to the nomogram provided by
Valliapan et al. (1983), the element size of 6.25 mm is required for the critical
dynamic pulse of emulsion type explosives with rock material properties as shown in
Table 4.2. Therefore, the element size of 4.59 is also suitable for the low frequency
modes. Further, numerically 10 nodal points are required within the fastest travelling
wave’s amplitude for smooth wave propagation through the model (Ramshaw et al.,
1998; Abaqus, 2003). The element size of 4.7 mm is required as per this norm for the
present analysis with the primary compressional wave speed of 5166 m/sec. Therefore,
the element size of 4.59 mm as brought out by static convergence analysis is also
appropriate for the dynamic analysis. Elements near the borehole will have a face size
of about 4.6 mm and the sizer will be gradually increased with distance away from the

borehole.
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Table 4.9 Convergence analyses for plane stress elements

No. of elements Side length of borehole sicn Radial deformation (mm)
elements

602 21.75 0.496

1676 11.28 : 0.619

2588 8.5 0.685

4422 4.59 0.713

4560 4.59 0.714

5156 ' 4.59 0.714

5784 4.25 0.715
11474 1.94 0.718

43 SAMPLE MODEL ANALYSES AND THEIR VERIFICATION

So far, all the parameters for the new procedure for a dynamic rock fracturing
model using element elimination technique available with ABAQUS have been
established. This model set-up now needs to be validated against published
literature. It is difficult to correlate the model results with exact fracturing
behaviour of field scale or laboratory scale reported observations because such a
quantifiable knowledge base doesn’t exist. This lack of a knowledge base 1s
discussed in Chapter 3, which discusses rock fracturing by explosive energy. The

lack of requisite knowledge base is due to the following reasons:

(a) Prevalent experimental techniques have observational difficulties associated
with the capturing of growth of fracture networks due to the speed of the
detonation process (in the order of a couple of milliseconds), speed of fracture
propagation (in the order of a few thousand m/sec.) and visibility hindrance by

debris of failed rock material as well as explosion gaseoﬁs products, etc.
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(b) Prevalent experimental techniques at a laboratory scale are unable to have full
control on the experiments due to the stochastic nature of rock material

properties. The laboratory scale experiments also suffer from scale effect.

However, enough material is available based on empirical knowledge to verify the
developed numerical procedure. Such an empirical knowledge base will be
employed to validate the model results. Validation of the model results against
more than one type of such a knowledge base will prove its robustness and

suitability.

A full model developed and employed for the procedure verification is shown in
Figure 4.11. The computational model comprises 4560 first order constant stress
triangular elements and 2312 nodes. The spatial distribution of the elements in the
mesh is based on the convergence analysis previously made (Fig. 4.10) with the
provisions that the elements of desired size and in nearly uniform size are kept in
the vicinity of the load plane and then gradually coarsen away from the load plane.
Prevalent roller boundaries are used to represent unbounded medium at a distance
of 10 m from the central 38 mm diameter borehole. The zoom-in view of the
model showing elements around the borehole is shown in Figure 4.12. The central
borehole is subjected to peak borehole pressures of 2.9 GPa and 1.29 GPa to
represent detonation of emulsion and ANFO type explosives, respectively, using
the pressure-time profile depicted in Figure 4.7 for two separate model analyses to
evaluate the dynamic fracturing process by distinct explosives characteristics. The
material model has values as shown in Table 4.2. The model is solved using an
explicit integration scheme with the dynamic load duration of 2 milliseconds. The
results of the validation tests for the two types of dynamic loads employed are

shown in Figures 4.13 through 4.19.
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Figure 4.11 — FE mesh and model boundary conditions used for the validation tests for the developed procedure
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Figure 4.13 — Fractures initiation load magnitude
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Figure 4.14 — Fracture pattern at the peak load magnitude
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Figure 4.16 — The fracture pattern at the end of the calculations (2 millisecond)
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Figure 4.18 — Peak particle velocity plots (PPV in the X-axis direction)



PPV, mm/sec

10000

9000

8000

5000

] | i
i H
1 i
1 : H
! : i
H H t
i i
i

i

i

—4—- Emulsion type explosive

—— ANFO type explosive

-38mm tiii‘amb-oreho)é

, - Peak Emulsion pressure = 2.9 GPa
. I | | - Peak ANFO pressure =1.29 GPa
7000 T SR R b 1‘; NSRS SO0 G S ? R T
3 : I : % :
- ! 4 !
GO0 B b Z J T : N -
: | ‘ | ; ;
L i ‘ i ;
o . o e ; 4 S S S
i : i i ¥
I i | 1
| ¢ H
! i ; !
: , : ; |
| | ; ;
4000 b R S R S
s | | : |
3000 '» I S S— ! e e I SO
! ‘ i
: |
‘; : | , i
b el i Predicted and observed o
i t
: : damage level ;
! : i : !
® | :
| \ " ;
! ! : | ! !

; — DD W -

1 2 3 4 5 6 7 8 9

Distance from borehble centre, m

Figure 4.19 — PPV trend for two types of explosives characteristics

144

10



(2)

(b

(c)

The results presented in Figures 4.13 to 4.19 bring out many important phenomena
related with the dynamic rock fracturing process. Some significant results are

discussed in the following sub-sections.

Strain rate dependant rock response: It can be observed from Figure 4.13 that

the stress required to open the first crack with a high shock load of the emulsion
type explosive characteristics is equivalent to 600 MPa while only 159 MPa is
required to opén up the first crack in the case of the ANFO type explosive

characteristics, having quasi-static loading characteristics.

Several researchers have argued in favour of strain rate dependant rock properties
(e.g., Prasad et al., 2000). They advise that the material model used for dynamic
numerical modelling should contain provisions for strain rate dependant material
properties. It is noteworthy that neither the material behaviour, which remains
essentially elastic throughout the calculations nor the brittle failure law using
element elimination is rate dependant. The element elimination technique in
conjunction with inertia, endows the material with characteristic or intrinsic time
scale, an attribute that ultimately accounts for the ability to capture the rate effects

accurately.

Characteristics of fracturing zone: It has been well observed and documented

that the emulsion type explosives lead to more crushing around the borehole which
follows large numbers of short length radial cracks (e.g., McHugh and Keough,
1982). In contrast to this, the ANFO type explosives result in a smaller crushing
zone followed by a few long radial cracks. Similar results are obtained by the
numerical modelling as showed in Figures 4.14 to 4.16. The results shown in these

figures demonstrate a good agreement with the published literature.

Extent of the fracturing zone: Figure 4.16 presents the extent of such zones

predicted by the numerical modelling procedure for the emulsion type and the

ANFO type explosives, respectively.



(d)

Mosinets and Garbacheva (1972) and Kexin (1995) provide empirical relations to
predict the extent of the crushing and fracturing zone. Calculations for these zones
are summarized in Tables 4.7 and 4.8, calculated by using the material properties
used in the analyses. Numerical results presented herewith are in remarkably good
agreement with the émpirical predictions. It is noteworthy to mention here that it 1s
out of purview for other numerical tools or techniques, except continuous damage
plasticity models capable of tracking failure both in compreésion and tension (not
the continuous damage models based on statistical fractures: mechanics), to
distinctly reproduce this phenomenon in the first place and accurately simulate m

the second place.

Energy utilisation in the fracturing: Numerically, the kinetic energy (provided

by the explosive energy) supplied in the case of the emulsion type explosive drops
from the peak value of 14.994 to 14.00 k} (Figure 4.17a), while it drops from 5.97
kJ to 5.80 kJ (Figure 4.17b) in the case of the ANFO type explosive. The
consumption of kinetic energy amounts to 6.63 per cent in the case of the emulsion
type explosive and 2.85 per cent in the case of the ANFO type explosive. The
fracturing process is the only source of energy absorption in the numerical models

(no artiticial damping 1s used).

It has been reported that a very small amounts of explosive energy are utilised for
the intended work of rock fracturing (see Chapter 3, Section 3.4 for the detailed
discussion). Most of the energy is lost in terms of heating, crushing, ground
vibrations and air-over pressure. It is also reported that emulsion type explosives
are better suited for hard rock mines. Energy utilization for the case of emulsion
type explosives are reported to be 2-20 per cent of the total energy while ANFO
type explosives have a lower rate of energy utilisation. The energy consumption
behaviour observed from the numerical modelling simulations is well under the
reported values mentioned above. It is important to underline here that a field
blasting operation is a thermo-mechanical reaction and in the current numerical

formulations, only mechanical reactions are accounted for.
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Further, Abaqus (2003) reports that the ratio of kinetic energy to internal energy
(includes recoverable strain energy and energy consumed in plastic work) should
not be more than 10 per cent. Also, artificial strain energy (a indicator for
hourglassing effect) should be negligible to assure accuracy of the dynamic
numerical modelling. These conditions are also well complied as can be seen from

Figure 4.17.

Fracturing distance and PPV: Typical single point PPV observations are plotted

in Figure 4.18 for a point 0.5 m away. from the borehole in the case of the emulsion
type explosive and 0.25 m away for the ANFO type explosive. PPV plots from
several distances away from the boreholes are also plotted for the simulation of the
two types of explosives in Figure 4.19. These PPV plots are obtained from nodal

velocity measurments at points of interest.

Prediction of fracturing based on PPV observations is a common practice in
mining. Several predictor equations are based on this coneept. Most notably,

Homeberg and Persson (1979) predict that fractures are most likely to occur place

“at a place where the PPV is more than 1000 mm/sec after an explosion. The plots.

showed in Figure 4.18 are in good resemblance with the routine field PPV
measurements where they show a reduction in magnitude with an increase in the
distance from the source. This reduction comes from damping of the wave energy
by the earth. It is noteworthy here that no artificial damping is used in the present
procedure and yet the explosivé energy rapidly damps out similarly to field

observations.

PPV trends presented in Figure 4.19 not only predict similar trends as reported by
Homeberg and Persson (1979) but also the failed zones are limited to a distance

where PPV values are more than 1000 mrm/sec.

Thus, it can be said that these results are in excellent agreement with the prevalent
PPV based fracture zone estimations and that the developed numerical procedure

presents a good tool for practical rock blasting research.
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Apart from the above-mentioned empirical knowledge bases, the results presented
in Figures 4.13 to 4.19 also fulfill prerequisites mentioned in Section 4.1 for a
successful transformation of physical phenomena into a numerical platform as well
as also validate several proposed model parameters, which are put forth during the
development of the new procedure. The following points illustrate these

validations.

Size of the meodel: PPV plots presented in Figure 4.18 indicate that the fracture

networks obtained are due to the primary shock waves only. The PPV plots do not
indicate the secondary loading due to the reflected waves. Therefore, the choice of

model domain size was appropriate for such analyses.

Damping of the wave energy: PPV plots presented in Figure 4.18 as well as PPV

trends obtained by Figure 4.19 illustrate that the material model chosen aptly
represents the damping characteristics associated with the natural material. It is
noteworthy that no artificial damping was considered in the newly developed
procedure. Also, the material model showed enough potential to accurately
represent two distinct fracture characteristics, crushing and cracking, with the

single parameter of element elimination.

Duration of the analysis: Energy plots presented in Figure 4.17 as well as a stable

fracture networks illustrated in Figures 4.15 to 4.16 point out that the results
obtained are stable in nature. These results also indicate that enough time was
provided for fractures propagation. Therefore, the simulation time adopted in the

analysis was appropriate to obtain stable fracture networks.

Model boundarv conditions: Roller boundaries were selected in the new

procedure to represent unbounded rock medium. Stable fracture networks, energy
plots and PPV plots presented through Figures 4.17 to 4.19 bring out that the
results are nowhere affected by spurious waves reflection from the artificial
boundaries. Hence, the selection of roller boundaries in the present modelling

procedure is justified.

148



4.4

SUMMARY

An in-depth analysis of the prevalent numerical modelling practice related to rock
blasting s made in this chapter.The analysis brings out the need for a procedure to
simulate discrete fracture networks emanated due to blasting. Therefore, a new
realistic rock fracturing simulation procedure is developed in this chapter. The
development of the new procedure involved the selection of an appropriate numerical
modelling tool, adoption of a proper numerical modelling technique and setting-up
reasonable modelling parameters for the modelling procedure. The development of the
procedure includes the selection of a general-purpose finite element analysis code. An
element elimination technique (EET) is chosen to simulate generation. growth and
propagation of fractures emanated after an explosion. Model set-up for the developed
numerical procedure involved the selection of suitable numerical modelling
parameters and procedures. The procedure uses tested and observed rock and
explosive properties. It is noteworthy that the developed procedure doesn’t need pre-
specification of fractures growth sites and paths. The fractures grow in an stochastic
nature as they do in reality. This 138 a major departure from the earlier reported
numerical exercises where pre-specification of the fractures path was a must whenever
it was employed. The results obtained by the new procedure are unique and the first of
their kind. The procedure not only captures discrete fracture growths but also provide
an easy way to distinctly observe crushing and cracking phenomena. The developed
numerical procedure is evaluated against the empirical knowledge base. The
dkeveloped procedure shows very good agreement with six different empirical
knowledge bases. This proves robustness, validity and accuracy of the developed
numerical procedure for rock fracturing by explosive energy. Results obtained with the
new procedure also validate the accuracy of the selected and proposed model

parameters.

Having developed and established the requisite numerical procedure, it can now be
extended to look into fracture growths behaviour under high confinement environment
where destress blasting is employed. The next chapter deals with this subject, which is

the major objective of the thesis.
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Chapter 5

ANALYSIS OF DESTRESS BLASTING THROUGH
DYNAMIC MODELLING OF DISCRETE
FRACTURES

5.1

OVERVIEW

The concept of destress blasting evolved from observations that limited induced
fracturing around an excavation front reduceé the load carrying capacity of the
rock and hence relieves it from a build-up of high stresses up to perilous levels
(Roux et al., 1957). Destress blasting is thought of as a means of maintaining and
extending this fracturing. However, the success of a destress blasting program is
not dependant alone on the amount of fracturing induced. It is more important to
know how these fractures will develop in the rock mass under the influence of
confinement. Fundamentally, it was challenged in Chapter 1 that the fracture
growth caused by an explosion in rock under confinement will propagate in the
direction that cannot destress rock. Observations from field experiments indicate
that destress blasting is unable to generate new fracture sets (Adams and Jager,
1980). Practitioners of destress blasting in South Africa now believe that the main
objective of destress blasting is to activate and propagate the existing fracture

networks of rock rather than to create new ones (Toper et al., 1997). However, the

150



argument was continued in Chapter 1 that if the new fracture sets have to grow in
the unfavourable direction, with respect to the stress relaxation under high stress
confinement, then the existing fracture networks will also follow the same path
under the same environment and thus not amenable to the desired destressing. All
these complexities make it essential to identify the behaviour of the fracture
networks growth in the rock subjected to high levels of confinement. This requires

a quantifiable study at the micro level investigating discrete fractures propagation.

A quantifiable database is needed to understand as well as to improve the field
application of destress blasting. However, if the quantifiable data pertaining to the
nature of fractures due to rock blasting is scarce (see Chapter 3 for a detailed
review) then such data for the blasting of rock subjected to high stress confinement
is rare. It is no wonder that a majority of the research is targeted to explore rock
fragmentation phenomena in open-pit mining due to the bulk economic interests
involved. The objective of this research is to provide, through analyses of a series
of dynamic numerical modelling exercises, a systematic and quantitative basis for
dynamic rock fracturing by destress blasting. The current research is the first
nitiative to build the necessary knowledge base in order to close the gap between
the concepts and practices of destress blasting. Sufficient numbers of simulations
are carried out to confer some degree of statistical meaning to the data acquired in

order to meet the objectives.

The plane stress models as described in the earlier chapter along with the
developed procedure for dynamic rock fracturing simulation are employed in order
to accomplish the objectives of the research. The model set-up remains the same
unless otherwise specifically mentioned. Initially, mining induced stresses are
applied and solved with a static numerical procedure using the Abaqus/Standard.
Results of these static analyses provide the confinement to the rock adopted in the
simulation, which represented it at great depths (roughly equal to 2000 m below
ground surface). These results are then mmported to serve as the initial conditions

of the models for the dynamic rock fractures modelling. The transient explosive



load is then applied and solved with ABAQUS/Explicit as described earlier. The
transient load in the form of the two different explosive characteristics, namely -
the emulsion and the ANFO type explosive, is used for all of the simulations made.
The transient load characteristics has already been described and established in

Chapter 3.

The study presented in this chapter evaluates the extent of fracturing. This
parameter is evaluated through a series of simulations covering many practical
factors affecting the field application of destress blasting. The following is

summary of simulations carried out in the study.

Effect of confinement. For this purpose, isotropic bi-axial stresses (y-axis stress
magnitude = x-axis stress magnitude; out of the plane stress is always zero for the

plane stress conditions) are applied with different magnitudes to the domains.

Effect of stress anisotropy. For this purpose, anisotropic bi-axial stresses (stress
ratio, k = x-axis stress magnitude/y-axis stress magnitude) are varied and applied

to the two different explosive characteristics.

Effect of stress magnitude. For this purpose, the domain is subjected to two
different confinement levels. Stress level magnitudes chosen are commensurate
with the stress level encountered at a 2000 m depth in the Canadian Shield. One
chosen confinement level is below the uniaxial compressive strength of the rock
and the other is near to the bi-axial compressive strength.

Effect of borehole spacing. For this purpose, blasts are simulated with a 1-

millisecond delay in two boreholes placed at spacing commensurate with field
practice.

Effect of Young’s modulus. The study is included for assessing effect of rock’s

stiffness on nature and extent of the fracturing under confinement.

Effect of static tensile strength. The study is included for assessing effect of the

rock’s static tensile strength on extent and nature of fracturing under confinement.
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5.2

Effect of explosive energy characteristics. The study explores effect of shock

versus quasi-static energy on nature of the fracture growths in rock under
confinement.

Effect of explosive energy magnitude. The study explores effect of the explosive

energy level on nature of fracture growth in rock under confinement. Explosive
energy levels is increased in simulations by increasing the borehole diameter. The
chosen borehole diameters are industry standard and are in practice for the .
underground hard rock mines.

Effect of de-coupling of explosive charge. The study examines effect of de-

coupling in enhancement of the fracture length perpendicular to the far-field major
principal stress direction.

Directional fracture growth by notched borehole. The study examines effect of

. forced directional growth on the enhancement of the fracture length perpendicular

to the far-field major principal stress direction.

“fo” — A NEW FRACTURE ZONE CHARACTERIZATION PARAMETER

Introduction of £ is a major shift from the very premise of fracturing by destress
blasting, which seeks fracturing of the entire area ahead of an excavation face. The
simulations presented herewith indicate that this is not possible. This
representation has evolved from observations of the simulations made in this
study, which invariably showed that the fractures align along the principal stresses.
The fracture alignment along the principal stresses makes it necessary, in order to
effectively study destressing phenomenon, to look into the directional extent of
fractures rather than the amount of fracturing induced. Reported field evidences

are also in hine with the observations made in this study.

Two normalized fractures length parameters, f¢; and {c,, are introduced in this

study in order to assess the extent of the fractures zone. The /¢, and /., represent

non-dimensional parameters obtained by the division of total fracture length along
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the major principal stress direction and the intermediate principal stress direction,

respectively, by the borehole diameter. An increase in the ratio (/¢ characterizes.
longer fractures perpendicular to the major principal stress and thus effective
destressing. The entire concept is explained in Figure S.1. A comprehensive
parametric study is presented in order to evaluate the fractuning extent with a range

of parameters affecting field destress blasting applications.
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fo = Total fractures length along the intermediate principal stress direction, mm
{1 = Normalized fractures length along the major principal stress direction

l.; = Normalized fractures length along the intermediate principal stress direction

d = Borehole diameter, mm

Figure 5.1 — Measurement of normalized fractures length (Schematic)
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EVALUATION OF THE EXTENT OF ROCK FRACTURING BY
DESTRESS BLASTING

5.3.1 Effect of Confinement.

The plane stress models are used, as described in the previous chapter, for the
study to investigate growth behaviour of the fracture network in the vicinity of an
advancing mining excavation front where destress blasting is applied. Isotropic bi-
axial in-plane geostatic stresses are applied to the models with varying magnitudes
from 0 MPa to 300 MPa. The results of these analyses are plotted in Figure 5.2 in
terms of normalized fracture length. Also, fracture pattern obtained from the

analyses carried out is depicted in Figures 5.3 to 5.6.

Analysis of the results

Three studies are traced from the published literature indicating the effect of
confinement on the extent of rock fracturing. Studies done by Daehnke et al.
(1997), McHugh (1983) and Schatz et al. (1987a) indicate for a reduction in
fracture lengths in the order of 2 to 3. This reduction is consistent with the increase
of confinement. Schatz et al. (1987a) used two approaches in order to arrive at this
conclusion. First, hydrostatic confinements up to 13.8 MPa using flatjacks were
provided and second, a numerical modelling code was used based on the finite
difference method with pre-placed fractures in the models. It is reported that the
loads applied by flatjacks cannot be constant over the contact area so the results
obtained do not represent hydrostatic pressure (Hughes and Pritchard, 1994).
McHugh (1983) also used laboratory experiments on Plexiglas cylindrical model
with 6.9 MPa hydrostatic pressure and one dimensional wave code using CDM
(continuous damage modelling technique) in his numerical modelling. Daehnke et
al. (1997) used closed form integral equations to study extension of the pre-placed
fractures by gas pressure. In all of the numerical modelling simulations, fractures
were pre-placed in the models (in terms of numbers as well as positions), which
were extended with the progress of the analyses. Therefore, the results were

influenced by the pre-placement of fractures. No modelling exercise took full

. account of the dynamic pressure pulse.

155



! —g— Emulsion type explosives

8- ANFO type explosives

1.38 mﬁ1 dia borehole

- Peak Emulsion pressure = 2.9 GPa
- Peak ANFO pressure = 1.29 GPa

Y 200 MPa
- -- i 44

ediN 00¢

|
50 100 150 200
Confinement level, MPa
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(1)

Schatz et al. (1987a) used soft rock-like materials (hydrostone, hydrocal, etc.) and
the other two experiments (McHugh, 1983 and Deanhke et al., 1997) invol%d
Plexiglas. Also, the techniques used in their numerical analyses did not have
provisions for distinctly accounting for cmshing and cracking phenomena

associated with rock blasting.

The current research is a major shift from the earlier reported numerical modelling
studies. The newly developed procedure does not require pre-specification of the
fractures and it is also easy to distinctly accounts for crushing and cracking
phenomena. Application of explosion pressure and evolution of fracture growth
proceed explicitly in a dynamic fashion similar to the field blasting. Also, the
selected confinement stresses are commensurate with the stress levels observed for
deep hard rock mines. The material model in the current research also represents

brittle rock behaviour.

The following conclusions can be drawn from the results presented in Figures 5.2

t0 5.6.

Confinement has a significant impact on the extent of the fracturing length. This
impact is more pronounced in the case of shock loading provided by the emulsion
type explosive. The reduction in the fracture lengths due to confinement observed
in this case is about 3 compared to fracture lengths with no confinement. This
observation concurs with the earlier observations in terms of the trends showing
the reduction in the extent of fracturing. It is evident that more explosive energy
will be needed to obtain longer fractures with an increase in confinement level.
Higher energy requirements mean larger borehole diameters are a required for ‘
deep hard rock mines.

The crushing zone diminishes abruptly under the influence of increase
confinement as it can be observed from Figures 5.3 to 5.6. The fracture pattern is
reduced to discrete fracture networks rather than an initial crushing zone followed
by the cracking zone. Also, number of fractures generated is greater in the case of

the emulsion type explosive than the ANFO type explosive.
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5.3.2 Effect of Stress Anisotropy

The vertical stress confinement (c,) of 100 MPa is considered in the plane stress
models of the current research. Stress anisotropy is applied with the application of
stress ratio, k = 0.5, 1., 1.5 and 2.0. Thus the horizontal stress (oy) applied is equal
to 50 MPa, 100 MPa, 150 MPa and 200 MPa. One additional set of simulation
with a vertical stress of 50 MPa and a horizontal stress of 100 MPa are also
considered in the current analyses in order to find out the effect on the fracture
propagation direction from the stress reversal of similar levels (100 MPa vertical to
50 MPa horizontal and vice versa). Material model characteristics and explosive
loading characteristics for the two types of explosive loading considered remain
the same as described earlier. Dynamic model runs are made for both explosive
types established earlier. Results of these simulations are presented in the form of a
graph in Figure 5.7. A few typical plots from the output results are also presented
in Figures 5.8 to 5.11 in order to illustrate the effect on fracture propagation
direction from the stress reversal. The following information can be inferred from

Figures 5.7 to 5.11.

Analvysis of the results

Rock stresses in the earth’s crust are always anisotropic. Commonly encountered
stress ratios (stress ratio, k = op/cy) range from 0.5 (for the South African mines
working at 3000m depth) to 2.0 (for Canadian mines at depth of 500m). Only one
study is reported that considered the k up to 4.0 (Schatz et al., 1987a). As reported
in the preceding section, Schatz et al. (1987a) used a maximum of 13.8 MPa stress
on the soft rock-like materials for their laboratory experiments and used a static
finite difference code to model propagation of the pre-placed fractures. Three
effects are noticed in their studies. First, the fractures aligned in two fractures sets,
namely, fractures in the major principal stress direction (termed as the main

fractures) and fractures perpendicular to the major principal stress direction
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(termed as cross-cutting fractures). Second, the length of the main .fracmres was
reported to be twice the cross-cutting fractures. Third, it was more difficult to get
the cross-cutting fractures with quasi-static loading than with shock loading. Based
on the numerical modelling results, Schatz et al. (1987a) also reported that cross-
cutting fracture lengths of 50 times the borehole diameter can be achieved with the
quasi-static loading. However, their own laboratory experiments didn’t confirm

their numerical resuits.

Following conclusions can be drawn from the results presented in Figures 5.7 to

511

Figure 5.7 indicates that the ratio of {5/{., decreases from 2.3 to 0.3 in the case of
the emulsion type explosive while the reduction is from 6.3 to 0.1 in the case of the
ANFO type explosive. This trend explains two difficulties associated with the
application of destress blasting. First, the longer fractures are aligned with the
major principal stress direction. This alignment is irrespective of the applied
direction of the major principal stress as can be learnt from Figures 5.8 to 5.11. It
was apprehended in Chapter 1 that this alignment is not amenable to destressing.
Second, the fracturing extent is reduced with the increase in confinement level as
reported also in the previous section. This indicates vmore difficulty in extending
the fracture lengths at greater depths from the surface.

The fractures are aligned with the applied two principal stresses. The length of
fractures along the major principal stress direction is much longer than the other
diréction. This concurs with observations made by Schatz et al. (1987a). Also, as
pointed out just above, the tendency of longer fractures to develop along the major

principal stress direction is not propitious to stress relaxation.
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5.3.3 Effect of Stress Level

It is a well-known fact that a high stress level is one of the causes fof rockbursts
(kindly refer to Chapter 1 and 2 for references). It is also known that rocks have
higher strength under confinement (e.g., Weibuls and Cook, 1968; Mogi, 1972;
Haimson and Chang, 2000). Therefore, simulations are planned for investigating
the fracturing extent withhigh stress environment typical for a mine at a 2000 m
depth in the Canadian Shield. Tang and Mitri (2001) made a detailed analysis of
representative destress blasting patterns used during drift developments in deep
hard rock mines. It has been reported in their analyses that the drift excavation face
could have the major principal stress values from 120 MPa to 240 MPa. The drift
development case analyzed was at a 2150 m depth from the surface and the
material model represents a stiff high strength rock. The present study considers |
rock properties described in the previous chapter and a value of k = 1.65 which 1s
the observed value for the Canadian Shield at the above mentioned depth (Arjang
and Hefget, 1997). The major principal stress is in the horizontal direction for deep
Canadian mines and in the following simulations this is considered perpendicular
to the excavation front in order to assess the worst-case scenario. The horizontal
stress value of 150 MPa (which is in the range reported by Tang and Mitri, 2001
and below the uniaxial strength of the rock) and 300 MPa (which is near the bi-
axial strength value as reported by Haimson and Chang, 2000) is considered for
the simulations. The simulations are conducted for both types of the explosive

characteristics established earlier.

The results obtained from the different numerical simulations are shown in Figures

5.12to 5.15.
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Analysis of the results

@

(i)

534

The following observations are made in light of the analyses carried out.

Primarily, the fractures are aligned with the major principal stress direction
irrespective of the explosive types. This alignment is similar to the previously
obtained observations and as reported earlier that it is in the undesired direction

with respect to stress relaxation.

The fracture length decreases under the influence of an increase in the stress level.
As can be seen from Figures 5.12 to 5.15, normalized fracture lengths towards the
major principal stress are reduced from 5.4 to 1.9 in the case of the emulsion type
explosive while the reduction is from 7 to 1 in the case of the ANFO vtype
explosive. Reduction is more prominent for the ANFO type explosive. This
behaviour predicts a poor destress blasting practice where it i1s needed the most.
Longer fractures are desired under higher confinement for better effectiveness but

such an increase in confinement inhibits fracture growth.

Effect of Borehele Spacing

Based on ground penetrating radar (GPR) studies, CSIR Miningtek, South Africa

proposed a borehole spacing of 1.5 m for destress blasting with 38 mm diameter

boreholes (Toper et al., 1997). This same réference indicates a borehole spacing of
3.0m based on the studies by Giltner (1992). Borehole spacing of 1.5m is a
standard practice for deep South African hard rock mines. The most recent
Canadian experiment for destress blasting considered a 2.6 m borehole spacing for
165 mm diameter boreholes (Andrieux et al., 2003). Mitri (2000) and Tang and
Mitri (2001) present field case studies where boreholes are being placed at 0.75m
spacing for drifts development. Further, it is possible that few boreholes align with
the major principal stress direction and a few others with the intermediate principal

stress direction with the same borehole spacing during field application of destress
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blasting. Therefore, simulations are planned with two-borehole (each 38 mm
diameter) blast simulations, placed at 0.75 m spacing, to identify the effectiveness
of the borehole spacing on the fracturing extent. Also, the two-borehole scheme
considered in the study has two spatial arrangements. In one set of simulations, the
boreholes are aligned with the major principal stress and the other set has
boreholes aligned with the intermediate principal stress. The major principal stress
is considered in the horizontal direction as found in the Canadian Shield and
considered perpendicular to the excavation front in order to consider the worst case
scenario. Also, a 300 MPa magnitude is chosen for the major principal stress as
success of destress blasting is more critical for a higher stress level. The boreholes
are simulated with a 1 millisecond delay detonation. A schematic of the simulation
set-up is shown in Figure 5.16. The results of the analysis are presented in Figures

5.17t0 5.20.

Analysis of the results

(1)

The following observations are made from the analyses.

Figures 5.17 through 5.20 indicate that there is little extension mn the fracture
lengths only for the case when the holes are aligned with the major principal stress
direction and charged with the emulsion type explosive. This extension is
ineffective to meet fractures in between the holes and is also in the undesired

direction as pointed out earlier.

It is evident from the results presented in Figures 5.17 to 5.20 that the fracture
network is largely uninfluenced by the neighbouring borehole detonation when
placed at 0.75 m spacing irrespective of their alignments with respect to the
principal stresses. Since their behaviour is similar to the isolated borehole
detonation presented in the preceding sub-section, it can be concluded that it 1s

difficult to achieve destressing with the prevalent destress blasting practice.
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Figure 5. 174— Fracture pattern from the two-borehole model éligned with the major principal stress direction for emulsion type explosive
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Figure 5.19 — Fracture pattern from two-borehole model aligned with the major principal stress direction for ANFO type explosive
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5.3.5 Effect of Young's Modulus

Young’s modulus of elasticity of rock is of an engineering importance to rock
mechanics studies but has measurement limitations for rockmass. Several
empirical relations are proposed and are in use to overcome the limitations (e.g.,
see for compilation - Singh and Goel, 1999). Studies conducted by Mohammad et
al. (1997) and Reddish et al. (2003) indicate that the equation proposed by Mitri et
al. (1994) is superior to the others. The effect of rock mass stiffness is explored m
the current research in order to identify fracture growth behaviour under different
rock mass stiffness values. The Young’s modulus is changed from 30 GPa to 60
GPa in increment of 10 GPa. The rock confinement is similar in magnitude and
direction- as described in the preceding sub-section. Analyses are conducted for
both the explosive types established earlier. The results of the analyses are

presented mn Figures 5.21 through 5.28.

Analvsis of the results

(i1)

Engineering intuition indicates that the fracture length should increase with a decrease
in the rock’s stiffness (Young’s modulus). Only one study by Schatz et al. (1987a) is
traced which found negligible effects on fracture length with variations in the rock’s

modulus of elasticity.
The following observations are made from the results.

There is a negligible difference in terms of fracture length with the reduction in the
modulus values as can be seen in Figures 5.21 through 5.28 urespective of the
explosives characteristics. This concurs with the laboratory experiment observations
by Schatz et al. (1987a).

Shock wave loading of emulsion type explosives shows a tendency of fracturing
enhancement towards the intermediate principal stress direction. It appears that the
reduction in the modulus in conjunction with shock loading leads towards squeezing
rock mass behaviour where the stress anisotropy has negligible role. However, such

behaviour cannot be corroborated in the absence of any previous study on this subject.
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5.3.6 Effect of Static Tensile Strength

Tensile strength is the other parameter that controls rock fracturing. Several
analyses are carried out to determine rock fracturing behaviour under a vartation of
static tensile strength values. The tensile strength values are changed from 5 MPa
to 15 MPa in increments of 5 MPa. The analyses are done for both the explosive
types established earlier. The stress confinement provided is also similar in
magnitude and direction as described in the preceding sub-section. Other model
parameters remain the same as earlier. The results obtained with the tensile

strength variation are presented in Figures 529 to 5.32 for both the explosive

types.

Analvsis of the Results

It is evident from the comparison of Figure 5.29 with Figure 5.30, and Figure 5.31
with Figure 5.32, that the change in the static tensile strength value has an
insignificant impact on fracture growth behaviour. This observation concurs with
the laboratory experiments by Schatz et al (1987a). This typical behaviour can be
explained by the rate dependant behaviour of the rock model as observed in
Chapter 4 (section 4.3). Rock materials exhibit rate dependant properties and
cracking initiates at a much higher stress level than the static tensile strength. The
explosive loses almost all of its energy by the time the load level reaches the rock’s
static tensile strength value. No change in the fracture pattern with changes in the
static tensile strength values re-confirms the rate dependant material model

behaviour, though such properties are not specified as the input parameters.
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5.3.7 Effect of Explosive Energy Characteristics

Many researchers (see Chapter 1, sub-section 1.2) advocate ANFO type explosives
for destress blasting with the argument that the higher gas conﬁent in such
explosives helps in obtaining/extending longer fractures. However, controversies
exist about the respective role of stress wave energy and gas energy In
generating/extending fractures (see Chapter 3, sub-section 3.2 and 3.4). Further,
researchers who advocate for ANFO type explosives also report the successful use
of emulsion type explosives. Also, there is no concrete evidence about how the
fractures grow when rock under confinement is blasted with the different types of

explosive.

It was established earlier (see Chapter 3, sub-section 3.2) that the two load
characteristics, shock loading by the emulsion type explosives and quasi-static
loading by the ANFO type explosives, are the main contributing factors that
contributes into fractures propagation, then the amount of gas produced by the
respective explosives. It is difficult from a practical point of view to analyze the
fracturing produced on account of the explosive energy level as there exists a big
difference in the peak-pressure exerted by the different explosives for a similar
diameter of borehole, apart from the load characteristics. Therefore, only an
assessment can be made regarding the fracture pattern based in the difference of
the explosives characteristics. Two numerical models are prepared with the two
different explosive types described earlier. The simu}atibns have confinement
levels similar to the previous simulations described in the preceding sub-section.
The other parameters of the models also remain the same. Results obtained from

such simulations are presented in Figures 5.33 and 5.34.
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Amnalvsis of the Hesults

()

(i)

(iti)

The following information can be inferred from the simulations.

Fracture lengths obtained with ANFO type explosive (£¢; = 3.3) 1s 22 per cent

smaller than emulsion type explosive (¢, = 4.2). Therefore, the overall effect on
destressing with similar borehole diameter will be less from ANFO type explosive
due to smaller fractures lengths. These results concur With the analysis made in
Chapter 3 (section 3.4), which indicated that higher shock pressure is needed for
longer fractures in stiff brittle rocks.

The peak borehole pressure applied by the ANFO type explosive (P, = 1.29 GPa)
is 45 per cent smaller than the emulsion type explosive (P, = 2.9 GPa) for 38 mm
diameter bareholes but fracture lengths are only 22 per cent smaller. Evidently, the
gain in terms of the fracture lengths comes with ANFO with respect to the applied
amount of peak pressure. Probably, the quasi-static loading which exerts pressure
for a longer duration helps in extending the fracture networks. This observation
partly concurs with the belief of researchers who advocate ANFO type explosives.
However, the overall fracture length is smaller for the ANFO type explosive due to
the fact that such explosives produce a lower peak borehole pressure in comparison
to the emulsion type explosives for similar diameter boreholes.

The characteristics of the fracture pattern obtained with the ANFO type explosive
include a narrower fracture band along the major principal stress direction and
negligible damage along the intermediate principal stress direction. The focused
fracture growth helps in better explosive energy utilization in the case of the

ANFO type explosive compared to emulsion type explostve.



5.3.8 Effect of Explosive Energy Magnitude

Different simulations are planned and conducted to identify the increase in fracture
length with an increase in explosive energy magnitudes. Larger diameter boreholes
are used to increase the energy magnitudes. Four different industry standard
borehole diameters, 38 mm, 55 mm, 76 mm and 89 mm, are chosen for the
numerical simulations. The simulations are carried out with both the explosive
types described earlier. The confinement level and the other model parameters are
similar to those employed in the preceding sub-section. The results obtained from

the simulations are depicted in Figures 5.35 to 5.43.

Analvsis of the Results

0

The following information is inferred from the results.

The increase in explosive energy magnitudes obtained from an increase in
borehole diameters results in a longer fracture pattern irrespective of the explosive
type. For most of the cases (except the 89 mm diameter borehole ANFO blast
simulation), fracture lengths along the major principal stress direction remain
higher than the fracture lengths along the intermediate principal stress. The ratio of
£/l decreases with the increase in the borehole diameter, which indicates a
reduction in fracture alignment with the major principal stress. This reduction 1s
more prominent with the ANFO type explosive. The change in the fracture pattern
as depicted in Figures 5.36 to 5.43 tends to provide a rock weakening effect akin to

large scale fracturing perceived by Roux et al. (1957), but it is still very local.
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Figure 5.36 — Fracture pattern from emulsion type explosive in 38 mm diameter borehole
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Figure 5.37 — Fracture pattern from emulsion type explosive in 55 mm diameter borehole
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Figure 5.38 — Fracture pattern from emulsion type explosive in 76 mm diameter borehole
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Figure 5.39 — Fracture pattern from emulsion type explosive in 89 mm diameter borehole
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Figure 5.41 — Fracture pattern from ANFO type explosive in 55 mm diameter borehole
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Figure 5.42 — Fracture pattern from ANFO type explosive in 76 mm diameter borehole
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5.3.9 Effect of De-coupling of Explosive Charge

The de-coupling of emulsion type charges has been reported as one of the effective
techniques to reduce unwanted local damage to the host rock (see Chapter 3, section
3.2 for discussion). Two simultaneous effects are achieved with such a de-coupling —
first, the peak pressure is reduced, which helps in reducing the damage and second, the
peak borehole pressure remains stagnant for a small period of time (equal to the time
needed for expanding gaseous products to fill-up the borehole), which ultimately
assists in the extension of the fractures. Three models are prepared and studied to
identify such behaviour with 55 mm diameter boreholes. The first model involves no
de-coupling of the emulsion type explosive; the second provides 70 per cent de-
coupling and the third with 50 per cent de-coupling. The explosion pressure-pulse
along with the peak pressure values have been described earlier (Chapter 4, sub-
section 4.3.2.4).. The confinement applied is similar to the previous simulations and
has values of 300 MPa parallel to the X-axis (the major principal stress in the
horizontal direction) and 182 MPa parallel to the Y-axis (the intermediate principal
stress in the vertical direction). Other model parameters remain the same. Figure 5.44
depicts the concept of de-coupling and the fracture pattern obtained with the three
models is presented in Figures 5.45 to 5.47.

Analvsis of the Results

The following information is concluded from the analyses.

®

(i)

(iii)

The application of de-coupling reduces undesired local damage to the host rock as can
be seen in Figures 5.45 through 5.47. However, the fracture network aligns itself with
the major principal stress direction, which is undesirable with respect to stress
relaxation.

The fracture length along the intermediate principal stress direction doesn’t propagate
due to the overriding effect of confinement. Therefore, the obtained fracturing does not
assist in the destressing mechanism.

Overall, the effect of confinement is overriding in fracture growth compared to the
damage control exercise by de-coupling. A larger de-coupling ratio is barely sufficient
to open the fractures towards the major principal stress direction as can be seen from
Figure 5.4”;’. A higher peak borehole pressure is necessary to initiate and propagate

fracture networks under higher confinement.
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5.3.10 Directional Fractures Growth by Notched Borehole

Fourney et al. (1978) report that the ideal fracture control growth requires
specification of the fracture initiation points. The notched borehole is one of the
techniques experimented for specification of the fracture initiation point (Bhandari
and Rathore, 2002; Nakamura, 1999). Holloway et al. (1986) report tools for

making notched boreholes for field blasting practice.

It was learnt from the analyses made above that the longer fractures invariably
grow along the major principal stress direction due to the overriding effect of
confinement. This direction is undesirable in terms of stress relaxation. Therefore,
notched borehole models are conceived and simulated in order to achieve
directional fracture growths along the intermediate principal stress direction
(though this may not be the most desired direction for stress relaxation. It is
selected only because it poses the most difficult task.). Two models were simulated
to explore directional fracture growth. The first model involved a normal 55 mm
diameter borehole. Two identical notches in the intermediate principal stress
direction were created in the second model. Figure 5.48 presents the configurations
of the notched borehole. Figure 5.49 presents the results of the analysis without the
notch. Results obtained from the notched borehole model are presented in Figure
5.50.

Amnalvsis of the Results

®

The following information is obtained from the simulations:

The notched borehole technique for the directional growth of the fracture network
s shows promising results for destress blasting. Fracture growth in the direction of
the intermediate principal stress increased from five times the borehole diameter to
15 times the borehole diameter. The results indicate that attempts for directional
fracture growth may yield effective destressing provided the desired direction is

known.
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5.4

SUMMARY

A detailed parametric study is conducted to investigate the quantitative growth of
the fracture network initiated due to destress blasting. The fracturing extent is
investigated with the introduction of normalized fracture lengths. The results
reported here are the first of their kind as destressing concepts are evaluated at the
micro-mechanical level. The dynamic pressure pulse used is commensurate with
industry standard explosive charges; borehole diameters selected are mostly used
with destress blasting; rock properties used are in accordance with the rock
properties found in deep hard rock mines and confinement provided for the
simulations is similar to the confinement posed by great depth workings. The study
identifies the ineffectiveness associated with the practice of destress blasting. It is
learnt that higher explosive energy is needed to initiate and propagate fracture
network to a sufficient distance with an increase in the confinement level. Only the
application of more explosive charges by using larger diameter boreholes can
provide this higher demand of explosive energy. Fractures are invariably found to
align along the major principal stress direction. It is apprehended that this
alignment is not conducive for effective destressing. The study also explores and
finds out that directional fracture growth using the notched borehole can assist in
achieving longer fractures in a direction other than the major principal stress
direction. This simulation provides a platform for exploring an appropriate

direction for effective destressing.
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Chapter 6

A NOVEL METHOD FOR CHARACTERIZING
DESTRESSING

6.1

OVERVIEW

One of the biggest challenges facing destress blasting application in hard rock
mines since the first application in early 1930s, is the identification of the effects
of destress blasting. Brauner (1994) describes several standardized measures for
destress blasting in coal mines such as pulverization, drill cuttings, noise level with
drilling, etc. These measures are used to identify locations where destress blasting
is required as well as to specify the amount of destressing achieved. However, such
methods are not applicable in hard rock mines. Several techniques are in use for

destress blasting in hard rock mines but hitherto none of them are predictive.

Microseismic survey (or épeciﬁcaﬂy seismic tomography) is one of the methods
relied on for the delineation of destressing. This method proved to be useful in the
identification of structures those are potentially in danger of imminent rockbursts.
But microseismic data alone is not sufficient for making reliable predictions.
Hedley (1992) reports that the maximum possible achievable accuracy from a
microseismic survey is = 5 m. This accuracy level is detrimental in the reliable
application of this tool for delineating destressing. The podr accuracy can also be
seen from the most recent Canadién destress blasting application (Figure 6.1).
Figure 6.1 depicts an intense fractured zone about Sm below the drift floor that

experienced heave failure.
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Ground Penetrating Radar (GPR) is another tool used for measuring the extent of
fractures of destress blasting. Momayaz et al. (1994) observed that GPR has some
limitations when used for fracture mapping in a highlﬂ/ stressed underground
environment,as the target (fractured rock) has a low reflectance and fractures are
closed by the high stresses. Grodner (2001) apprehends the poor reliability due to
several undesirable reflections from the underground mine environment. Further,
probably the most severe hindrance comes from the nature of the fractures itself. It
was learnt in the previous chapters that mining induced fractures are extensional in
nature. These fractures are parallel to the excavation face and not amenable to
destressing. A GPR application can only detect characteristic changes with these
fractures. Fractures perpendicular to the excavation faces cannot be traced by the

GPR studies.

Blake (1972a) proposed the reduction of the Young’s modulus of elasticity as a
measure of destressing to mimic field observations through numerical modelling.
This procedure is adopted based on the perceived belief that destressing mvolves a
change in rock mass stiffness, and is still in use (Andrieux et al., 2003). It was
reported in the previous chapter that to date there is no procedure available to
measure the rock mass modulus of elasticity. Practitioners rely on empirical

- equations such as the one proposed by Mitri et al. (1994).

The absence of a measure to characterize destressing has left many questions
unanswered. It was observed in Chapter 1 that Toper et al. (1994) and Hakami et
al. (1990) reported an increase in the major principal stress magnitudes. Hakami et
al. (1990) and Labrie et al. (1997) observed higher Young’s modulus values after
experimental destress blasts. Such peculiar observations cannot be explained with

the prevalent characterizing measures.
A simple yet measurable and reliable parameter is proposed in this work. The

following section elaborates on this parameter. The novel parameter adequately

explains hitherto inexplicable peculiar measurements.
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6.2

(a)

(b

(©)

“B;” — THE NEW STRESS RELAXATION PARAMETER

Stress (o) is the most common engineering parameter known to any engineer
working in rock mechanics projects. It is unnecessary to elaborate at this stage that
stress at depth can be studied with three principal Components (o1, o7 and o3) and
that these can be resolved along three Cartesian axes (x, y and z) giving a total of
nine magnitudes of interest. Further, the cardinal role of stress as a cause for
rockbursts is well acknowledged. Therefore, the parameter selected to represent
destressing is the change in stress. This parameter will address the very
nomenclature of the technique, “destress™. It is proposed to measure change in the
stresses, before and after the destress blast, in order to characterize the effect of
destress blasting. Tang and Mitri (2001) already laid the foundation in this regard
with the introduction of a stress dissipation factor, . They proposed the following

relation to define the stress relaxation factor.

Olafter destressing) ™ (1 - B) * O(before destressing)  oererrresrereeasesenns (6 1)

The above relation does not hold for practical purposes due to the following

reasons:

The change in the stress magnitude after destress blasting can never be equal
magnitude due to the fact that stresses before blasting are anisotropic for most of
the cases. '

It was established in Chapter 5 that fractures do not grow radially after blasting in

confined rocks. Therefore, an equal reduction m all the directions cannot be

achieved.
Finally, such a simple definition is unable to explain the previously mentioned

peculiar field observations.
However, the relation 6.1 can be extended to provide a general term. The

following expression is proposed to characterize stress relaxation, which can be

achieved by destress blasting.
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Stress relaxation

. ((Gii before destress biusting)—- (cr,J after destress blasting))x 100,05 reeeeeeeeeeee (6»2)
Y

(o'i} before destress blasting)

where,
+ = Stress relaxation to o; at measuring point on the i Cartesian plane.
j gp ] P

" major principal stress at measuring point on the jih Cartesian plane.

Gy = it
i = Principal stress identifier = 1,2,3

j = Cartesian plane identifier =x, y, z

The expression 6.2 is capable of adequately characterizing the effects of destress
blasting. The expression may look a complicated assignment as it can be felt that it
needs a total of nine values for full characterization. But this is not the case for
practical purposes. Only four values are sufficient, for practical purposes, to
explain the effects of destress blasting. It was been established in the previous
chapters that fhe bi-axial stress enviromment is more important to investigate
destress blasting immediately ahead to a free face. Therefore, measurements for
only two principal stresses is sufficient, which can be made along two
perpendicular planes on the face where destress blasting 1s applied. Fortunately, a
free face where destress blasting is used provides the requisite planeé. Schematic
arrangement for such measurements is depicted in Figure 6.1. The proposed
scheme carries one more advantage. As it is evident from Figure 6.1 that the same
sampling holes can be used to evaluate Py, which were drilled for the purpose of
deciphering ¢.; (see Chapter 5, section 5.2). The importance of the £; has already

been established in the previous chapter.

Analyses are made to illusirate the calculations for 3 and the benefits associated
with it. Stress values are measured similar to the above proposal and are depicted
in Figure 6.2 from the numerical models simulated with the series of simulations
presented in Chapter 5, sub-section 5.2.3. The results of P measurements are

depicted in Figures 6.3 to 6.10.
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Figure 6.7 — Stress relaxation to the oy with fracture pattern generated by ANFO type explosive destress blast in 38 mm dia borehole

(Applied o, = 150 MPa, o, = 91 MPa; o applied parallel to the X-axis)
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Analvses of the Results

(1

(i1)

(iii)

Figures 6.3 through 6.10 reveal that rock gets more stressed in terms of the major
principal stress due to fracture alignment along the major principal direction. The
observations are in good conformity with the observations reported by Toper et al.
(1994). They reported an increase in the major principal stress value and a
reduction in the intermediate principal stress value after experimental destress
blasts. Further, the observation presented in Figures 6.3 to 6.10 can explain the
inexplicable behaviour observed by CANMET in Sigma I Mme (Labrie et al,
1997) and by SweBeFo in Pyhdsalmi Mine, Finland (Hakamu et al., 1990). Post
destress blast studies resulted in an increase in the modulus of elasticity in both the
studies. Rock stiffening is due to the increase in the major principal stress
magnitude, as Figures 6.3 through 6.10 reveal, explains the increase in the elastic
modulus. This increased stiffening can be suspected to increase further should
fractures grow longer along the major principal stress direction (Compare Figure

6.3 to 6.5 and Figure 6.6 to 6.9).

Figures 6.3 through 6.10 also indicate that stress relaxation is only achieved in
terms of the intermediate principal stress values across the fracture plane (max.
stress reduction =~ 10 per cent at a distance of 0.5 m from away from the fracture
zone in Figure 6.8). This relaxation, in conjunction with the increase in the major
principal stress value, may result in a differential stress value much higher than the
earlier existing ones, leading to stress scenario from bi-axial loading to the uniaxial
loading. This change of loading behaviour can induce an even more risky
environment than the desired destressing as it is a proven fact that rocks have
higher strength in the confinement {(for compilation of this behaviour, see Sheorey,

1997).

Figures 6.3 through 6.10 indicate that the stress increase in the major principal
stress magnitude along the fracture propagation direction and the stress relaxation
in the intermediate principal stress across the fracture propagation direction is local

and confined to a lhimited distance near the fracture plane. This observation is
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6.3

contrary to the asswmption that destress blasting from 38 mm diameter boreholes
can reduce face stresses up to 40 per cent of the entire drifi of size 43 mby 3.7 m

as reported by Tang and Mitri, 2001.

SUMMARY

A new stress relaxation parameter, 3, is introduced in this chapter. The new
parameter addresses the need to characterize the destressing effect. This parameter
evaluates change in the principal stresses in a plane, before and after destress
blasting. This introduction helped in explaining many phenomena that have
hitherto remained unexplained. The parameter adequately explains the reasons for
reported increases in Young’s modulus with post destress blasting measurements.
An increase in the major principal stress magnitude due to fracture growth
alignment along the major principal stress direction is found to be the cause. The
analyses presented using the f3; for the fracture pattern obiained in Chapter 5 are in

good conformity with the field observations by Toper et al (1994).
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CHAPTER7

VALIDITY AND LIMITATIONS OF THE SIMULATIONS

7.1

VALIDITY

The analyses of destress blasting mechanisms presented in the previous two
chapters are based on a new numerical procedure, which is developed for the study
and it is described in Chapter 4. Brittle rock failure properties obtained from
standard laboratory testing (Young’s modulus, Poisson’s ratio, density and static
tensile strength) and the optimized borehole pressure-time profiles are essential
requirements for the implementation of the new numerical. The discontinuum
nature of discrete fractures generation and their propagation is simulated
considering an element elimination technique in a finite element mesh (domain),
which essentially remains continuum. The developed numerical procedure is
unique and first of its kind. Rigorous proofs are presented for the validation of the
developed procedure. To the best knowledge of this researcher, it is the first time
that proofs are provided for several important phenomena of rock blasting from a

single platform. The important validated phenomena are summarized below.

(V) Strain rate dependent material respomse — The application of the
dynamic loads in the 38 mm diameter borehole provided information that
the first fracture initiates at 159 MPa for the ANFO type explosive and at
600 MPa for the emulsion type explosive (Figure 4.12, Chapter 4). It 18
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(i)

(iii)

important to mention that the procedure used 15 MPa for the static tensile
strength of the rock, which is the criterion for element elimination. The
results are in line with the laboratory experiments, which indicate that
rocks exhibit much higher strength when subjected to dynamic loading in
comparison to the strength obtained by static testing procedures (e.g.
Prasad et al., 2000).

Distinct fracturing characteristics associated with the different strain
rate transient loading — The application of the dynamic loads in a 38 mm
diameter borehole predicted that fracturing by the ANFO type explosive
will havé a few but longer fractures beyond the crushing zone surrounding
the borehole. Contrast to this behaviour, the emulsion type explosive
predicted shorter fractures but in large numbers beyond a larger crushing
zone surrounding the borehole. Similar behaviour is well documented from
laboratory and field observation and is a well-acknowledged phenomenon
(e.g. Zhang et al., 2001).

Fracturing extent prediction based on the empirical relations — The
application of the dynamic loads in a 38 mm diameter borehole provided
results of the fractures zone radius of 487 mm and 341 mm, respectively,
for the emulsion type explosive and the ANFO type explosive. The
empirical relation provided by Kexin (1995) (Chapter 3, Equation 3.8)
predicts 356 mm and 348 mm for the extent of fracture zone radius for the
emulsion type explosive and the ANFO type explosive, respectively. The
results from the newly developed procedure show close agreement with the
predictions of the empirical relation. It is noteworthy to underline that it is
easy to obtain the information about the crushing zone and the fracturing
zone from the results of the new numerical modelling procedure.
Predictions of the crushing zone also show good agreement with the
empirical relations provided by Mosinets and Garbacheva (1972)
(Equations 3.5 to 3.7, Chapter 3). It is noteworthy to mention that in the
developed procedure neither fractures are pre-placed in the domain nor

fracture growth sites and paths are pre-specified.
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(v)

™)

Explosive energy consumed in the fracturing — Numernically, the kinetic
energy (provided by the transient loading) change from the peak value of
14.994 kJ to 14.00 kJ for the emulsion type explosive and from 5.97 ki to
5.80 kJ for the ANFO type explosive (Figure 4.16). This change is due to
the energy consumption in the fracturing process. The energy consumption
amounts to 6.63 per cent and 2.85 per cent for the emulsion and the ANFO
type explosives, respectively. These observations are in line to the
observations by Langefors and Kihlstorm (1972) and Nicholls and Hooker
(1962). Further, the numerical modelling results validates the well
acknowledged fact that very small explosive energy is used for fracturing
and a majority of the explosive energy is lost in wave propagation, heat,
sound and air-overpressure (Lownds and Du Plessis, 1984). It is important
to mention that the newly developed numerical modelling procedure does
not incorporate any artificial damping method.

Inter-relationship of the peak particle velocity with the fracturing
extent - Measurements of the peak particle velocity (PPV) along the wave
propagation paths are summarized in Figure 4.18 for both the explosive
types simulated with the developed procedure. The correlation of the PPV
magnitudes and fracturing extents suggests that the fracturing takes place
when the PPV is higher than 1000 mm/sec. The estimation of fracturing
zone by PPV measurements is a standard field practice for engineering
blasting operations. Several predictor equations are in use for the purpose
and the equation by Holmberg and Persson (1979) is the most notable
amongst them. Holmberg and Persson (1979) state that the theshold hmit
for the fracturing in brittle hard rocks is PPV values higher than 1000
mmy/sec. Obviously the numerical modelling results are in remarkable
agreement with the fracturing zone predictions based on the PPV

measurements.
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A comprehensive parametric study is made in Chapter 5 by using the vahdated
procedure to investigate basic concepts of destress blastmg. The concepts are
evaluated with a range of parameters which méy largely affect destress blasting in
the field. The mining induced stress levels found in drift developments in hard
rock mines at 2000 m depth in the Canadian Shield are considered for the analyses.
The mining induced stress values considered are in the range of the reported values
of a detailed parémetric study for drift developments at great depth (Tang and
Mitri, 2001). The worst-case scenario is applied to most of the simulations that
involve the major principal stress (which is in horizontal direction for the Canadian
Shield) and the intermediate principal stress (which is in the vertical direction)
perpendicular to the drift development axis. Such assumption is considered the
must for the research involving rockbursts hazards in order to avail meaningful
information from the worst-case scenario. Further, the critical stress levels
considered have value of the major principal stress level close to the bi-axial
strength of the bnttle rock. This c;)nsideration is based on the fact that the
confinement ahead to a drift face is bi-axial in nature (Saharan and Mitri, 2003)
and the main objective of destress blasting is to relieve from stress concentration,
which may have reached to a perilous level (near the bi-axial strength of the rock).
Most of the results obtained from the parametric studies are evaluated with the
available reported laboratory and field observations made elsewhere. The results
are in line to the reported observations. Logical reasonings are presented wherever
no previous studies can be traced for the related simulations. Detailed parametric
study indicate that the field application of destress blasting involving few small
diameter boreholes is not sufficient to achieve the desired destressing, at least for
the worst case scenario assumed. Also, proofs are provided with an arrangement
involving notched borehole simulations paves the foundation for the possibility to
look further development in destress blasting technique for an effective

destressing.
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7.2

Chapter 6 postulates a new stress relaxation parameter, [y, which provide

convineing explanation to the previously inexplicable reported field observations

of increase in the major principal stress values (Toper et al., 1994; Hakamt et al.,

1990) and Young’s modulus values (Hakami ef;‘a}., 1990; Labrie et al., 1997) post

to destress blasting experiments. These explanations further cement the validity of

the simulations made for the analyses of destress blasting.

LIMITATIONS OF THE STUDY

Radically different explanations can be propounded to justify the apparent

successes with the field application of destress blasting. It is important to note the

limitations of the present study. They are listed below.

(1)

(1)

(111)

(iv)

The rock is considered isotropic in the analyses but in nature it is inherently
anisotropic. Therefore, the results may be different from the presented.

The rock is considered homogeneous in the analyses but in nature it
contains microcracks and macrocracks. Destress blasting may generate
longer fractures in the presence of such cracks.

The stress level considered in this research commensurate with the mining
induced stresses for a typical mine in the Canadian Shield at 2000 m depth.
Many mines are operating at this depth and are faced with rockbursts
hazards. Only the worst-case scenario is evaluated in the study, which
considered principal stresses to be orthogonal to the drift development axis.
The blast-induced fractures are likely to be different than presented here
under the lower confinement for shallower depths.

The principal stresses m the field may be in a direction other than the
orthogonal directions to the drift development axis (which was adopted n
the thesis). Such consideration may create fractures in a direction that is

propitious to stress relaxation.
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(vi)

Another limitations, though not so important (Liu, 1997), arise from the
fact that explicit accounting of gas-pressure energy of an explosive is not
made in the study. An optimized blasthole pressure profile, similar to a
profile obtained from the ANFO type explosives is incorporated in study in
order to accommodate direct effect of the gas-pressure energy.

Due to the demand of the numerical modelling platform, the minimum size
of element considered has face length of about 6 mm near the borehole
boundary. This means the fractures are represented with this size of
elements and the size of elements increases as the distance from the
borehole increases. This consideration resulted into representational lapse
in the fractures shape and the fracture network appears to be coarser and

diverging with the increase in the distance from the boreholes.
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Chapter 8

CONCLUSIONS

8.1

CONCLUSIONS

The following conclusions can be drawn from the study:

M

@

)

A critical review of field destress blasting applications presented in Chapter 1,
along with the results presented in Chapter 5, indicate that the prevalent destress
blasting practice renders more psychological advantages than effective factual
destressing. More evidence is available which is an indication for the inability of

enough fracturing by blasting in confined brittle rocks.

The literature review presented in Chapter 2, suggests that destress blasting was
conceived and first applied in a Canadian coal mine. A few other mines have also
reported destress blasting applications before the South African gold mines. These
observations are against the common belief that destress blasting evolved in 1950s

from the South African gold mines.

Barring any controversies, which exist for the role of different parts of explosive
energy in rock fracturing, the analysis in Chapter 3 leads to two distinct
observations with respect to the application of destress blasting. First, emulsion

type explosives (high shock and low gas content) are required for effective
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fracturing of hard brittle rock rather than the ANFO type explosives (low shock
and high gas content). Second, de-coupling, air-decking, directional fractures
growth techniques, etc. could enhance explosive energy utilization which

previously were never considered with destress blasting applications.

Chapter 4 presents the development of a numerical procedure to study rock
fracturing by explosive energy. This important development encompasses
measurable rock and explosive properties. A noteworthy feature of the developed
procedure is that it does not require pre-specification of either the fractures growth
sites or the propagation paths. The developed procedure is validated against the
established empirical knowledge base and experimental rock behaviour. The
fracturing extent predicted by the developed numerical procedure shows
remarkable agreement with the empirical equations and a prevalent predictor that
uses PPV measurements. The results also show good conformity with the rate
dependant material behaviour and damping of explosive energy associated with the
rock fracturing though both features are not forced as input parameters. The results
presented by the developed procedure are unique and are the first of their kind. The
developed numerical procedure provides promising features for the development
of better explosive materials, as well as a platform to investigate rock fracturing by

explosive energy in order to enhance explosive energy utilization.

Chapter 5 introduces a non-dimensional parameter ;. The parameter represents
the fracturing length along the principal stresses and characterizes the fracturing
extent and destressing. Use of the f; makes it simple to identify the extent of
fracturing as well as its impact on destressing. Ratio of {/f¢; is an indicator about
the effectiveness of destress blaéting. A higher ratio is needed for effective
destressing. The introduction of the £ is a major shift from the very premise of
fracturing by destress blasting, which seeks fracturing of the entire area ahead of

an excavation face. Investigations carried out in Chapter 5 confirmed the
foundation of the ., as fractures due to destress blasting mvariably found aligned

along the principal stresses. The fracture alignment along the principal stresses
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(10)

makes it necessary in order to effectively study the destressing phenomena and to
look into the directional extent of fractures rather than the amount of fracturing
induced. A comprehensive parameiric study is presented with Chapter 5 i order to
evaluate the fracturing extent with a range of key parameters affecting field

destress blasting applications.

The first set of simulations in Chapter 5 investigates the impact of confinement on
rock fracturing. It is observed from the analysis of the numerical modelling results
that the extent of fractures monotonically decreases with the increase in the
confinement level. Numeerical modelling results also revealed that the crushing
zone nearly disappears at higher confinements. The observations are the same
irrespective of the explosive energy employed. The observations are in good

conformity with the reported experimental behaviour.

Analyses of simulations conducted to explore the fracturing pattern involving
various differential stresses in Chapter 5, lead to the conclusion that the fractures
align along the principal stresses. The extent of fracturing is more along the major
principal stress direction. These observations also support previous observations

made elsewhere.

The third set of simulations evaluates destress blasting with the confinement
commensurate to a 2000 m depth workings in the Canadian Shield. The analyses

indicate the meffective fracturing extent.

Recommended borehole spacing is evaluated in the fourth set of simulations.
Reported numerical modelling simulations predict that the extent of fractures is not
enough to meet the neighbouring boreholes even at half the borehole spacing

suggested by the South African practice.

The fifth and sixth sets of simulations in Chapter 5, relate to exploring the role of

rock properties on rock fracturing. The analyses predict that the elastic modulus



(1)

(12)

(13)

and static tensile strength have a negligible role in the extent of fracturing. These
results concur with previously documented observations. Also, it is observed that
the effects of differential stress on the rock fracturing tend to reduce with the lower
Young’s modulus values. However, this observation could not be corroborated in

the absence of previous studies.

The seventh and eighth sets of simulations in Chapter 5 validate that the emulsion
type explosive is better suited for stiff brittle rocks than the ANFO type explosive

though explosive energy utilisation is better with ANFO type explosive.

Analyses by the ninth and tenth sets of simulations in Chapter 5 showed that de-
coupling and a directional fracture growth technique, notched boreholes, could
enhance the explosive energy utilisation for effective destressing. Also, the results
showed that longer fractures length, in a direction other than the direction parallel
to the major principal stress, can be obtained with the application of directional

fractures growth technique, such as notched borehole.

Chapter 6 introduces a non-dimensional parameter [3;. Interesting and mportant
results are obtained with the application of B to the simulations conducted in
Chapter 5. It could become possible with the obtained results to explain hitherto
inexplicable reported field results indicating an increase in the major principal
stress values and elastic modulus against the desired relaxation. Measurements by
B; revealed stress relaxation to the intermediate principal stress magnitude across
the fractures and stress concentration with the major principal stress magnitude for
a limited distance. These results are similar for both the types of explosive
characeteristics used in the simulation. These measurements are not only m
accordance with the reported field observations, but also, they explain the stress
concentration and rock stiffening. Now it can be predictably said that prevalent
destress blasting application involving small diameter boreholes in the bi-axial
stress confinement would lead to fractures alignment along the principal stress

direction. This effect is against the main concept of destressing, which aims for
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8.2

(1

(2)

3)

rock fracturing in a larger area. Noteworthy to mention here, 1s that this
phenomenon is very local. This alignment will lead to stress concentration with the
major principal stress magnitude and rock stiffening across the fractures. It has
also shown that the increase in the major principal stress magnitude and decrease
in the intermediate principal stress magnitude may prove to be more dangerous, as

rocks have higher strengths under confinement.
LIMITATIONS
The study conducted in this thesis is associated with the following limitations:

Blasting is a thermo-mechanical process and only the mechanical behaviour of
explosive energy is used in the study. No considerations were made to include the

thermal behaviour.

The material model used is suitable only for applications where rock behaves in a
brittle manner, i.e., elastic up to the failure point (both in compression and tension)
and fails when the tensile stress exceeds the tensile strength (the material model
assumes the compressive strength as infinite). This feature was not a limitation to
the study. The specific problem investigated in the thesis involves the analysis of
rock failure by stresses produced by a dynamic pulse from a circular borehole. The
application of this pressure-pulse generates equal amounts of compressive and
tensile stresses for any element under question perpendicular to each other and that
particular element fails if the tensile strength is violated. Therefore, a matenal
model with an infinite compressive stréngth and a finite tensile strength had no
impact on the accuracy of the results. The material model cannot be applied to

cases where rock failure by compressive stresses is important.

The fractures (discontinuum) in the developed numerical procedure are obtained

by using a continuum tool and the domain essentially remains continuum.
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Therefore, the procedure cannot extend to studies, which result in separate

fragments and these fragments interact with each other to form finer fragments.

The study conducted in the thesis represents a specific case of plane stress
modelling. The results obtained cannot be applied to explain situations that require

either plane strain modelling or 3-dimensional modelling.

SCOPE OF THE FUTURE RESEARCH

Hopefully, the findings will encourage researchers to build more robust and
complex models involving destress blasting between walls and cases for plane
strain/3-dimensional modelling in order to further enhance our knowledge of the

subject.

A foundation is laid with this study, which makes it appropriate to investigate

optimum procedures for stress relaxation by destress blasting.

The logical sequeal of any numerical modelling simulation is verification with
laboratory scale studies. Results presented in this thesis need a bi-axial test nig
capable of providing accurate confinement, as well as being able to accommodate
dynamic blast loads. Such a facility is currently lacking. Endeavours can be made
to develop the equipment and re-confirm the model analyses carried out in this

thesis before reorganizing field applications.
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STATEMENT OF CONTRIBUTIONS

The concept of rock mass fracturing to a larger area (and associated rock mass properties
reduction and stress relaxation) by destress blasting has been carried out ever since 1t was
first applied in a Canadian coal mine in the early 1930s, without anyone really
challenging it. Since then, the method has been applied across the continents with trial-
and-error approach with mixed successes and the method to date lacks a scientific
knowledge basé. This study took the challenge to investigate this notion at the micro-

mechanical level and to identify whether the notion is close to fact or fiction.

A numerical procedure to study rock fracturing by explosive energy was developed in
order to accomplish the objectives targeted with the study. The developed procedure is
unique and the first of its kind. Neither fracture paths are pre-specified nor fractures are
pre-placed. The results obtained with the devloped procedure are in good conformity
with the established knowledge base and reported observations. The developed numerical

procedure encompasses promising features to investigate rock blasting related issues.

Comprehensive numerical modelling simulations made by using the developed procedure
invariably predicted that destress blasting yields fractures aligned along the principal
stresses. These observations made it necessary for the introduction of a non-dimensional
parameter /¢ for evaluating the fracturing extent and destressing. Use of the £; makes 1t
simple to identify the extent of fracturing, as well as, its impact on the destressing. The

ratio of £./f. is an indicator for the effectiveness of destress blasting. A higher ratio is

needed for effective destressing. The introduction of (g is a major shift from the very
premise of fracturing by destress blasting, which perceives radial fracturing. Now it can
be authoritatively said that it is more important for the effective application of destress
blasting to look in the directional extent of fractures rather than remain concerned about

the amount of fracturing induced.
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Another important development from this thesis is the introduction of a stress relaxation
parameter, PBy. The application of (3 made it possible to explain hitherto mexplicable
reported field observations of stress concentration and rock stiffening after destress
blasting, against the desired relaxation and softening. Now it can be predictably
explained that the prevalent destress blasting practice will lead to fracture alignments
along the major principal stresses, which will result in the concentration of the major
principal stress and rock stiffening across the fractures. The 3 parameter not only offers
an explanation to reported field behaviour, but also adequately describes the destressing

phenomenon, which is not measurable with the current prevalent techniques.

The literature review made in this study strongly points to the fact that destress blasting
evolved in Canada rather than the common belief that it did so from the South African

gold mines.
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