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Abstract

We consider the one dimensional discrete Schrödinger operator h “ h0 ` V on the full line and

half line, where h0 is the discrete Laplacian and V is a real-valued potential. We explain the Spectral

theorem for the operator and give explicit formulas of the Green’s function and spectral measures

in case of the Laplacian. We explore the rank one potentials and compute their scattering operator.

We also explore periodic potentials on the full line. We introduce random Schrödinger operators,

and reproduce the proof of the celebrated theorem of Pastur that the spectrum is almost surely the

same set. To illustrate ergodic families of random operators, we study the Anderson model in one

dimension.

L’objet de la thèse est l’opérateur de Schrödinger discret h “ h0`V en une dimension, sur la ligne

et la demi-ligne, où h0 est le Laplacien discret et V est un potential à valeurs réelles. Nous expliquons

le théorème spectral pour cet opérateur et donnons des formules explicites dans le cas du Laplacien.

Nous explorons les perturbations du premier ordre. Nous explorons aussi les potentiels périodiques

sur la ligne. Après avoir introduit les opérateurs de Schrödinger aléatoirs, nous reproduisons le célèbre

théorème de Pastur établissant l’éxistence d’un spectre identique presque partout. Afin d’illustrer les

familles d’opérateurs de Schrödinger aléatoirs ergodiques, nous étudions le modèle d’Anderson.
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1 Introduction

1.1 Outline of paper

This thesis exposes many tools that are used in mathematical physics research and is written at a level

that other graduate students can understand. It is almost self-contained, and most of the missing elements

can be found in [Ja ]. Because this thesis contains very little physics, there is not much interpretation to

be discussed. We will therefore proceed with basics that will come in handy in all sections of the thesis.

In the second part of the introduction, we define the Schrödinger equation, and introduce all the

essential tools of the thesis : the transfer matrices, the Wronskian, the Green’s Function and Weyl-m

functions, the Borel and Poisson transforms, the boundary values of the resolvent, and the Helffer-

Sjöstrand formula for the Spectral theorem.
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The second section analyzes the Laplacian on the the full line, not only as an operator from �2pZq
to itself but also from �ppZq to itself. We state the Spectral theorem for the operator and show that its

spectrum is r´2, 2s. We calculate the Green’s function and boundary values of the resolvent, as well as

the spectral measures μδn for h and δn. We then move on to the Schrödinger operator and show that

the Green’s function decays exponentially as we move away from the diagonal. This result allows us in

particular to show that the spectrum of the Schrödinger operator as an operator from �ppZq to itself is

the same. We then describe the direct integral decomposition of operator and discuss the generalized

eigenfunction expansion.

In the third section we repeat much of the same analysis for the half line case.

In the fourth section, we return to the full line operator and show that rank one perturbation has

the same spectrum as the Laplacian plus an eigenvalue outside r´2, 2s. After introducing the basics of

Scattering Theory and proving Pearson’s theorem, we directly show that the wave operators exist and

are complete for rank one perturbations, and compute the scattering matrix.

The fifth section deals with various basic potentials that have mainly absolutely continuous spec-

tra. We show that periodic operators have absolutely continuous spectra composed of finitely many

bands. Finally we reproduce Simon’s proof ([Si1 ]) that having all eigenfunctions bounded implies purely

absolutely continuous spectrum.

In the sixth section, we discuss random Schrödinger operators and prove Pastur’s theorem. We discuss

issues of measurability that become necessary, and then further discuss minimally and uniquely ergodic

operators. We end by showing that the Anderson model is ergodic and show that its spectrum is almost

surely r´2, 2s ` supp ν, where ν is the probability distribution of the model.

Lastly, the appendix contains many solutions to exercises in [Ja ] that a reader unfamiliar with

Spectral Theory might want to read.

1.2 Transfer Matrices, Wronskian, Green’s Function, Borel Tranform and

some Spectral Theory

We begin by establishing notation that will be recurrent throughout the thesis.

Notation 1.1.

(i) Let �pZq denote the vector space of all sequences u “ tupnqunPZ with coefficients in C.

(ii) For 1 ĺ p ă 8, denote the Banach space �ppZq “ tu P �pZq : }u}p “ p ř
nPZ

|upnq|pq1{p ă 8u.

(iii) For p “ 8, denote the Banach space �8pZq “ tu P �pZq : }u}8 “ sup
nPZ

|upnq| ă 8u.

(iv) Let �0pZq Ă �8pZq denote the vector space of all sequences with finitely many non-zero terms.

(v) �pZ`q, �ppZ`q, �8pZ`q and �0pZ`q are defined similarly for Z` :“ t1, 2, ...u.
(vi) C0pRq are the continuous functions on R that vanish at infinity.

(vii) CcpRq are the continuous functions on R with compact support.

(viii) BbpRq are the bounded Borel functions.
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(ix) ρpAq and σpAq “ CzρpAq denote resolvent set and spectrum of a bounded operator A. The resolvent

at z is denoted RpA, zq or pA´ zq´1.

Note that �0pZq (resp. �0pZ`q) is dense in �ppZq (resp. �ppZ`q) for all 1 ĺ p ă 8. We will be

working chiefly on �2pZq (resp. �2pZ`q) , and we will denote by tδnunPZ (resp. tδnunPZ`) the canonical

orthonormal basis, in the sense of a Hilbert spaces.

Depending on the section, H will typically stand for �2pZq or �2pZ`q, but will also be used sometimes

to refer to any Hilbert space. BpHq will denote the bounded operators on H.

Definition 1.2. The discrete Schrödinger operator on the full line pZq is defined as follows:

(i) Let V : Z Ñ R, which we will refer to as the potential. To such a function we associate the linear

map, again denoted by V , V : �pZq Ñ �pZq, pV uqpnq “ V pnqupnq.
(ii) The discrete Schrödinger operator on �pZq is the map h “ h0 ` V : �pZq Ñ �pZq,

phuqpnq “ upn´ 1q ` upn` 1q ` V pnqupnq. (1.1)

By the discrete Schrödinger equation on Z we mean the difference equation:

hu “ zu, u P �pZq, z P C (1.2)

Definition 1.3. The discrete Schrödinger operator on the half line Z` is defined analogously, with a

Dirichlet boundary condition: h “ h0 ` V : �pZ`q Ñ �pZ`q,

phuqpnq “ upn´ 1q ` upn` 1q ` V pnqupnq (1.3)

up0q “ 0 (1.4)

Equivalently, it can be written as:

phuqpnq “
#

upn´ 1q ` upn` 1q ` V pnqupnq n ľ 2

upn` 1q ` V pnqupnq n “ 1
(1.5)

By the discrete Schrödinger equation on Z` we mean the difference equation:

hu “ zu, u P �pZ`q, z P C (1.6)

When the potential V is identically zero, h is called the Laplacian and is denoted h0. It is also denoted

´Δ in the literature. We also introduce the shift operators on �pZq (resp. �pZ`q):
(i) to the right pRuqpnq “ upn´ 1q.
(ii) to the left L : pLuqpnq “ upn` 1q.

Consequently h “ L`R`V . L,R and V are linear operators so that the full line and half line Schrödinger

operators are linear operators.
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We define the eigenspaces associated to z P C as:

Epzq :“ tu P �pZq : hu “ zuu for the full line Schrödinger operator (1.7)

Epzq :“ tu P �pZ`q : hu “ zuu for the half line Schrödinger operator (1.8)

Note that if u P Epzq and z P R, then u P Epzq, where u “ tupnqunPZ.
It is also useful to look at the Schrödinger equation from the point of view of dynamical systems:

Definition 1.4. Define for z P C and u P �pZq presp. u P �pZ`qq:

Apz, nq :“
˜
z ´ V pnq ´1

1 0

¸
and Φpnq :“

˜
upn` 1q
upnq

¸

Then detApz, nq “ 1 and Apz, nq´1 “
˜

0 1

´1 z ´ V pnq

¸
.

A key observation is that u satisfies the Scrödinger equation if and only if @n P Z (resp. @n P Z`):

Φpnq “ Apz, nqΦpn´ 1q. (1.9)

For this reason the matrix Apz, nq is called the transfer matrix. The corresponding flow on �pZ;C2q
is given by the fundamental matrix:

T pz, n,mq :“
$’&
’%

Apz, nq ¨ ¨ ¨Apz,m` 1q n ą m

1 n “ m

Apz, n` 1q´1 ¨ ¨ ¨Apz,mq´1 n ă m

Then T satisfies the following identities: @n,m, i P Z (resp. @n,m, i P Z`),

(i) T pz, n, n´ 1q “ Apz, nq.
(ii) Φpnq “ T pz, n,mqΦpmq.
(iii) T pz, n,mq “ T pz, n, iqT pz, i,mq.
(iv) T pz, n,mq´1 “ T pz,m, nq.

We later use, we will be using the operator norm of T , i.e.

}T pz, n,mq} :“ sup
φPC2zt0u

}T pz, n,mqφ}C2

}φ}C2

. (1.10)

The Wronskian comes in handy sometimes:

Definition 1.5. The Wronskian of two sequences u, v P �pZq presp. �pZ`qq is the sequence

Wnpu, vq :“ upnqvpn` 1q ´ upn` 1qvpnq. (1.11)

It satisfies Wnpu, vq “ ´Wnpv, uq.
Lemma 1.6. Let u, v P Epzq. Then:
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(i) W pu, vq :“Wnpu, vq is a constant sequence.

(ii) W pu, vq is zero if and only if u and v are linearly dependent.

Proof.

(i) The Wronskian is constant since for all n:

Wnpu, vq “ upnqvpn` 1q ´ upn` 1qvpnq
“ upnqpzvpnq ´ V pnqvpnq ´ vpn` 1qq ´ pzupnq ´ V pnqupnq ´ upn` 1qqvpnq
“Wn´1pu, vq.

(ii) The Wronskian is obviously zero if u and v are linearly dependent. Conversely, if W pu, vq “ 0,

in particular W1pu, vq “ 0 and so the matrix

˜
vp2q up2q
vp1q up1q

¸
has determinant equal to zero. Thus

it has a nonzero kernel, i.e. there are α, β, not both zero, such that

˜
vp2q up2q
vp1q up1q

¸ ˜
α

β

¸
“

˜
0

0

¸
.

Applying T pz, 1˘ n, 1q for n “ 1, 2, ... shows that αvpnq ` βupnq “ 0 for all n.

Proposition 1.7. On the full line dim Epzq “ 2 @z P C, whereas on the half line dim Epzq “ 1 @z P C.

Proof. We first consider the full line case. If u P Epzq, it is enough to know any two consecutive terms

of u to completely determine the other terms. For instance if Φp0q is known, then applying T pz, n, 0q
determines all the other terms uniquely. Hence there exist at least two linearly independent solutions

cpzq, spzq P �pZq to the equation hu “ zu satisfying:

sp0, zq “ 0 sp1, zq “ 1

cp0, zq “ 1 cp1, zq “ 0

W pcpzq, spzqq “ 1 ‰ 0 shows that cpzq and spzq are indeed linearly independent.

Now suppose u P Epzq is nonzero. In particular, up0q, up1q cannot both be zero.

The determinant of

˜
sp1, zq cp1, zq
sp0, zq cp0, zq

¸
being nonzero, there exist α, β, not both zero, such that

˜
sp1, zq cp1, zq
sp0, zq cp0, zq

¸ ˜
α

β

¸
“

˜
up1q
up0q

¸
.

Applying T pz,˘n, 0q for n “ 1, 2, ... shows that upnq “ αspn, zq ` βcpn, zq for all n.
For the half line case, note that for u P Epzq, it is enough to know up1q to completely determine the

other terms. Hence there exists at least a solution spzq P �pZ`q to the equation hu “ zu satisfying:

sp0, zq “ 0 sp1, zq “ 1

Now if u P Epzq is nonzero, then in particular, up1q ‰ 0 and so Dα such that sp1, zq “ αup1q. An easy

induction shows that in fact spn, zq “ αupnq for all n P Z`.
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Definition 1.8. In both the full line and half line cases, we call the solutions cpzq and spzq to the formal

difference equation hu “ zu with boundary conditions:

˜
sp0, zq sp1, zq
cp0, zq cp1, zq

¸
“

˜
0 1

1 0

¸
(1.12)

the fundamental solutions.

The following lemma for the full line case trivially holds in the half line case since up0q “ 0.

Lemma 1.9. For u P Epzq: upnq “ up0qcpn, zq ` up1qspn, zq for all n P Z. In particular,

T pz, n, 0q “
˜
spn` 1, zq cpn` 1, zq
spn, zq cpn, zq

¸
(1.13)

Proof. Let upnq “ αcpnq ` βspnq for every n. Then:

˜
W pc, uq
W ps, uq

¸
“

˜
cpnq cpn` 1q
spnq spn` 1q

¸ ˜
upn` 1q
´upnq

¸

“ α

˜
cpnq cpn` 1q
spnq spn` 1q

¸ ˜
cpn` 1q
´cpnq

¸
` β

˜
cpnq cpn` 1q
spnq spn` 1q

¸ ˜
spn` 1q
´spnq

¸

“ α

˜
0

W ps, cq

¸
` β

˜
W pc, sq

0

¸

So that α “ W ps,uq
W ps,cq “ up0q and β “ W pc,uq

W pc,sq “ up1q.
Lemma 1.10. }T pz, n, 0q´1} “ }T pz, n, 0q}.
Proof. Using lemma 1.9, observe that

T pz, n, 0q´1 “ J T pz, n, 0qTJ´1, J “
˜
0 ´1
1 0

¸

where TT denotes the transpose of T . Since J is unitary,

}T pz, n, 0q´1} “ }T pz, n, 0qT} “ }T pz, n, 0q˚} “ }T pz, n, 0q}.

Note that we have used the fact that for bounded operators A on a Hilbert space, }A} “ }A˚} and
that for square matrices }A} “ }A}.

The Green’s function will play a key role:

Definition 1.11. For z P ρphq, let Gpz, n,mq :“ xδn, ph ´ zq´1δmy, n,m P Z for the full line case and

n,m P Z` for the half line case. They are the matrix elements of ph´ zq´1.

Because the resolvent map ρphq Q z Ñ Rph, zq P BpHq is analytic, ρphq Q z Ñ xδn, ph´ zq´1δmy P C is

analytic for every n,m. The Green’s function also satisfies the following key relation: if Gm :“ tGmpnq “
Gpz, n,mqunPZ{Z` and Gn :“ tGnpmq “ Gpz, n,mqumPZ{Z` , then

pph´ zqGmqpnq “ δn,m and pph´ zqGnqpmq “ δn,m. (1.14)
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A simple application of the first resolvent identity gives the following useful formula in both the full

line and half line cases:

Lemma 1.12. For all n P Z: Im xδn, ph´ zq´1δny “ pIm zq }ph´ zq´1δn}2.
Proof. Im xδn, ph´ zq´1δny “ 1

2i

´
xδn, ph´ zq´1δny ´ xδn, ph´ zq´1δny

¯

“ 1

2i
xδn,

“ph´ zq´1 ´ ph´ zq´1
‰
δny “ 1

2i
xδn,

“ph´ zq´1pz ´ zqph´ zq´1
‰
δny “ pIm zq }ph´ zq´1δn}2.

Lemma 1.13. Let h be the full line Schrödinger operator and z P ρphq. There are linearly independent

sequences u`pzq and u´pzq P Epzq that are square summable near `8 and ´8 respectively. Moreover,

the subspaces Epz,˘8q of Epzq consisting of square summable sequences at ˘8 are one-dimensional.

Proof. Let u`pn, zq :“ xδn, ph ´ zq´1δ1y for n ľ 1 and u´pn, zq :“ xδn, ph ´ zq´1δ´1y for n ĺ ´1. The

remaining terms are obtained by applying the transfer matrix.

By construction phu`qpnq “ zu`pnq for n ĺ 1. For n ą 1 we have

phu`qpnq “ Gpz, n` 1, 1q `Gpz, n´ 1, 1q ` V pnqGpz, n, 1q
“ xhδn, ph´ zq´1δ1y
“ xph´ zqδn, ph´ zq´1δ1y ` zxδn, ph´ zq´1δ1y
“ zu`pnq.

u` is square summable at `8 since
ř

nľ1 |xδn, ph´ zq´1δ1y|2 ĺ }ph´ zq´1δ1}2 ă 8. If u`pzq and u´pzq
were linearly dependent, then they would be in EpzqX�2pZq, i.e. eigenvectors of h, contradicting z P ρphq.
If u˘,1 and u˘,2 P Epz,˘8q, then W pu˘,1, u˘,2q “ lim

nÑ˘8Wnpu˘,1, u˘,2q “ 0.

Lemma 1.14. Let u` and u´ be as in lemma 1.13.

(i) For the full line Schrödinger operator, @n,m P Z:

Gpz, n,mq “
$’&
’%

u`pn,zqu´pm,zq
W pu´pzq,u`pzqq m ĺ n

u`pm,zqu´pn,zq
W pu´pzq,u`pzqq n ĺ m

(1.15)

(ii) For the half line Schrödinger operator, @n,m P Z`:

Gpz, n,mq “
$’&
’%

u`pn,zqspm,zq
W pspzq,u`pzqq m ĺ n

u`pm,zqspn,zq
W pspzq,u`pzqq n ĺ m

(1.16)

In particular the Green’s function is symmetric.

Proof.

1. Let

Hpz, n,mq :“
$’&
’%

u`pn,zqu´pm,zq
W pu´pzq,u`pzqq m ĺ n

u`pm,zqu´pn,zq
W pu´pzq,u`pzqq n ĺ m

(1.17)
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Fix m. If H1 :“ tH1pnq “ Hpz, n,mqunPZ, then pph ´ zqH1qpnq “ δn,m. Moreover H1 is square

summable. Therefore pph´zqpH1´G1qqpnq “ 0 and H1´G1 is square summable. Hence H1 “ G1.

Since this is true for all m, Gpz, n,mq “ Hpz, n,mq.
2. This is shown using the same argument, and uses the fact that spzq satisfies the half line Schrödinger

equation at n “ 1.

We will now introduce the Weyl m-functions. First we need to do an observation. Let z P CzR. Then
u`p1, zq :“ xδ1, ph´zq´1δ1y is not zero by lemma 1.12. Also, u`p0, zq is not zero. To see this, consider the

sequence ũ`pzq defined by ũ`pn, zq :“ xδn, ph´zq´1δ1y for n ľ 1 and where h is the half line Schrödinger

operator, and the other terms are obtained by applying the transfer matrix of the full line Schrödinger

operator. Then ũ`pzq P Epz,`8q and so u`pzq and ũ`pzq are linearly dependent. Now ũ`p0, zq “ 0

would imply that ũ`pzq is an eigenvector of the half line Schrödinger operator with eigenvalue z, which

contradicts z P CzR. Hence ũ`p0, zq ‰ 0, and u`p0, zq ‰ 0.

Definition 1.15. The Weyl-m function is defined on CzR by m`pzq :“ xδ1, ph´ zq´1δ1y, where h is the

half line Schrödinger operator.

By lemma 1.14, m`pzq “ ´u`p1q
u`p0q . It is a holomorphic function.

Many of the tools that we will use are originally proved using techniques of harmonic analysis. The

reader is encouraged to consult the notes on Topics in Spectral Theory, [Ja ], for more details.

The Borel transform of a complex or positive measure μ satisfying
ş
R

dμptq
1`|t| ă 8 is defined by

Fμpzq :“
ż
R

dμptq
t´ z

, z P C`. (1.18)

The Poisson transform of μ satisfying
ş
R

dμptq
1`t2 ă 8 is defined by

PμpE ` iεq :“
ż
R

εdμptq
pE ´ tq2 ` ε2

, ε ą 0. (1.19)

The functions Fμpzq and Pμpzq are analytic in C`. If μ is the Lebesgue measure, then Pμpzq “ π for all

z P C`. If μ is a positive or signed measure, then Im Fμ “ Pμ. We will need the following result on the

differentiation of measures:

Theorem 1.16. Let ν be a complex measure and μ a positive measure. Let ν “ fμ ` νs be the Radon-

Nikodym decomposition. Let μsing be the part of μ singular with respect to the Lebesgue measure. Then:

(i)

lim
εÓ0

PνpE ` iεq
PμpE ` iεq “ fpEq, for μ´ a.e. E. (1.20)

(ii)

lim
εÓ0

PνpE ` iεq
PμpE ` iεq “ 8, for νs ´ a.e. E. (1.21)

(iii)

lim
εÓ0

FνpE ` iεq
FμpE ` iεq “ fpEq, for μsing ´ a.e. E. (1.22)
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Let A be a self-adjoint operator on a Hilbert space H, ψ P H, and μψ the spectral measure for A

and ψ. Let Fμψ
and Pμψ

be the Borel and Poisson transform of μψ. The important fact is that for all

z P CzR:
xψ, pA´ zq´1ψy “

ż
R

dμψpxq
x´ z

“ Fμψ
. (1.23)

We will need the following theorem, which may be referred to in the literature as the theorem of De

la Vallée Poussin:

Theorem 1.17.

(i) For Lebesgue a.e. E P R the following limit exists and is finite and non-zero:

lim
εÓ0 Fμψ

pE ` iεq “ lim
εÓ0xψ, pA´ E ´ iεq´1ψy :“ xψ, pA´ E ´ i0q´1ψy.

(ii) dμψ,acpEq “ 1
π Im xψ, pA´ E ´ i0q´1ψydE.

(iii) μψ,sing is concentrated on the set tE P R : lim
εÓ0 Im xψ, pA´ E ´ iεq´1ψy “ 8u.

Finally to end this section, we briefly describe a more sophisticated Functional Calculus based on the

Helffer and Sjöstrand formula. The reader is referred to Chapter 2 of [D ] for the complete exposition.

The reader unfamiliar with Spectral Theory might want to look first at Chapters VII and VIII of [RS1 ]

for the standard approach to the Functional Calculus. We let xzy :“ a
1` |z|2. For β P R, let Sβ be the

set of complex-valued C8pRq functions such that there exists a cn so that:

|f pnqpxq| ĺ cnxxyβ´n, @x P R,@n P N. (1.24)

We set A :“ Ť
βă0

Sβ and equip A with a family of norms: for n ľ 1:

}f}n “
nÿ

k“0

ż 8
´8
|f pkqpxq|xxyk´1dx. (1.25)

A is an algebra for the multiplication of functions. It contains rational functions that vanish at ˘8 and

have non-vanishing denominator on the real axis, in particular functions of the form fzpxq :“ 1{px´ zq.
In fact C8c pRq is dense in A for the norms } ¨ }n.

For f P C8pRq, we define its quasi-analytic extension f̃ : CÑ C by

f̃pzq “
˜

nÿ
k“0

f pkqpxq piyq
k

k!

¸
σpx, yq (1.26)

with z “ x ` iy, n ľ 1, σpx, yq “ τpy{xxyq, where τ P C8c pRq is equal to one on r´1, 1s and has

support on r´2, 2s. Note that f̃ P C8pCq. Its support is on the set |y| ĺ 2xxy. The choice of τ and n

turn out to have no importance. An explicit computation gives:

B
Bz f̃pzq :“

1

2

ˆ B
Bx ` i

B
By

˙
f̃pzq (1.27)

“
˜

nÿ
k“0

f pkqpxq piyq
k

k!

¸
σxpx, yq ` iσypx, yq

2
` f pn`1qpxq piyq

n

n!

σpx, yq
2

.
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Since the support of σxpx, yq and σypx, yq are included in the set xxy ĺ |y| ĺ 2xxy, if x is fixed and

y Ñ 0 we see that ˇ̌̌
ˇ BBz fpzq

ˇ̌̌
ˇ “ Op|y|nq. (1.28)

It is in that sense that we mean that f̃ is quasi-analytic.

Definition 1.18. For any f P A and any self-adjoint operator A on a Hilbert space H, the Hilffer-

Sjöstrand formula for fpAq reads:

fpAq “ 1

π

ż
C

B
Bz f̃pzqpA´ zq´1dxdy P BpHq. (1.29)

This usefulness of this formula is that it gives an explicit formula for fpAq and allows to compute

functions of operators by means of their resolvent. It can be shown that the expression (1.29) converges

in norm for all f P A and that it satisfies the bound }fpAq} ĺ cn}f}n`1 for all f P A and n ľ 1. It

can be shown that fpAq is independent of the choice of σ and n. The important consequence of formula

(1.29) is that it possesses the properties of a Functional Calculus.

Theorem 1.19.

(i) If f P C8c pRq and supp f X σpAq “ H, then fpAq “ 0.

(ii) pfgqpAq “ fpAqgpAq for all f, g P A.

(iii) fpAq “ fpAq˚ and }fpAq} ĺ }f}8.
(iv) fzpAq “ pA´ zq´1 for all z P CzR.
In particular, there exists a unique linear map C0pRq Q f Ñ fpAq P BpHq which is a Functional Calculus,

i.e. it coincides with the standard Functional Calculus (the uniqueness being a consequence of the Stone-

Weierstrass theorem).

2 The Discrete Schrödinger Operator on the Full Line

2.1 The Laplacian, its Spectral theorem and Spectrum

As we saw in proposition 1.7, Epzq is a two dimensional subspace. For the Laplacian, we can in fact give

an explicit basis:

Proposition 2.1. The following are a basis for Epzq:
(i) For z P Czt´2, 2u: u “ tupnq “ p z`

?
z2´4
2 qnunPZ and v “ tvpnq “ p z`

?
z2´4
2 q´nunPZ.

(ii) For z “ ´2: u “ tupnq “ p´1qnunPZ and v “ tvpnq “ ´p´1qnnunPZ.
(iii) For z “ 2: u “ tupnq “ 1unPZ and v “ tvpnq “ nunPZ.
Proof. Fix λ P C, λ ‰ 0, and consider the sequences tupnq “ λnunPZ and tvpnq “ λ´nunPZ. Then
ph0uqpnq “ λn`1 ` λn´1 “ pλ ` 1

λ qupnq “ zupnq and similarly ph0vqpnq “ pλ ` 1
λ qvpnq and so we see

that u, v P Epλ ` 1
λ q. u and v defined as such will be linearly dependent if and only if Dα such that

11



αλn “ λ´n @n P Z. That is, if and only if λ P t´1, 1u, or equivalently if and only if z P t´2, 2u.
Moreover,

z “ λ` 1

λ
ðñ λ2 ´ zλ` 1 “ 0ðñ λ “ z ˘?z2 ´ 4

2
.

Therefore for z P Czt´2, 2u, tupnq “ λn “ p z`
?
z2´4
2 qnu and tvpnq “ λ´n “ p z`

?
z2´4
2 q´nu (we could also

have taken the other root) are linearly independent in Epzq. For z “ ´2 and z “ 2, the above gives

one eigenvector, namely tupnq “ p´1qnu and tupnq “ 1u respectively. To find another eigenvector, we

propagate psp0q, sp1qq “ p0, 1q.
Corollary 2.2.

(i) For z P Czr´2, 2s, every sequence in Epzq is unbounded, that is, dimpEpzq X �8pZqq “ 0.

(ii) For z P p´2, 2q, every sequence in Epzq is bounded, that is, dimpEpzq X �8pZqq “ 2.

(iii) For z P t´2, 2u, dimpEpzq X �8pZqq “ 1.

Proof. Let λ and z be related as in proposition 2.1, that is z “ λ` 1
λ , upnq “ λn and vpnq “ λ´n.

(i) If |λ| ą 1 then lim
nÑ8 |upnq| “ 8; lim

nÑ´8 |upnq| “ 0; lim
nÑ´8 |vpnq| “ 8; lim

nÑ8 |vpnq| “ 0. If w is a non

trivial linear combination of u and v, say w “ αu ` βv, then
ˇ̌̌
|αupnq| ´ |βvpnq|

ˇ̌̌
ĺ |wpnq| shows

that w is also unbounded. The same argument works for the case |λ| ă 1.

(ii) If |λ| “ 1, λ R t´1, 1u, say λ “ eiθ for some θ P p0, πq Y pπ, 2πq, then z “ λ ` 1
λ “ 2 cos θ.

|upnq| “ |eiθn| ĺ 1 and |vpnq| “ |e´iθn| ĺ 1. If w “ αu` βv, then |wpnq| ĺ |α| ` |β|.
(iii) Finally for λ P t´1, 1u we exhibited in proposition 2.1 bases containing a bounded sequence and an

unbounded sequence, and so it must be that every basis for Ep´2q and Ep2q contains exactly one

unbounded sequence.

From the definitions, it is obvious that for 1 ĺ p ĺ 8, the shift operators R,L : �ppZq Ñ �ppZq are
isometries. Consequently h0�

ppZq Ă �ppZq and }h0}�p ĺ }R}�p ` }L}�p “ 2. In fact:

Proposition 2.3. For 1 ĺ p ĺ 8, h0 : �ppZq Ñ �ppZq is a bounded linear operator and }h0}�p “ 2.

Proof. On �8pZq, take upnq “ 1,@n. Then }u}8 “ 1, ph0uqpnq “ 2,@n, and }h0u}8 “ 2, so }h0}�8 “ 2.

On �ppZq, 1 ĺ p ă 8, consider the sequence of sequences for N P N:

upNqpnq “
#

1 0 ĺ n ĺ N

0 otherwise
Then ph0u

pNqqpnq “
$’&
’%

1 n “ ´1, 0, N,N ` 1

2 1 ĺ n ĺ N ´ 1

0 otherwise

Then }upNq}p “ pN ` 1q1{p and }h0u
pNq}p “ p4` pN ´ 1q2pq1{p

so that

lim
NÑ8

}h0u
pNq}p

}upNq}p “ lim
NÑ8

p4` pN ´ 1q2pq1{p
pN ` 1q1{p “ 2 and }h0}�p :“ sup

uP�ppZq
u‰0

}h0u}p
}u}p “ 2.
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Among the �ppZq spaces only �2pZq is a Hilbert space. So the following characterization of the discrete

Laplacian is applicable only to �2pZq:
Proposition 2.4. h0 : �2pZq Ñ �2pZq is self-adjoint.

Proof. Since R,L are unitary operators, L˚ “ L´1 “ R and R˚ “ R´1 “ L.

We now investigate the spectrum of h0. Without any Spectral Theory, we can already find that

Proposition 2.5. For all 1 ĺ p ĺ 8, r´2, 2s Ă σph0q as an operator from �ppZq to �ppZq.
Proof. We essentially use the Weyl criterion (theorem 8.8). Let E P r´2, 2s and let θ P r0, 2πq be such

that 2 cos θ “ E. Consider the sequence in N P N of truncated plane waves travelling to the right:

upNqpnq “
#

einθ 0 ĺ n ĺ N

0 otherwise

ph0u
pNqqpnq “

$’’’’’’’’’&
’’’’’’’’’%

1 n “ ´1
eiθ n “ 0

2 cos θeinθ 1 ĺ n ĺ N ´ 1

eipN´1qθ n “ N

eiNθ n “ N ` 1

0 otherwise

pph0´EqupNqqpnq “

$’’’’’’’’’&
’’’’’’’’’%

1 n “ ´1
eiθ ´ E n “ 0

0 1 ĺ n ĺ N ´ 1

eipN´1qθ ´ EeiNθ n “ N

eiNθ n “ N ` 1

0 otherwise

Then for 1 ĺ p ă 8:

lim
NÑ8

}h0u
pNq ´ EupNq}p
}upNq}p “ lim

NÑ8
p2` |eiθ ´ E|p ` |eipN´1qθ ´ EeiNθ|pq1{p

N1{p “ 0.

Hence lim
NÑ8ph0 ´ Eq upNq

}upNq}p “ 0.

If E were not in the spectrum of h0, then by continuity of ph0 ´ Eq´1 we would have:

lim
NÑ8ph0 ´ Eq´1ph0 ´ Eq upNq

}upNq}p “ lim
NÑ8

upNq

}upNq}p “ 0

in contradiction to the fact that upNq
}upNq}p are unit vectors.

For the case p “ 8, Corollary 2.2 gives r´2, 2s “ σpph0q, the point spectrum of h0.

To fully determine the spectrum of h0 as an operator from �2pZq to �2pZq, it is convenient to invoke

the Spectral theorem for (bounded) self-adjoint operators. We know of the existence of a unitary U :

�2pZq Ñ L2pM,dμq and a bounded real-valued function f such that h0 is unitarily equivalent to the

operator of multiplication by f on L2pM,dμq. For the Laplacian, the unitary map is precisely the Fourier

transform:

F : �2pZq Ñ L2

ˆ
r´π, πs, dθ

2π

˙
pFuqpθq “

ÿ
nPZ

upnqeinθ

with inverse given by

F´1 : L2

ˆ
r´π, πs, dθ

2π

˙
Ñ �2pZq pF´1fqpnq “

A
einθ, fpθq

E
.
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Proposition 2.6. h0 : �2pZq Ñ �2pZq is unitarily equivalent via the Fourier transform F to the multi-

plication operator Mg : L2
`r´π, πs, dθ

2π

˘ Ñ L2
`r´π, πs, dθ

2π

˘
by the function gpθq “ 2 cospθq, that is:

´
rFh0F´1sf

¯
pθq “ 2 cospθqfpθq.

In particular, σph0q “ ess ran p2 cospθqq “ r´2, 2s.
Proof. For f P L2

`r´π, πs, dθ
2π

˘
, we have :

´
rh0F´1sf

¯
pnq “

A
eipn´1qθ, fpθq

E
`

A
eipn`1qθ, fpθq

E
“

A
einθ, 2 cospθqfpθq

E
and so ´

rFh0F´1sf
¯
pθq “

ÿ
nPZ

A
einθ, 2 cospθqfpθq

E
einθ “ 2 cospθqfpθq.

By proposition 8.22, σph0q “ σpMgq “ ess ran p2 cospθqq “ r´2, 2s.
We now look to extend the result about the spectrum to all �ppZq spaces.
Given an infinite array panmq8i,j“´8, we can form a formal operator A from �pZq to itself acting as

pAuqpnq :“ ř
mPZ

anmupmq. Recall that we have the following standard results:

}A}1 “ sup
m

´ ÿ
n

|anm|
¯
; }A}8 “ sup

n

´ ÿ
m

|anm|
¯
; }A}p ĺ }A}1{p1 }A}1´1{p

8 .

}A}1 and }A}8 deal with sums along columns and rows of A. We add another similar result which

deals with sums along diagonals of A:

Lemma 2.7. Let A “ paijq8i,j“´8 be an infinite matrix satisfying M :“ ř
kPZ

sup
i´j“k

|aij | ă 8. Then

A : �ppZq Ñ �ppZq is a bounded operator for 1 ĺ p ĺ 8.

Proof. Let x be a unit vector. For 1 ĺ p ă 8:

}Ax}p “
´ ÿ

i

ˇ̌̌ ÿ
j

aijxj

ˇ̌̌p¯1{p ĺ
´ ÿ

i

´ ÿ
j

|aijxj |
¯p¯1{p “

´ ÿ
i

´ ÿ
j

|aij |1´1{p|aij |1{p|xj |
¯p¯1{p

ĺ
´ ÿ

i

´ ÿ
j

|aij |p1´1{pqq
¯p{q´ ÿ

j

|aij ||xj |p
¯¯1{p ĺ

´ ÿ
i

´ ÿ
j

sup
k´l“i´j

|akl|
¯p{q´ ÿ

j

|aij ||xj |p
¯¯1{p

“
´ ÿ

i

´ ÿ
j1

sup
k´l“j1

|akl|
¯p{q´ ÿ

j

|aij ||xj |p
¯¯1{p “M1{q

´ ÿ
i

ÿ
j

|aij ||xj |p
¯1{p

“M1{q
´ ÿ

j

|xj |p
ÿ
i

|aij |
¯1{p ĺM1{q

´ ÿ
j

|xj |p
ÿ
i

sup
k´l“i´j

|akl|
¯1{p “M1{q`1{p

´ ÿ
j

|xj |p
¯1{p “M.

We have used Hölder’s inequality and the fact that one can interchange the order of summation for

positive doubly indexed sequences. For p “ 8:

}Ax}8 “ sup
iPZ

ˇ̌̌ ÿ
jPZ

aijxj

ˇ̌̌
ĺ sup

iPZ

ÿ
jPZ
|aijxj | ĺ sup

iPZ

ÿ
jPZ
|aij | ĺM.
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Notation 2.8. By definition, for z P ρph0q, ph0 ´ zq : �2pZq Ñ �2pZq is invertible with bounded inverse.

Let Apzq be the matrix operator with elements given by anmpzq “ xδn, ph0 ´ zq´1δmy.
Theorem 2.9. Let z P ρph0q as an operator from �2pZq to itself. Then the matrix elements of Apzq
satisfy:

|anmpzq| :“ |xδn, ph0 ´ zq´1δmy| ĺ Ce´γ|m´n| (2.1)

@m,n P Z and for some constants γ, C ą 0 which depend on z. In particular Apzq : �ppZq Ñ �ppZq is a

bounded linear operator for 1 ĺ p ĺ 8.

Proof. Assume m ľ n:

xδn, ph0 ´ zq´1δmy “
A
δn,

”
F´1Mp2 cospθq´zq´1F

ı
δm

E
“

A
δn,F´1

´ 1

2 cos θ ´ z

1?
2π

eimθ
¯E

“
A
δn,

ÿ
kPZ

δk?
2π

ż π

´π

e´ikθ

2 cos θ ´ z

eimθ

?
2π

E
“ 1

2π

ż π

´π

eipm´nqθ

2 cos θ ´ z
dθ “ 1

2πi

¿
|λ|“1

λm´n

λ2 ´ λz ` 1
dλ.

Now λ2 ´ λz ` 1 “ 0 ùñ λ1,2 “ z˘?z2´4
2 . Notice that λ1λ2 “ 1, so that either both roots are on

the unit circle, or one is inside and the other outside. In the first case, suppose that λ1 “ eiφ. Then

2 cosφ “ eiφ ` e´iφ “ z ñ z P r´2, 2s. However r´2, 2s “ σph0q, so it never happens that both roots

are on the unit circle. In the other case, suppose for definiteness that |λ1| ă 1 and |λ2| ą 1. Then an

application of Cauchy’s integral formula gives:

xδn, ph0 ´ zq´1δmy “ 1

2πi

¿
|λ|“1

λm´n

pλ´ λ1qpλ´ λ2qdλ “
λm´n
1

λ1 ´ λ2
“ epm´nqpln |λ1|`i arg λ1q

λ1 ´ λ2
.

Define γpzq :“ ´ ln |λ1| and Cpzq :“ | 1
λ1´λ2

|. Then γpzq, Cpzq ą 0 and |xδn, ph0´zq´1δmy| “ Cpzqe´γpzq|m´n|.
If n ą m, then |xδn, ph0 ´ zq´1δmy| “ |xδm, ph0 ´ zq´1δny| “ Cpzqe´γpzq|m´n|. Equation (2.1) follows by

taking C “ maxtCpzq, Cpzqu and γ “ mintγpzq, γpzqu.
That Apzq : �ppZq Ñ �ppZq is a bounded linear operator for 1 ĺ p ĺ 8 now follows from lemma 2.7

and the fact that
ř
kPZ

e´γ|k| ă 8.

The proof of the preceding theorem contains a lot of useful information that we will get back to after;

but to finish what we had started, we have:

Theorem 2.10. For all 1 ĺ p ĺ 8, σph0q “ r´2, 2s as an operator from �ppZq to �ppZq. In all cases

Rph0, zq “ Apzq.
Proof. By proposition 2.5, it remains to prove that r´2, 2sc Ă ρph0q. We know that the result holds for

h0 : �2pZq Ñ �2pZq. Fix z P r´2, 2sc and let u P �ppZq p1 ĺ p ĺ 8q. Then
´
rph0 ´ zqAsu

¯
pnq “

“
ÿ
mPZ

xδn´1, ph0 ´ zq´1δmyupmq `
ÿ
mPZ

xδn`1, ph0 ´ zq´1δmyupmq ´ z
ÿ
mPZ

xδn, ph0 ´ zq´1δmyupmq

“
ÿ
mPZ

´
xδn´1, ph0 ´ zq´1δmy ` xδn`1, ph0 ´ zq´1δmy ´ zxδn, ph0 ´ zq´1δmy

¯
upmq
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“
ÿ
mPZ

xph0 ´ zqδn, ph0 ´ zq´1δmyupmq “ upnq.

Furthermore:

´
rAph0 ´ zqsu

¯
pnq “

ÿ
mPZ

xδn, ph0 ´ zq´1δmy pupm´ 1q ` upm` 1q ´ zupmqq

“
ÿ
mPZ

xδn, ph0 ´ zq´1δmyupm´ 1q `
ÿ
mPZ

xδn, ph0 ´ zq´1δmyupm` 1q ´ z
ÿ
mPZ

xδn, ph0 ´ zq´1δmyupmq

“
ÿ
mPZ

xδn, ph0 ´ zq´1δm`1yupmq `
ÿ
mPZ

xδn, ph0 ´ zq´1δm´1yupmq ´ z
ÿ
mPZ

xδn, ph0 ´ zq´1δmyupmq

“
ÿ
mPZ

´
xδn, ph0 ´ zq´1δm`1y ` xδn, ph0 ´ zq´1δm´1yupmq ´ zxδn`1, ph0 ´ zq´1δmy

¯
upmq

“
ÿ
mPZ

xδn, ph0 ´ zq´1ph0 ´ zqδmyupmq “ upnq.

The above calculations are justified since all sums converge (absolutely). They show that ph0 ´ zq :

�ppZq Ñ �ppZq is a bijection with inverse A, which we know to be bounded. Hence z P ρph0q as an

operator from �ppZq to �ppZq.

2.2 Boundary Values of the Resolvent and Green’s Function for the Laplacian

We now turn our attention to those values z in the resolvent of h0 that have Im z ‰ 0.

For later use, we advise the reader that we will be using the convention that

?
z :“ ` 1?

2

´
sign(y)

a|z| ` x` i
a|z| ´ x

¯
. (2.2)

Proposition 2.11. For E P R and for all n P Z:

lim
εÑ˘0

xδn, ph0 ´ E ´ iεq´1δny “ ˘ i?
4´ E2

(2.3)

Proof. From the calculations of theorem 2.9, we know that xδn, ph0 ´ zq´1δny “ 1
λ1´λ2

“ ˘ 1?
z2´4

depending on whether λ1 “ z`?z2´4
2 or λ1 “ z´?z2´4

2 . Let z “ E ` iε, ε ‰ 0. Applying formula (2.2)

gives:

1?
z2 ´ 4

“

$’’’&
’’’%

´i?
ε2`4

when E “ 0

1?
2

signpEεq
b?

pE2´ε2´4q2`p2Eεq2`pE2´ε2´4q ´ i
b?

pE2´ε2´4q2`p2Eεq2´pE2´ε2´4q?
pE2´ε2´4q2`p2Eεq2 when E ‰ 0

From lemma 1.12, sign
`
Im xδn, ph0 ´ zq´1δny

˘ “ signpIm zq which allows us to adjust the signs:

xδn, ph0 ´ zq´1δny “ ´ signpεq?
z2 ´ 4

Finally the result follows by taking the limit.
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Proposition 2.12. For all n,m P Z, the Green’s function is given by:

Gpz, n,mq “ xδn, ph0 ´ zq´1δmy “ ´ signpIm zq?
z2 ´ 4

pz ´ signpIm zq?z2 ´ 4q|m´n|

2|m´n| (2.4)

and

lim
εÑ˘0

GpE ` iε, n,mq :“ xδn, ph0 ´ E ¯ i0q´1δmy “ ˘i?
4´ E2

pE ¯ i
?
4´ E2q|m´n|

2|m´n| . (2.5)

Moreover,

Gpz, n,mq “ Gpz, n,mq. (2.6)

Proof. From proposition 2.11 we see that λ1 “ z`?z2´4
2 ô signpεq ă 0.

The result again follows from the calculations of proposition 2.9, namely xδn, ph0 ´ zq´1δmy “ λm´n
1

λ1´λ2

for m ą n. Note that ´
a
z2 ´ 4 “ ?z2 ´ 4 and ´ 1?

z2´4
“ 1?

z2´4
. That shows the identity (2.6).

The Green’s functions tend to different limits as ε Ñ 0, which reflects the jump discontinuity of the

resolvent through the spectrum of h0. For further use, we’ll need in particular the formula:

lim
εÓ0xδ0, ph0 ´ zq´1δ1y “

$’&
’%

iE
2
?
4´E2 ` 1

2 E P r´2, 2s
´EsignpEq
2
?
E2´4

` 1
2 E P r´2, 2sc

(2.7)

We can find another interesting way to express the Green’s function for |z| ą 2:

Proposition 2.13. For |z| ą 2, xδ0|ph0 ´ zq´1δny “ ´
8ř

κ“0

1
zκ`1 xδ0|hκ

0δny, where

xδm, hκ
0δn`my “ xδ0, hκ

0δny “
# `

κ
κ´n

2

˘
κ ľ |n| and κ´ n is even

0 otherwise

Proof.

For the first part, note that for |z| ą 2, ph´ zq´1 “ ´ 1
z p1´ h

z q´1 “ ´ 1
z

8ř
κ“0

hκ

zκ . For the second part

we give two different proofs. The first goes as follows:

xδ0, hκδny is equal to the number of paths P “ pP p1q, P p2q, ..., P pκqq on the lattice of length κ starting

at P p1q “ 0 and ending at P pκq “ n and satisfying |P piq´P pi`1q| “ 1 for 1 ĺ i ĺ κ´1. For a given path

P , let κL and κR be the number of displacements to the left and right respectively. Then κL ` κR “ κ

and κLp´1q ` κRp1q “ n. So the number of such paths is 0 if κ ă |n| or if κ and n don’t have the same

parity, and is equal to
`

κ
κ`n

2

˘ “ `
κ

κ´n
2

˘
otherwise. Note that reasoning in terms of paths shows that we

have translation invariance, i.e. xδ0|hκδny “ xδm|hκδn`my @n,m P Z, so we have in fact calculated all

matrix elements of hκ.

The second proof uses the fact that the Fourier transform is inner product preserving, namely:

xδ0|hκδny “ x 1?
2π
|p2 cos θqκ einθ?

2π
y “ 1

2π

ż π

´π

p2 cos θqκeinθdθ

“ 1

2πi

¿
|z|“1

pz ` z´1qκ z
n

z
dz “ 1

2πi

κÿ
j“0

ˆ
κ

j

˙ ¿
|z|“1

z2j´κ`n´1dz.
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By the fundamental result 1
2πi

ű
|z|“1

zmdz “ 1 ifm “ ´1 and 0 ifm P Zzt´1u, we get that xδ0|hκδny “
`
κ
j0

˘
if there exists j0, 0 ĺ j0 ĺ κ satisfying 2j0 “ κ ´ n, and equals 0 otherwise. This is equivalent to the

formulation given before.

We end the section by computing the spectral measures μδn for the canonical basis elements tδnu.
Note that by the formula of the Green’s function we see that μδn “ μδm for all n,m.

Proposition 2.14. Let μ0 be the spectral measure for δ0 and h0. Then μ0 is purely absolutely continuous

and
dμ0

dx
pxq “ 1

π

1?
4´ x2

1r´2,2spxq. (2.8)

Proof. We know that h0 is unitarily equivalent to the operator of multiplication by 2 cos θ (proposition

3.5). Hence xδ0, fph0qδ0y “ 1
2π

şπ
´π

fp2 cos θqdθ. Letting 2 cos θ “ x, dθ “ dx?
4´x2 for θ P r´π, 0s and dθ “

´ dx?
4´x2 for θ P r0, πs. Hence

ş
R fpxqdμ0pxq “ xδ0, fph0qδ0y “ 1

2π

ş2
´2

fpxq dx?
4´x2 ´ 1

2π

ş´2

2
fpxq dx?

4´x2 “ş
R fpxq 1π 1?

4´x2 1r´2,2spxqdx. Since this holds for all bounded Borel functions f , the result follows.

2.3 The Green’s Function for the Schrödinger Operator

The goal of this section is to show that regardless the potential, the Green’s function Gpz, n,mq for the
Schrödinger operator decay exponentially.

Proposition 2.15. For 1 ĺ p ĺ 8, h : �ppZq Ñ �ppZq is a bounded operator if and only if }V }8 :“
sup
nPZ

|V pnq| ă 8. Furthermore: }h}�p ĺ 2` }V }8.

Proof. If there is a sequence V pnkq such that lim
kÑ8 |V pnkq| Ñ 8, then }hδnk

}p Ñ8 and so h is unbounded.

The rest follows from }h}�p ĺ }h0}�p ` }V }�p ĺ 2` }V }8.
In the most part of this thesis, we will assume tht }V }8 ă 8. Consequently V is a bounded

operator and xu, V vy “ xV u, vy for all u, v P �2pZq shows that V : �2pZq Ñ �2pZq is a self-adjoint

operator. If V is an unbounded operator, self-adjointness is a consequence of proposition 8.21. In any

case Dom phq “ Dom pV q “ �2pZq if and only if }V }8 ă 8 and h : Dom pV q Ñ �2pZq is self-adjoint.
Later on we will be interested in characterizing the spectrum of h : �2pZq Ñ �2pZq for various potentials

V . We can already mention that σphq Ă r´2´}V }8, 2`}V }8s, the formula being obviously true if V is

unbounded and follows from the fact that for bounded self-adjoint operators, the spectral radius is equal

to the operator’s norm.

We will prove a fundamental estimate on xδn, ph ´ zq´1δmy for z P ρphq. This will allow us to show,

among other things, that for 1 ĺ p ă 8, the spectrum of h as an operator from �ppZq to itself is the same

as its spectrum as an operator from �2pZq to itself. The argument we employ is a Combes-Thomas type

argument. Of course we have an a priori estimate

|xδn, ph´ zq´1δmy| ĺ 1

distpz, σphqq :“
1

d
. (2.9)

Definition 2.16. For a P R, define the maps:

(i) Ta : �2pZq Ñ �2pZq , pTauqpnq “ eianupnq.
(ii) ha : �2pZq Ñ �2pZq , ha “ Ta ˝ h ˝ Tå .

(iii) Ra : �2pZq Ñ �2pZq, pRauqpnq “ pe´ia ´ 1qupn` 1q ` peia ´ 1qupn´ 1q.
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Equivalently, we can write Ra “ pe´ia ´ 1qR` peia ´ 1qL. It is obvious that Ta and Ra are bounded

operators and Ra is self-adjoint. We really need a to be real in the definition of ha otherwise Ta is not

unitary. However we can allow a to be complex in the definition of Ra. The proof of the following lemma

is staightforward.

Lemma 2.17. The map Ta satisfies:

(i) Ta is unitary.

(ii) Tå “ T´a.

(iii) Ta1`a2
“ Ta1

˝ Ta2
.

Proposition 2.18. Let z P ρphq as an operator from �2pZq to itself. Then @a P R:

(i) ha is unitarily equivalent to h.

(ii) ha “ h`Ra.

(iii) pha ´ zq “ ph´ zqr1` ph´ zq´1Ras and pha ´ zq´1 “ r1` ph´ zq´1Ras´1ph´ zq´1.

(iv) xδn, ph´ zq´1δmy “ e´iapn´mqxδn, r1` ph´ zq´1Ras´1ph´ zq´1δmy.
Proof.

(i) ha “ TahTå and Ta is unitary by lemma 2.17.

(ii) First, ha “ TahTå “ Tah0Tå ` TaV Tå “ Tah0Tå ` V. Then:

prTå suqpnq “ e´ianupnq
prh0Tå suqpnq “ e´iapn`1qupn` 1q ` e´iapn´1qupn´ 1q

prTah0Tå suqpnq “ e´iaupn` 1q ` eiaupn´ 1q.

Finally:

phauqpnq “ e´iaupn` 1q ` eiaupn´ 1q ` V pnqupnq
“ pupn` 1q ` upn´ 1q ` V pnqupnqq ` pe´ia ´ 1qupn` 1q ` peia ´ 1qupn´ 1q
“ phuqpnq ` pRauqpnq.

(iii) pha ´ zq “ ph ´ zq ` Ra “ ph ´ zqr1 ` ph ´ zq´1Ras. Since ha and h are unitarily equivalent,

z P ρphq ðñ z P ρphaq and it follows that r1` ph´ zq´1Ras is a bijection.

(iv)

xδn, ph´ zq´1δmy “ xTaδn, Taph´ zq´1Tå Taδmy “ e´iapn´mqxδn, Taph´ zq´1Tå δmy
“ e´iapn´mqxδn, pha ´ zq´1δmy “ e´iapn´mqxδn, r1` ph´ zq´1Ras´1ph´ zq´1δmy.
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We can reformulate the last item of the previous theorem as follows: the map

R Q aÑ e´iapn´mqxδn, r1` ph´ zq´1Ras´1ph´ zq´1δmy P C (2.10)

is constant and equals xδn, ph ´ zq´1δmy. We proceed to extend this map analytically. We remind the

reader of two useful facts from complex analysis.

Theorem 2.19.

(i) (Identity theorem) Given functions f and g holomorphic on a connected open set D Ă C, and a

sequence txnunPN of points in D converging to x P D, if fpxnq “ gpxnq @n P N, then f “ g on D.

(ii) Let tfnpzqu8n“1 be a sequence of holomorphic functions on an open connected set D Ă C which

converge uniformly to fpzq. Then fpzq is holomorphic on D.

Notation 2.20. Denote DrpCq “ ta P C : |a| ă ru and DrpRq “ ta P R : |a| ă ru.
Theorem 2.21. Let z P ρphq as an operator from �2pZq to itself. Then for a P C:

(i) }Ra}�2 ĺ 2|a|e|a|.
(ii) The map C Q aÑ Ra P Bp�2pZqq is entire analytic.

(iii) Let r0 ą 0 be the unique number such that 2r0e
r0 “ d :“ distpz, σphqq. Then for |a| ă r0, we have:

r1` ph´ zq´1Ras´1 “
8ÿ
j“0

p´1qjrph´ zq´1Rasj , }r1` ph´ zq´1Ras´1} ĺ d

d´ 2|a|e|a| .

(iv) The map Dr0pCq Q aÑ r1` ph´ zq´1Ras´1 P Bp�2pZqq is analytic.

(v) The map

Dr0pCq Q aÑ e´iapn´mqxδn, r1` ph´ zq´1Ras´1ph´ zq´1δmy
is the analytic continuation of the map

Dr0pRq Q aÑ e´iapn´mqxδn, r1` ph´ zq´1Ras´1ph´ zq´1δmy.

In particular, for all a P Dr0pCq: xδn, ph´zq´1δmy “ e´iapn´mqxδn, r1`ph´zq´1Ras´1ph´zq´1δmy.
Proof.

(i) If a P R, the following argument works:

}Ra} ĺ }pe´ia ´ 1qR} ` }peia ´ 1qL} ĺ |e´ia ´ 1| ` |eia ´ 1| ĺ 4| sinpa{2q| ĺ 2|a| ĺ 2|a|e|a|.

However in general we need the following inequality: for t P C, |et ´ 1| “
ˇ̌̌
ˇ ř
nľ0

tn

n! ´ 1

ˇ̌̌
ˇ ĺ ř

nľ1

|t|n
n! “

e|t|´ 1. By the Mean Value theorem, e|t|´e0

|t|´0 “ ec for some c P r0, |t|s, so |et´ 1| ĺ e|t|´ 1 “ |t|ec ĺ
|t|e|t|.
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(ii) This is equivalent to verifying that the map C Q a Ñ λpRaq P C is entire analytic for every linear

functional λ P pBp�2pZqqq˚. But λpRaq “ pe´ia ´ 1qλpRq ` peia ´ 1qλpLq which is just the sum of

two entire analytic functions (λpRq and λpLq are just constants for a given λ).

(iii) If |a| ă r0, then }ph´zq´1Ra} ĺ 1
d2|a|e|a| ă 1

d2r0e
r0 “ 1. So

8ř
j“0

p´1qjrph´zq´1Rasj is well defined
and equals r1` ph´ zq´1Ras´1. For the second part, }r1` ph´ zq´1Ras´1} “

››››
8ÿ
j“0

p´1qjrph´ zq´1Rasj
›››› ĺ

8ÿ
j“0

}ph´ zq´1Ra}j ĺ
8ÿ
j“0

ˆ
1

d
2|a|e|a|

˙j

“ d

d´ 2|a|e|a| .

(iv) We show that the map Dr0´ε Q a Ñ r1 ` ph ´ zq´1Ras´1 P Bp�2pZqq is weakly analytic for every

ε ą 0. Let λ be any linear functional on Bp�2pZqq. By continuity of λ, for every a P Dr0´ε:

λ
`r1` ph´ zq´1Ras´1

˘ “ λ

˜ 8ÿ
j“0

p´1qjrph´ zq´1Rasj
¸
“

8ÿ
j“0

λ

ˆ
p´1qjrph´ zq´1Rasj

˙
.

Since aÑ Ra analytic and the product of operator-valued analytic functions are analytic, we obtain

a sequence "
λ

ˆ
p´1qjrph´ zq´1Rasj

˙*8
j“0

of complex-valued analytic functions. For a P Dr0´ε, we have:

ˇ̌̌
ˇλ

ˆ
p´1qjrph´ zq´1Rasj

˙ˇ̌̌
ˇ ĺ }λ} }rph´ zq´1Ras}j ĺ }λ}

ˆ
2pr0 ´ εqepr0´εq

d

˙j

:“Mj .

Since 2pr0´εqepr0´εq
d ă 1, the series

8ř
j“0

Mj converges and so by the Weierstrass M-test, the sequence

SN paq “
Nř
j“0

λ

ˆ
p´1qjrph ´ zq´1Rasj

˙
converges uniformly to

8ř
j“0

λ

ˆ
p´1qjrph ´ zq´1Rasj

˙
. By

theorem 2.19 we conclude that
8ř
j“0

λ

ˆ
p´1qjrph ´ zq´1Rasj

˙
is analytic on Dr0´ε. The result

follows by taking εÑ 0.

(v) From (iv), we get that the map Dr0pCq Q a Ñ r1 ` ph ´ zq´1Ras´1ph ´ zq´1 P Bp�2pZqq is weakly

analytic. In particular the map Dr0pCq Q a Ñ xδn, r1 ` ph ´ zq´1Ras´1ph ´ zq´1δmy P C is

analytic. Therefore, the maps Dr0pCq Q a Ñ e´iapn´mqxδn, r1 ` ph ´ zq´1Ras´1ph ´ zq´1δmy and
Dr0pCq Q a Ñ xδn, ph ´ zq´1δmy are two analytic maps that agree on Dr0pRq by (2.10). It follows

by the Identity theorem that these two maps agree on Dr0pCq.

We are now ready to prove our fundamental estimate, the analogous result to theorem 2.9. For

z P ρphq as an operator from �2pZq to itself, let Apzq be the infinite matrix operator whose entries are

anm :“ xδn, ph´ zq´1δmy.
Theorem 2.22. The matrix elements of Apzq satisfy

|anm| :“ |xδn, ph´ zq´1δmy| ĺ Ce´γ|n´m|
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where C, γ ą 0 depend only on z. In particular Apzq : �ppZq Ñ �ppZq is a bounded linear operator for

1 ĺ p ĺ 8.

Proof.

By part (v) of theorem 2.21, we have that for all a P Dr0pCq:

|xδn, ph´ zq´1δmy| “ |e´iapn´mq||xδn, r1` ph´ zq´1Ras´1ph´ zq´1δmy| ĺ |e´iapn´mq| 1

d´ 2|a|e|a| .

The result follows by choosing a “ ´iγsignpn´mq where 0 ă γ ă r0.

An identical computation as in proposition 2.10 shows that if z P ρphq as an operator from �2pZq to
itself, then z P ρphq as an operator from �ppZq to itself for all 1 ĺ p ĺ 8. To show that the resolvent sets

are in fact the same, we will use the following fact concerning Banach space adjoints:

Definition 2.23. Given Banach spaces X,Y and a bounded linear operator A : X Ñ Y , the Banach

space adjoint of A, denoted A1, is defined to be the bounded linear operator from Y ˚ to X˚ such that for

all λ P Y ˚, x P X:

pA1λqpxq “ λpAxq.
We explicitly compute the Banach space adjoint of h´ z : �ppZq Ñ �ppZq for 1 ĺ p ă 8:

Proposition 2.24. Let 1 ĺ p ă 8, q its conjugate exponent and denote U : p�ppZqq˚ Ñ �qpZq the

isometric isomorphism. Then ph´ zq1 : p�ppZqq˚ Ñ p�ppZqq˚ satisfies

ph´ zq1 “ U´1ph´ zqU. (2.11)

Proof. Let u P �ppZq, λ P p�ppZqq˚, Uλ “ tλpnqunPZ. Then:

rph´ zq1λsu “ λpph´ zquq “
ÿ
nPZ

λpnq pupn` 1q ` upn´ 1q ` V pnqupnq ´ zupnqq

“
ÿ
nPZ

pλpn` 1q ` λpn´ 1q ` V pnqλpnq ´ zλpnqqupnq.

The above calculation is justified since the sums converge (absolutely) by Hölder’s inequality. For the

sake of clarity, define λ̃ :“ ph´ zq1λ P p�ppZqq˚ and Uλ̃ “ tλ̃pnqunPZ P �qpZq. Then we have

rph´ zq1λsu “
ÿ
nPZ

λ̃pnqupnq “
ÿ
nPZ

pλpn` 1q ` λpn´ 1q ` V pnqλpnq ´ zλpnqqupnq.

Since this is true for all u P �ppZq, we must have

pλpn` 1q ` λpn` 1q ` V pnqλpnq ´ zλpnqq “ λ̃pnq

for all n. In other words, ph ´ zqUλ “ Uλ̃ “ Uph ´ zq1λ. Finally, since this is true for all λ P p�ppZqq˚,
we get ph´ zq1 “ U´1ph´ zqU .

In our situation the Banach space adjoint A1 is of interest because it enjoys the following relationship

with A:

Theorem 2.25. Let X be a Banach space, A P BpXq. Then σpAq “ σpA1q and RpA1, zq “ RpA, zq1.
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Reed-Simon attribute the theorem to Phillips.

We will also need a Riesz-Thorin interpolation type result:

Theorem 2.26. Let 1 ĺ p0 ă p1 ĺ 8. For t P r0, 1s, let p´1
t :“ p1´ tqp´1

0 ` tp´1
1 . If A : �p0pZq Ñ �p0pZq

and A : �p1pZq Ñ �p1pZq are bounded linear maps with respective norms M0 and M1, then A : �ptpZq Ñ
�ptpZq is a bounded linear operator with norm less than M1´t

0 M t
1.

Note that pt takes all values between p0 and p1 as t varies from 0 to 1.

Notation 2.27. For 1 ĺ p ĺ 8, denote σph, pq and ρph, pq the spectrum and resolvent set of h as an

operator from �ppZq to itself.

Theorem 2.28. For all 1 ĺ p ă 8, σph, pq “ σph, 2q. For p “ 8, σph,8q Ă σph, 2q.
Proof. Remains to show that ρph, pq Ă ρph, 2q for 1 ĺ p ă 8. Denote q the conjugate exponent of p. We

have:

z P ρph, pq ô ph´ zq : �ppZq Ñ �ppZq is a bijection and ph´ zq´1 P Bp�ppZqq
ô ph´ zq1 : p�ppZqq˚ Ñ p�ppZqq˚ is a bijection and rph´ zq1s´1 P Bpp�ppZqq˚q
ô ph´ zq : �qpZq Ñ �qpZq is a bijection and ph´ zq´1 P Bp�qpZqq
ô z P ρph, qq

Here we have used theorem 2.25 and proposition 2.24. We apply theorem 2.26 to get that ph ´ zq´1 :

�2pZq Ñ �2pZq is a bounded operator. Hence z P ρph, 2q.
We end this section by giving another consequence of the exponential decay of the Green’s function.

Proposition 2.29. Let z P ρphq. Then the sequences u`pzq and u´pzq P Epzq introduced in lemma 1.13

are in fact exponentially decaying at `8 and ´8 respectively. Moreover they are exponentially growing

at ´8 and `8 respectively.

Proof. Recall that u`pn, zq “ xδn, ph´zq´1δ1y for n ľ 1 and u´pn, zq “ xδn, ph´zq´1δ´1y for n ĺ 1. Their

Wronskian W pu`, u´q is constant. By theorem 2.22 we know that u` and u´ in fact decay exponentially

at `8 and ´8 respectively. The Wronskian cannot be zero, since if they were linearly dependent, i.e.

u` “ αu´ for some α ‰ 0, then they would be eigenvectors in �2pZq, contradicting z P ρphq. For n ľ 1,

we get

|W pu`, u´q| ĺ |u`pnqu´pn` 1q| ` |u´pnqu`pn` 1q|

ĺ C
´
e´γpn´1q|u´pn` 1q| ` e´γn|u´pnq|

¯
“ C

ˆ
e2γ
|u´pn` 1q|
eγpn`1q ` |u´pnq|

eγn

˙
.

So |W pu`,u´q|
Cpe2γ`1q ĺ lim inf

nÑ`8
|u´pnq|
eγn . This shows that u´ is eventually exponentially growing at `8. A similar

calculation shows the result for u` at ´8.

2.4 The Spectral theorem for the Schrödinger Operator

In this section we will denote H :“ �2pZq and we will assume that V is a bounded potential so that h is

a bounded operator.
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Lemma 2.30. For all k P Z the pair of vectors tδk, δk`1u is a cyclic set for h and H.

Proof. Let L be the linear span of thnδk, h
nδk`1 : n ľ 0u. We need to show that L is dense in �2pZq.

δk`2 “ hδk`1 ´ δk ´ Vk`1δk`1 so δk`2 P L. Inductively we get δm P L for all m ľ k ` 2. A similar

induction shows that δm P L for all m ĺ k ´ 1.

In what follows we will be working with the cyclic set tδ0, δ1u. It follows from the general theory that

h has spectral multiplicity two.

For i “ 0, 1, let Hi be the cyclic subspace generated by h and δi. Let Ui : Hi Ñ L2pR, dμδiq be the

unique spectral unitary operators and μδi the spectral measures for Hi and δi. We have pUihqf “ EpUifq
for all f P Hi and pUiδiqpEq “ 1supp μδi

pEq. A similar analysis done in the half line case (theorem 3.11)

shows that the following limits

lim
εÓ0

Imxδi, ph´ E ´ iεq´1δny
Imxδi, ph´ E ´ iεq´1δiy , lim

εÓ0
xδi, ph´ E ´ iεq´1δny
xδi, ph´ E ´ iεq´1δiy

exist and are finite for μδi,ac ´ a.e. E and μδi,sing ´ a.e. E respectively. They define functions δ
piq
n pEq for

every n P Z. If 1i denotes the orthogonal projection on Hi, then we have pUi1iδnqpEq “ δ
piq
n pEq. For

μδi ´ a.e. E the sequence tδpiqn pEqunPZ satisfies the Schrödinger equation:

δ
piq
n`1pEq ` δ

piq
n´1pEq ` V pnqδpiqn pEq “ Eδpiqn pEq.

If we follow the general theory, the next step is to glue the subspaces H0 and H1 together as follows.

Since H0 Ĺ H, we have 1K0 δ1 “ δ1 ´ 10δ1 ‰ 0, where 1K0 denotes the orthogonal projection on HK0 . Let

H0 be the cyclic space spanned by h and 1K0 δ1.

Lemma 2.31.

(i) H0 and H0 are h-invariant.

(ii) 10h “ h10 and 1K0 h “ h1K0 .

(iii) H0 “ HK0 and H “ H0 ‘H0.

Proof.

(i) This is obvious.

(ii) Let f P H. p10hqf “ p10hqp10f ` 1K0 fq “ ph10qf and so 10h “ h10 by invariance.

(iii) We only need to show that H0 “ HK0 . xhnδ0, h
m1K0 δ1y “ xhn`mδ0, 1K0 δ1y “ 0 for all n,m ľ 0. By

linearity and continuity of the inner product we get that H0 Ă HK0 . Since H0 is a closed subspace

of HK0 , we can decompose HK0 into H0 ‘ pH0qK. Now w P pH0qK ô xu ` v, wy for all u P H0 and

v P H0. However tδ0, δ1u are cyclic for h so there exists a sequence pwnq8n“1 converging to w, where

each wn is of the form

Npnqÿ
j“0

ajphjδ0q `
Npnqÿ
j“0

bjphjδ1q “
Npnqÿ
j“0

ajphjδ0q `
Npnqÿ
j“0

bjphj10δ1q `
Npnqÿ
j“0

bjphj1K0 δ1q
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for some aj , bj P C. Using the fact that H0 and H0 are invariant, we can more simply write

wn “ un ` vn where un P H0 and vn P H0. Then }w}2 “ x lim
nÑ8wn, wy “ lim

nÑ8xun ` vn, wy “ 0 and

so pH0qK “ t0u.

Let μδ0 be the spectral measure for h and 1K0 δ1 and U : H0 Ñ L2pR, dμδ0) be the corresponding

spectral unitary. The limits

lim
εÓ0

Imx1K0 δ1, ph´ E ´ iεq´11K0 δny
Imx1K0 δ1, ph´ E ´ iεq´11K0 δ1y

, lim
εÓ0

x1K0 δ1, ph´ E ´ iεq´11K0 δny
x1K0 δ1, ph´ E ´ iεq´11K0 δ1y

exist and are finite for μδ0,ac ´ a.e. E and μδ0,sing ´ a.e. E respectively and allow us to define functions

δnpEq for μδ0 ´ a.e. E. Moreover pU1K0 δnqpEq “ δnpEq. However this development fails to be useful

because the functions δnpEq do not satisfy the Schrödinger equation.

We will now describe the direct integral decomposition of h on H, and describe the eigenfunction

expansion.

Consider a family signed measures tμi,j : i, j “ 0, 1u on R and the corresponding matrix valued

measure :

μ :“
˜
μ0,0 μ0,1

μ1,0 μ1,1

¸
, dμ :“

˜
dμ0,0 dμ0,1

dμ1,0 dμ1,1

¸
(2.12)

For the following general procedure we will assume that μ is a positive semi-definite and hermitian

matrix, that is, μpBq is positive semi-definite and hermitian for all Borel sets B. Let e1, e2 be the

standard basis for C2. Then 0 ĺ eT1 μpBqe1 “ μ0,0pBq and 0 ĺ eT2 μpBqe2 “ μ1,1pBq shows that μ0,0

and μ1,1 are positive measures on R. Hermicity implies μ0,1 “ μ1,0. We define the trace measure

μtr :“ μ0,0`μ1,1, which is positive. Another consequence of positive semi-definiteness is that detμpBq ľ 0

so that |μ0,1pBq| ĺ
a
μ0,0pBqμ1,1pBq ĺ μtrpBq

2 [p?μ0,0 ´?μ1,1q2 ľ 0 ]. Hence μi,j ! μtr for i, j “ 0, 1.

We introduce the corresponding matrix of Radon-Nikodym derivatives:

RpEq “ pRi,jpEqqi,j“0,1 :“
˜

dμ0,0

dμtr pEq dμ0,1

dμtr pEq
dμ1,0

dμtr pEq dμ1,1

dμtr pEq

¸
(2.13)

Lemma 2.32. RpEq is positive semi-definite for μtr a.e. E.

Proof. Let Q “ tξ P C : ξ has rational coordinatesu. First note that

P :“
!
E P R : RpEq is positive definite

)
“

č
ξ0,ξ1PQ

"
E P R :

ÿ
i,j“0,1

ξiRi,jpEqξj ľ 0

*

together with the fact that
ř

i,j“0,1

ξiRi,jpEqξj is a measurable function shows that P is a measurable set.

Now suppose by contradiction that RpEq is not positive definite μtr a.e. Then

μtr

˜ ď
ξ0,ξ1PQ

"
E P R :

ÿ
i,j“0,1

ξiRi,jpEqξj ă 0

*¸
ą 0

and so there is ζ “
˜
ζ0

ζ1

¸
P Q2 such that the set Bpζ0, ζ1q :“

!
E P R :

ř
i,j“0,1

ζiRi,jpEqζj ă 0
)
satisfies
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μtrpBpζ0, ζ1qq ą 0. Then the following yields a contradiction:

ζTμpBpζ0, ζ1qqζ “
ż
Bpζ0,ζ1q

ÿ
i,j“0,1

ζiRi,jpEqζjdμtrpEq ă 0.

Let UpEq be the unitary matrix which diagonalizes RpEq, that is:

RpEq “ UpEq˚
˜
r1pEq 0

0 r2pEq

¸
UpEq. (2.14)

Note that 0 ĺ r1pEq, r2pEq ĺ 1 and tr RpEq “ r1pEq ` r2pEq “ 1.

Consider the sesquilinear form on the collection of Borel measurable functions from R to C2: let

F0pEq, F1pEq, G0pEq, G1pEq : R Ñ C be measurable functions and let

F pEq “
˜
F0pEq
F1pEq

¸
and GpEq “

˜
G0pEq
G1pEq

¸
.

Define:

A
F,G

E
:“

ż
R

ÿ
i,j“0,1

FipEqGjpEqdμi,jpEq (2.15)

“
ż
R

ÿ
i,j“0,1

FipEqGjpEqdμi,j

dμtr
pEqdμtrpEq

“
ż
R
xF pEq, RpEqGpEqyStd dμtrpEq

Since RpEq is positive semi-definite and Hermitian, the sesquilinear form satisfies:

1.
A
F, αG` βH

E
“ α

A
F,G

E
` β

A
F,H

E
for all α, β P C.

2.
A
F,G

E
“

A
G,F

E
.

3.
A
F, F

E
ľ 0.

Denote by L2pR,C2, dμq the collection of Borel measurable functions F pEq “
˜
F0pEq
F1pEq

¸
for which

}F } :“
cA

F, F
E
ă 8

and define L2pR,C2, dμq as the set of all equivalence classes in L2pR,C2, dμq modulo the set of null

function, that is, F and G belong to the same equivalence class if and only if }F ´ G} “ 0. Then

L2pR,C2, dμq is a pre-Hilbert space with inner product given by 2.15. To show that L2pR,C2, dμq is in

fact complete, note that the map

U : L2pR,C2, dμq Ñ L2pR,C2,
´

r1pEq 0
0 r2pEq

¯
dμtrq (2.16)
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U : F pEq Ñ UpEqF pEq (2.17)

is unitary since

ż
R
xF pEq, RpEqGpEqyStd dμtrpEq “

ż
R
xUpEqF pEq,

´
r1pEq 0

0 r2pEq
¯
UpEqGpEqyStd dμtrpEq.

Moreover, it is evident that L2pR,C2,
´

r1pEq 0
0 r2pEq

¯
dμtrq “ L2

´
R, r1pEqdμtrpEq

¯
‘L2

´
R, r1pEqdμtrpEq

¯
,

and the latter being a Hilbert space, because the direct sum of two Hilbert spaces is again a Hilbert space,

it follows that L2pR,C2, dμq is complete.

We now construct a unitary map from �2pZq to L2pR,C2, dμq such that h acts as multiplication by E

in L2pR,C2, dμq. A direct proof of completeness can be found in Chapter 1.4 of [C ].

We now come back to the Schrödinger operator.

Definition 2.33. For i “ 0, 1, let μi,i denote the spectral measure for h and δi, and Hi the corresponding

cyclic subspaces. Let ρ :“ μ0,0 ` μ1,1. These are positive measures and μi,i ! ρ.

As a consequence of proposition 8.14, we have:

Proposition 2.34. supp ρ “ σphq, supp ρac “ σacphq, supp ρsing “ σsingphq.
By the polarization identity there are spectral measures μ0,1 and μ1,0 for h such that @z P CzR:

xδ0, ph´ zq´1δ1y “
ż
R

dμ0,1pEq
E ´ z

“ Fμ0,1
pzq

xδ1, ph´ zq´1δ0y “
ż
R

dμ1,0pEq
E ´ z

“ Fμ1,0
pzq

We show that the matrix measure

μ “
˜
μ0,0 μ0,1

μ1,0 μ1,1

¸
(2.18)

satisfies the assumptions given in (2.12). But first we need the following lemma:

Lemma 2.35. pU010δ1qpEq and pU111δ0qpEq are real valued functions.

Proof. For all f P H0, rpU0hqf spEq “ ErU0f spEq. In particular, we have pU0δ0qpEq “ 1pEq and for

k ľ 1, pU0h
kδ0q “ Ek1pEq. Hence thkδ0 : k ľ 0u spans H0 while tEk : k ľ 0u spans U0H0. If we applied

the Gram-Schmidt orthonormalizaton procedure to both of these collections we would obtain sequences

in �2pZq with real coefficients on the one hand and polynomials in L2pR, dμ0,0q with real coefficients.

So 10δ1 is a linear combination (or limit) of sequences with real coefficients and pU010δ1qpEq is a linear

combination (or limit) of polynomials with real coefficients.

Proposition 2.36. μ0,1 “ μ1,0 and these are signed measures (not complex). Moreover μ0,1 ! ρ. More

specifically,

dμ0,1pEq “ pU010δ1qpEqdμ0,0pEq “ dμ1,0pEq “ pU111δ0qpEqdμ1,1pEq.
Proof. @z P CzR:
ż
R

dμ0,1pEq
E ´ z

“ xδ0, ph´ zq´1δ1y “ x10δ0, ph´ zq´1δ1y “ xδ0, ph´ zq´110δ1y “
ż
R

pU010δ1qpEqdμ0,0pEq
E ´ z

.
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Because
!

1
E´z : z P CzR

)
is dense in C0pRq, by approximating characteristic functions and applying

the Dominated Convergence theorem allows us to conclude dμ0,1pEq “ pU010δ1qpEqdμ0,0pEq and thus

μ0,1 ! ρ.

Also, by lemma 2.35, μ0,1 is indeed a signed measure. Next,

xδ1, ph´ zq´1δ0y “ xδ0, ph´ zq´1δ1y “
ż
R

U0p10δ1qpEq
E ´ z

dμ0,0pEq “
ż
R

U0p10δ1qpEq
E ´ z

dμ0,0pEq.

So we also have dμ1,0pEq “ pU010δ1qpEqdμ0,0pEq.
As a result, the spectral matrix measure μ is Hermitian. Remains to verify that:

Lemma 2.37. The spectral matrix measure μ associated to h is positive semi-definite.

Proof. Let B be an arbitrary Borel set and ξ0, ξ1 P C and consider its corresponding orthogonal projector

1Bphq. Then:
ÿ

i,j“0,1

ξiξjμi,jpBq “
ÿ

i,j“0,1

ξiξjxδi, 1Bphqδjy “
››››1Bphq

ÿ
i“0,1

ξiδi

››››
2

ľ 0.

Moving forward the fundamental solutions cpEq and spEq P �pZq to the Schrödinger equation satisfying

the initial conditions pcp0, Eq, cp1, Eqq “ p1, 0q and psp0, Eq, sp1, Eqq “ p0, 1q will play a key role.

Proposition 2.38.

(i) For fixed n P Z, cpn,Eq and spn,Eq are polynomials in E with real coefficients and of degree at

most |n|.
(ii) For fixed n P Z, δn “ cpn, hqδ0 ` spn, hqδ1.
(iii) �0pZq “ tP0phqδ0 ` P1phqδ1 : P0, P1 are polynomialsu.
(iv) Every f P �0pZq decomposes into P0phqδ0 ` P1phqδ1 for some unique polynomials P0 and P1.

Proof.

(i) By definition, cp0, Eq is the function identically equal to 1 and cp1, Eq is the function identically

equal to 0. The functions cpn,Eq for n ą 1 and n ă 0 are inductively obtained by the Schrödinger

equation. So cp2, Eq “ ´1, cp3, Eq “ ´pE ´ V p2qq, etc.
(ii) The identity is easily checked for n “ 0, 1. We now proceed by induction. Assume that the formula

holds for 0, 1, ..., n. Then:

cpn` 1, hqδ0 ` spn` 1, hqδ1 “ rph´ V pnqqcpn, hq ´ cpn´ 1, hqsδ0 ` rph´ V pnqqspn, hq ´ spn´ 1, hqsδ1
“ ph´ V pnqqrcpn, hqδ0 ` spn, hqδ1s ´ rcpn´ 1, hqδ0 ` spn´ 1, hqδ1s
“ ph´ V pnqqδn ´ δn´1

“ δn`1.

The identity is also proved inductively for n ă 0.
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(iii) Any f P �0pZq can be written as
ř

n fpnqδn “ p
ř

n fpnqcpn, hqq δ0`p
ř

n fpnqspn, hqq δ1. This shows
that �0pZq Ă tP0phqδ0 ` P1phqδ1 : P0, P1 are polynomialsu and the reverse inclusion is obvious.

(iv) To show that the decomposition is unique, suppose that P0phqδ0`P1phqδ1 “ Q0phqδ0`Q1phqδ1 ô
rP0phq ´Q0phqsδ0 “ rP1phq ´Q1phqsδ1. If P0phq ´Q0phq is monic of degree n ą 0, then rP0phq ´
Q0phqsδ0 “ δ´n ` δn ` ř

´năkăn

xδk, rP0phq ´Q0phqsδ0yδk, which forces the degree of P1phq ´Q1phq
to be simultaneously equal to n ´ 1 and n ` 1, which is not possible. Hence P0phq ´ Q0phq “
P1phq ´Q1phq “ 0.

Denote P 2pR,C2, dμq the subset of L2pR,C2, dμq consisting of vector valued polynomials. In particular

δnpEq :“
˜
cpn,Eq
spn,Eq

¸
P P 2pR,C2, dμq.

Moreover,

A
δnpEq, δmpEq

E
“

ż
R
cpn,Eqcpm,Eqdμ0,0pEq `

ż
R
cpn,Eqspm,Eqdμ0,1pEq

`
ż
R
spn,Eqcpm,Eqdμ1,0pEq `

ż
R
spn,Eqspm,Eqdμ1,1pEq

“ xcpn, hqδ0 ` spn, hqδ1, cpm,hqδ0 ` spm,hqδ1y
“ xδn, δmy (2.19)

shows that tδnpEq : n P Zu is an orthonormal family with respect to ρ.

Theorem 2.39.

(i) The map

U : �0pZq Ñ P 2pR,C2, dμq

U : P0phqδ0 ` P1phqδ1 Ñ P pEq “
˜
P0pEq
P1pEq

¸

or equivalently,

U : f “
ÿ
n

fpnqδn Ñ
ÿ
n

fpnqδnpEq

is a surjective isometry with inverse given by

U´1 : P pEq Ñ
"A

δnpEq, P pEq
E*

n

.

(ii) The map extends uniquely to a unitary map

U : �2pZq Ñ L2pR,C2, dμq

U : f “
ÿ
nPZ

fpnqδn Ñ
ÿ
nPZ

fpnqδnpEq
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with the property that

rpUhU´1qf spEq “ EfpEq. (2.20)

Proof.

(i) The isometry comes from the fact that:

xP0phqδ0 ` P1phqδ1, P0phqδ0 ` P1phqδ1y “
ÿ

i,j“0,1

ż
R
PipEqPjpEqdμi,jpEq

To show that the two different versions agree, note that if f “ P0phqδ0 ` P1phqδ1 P �0pZq and f “ř
n fpnqδn “ p

ř
n fpnqcpn, hqq δ0 ` p

ř
n fpnqspn, hqq δ1, then P0phq “ ř

n fpnqcpn, hq and P1phq “ř
n fpnqspn, hq, so that

ř
n fpnqδnpEq “ P pEq.

To show surjectivity, note that

A
δnpEq, P pEq

E
“ xcpn, hqδ0 ` spn, hqδ1, P0phqδ0 ` P1phqδ1y “ xδn, P0phqδ0 ` P1phqδ1y

and P0phqδ0 ` P1phqδ1 obviously maps to P pEq.
Finally, let P pEq P P 2pR,C2, dρq, P pEq “ ř

n

A
δnpE1q, P pE1q

E
δnpEq. Then

rpUhU´1qP spEq “
ÿ
n

ˆA
δn´1pE1q, P pE1q

E
`

A
δn`1pE1q, P pE1q

E
` V pnq

A
δnpE1q, P pE1q

E˙
δnpEq

“
ÿ
n

ˆA
δn´1pE1q ` δn`1pE1q ` V pnqδnpE1q, P pE1q

E˙
δnpEq

“
ÿ
n

ˆA
E1δnpE1q, P pE1q

E˙
δnpEq “ EP pEq.

(ii) The extension follows by density of �0pZq in �2pZq and density of P 2pR,C2, dμq in L2pR,C2, dμq (see
lemma 8.3).

Corollary 2.40. For all φ P CpRq or BbpRq:

rpUφphqU´1qf spEq “ φpEqfpEq. (2.21)

Proof. Iterating formula (2.20) and using linearity shows that for any polynomial φ and f, g P �2pZq:

xf, φphqgy “
A
pUfqpEq, pUφphqU´1qpEqpUgqpEq

E
“

A
pUfqpEq, φpEqpUgqpEq

E
.

[Note that if V were an unbounded potential, then instead of considering polynomials, we would be

considering functions of the form fzpxq “ 1{px´ zq.] We show that this relation holds for all φ P BbpRq
or CpRq. Expanding the last relation gives:

ż
R
φpEqdμf,gpEq “ xf, φphqgy “

A
pUfqpEq, φpEqpUgqpEq

E
“

ż
R
φpEqdμUf,UgpEq. (2.22)
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Although μf,g and μUf,Ug are complex measures, we can split them up into a linear combination of four

positive measures and apply the Dominated Convergence theorem to each component. Let φ̃ P CpRq and
choose a sequence of polynomials converging uniformly to φ̃. [As μf,g and μUf,Ug are concentrated on

σphq we may restrict the analysis to a large enough interval]. It is easy to see that φ̃ P L1pR, μf,gq X
L1pR, μUf,Ugq and an application of the Dominated Convergence theorem shows that (2.22) holds for φ̃.

Then approximating characteristic functions with continuous functions shows that in fact μf,g “ μUf,Ug.

Therefore (2.22) also holds for φ P BbpRq.
Definition 2.41. For E P supp ρ, we form the matrix

RpEq “
˜

dμ0,0

dρ pEq dμ0,1

dρ pEq
dμ1,0

dρ pEq dμ1,1

dρ pEq

¸
(2.23)

The theorem on the differentiation of measures gives for i, j “ 0, 1:

Ri,jpEq “ lim
εÓ0

Pμi,j pE ` iεq
PρpE ` iεq “ lim

εÓ0
Im xδi, ph´ E ´ iεq´1δjy

Im
”
xδ0, ph´ E ´ iεq´1δ0y ` xδ1, ph´ E ´ iεq´1δ1y

ı ρ´ a.e. E

(2.24)

Let UpEq be the unitary matrix such that RpEq “ UpEq
˜
r1pEq 0

0 r2pEq

¸
U˚pEq. As discussed at

the beginning of this section, we have the following isomorphism:

Ũ : L2pR,C2, dμq Ñ L2pR,C2,

˜
r1pEq 0

0 r2pEq

¸
dρq “ L2pR, r1pEqdρpEqq ‘ L2pR, r2pEqdρpEqq (2.25)

pŨF qpEq “ UpEqF pEq (2.26)

Definition 2.42. Let Rpn,m,Eq :“ xδnpEq, RpEqδmpEqyStd.
A reformulation of equation (2.19) reads

ş
R Rpn,m,EqdρpEq “ xδn, δmy. Moreover, by formula (2.21),

one easily works out that for all φ P CpRq or BbpRq:

xf, φphqgy “
ÿ

n,mPZ
fpnqgpnq

ż
R
φpEqRpn,m,EqdρpEq. (2.27)

We can give a precise characterisation of the multiplicity of h as follows:

Definition 2.43. For i “ 1, 2, let εi :“ tE P supp ρ : RpEq has rank iu.
Note that the εi are Borel measurable sets since ε1 “ tdetRpEq “ 0u and ε2 “ tdetRpEq ą 0u and

detRpEq “ dμ0,0

dρ pEqdμ1,1

dρ pEq ´ dμ0,1

dρ pEqdμ1,0

dρ pEq is a measurable function.

RpEq is hermitian so it has a decomposition in terms of its eigenvectors teipEquNpEqi“1 of the form

RpEq “
NpEqÿ
i“1

ripEqeipEqxeipEq, ¨y, where NpEq “
#

1 on ε1

2 on ε2
(2.28)

We introduce the generalized eigenfunctions:

Definition 2.44. Let fipEq P �pZq be defined by fipn,Eq :“
a
ripEqxδnpEq, eipEqyStd.
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Consequently

Rpn,m,Eq “
NpEqÿ
i“1

ripEqxδnpEq, eipEqyStdxeipEq, δmpEqyStd “
NpEqÿ
i“1

fipn,Eqfipm,Eq. (2.29)

Note that we have used the fact that Rpn,m,Eq “ Rpn,m,Eq.
Proposition 2.45. The fipEq solve the Schrödinger equation and for E P ε2, f1pEq and f2pEq are

linearly independent.

Proof.

fipn´ 1, Eq ` fipn` 1, Eq ` V pnqfipn,Eq “
a
ripEqxδn´1pEq ` δn`1pEq ` V pnqδnpEq, eipEqyStd

“ a
ripEqxEδnpEq, eipEqyStd “ Efipn,Eq.

Next we show that the Wronskian is non-zero for E P ε2:

W pf1pEq, f2pEqq “ f1p0, Eqf2p1, Eq ´ f1p1, Eqf2p0, Eq

“ a
r1pEqr2pEq

ˆ
xδ0pEq, e1pEqyStdxδ1pEq, e2pEqyStd ´ xδ1pEq, e1pEqyStdxδ0pEq, e2pEqyStd

˙

“ a
r1pEqr2pEqdetUpEq.

where we used the fact that the columns of UpEq are e1pEq and e2pEq.
Let 1εiphq denote the orthogonal projections onto the subspaces correpsonding to εi. Note that

ε1 Y ε2 “ σphq and ε1 X ε2 “ H implies that 1ε1phq ‘ 1ε2phq is the identity operator on �2pZq.
Theorem 2.46. h “ h1ε1phq‘h1ε2phq and the spectral multiplicity of h1ε1phq is one whereas the spectral

multiplicity of h1ε2phq is two. The unitary map

�2pZq Ñ L2pR, 1ε1dρq
à

L2pR,C2, 1ε2dρq (2.30)

g “ tgpnqunPZ Ñ
# ř

n f1pn,Eqgpnq on ε1´ ř
n f1pn,Eqgpnq,

ř
n f2pn,Eqgpnq

¯
on ε2

(2.31)

is such that h1ε1phq is unitarily equivalent to multiplication by E on L2pR, 1ε1dρq and h1ε2phq is unitarily
equivalent to multiplication by E on L2pR,C2, 1ε2dρq.
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The proof of this theorem is essentially the result of combining equations (2.27) and (2.29). Namely:

xu, φphqvy “
ÿ
n,m

upnqvpmq
ż
ε1

φpEqRpn,m,Eqdρ`
ÿ
n,m

upnqvpmq
ż
ε2

φpEqRpn,m,Eqdρ

“
ÿ
n,m

upnqvpmq
ż
ε1

φpEqf1pn,Eqf1pm,Eqdρ

`
ÿ
n,m

upnqvpmq
ż
ε2

φpEqf1pn,Eqf1pm,Eqdρ

`
ÿ
n,m

upnqvpmq
ż
ε2

φpEqf2pn,Eqf2pm,Eqdρ.

Finally, we have the equivalent of proposition 3.14, proved in the same way:

Proposition 2.47. For every ε ą 0, there exists for ρ ´ a.e. E a constant c “ cpEq ą 0 such that

|fipn,Eq| ĺ cxny1{2`ε for all n P Z.

2.5 The Generalized Eigenfunction Expansion for the Laplacian

We apply the machinery developed in the previous section in the case of the Laplacian. For all n P Z,

E P r´2, 2s:
˜
cpn` 1, Eq
cpn,Eq

¸
“

˜
E ´1
1 0

¸n ˜
cp1, Eq
cp0, Eq

¸
“

˜
E ´1
1 0

¸n ˜
0

1

¸

and

˜
spn` 1, Eq
spn,Eq

¸
“

˜
E ´1
1 0

¸n ˜
sp1, Eq
sp0, Eq

¸
“

˜
E ´1
1 0

¸n ˜
1

0

¸

The eigenvalues of the transfer matrixApE, nq “
˜
E ´1
1 0

¸
are E˘i

?
4´E2

2 . Let θpEq “ arctan
´?

4´E2

E

¯
.

Then

E ˘ i
?
4´ E2

2
“

$’&
’%

e˘iθpEq if E P p0, 2q
e˘iθpEq`iπ if E P p´2, 0q
e˘iπ{2 if E “ 0

If the decomposition is ApE, nq “ P´1pEqDpEqP pEq, then for E P p0, 2q:

P´1pEq “
˜

1 1

eiθpEq e´iθpEq

¸
DpEq “

˜
e´iθpEq 0

0 eiθpEq

¸
P pEq “ i?

4´ E2

˜
e´iθpEq ´1
´eiθpEq 1

¸

Therefore the fundamental solutions for E P p0, 2q:

spn,Eq “ i?
4´ E2

´
e´iθpEqn ´ eiθpEqn

¯
“ 2 sin pθpEqnq?

4´ E2
(2.32)

cpn,Eq “ ´2 sin pθpEqpn´ 1qq?
4´ E2

(2.33)
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Similarly for E P p´2, 0q, they are:

spn,Eq “ p´1qn 2 sin pθpEqnq?
4´ E2

(2.34)

cpn,Eq “ ´p´1qn´1 2 sin pθpEqpn´ 1qq?
4´ E2

(2.35)

and for E “ 0:

spn, 0q “ sin pπn{2q (2.36)

cpn, 0q “ ´ sin pπpn´ 1q{2q (2.37)

Note that we have the following relationships:

spn,Eq “ ´sp´n,Eq, cpn,Eq “ ´spn´ 1, Eq. (2.38)

Moreover:

lim
EÑ`2

spn,Eq “ lim
EÑ`2

2 sin pθpEqnq
θpEqn

θpEqn
tan θpEq

?
4´E2

E?
4´ E2

“ n (2.39)

shows that spn, 2q “ n. Similarly

cpn, 2q “ ´pn´ 1q
spn,´2q “ ´p´1qnn
cpn,´2q “ p´1qn´1pn´ 1q.

For n ą 0:

spn,Eq “ ´1?
E2 ´ 4

˜ˆ
E ´?E2 ´ 4

2

˙n

´
ˆ
E `?E2 ´ 4

2

˙n
¸

“ 1

2n

nÿ
i“0

ˆ
n

i

˙
Ei

a
E2 ´ 4

n´i´1 `
1´ p´1qn´i

˘
.

For n even,

spn,Eq “ 2

2n

n{2´1ÿ
i“0

ˆ
n

2i` 1

˙
E2i`1pE2 ´ 4qn{2´1´i

“
n{2´1ÿ
i“0

„ n{2´1´iÿ
j“0

ˆ
n

2i` 1

˙ˆ
n{2´ 1´ i

j

˙ ˆ
E

2

˙n´2j´1

p´1qj
j

“
n{2´1ÿ
k“0

„
p´1qk

n{2´1´kÿ
l“0

ˆ
n

2l ` 1

˙ˆ
n{2´ 1´ l

k

˙j ˆ
E

2

˙n´2k´1

“
n{2´1ÿ
k“0

„
p´1qk

n{2´1ÿ
l“k

ˆ
n

2l ` 1

˙ˆ
l

k

˙j ˆ
E

2

˙n´2k´1
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Notice that we have used the fact that:

n{2´1´kÿ
l“0

˜
n

2l ` 1

¸˜
n{2´ 1´ l

k

¸

“
˜
n

1

¸˜
n{2´ 1

k

¸
`

˜
n

3

¸˜
n{2´ 2

k

¸
` ...`

˜
n

n´ 2k ´ 3

¸˜
k ` 1

k

¸
`

˜
n

n´ 2k ´ 1

¸˜
k

k

¸

“
˜

n

2k ` 1

¸˜
k

k

¸
`

˜
n

2k ` 3

¸˜
k ` 1

k

¸
` ...`

˜
n

n´ 3

¸˜
n{2´ 2

k

¸
`

˜
n

n´ 1

¸˜
n{2´ 1

k

¸

“
n{2´1ÿ
l“k

˜
n

2l ` 1

¸˜
l

k

¸

For n odd,

spn,Eq “ 2

2n

pn´1q{2ÿ
i“0

ˆ
n

2i

˙
E2ipE2 ´ 4qpn´1q{2´i

“
pn´1q{2ÿ

i“0

„ pn´1q{2´iÿ
j“0

ˆ
n

2i

˙ˆpn´ 1q{2´ i

j

˙ ˆ
E

2

˙n´2j´1

p´1qj
j

“
pn´1q{2ÿ
k“0

„
p´1qk

pn´1q{2´kÿ
l“0

ˆ
n

2l

˙ˆpn´ 1q{2´ l

k

˙j ˆ
E

2

˙n´2k´1

“
pn´1q{2ÿ
k“0

„
p´1qk

pn´1q{2ÿ
l“k

ˆ
n

2l ` 1

˙ˆ
l

k

˙j ˆ
E

2

˙n´2k´1

Hence for all n ą 0

spn,Eq “
rrn{2ssÿ
k“0

„
p´1qk

rrn{2ssÿ
l“k

ˆ
n

2l ` 1

˙ˆ
l

k

˙j ˆ
E

2

˙n´2k´1

(2.40)

where rrxss “ sup tn P Z : n ă xu.
We use the boundary values to calculate the spectral measures. For E P r´2, 2s:

dμi,j

dE
“ 1

π
lim
εÓ0 Im xδi, ph0 ´ E ´ iεq´1δjy “

˜
1
π

1?
4´E2

1
2π

E?
4´E2

1
2π

E?
4´E2

1
π

1?
4´E2

¸
(2.41)

with

ρpBq “ μ0,0pBq ` μ1,1pBq “
ż
B

1r´2,2spEq 2dE

π
?
4´ E2

. (2.42)

Using
dμi,j

dρ “ dμi,j

dE
dE
dρ gives:

RpEq “ dμi,j

dρ
pEq “

˜
1{2 E{4
E{4 1{2

¸
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“
˜

1?
2

1?
2

´ 1?
2

1?
2

¸ ˜
1
2 ´ E

4 0

0 1
2 ` E

4

¸ ˜
1?
2
´ 1?

2
1?
2

1?
2

¸
“

NpEqÿ
i“1

ripEqeipEqxeipEq, ¨y (2.43)

where

e1pEq “
˜

1?
2

´ 1?
2

¸
e2pEq “

˜
1?
2
1?
2

¸
r1pEq “ 1

2
´ E

4
r2pEq “ 1

2
` E

4
(2.44)

ε1 “ tE P r´2, 2s : detRpEq “ 0u “ t˘2u ε2 “ tE P r´2, 2s : detRpEq ą 0u “ p´2, 2q (2.45)

And the generalized eigenfunctions are:

f1pn,Eq “
a
r1pEqxδnpEq, e1pEqy “

a
1{2´ E{4cnpEq ´ snpEq?

2
. (2.46)

f2pn,Eq “
a
r2pEqxδnpEq, e2pEqy “

a
1{2` E{4cnpEq ` snpEq?

2
. (2.47)

3 The Discrete Schrödinger Operator on the Half Line

3.1 The Laplacian, its Spectrum and Boundary Values of the Resolvent

It is obvious that for 1 ĺ p ĺ 8, the shift operator R : �ppZ`q Ñ �ppZ`q is an isometry. L : �ppZ`q Ñ
�ppZ`q is not an isometry however, but satisfies }L}�p “ 1. Consequently h0�

ppZ`q Ă �ppZ`q and

}h0}�p ĺ }R}�p ` }L}�p “ 2. In fact:

Proposition 3.1. For 1 ĺ p ĺ 8, h0 : �ppZ`q Ñ �ppZ`q is a bounded linear operator and }h0}�p “ 2.

This proposition is proven exactly in the same as for the full line case (proposition 2.3). We obviously

need to check that:

Proposition 3.2. h0 : �2pZ`q Ñ �2pZ`q is self-adjoint.

Proof. To show self-adjointness, it is enough to show that xδn|hδmy “ xhδn|δmy for all n,m P Z`
because of linearity and continuity of the inner product and of h0. For |n ´m| ľ 2 or n “ m, clearly

xδn|hδmy “ xhδn|δmy “ 0, while if |n´m| “ 1, xδn|hδmy “ xhδn|δmy “ 1.

We can also give an explicit basis for Epzq.
Proposition 3.3. The following are a basis for Epzq:
(i) For z P Czr´2, 2s: u “ tupnq “ p z`

?
z2´4
2 qn ´ p z`

?
z2´4
2 q´nunPZ` .

(ii) For z P p´2, 2q: u “ tupnq “ sinpnθqunPZ` , where θ is such that z “ 2 cospθq.
(iii) For z “ 2: u “ tupnq “ nunPZ` .
(iv) For z “ ´2: u “ tupnq “ p´1qn`1nunPZ` .
Proof. For λ P C consider the sequence tupnq “ λn´λ´nunPZ` . Then ph0uqpnq “ pλ`λ´1qupnq “ zupnq.
Solving for λ in terms of z gives λ “ z˘?z2´4

2 . The solution for z P r´2, 2s can easily be verified

directly.
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Remark 3.1. On the modified half line Γ :“ tN,N ` 1, N ` 2, ...u, the basis for Epzq would be tupnq “
p z`

?
z2´4
2 qn´N`1 ´ p z`

?
z2´4
2 q´n`N´1unPΓ for z P Czr´2, 2s and tupnq “ sin

´
pn ´ N ` 1qθ

¯
unPΓ for

z P p´2, 2q.
We investigate the spectrum.

Proposition 3.4. For 1 ĺ p ĺ 8, r´2, 2s Ă σph0q as an operator from �ppZ`q to itself.

Proof. The argument is analogous to proposition 2.5.

Let E P p´2, 2q and let θ be such that 2 cos θ “ E. Consider the truncated Weyl sequence:

@M P Z` : upmqpnq :“
#

sinpnθq 1 ĺ n ĺ m

0 n ą m

Then

pph0 ´ Equpmqqpnq “

$’’’’’’’&
’’’’’’’%

0 n “ 1

0 1 ă n ă m

´ sin
´
pm` 1qθ

¯
n “ m

sinpmθq n “ m` 1

0 n ą m` 1

As a result of lemma 8.2, lim
mÑ8 }u

pmq}pp “ lim
mÑ8

mř
n“1

| sinpnθq|p “ 8 for 1 ĺ p ă 8. Hence lim
mÑ8

}ph´Equpmq}p
}upmq}p “

0. The case p “ 8 follows from proposition 3.3, because σpph0q “ p´2, 2q.
For the next result, we recall a few basic facts about Fourier series. Every f P L2pr´π, πs, dθ

2π q, admits

the following decomposition:

fpθq “
8ÿ

n“0

´
an cospnθq ` bn sinpnθq

¯

for some an, bn P C. Moreover any function can be decomposed as the sum of an even and odd func-

tion : fpθq “ rfpθq ` fp´θqs{2 ` rfpθq ´ fp´θqs{2. Let L2
epr´π, πs, dθ

2π q and L2
opr´π, πs, dθ

2π q be the

subspaces of L2pr´π, πs, dθ
2π q of even and odd functions. These subspaces are closed and orthogonal. In

fact the map einθ Ñ pcospnθq, sinpnθqq shows that L2pr´π, πs, dθ
2π q “ L2

epr´π, πs, dθ
2π q ‘ L2

opr´π, πs, dθ
2π q.

t1,?2 cospθq,?2 cosp2θq, ...u and t?2 sinpθq,?2 sinp2θq, ...u are complete orthonormal sets for L2
epr´π, πs, dθ

2π q
and L2

opr´π, πs, dθ
2π q.

Define the map

F̃s : �0pZ`q Ñ L2
o

ˆ
r´π, πs, dθ

2π

˙

F̃s : uÑ ûpθq “
ÿ
nľ1

upnq?2 sinpnθq.

The map is well defined and inner product preserving:

xu, vy “
ÿ
nľ1

unvn “
ÿ

n,mľ1

unvmδnm “
ÿ

n,mľ1

unvmx
?
2 sinpnθq,?2 sinpmθqy “ xûpθq, v̂pθqy.
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Therefore F̃s extends uniquely to a map from �2pZ`q to L2
opr´π, πs, dθ

2π q and is surjective from the general

theory of Fourier series. The inverse is:

F̃´1
s : L2

o

ˆ
r´π, πs, dθ

2π

˙
Ñ �2pZ`q

F̃´1
s : f Ñ fpnq “ x?2 sinpnθq, fpθqy “

ż π

´π

?
2 sinpnθqfpθq dθ

2π
.

However since the map L2
o

ˆ
r´π, πs, dθ

2π

˙
Ñ L2pr0, πs, dθq, ?2 sinpnθq Ñ a

2{π sinpnθq is unitary, it is
more customary to write the Fourier sine transform as follows:

Fs : �0pZ`q Ñ L2pr0, πs, dθq
Fs : uÑ ûpθq “

ÿ
nľ1

upnqa2{π sinpnθq.

with inverse

F´1
s : L2pr0, πs, dθq Ñ �2pZ`q

F´1
s : f Ñ fpnq “ xa2{π sinpnθq, fpθqy “

ż π

0

a
2{π sinpnθqfpθqdθ.

Proposition 3.5. h0 : �2pZ`q Ñ �2pZ`q is unitarily equivalent via the Fourier sine transform Fs to the

multiplication operator Mg : L2 pr0, πs, dθq Ñ L2 pr0, πs, dθq by the function gpθq “ 2 cospθq, that is:
´
rFsh0F´1

s sf
¯
pθq “ 2 cospθqfpθq.

In particular, σph0q “ ess ran p2 cospθqq “ r´2, 2s.
Proof. For f P L2 pr0, πs, dθq, we have :

´
rh0F´1

s sf
¯
pnq “

Aa
2{π sin

´
pn´ 1qθ

¯
, fpθq

E
`

Aa
2{π sin

´
pn` 1qθ

¯
, fpθq

E
“

Aa
2{π sinpnθq, 2 cospθqfpθq

E

and so

´
rFsh0F´1

s sf
¯
pθq “

ÿ
nPZ

Aa
2{π sinpnθq, 2 cospθqfpθq

Ea
2{π sinpnθq “ 2 cospθqfpθq.

Remark 3.2. On the modified half line Γ “ tN,N ` 1, N ` 2, ...u, the Fourier sine transform is ûpθq “a
2{π sin

´
pn´N ` 1qθ

¯
.

38



There is another way of writing out the Spectral theorem for h0. The change of variable θ “ arccospxq
shows that there is a unitary map

Ũ : �2pZ`q Ñ L2pr´1, 1s, dxq (3.1)

u “ tupnqunPZ Ñ pŨuqpxq “
d

2

π
?
1´ x2

ÿ
nľ1

upnq sinpn arccospxqq. (3.2)

and h0 is unitarily equivalent to multiplication by x.

Proposition 3.6. Let μδ1 be the spectral measure for δ1 and h0. Then μδ1 is purely absolutely continuous

and
dμδ1

dx
pxq “ 1

2π

a
4´ x21r´2,2spxq. (3.3)

Proof. xδ1, fph0qδ1y “
şπ
0

2
π sin2pθqfp2 cos θqdθ. Letting 2 cos θ “ x, dθ “ ´ dx?

4´x2 for θ P r0, πs. Henceş
R fpxqdμδ1pxq “ xδ1, fph0qδ1y “

ş2
´2

fpxq?4´ x2dx{p2πq “ ş
R fpxq?4´ x21r´2,2spxqdx{p2πq.

Note that μδ1 is a probability measure and the Lebesgue measure is absolutely continuous w.r.t. μδ1 .

In particular dy “ dy
dμδ1

dμδ1pyq “ 2π?
4´y2

dμδ1pyq. Going back to 3.2, if we do the change of variable

x “ y{2, then
ż 1

´1

pŨuqpxqpŨvqpxqdx “
ÿ

n,mľ1

upnqvpmq
ż 1

´1

2

π

sinpn arccospxqq sinpm arccospxqq?
1´ x2

dx

“
ÿ

n,mľ1

upnqvpmq
ż 2

´2

2

π

sinpn arccospy{2qq sinpm arccospy{2qqa
4´ y2

dy

“
ÿ

n,mľ1

upnqvpmq
ż 2

´2

sinpn arccospy{2qq sinpm arccospy{2q
1´ py{2q2 dμδ1pyq

Also note that sinparccospy{2qq?
1´py{2q2 “ 1. Therefore we have established the unique unitary satisfying

rpUh0U
´1qf spyq “ yfpyq for f P L2pR, dμδ1q and pUδ1qpyq “ 1pyq:

Theorem 3.7. The unitary map U : �2pZ`q Ñ L2pr´2, 2s, μδ1q

u “ tupnqu Ñ pUuqpyq “
ÿ
nľ1

sinpn arccospy{2qqa
1´ py{2q2 . (3.4)

is the spectral theorem for the cyclic vector δ1 of h0 on �2pZ`q.
We now investigate the boundary values of the resolvent.

Proposition 3.8. For E P R and for all n P Z:

lim
εÑ˘0

xδ1, ph0 ´ E ´ iεq´1δ1y “ ˘ i

2

a
4´ E2. (3.5)

Proof.

Let z “ E ` iε, ε ‰ 0. We have:

xδ1, ph0´zq´1δ1y “ x
?
2 sinpθq, 1

2 cos θ ´ z

?
2 sinpθqy “ 1

π

ż π

´π

sin2pθq
2 cos θ ´ z

dθ “ ´1
2

1

2πi

¿
|ω|“1

pω ´ ω´1q2
ω2 ´ ωz ` 1

dω.
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Let ω1 and ω2 be the two roots of ω2 ´ ωz ` 1 “ 0. We showed in proposition 2.11 that ω1ω2 “ 1,

together with the fact that σph0q “ r´2, 2s implies that |ω1| ă 1 and |ω2| ą 1. Applying Cauchy’s integral

formula gives:

xδ1, ph0 ´ zq´1δ1y “ ´1
2

pω1 ´ ω´1
1 q2

ω1 ´ ω2
“ ´1

2

pω1 ` ω´1
1 q2 ´ 4

ω1 ´ ω2
“ ´1

2

z2 ´ 4

ω1 ´ ω2
“ ˘1

2

a
z2 ´ 4

depending on whether ω1 “ z`?z2´4
2 or ω1 “ z´?z2´4

2 .

a
z2 ´ 4 “

$’’&
’’%

i
?
ε2 ` 4 when E “ 0

1?
2

ˆ
signpEεq

bapE2 ´ ε2 ´ 4q2 ` p2Eεq2 ` pE2 ´ ε2 ´ 4q ` i
bapE2 ´ ε2 ´ 4q2 ` p2Eεq2 ´ pE2 ´ ε2 ´ 4q

˙
when E ‰ 0

Using lemma 1.12 to adjust the signs gives:

xδ1, ph0 ´ zq´1δ1y “ signpεq?z2 ´ 4

2
.

The result follows by taking the limit.

Proposition 3.9. Let z “ E ` iε, E P r´2, 2s, ε ‰ 0. Then @n,m ľ 1:

lim
εÓ0xδn, ph0 ´ E ´ iεq´1δmy “ 2i

sinpnθpEqq sinpmθpEqq?
4´ E2

(3.6)

where θpEq is the angle such that eiθpEq “ E´i
?
4´E2

2 .

Proof. According to the proof proposition 3.8:

xδn, ph0 ´ E ´ iεq´1δmy “ 1

π

ż π

´π

sinpnθq sinpmθq
2 cos θ ´ z

dθ

“ ´1
2

1

2πi

¿
|ω|“1

pωn ´ ω´nqpωm ´ ω´mq
ω2 ´ ωz ` 1

dω

“ ´1
2

pωn
1 ´ ω´n

1 qpωm
1 ´ ω´m

1 q
ω1 ´ ω2

.

Now ω1 “ z´?z2´4
2 ô ε ą 0. Let λ :“ z´?z2´4

2 . Then for ε ą 0:

xδn, ph0 ´ E ´ iεq´1δmy “ 1

2

pλn ´ λ´nqpλm ´ λ´mq?
z2 ´ 4

.

Note that

lim
εÓ0

z ´?z2 ´ 4

2
“ E ´ i

?
4´ E2

2
“ eiθpEq.

Therefore

lim
εÓ0xδn, ph0 ´ E ´ iεq´1δmy “ 1

2

peinθpEq ´ e´inθpEqqpeimθpEq ´ e´imθpEqq
i
?
4´ E2

“ 2i
sinpnθpEqq sinpmθpEqq?

4´ E2
.
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We have to mention that we have correctly verified that

dμδ1,ac “ 1

2π

a
4´ E21r´2,2spEqdE “ 1

π
Im xδ1, ph0 ´ E ´ i0q´1δ1ydE

and it is a probability measure.

3.2 Spectral Theory of the Schrödinger Operator

In this section, we consider the Schrödinger operator h on H :“ �2pZ`q given by:

phuqpnq “ upn` 1q ` upn´ 1q ` V pnqupnq (3.7)

up0q “ 0 (3.8)

Here V : Z` Ñ R is a priori any function. It follows that h is a linear self-adjoint operator and we

will assume that V is a bounded potential so that h is a bounded operator.

Lemma 3.10. δ1 is a cyclic vector for h : �2pZ`q Ñ �2pZ`q.
Proof. We need to show that the linear span of thkδ1 : k ľ 0u is dense in �2pZ`q. An easy induction

shows that for any k ľ 0, hkδ1 “ δk`1 `
kř

j“1

cjδj for some constants cj . As a result the linear span of

thkδ1 : k ľ 0u is the same as the linear span of tδk : k ľ 1u, which is obviously dense in �2pZ`q.
We apply the machinery of the spectral theorem for self-adjoint operators: let μδ1 be the spectral

measure for h and δ1. Since δ1 is a cyclic vector, h is of multiplicity one, we trivially have a direct integral

decomposition and σphq “ supp μδ1 . Let U : �2pZ`q Ñ L2pR, dμδ1q be the unique unitary map satisfying

rpUhU´1qf spEq “ EfpEq for f P L2pR, dμδ1q and Uδ1 “ 1pEq. The Borel transform Fμδ1
pzq satisfies the

important relation xδ1, ph´ zq´1δ1y “
ş
R

dμδ1
pxq

x´z for all z P CzR.
We introduce functions δnpEq that are defined with the boundary values of the resolvent and that turn

out to be equal to pUδnqpEq almost everywhere. As a result, the collection of functions tδnpEqunPZ` form

an orthonormal basis for L2pR, dμδ1q and for any f “ tfpnqunPZ` P �2pZ`q, pUfqpEq “ ř
n fpnqδnpEq.

The formula in terms of boundary values of the resolvent will give us a better insight on the functions

pUδnqpEq.
Theorem 3.11. For all n ľ 1:

(i) pUδnqpEq is a polynomial of degree n´ 1 in E with real coefficients.

(ii) pU1acδnqpEq “ lim
εÓ0

Im xδ1,ph´E´iεq´1δny
Im xδ1,ph´E´iεq´1δ1y for μδ1,ac - a.e. E.

(iii) pU1singδnqpEq “ lim
εÓ0

xδ1,ph´E´iεq´1δny
xδ1,ph´E´iεq´1δ1y for μδ1,sing - a.e. E.

(iv) In (ii) and (iii) the limits exist and are finite for μδ1,ac - a.e. E and μδ1,sing - a.e. E respectively.

(v) Let In be the set of E for which the limits in (ii) and (iii) exist and are finite. Define the following

function on In:
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δnpEq :“
$’&
’%

lim
εÓ0

Im xδ1,ph´E´iεq´1δny
Im xδ1,ph´E´iεq´1δ1y if E P supp μδ1,ac

lim
εÓ0

xδ1,ph´E´iεq´1δny
xδ1,ph´E´iεq´1δ1y if E P supp μδ1,sing

We obtain a function which is defined for μδ1 - a.e. E and satisfies

pUδnqpEq “ δnpEq for μδ1 ´ a.e.E.

(vi) The collection of functions tδnpEqunPZ` can be defined on a common subset I “ XnIn of R so that

μδ1pIq “ 1 and for all n P Z`, pUδnqpEq “ δnpEq for μδ1 ´ a.e.E.

Proof.

(i) pUδ0qpEq is the zero function and pUδ1qpEq “ 1pEq. δn`1 “ hδn ´ V pnqδn ´ δn´1 gives

pUδn`1qpEq “ pUphδnqqpEq´V pnqpUδnqpEq´pUδn´1qpEq “ EpUδnqpEq´V pnqpUδnqpEq´pUδn´1qpEq.

So pUδ2qpEq “ E ´ V p1q, a polynomial of degree 1. An easy induction establishes the result.

(ii-iii) This is an application of theorem 1.16. Let z “ E ` iε,

Im xδ1, ph´ zq´1δny “ 1

2i

ˆż
R

pUδnqptq
t´ z

dμδ1ptq ´
ż
R

pUδnqptq
t´ z

dμδ1ptq
˙

“
ż
R

ε

pt´ Eq2 ` ε2
pUδnqptq dμδ1ptq

So

lim
εÓ0

Im xδ1, ph´ E ´ iεq´1δny
Im xδ1, ph´ E ´ iεq´1δ1y “ lim

εÓ0
PpUδnqμδ1

pE ` iεq
Pμδ1

pE ` iεq
“ pUδnqpEq for μδ1,ac ´ a.e. E

“ pUp1ac ` 1singqδnqpEq for μδ1,ac ´ a.e. E

“ pU1acδnqpEq for μδ1,ac ´ a.e. E.

Similarly

lim
εÓ0

xδ1, ph´ E ´ iεq´1δny
xδ1, ph´ E ´ iεq´1δ1y “ lim

εÓ0
FpUδnqμδ1

pE ` iεq
Fμδ1

pE ` iεq
“ pUδnqpEq for μδ1,sing ´ a.e. E

“ pU1singδnqpEq for μδ1,sing ´ a.e. E.

(iv) This is due to the fact that pU1acδnqpEq P L2pR, dμδ0,acq and pU1singδnqpEq P L2pR, dμδ0,singq.
(v-vi) Are easily verified.
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Of course, the spectral theorem provides us with the following formula:

pUδn`1qpEq ` pUδn´1qpEq ` V pnqpUδnqpEq “ EpUδnqpEq for μδ1 ´ a.e. E. (3.9)

Here we explicitly carry out the calculation for δnpEq. The advantage of defining all the δnpEq on a

common set I is that for every fixed E P I we can make sense of the following sequence: δpEq :“ tδpn,Eq “
δnpEqunPZ` P �pZ`q. By convention we also define for E P I, δp0, Eq :“ 0. Then pδp0, Eq, δp1, Eqq “ p0, 1q.
Proposition 3.12. There is a set I 1 Ă I, μδ1pI 1q “ 1, such that for all n ľ 1 and E P I 1:

δn`1pEq ` δn´1pEq ` V pnqδnpEq “ EδnpEq. (3.10)

In particular, δpEq is the fundamental solution to the Schrödinger equation, namely δpEq “ spEq.
Proof. We first show the result for E P I X supp μδ1,ac:

δn`1pEq ` δn´1pEq ` V pnqδnpEq “ lim
εÓ0

Im xδ1, ph´ E ´ iεq´1pδn`1 ` δn´1 ` V δnqy
Im xδ1, ph´ E ´ iεq´1δ1y

“ lim
εÓ0

Im xδ1, ph´ E ´ iεq´1hδny
Im xδ1, ph´ E ´ iεq´1δ1y

“ lim
εÓ0

Im

ˆ
xδ1, δny ` pE ` iεqxδ1, ph´ E ´ iεq´1δny

˙
Im xδ1, ph´ E ´ iεq´1δ1y

“ lim
εÓ0 E

Im xδ1, ph´ E ´ iεq´1δny
Im xδ1, ph´ E ´ iεq´1δ1y ` lim

εÓ0 ε
Re xδ1, ph´ E ´ iεq´1δny
Im xδ1, ph´ E ´ iεq´1δ1y .

By theorem 1.16, lim
εÓ0 Re xδ1, ph´ E ´ iεq´1δny exists and is finite for μδ1,ac ´ a.e.E, and

lim
εÓ0 Im xδ1, ph´ E ´ iεq´1δ1y exists and is finite and non-zero for μδ1,ac ´ a.e.E, so that

lim
εÓ0 ε

Re xδ1, ph´ E ´ iεq´1δny
Im xδ1, ph´ E ´ iεq´1δ1y “ 0.

A similar calculation gives that for E P I X supp μδ1,sing:

δn`1pEq ` δn´1pEq ` V pnqδnpEq “

“ lim
εÓ0

xδ1, δny
xδ1, ph´ E ´ iεq´1δ1y ` E lim

εÓ0
xδ1, ph´ E ´ iεq´1δny
xδ1, ph´ E ´ iεq´1δ1y ` lim

εÓ0 iε
xδ1, ph´ E ´ iεq´1δny
xδ1, ph´ E ´ iεq´1δ1y .

Since lim
εÓ0 |xδ1, ph´ E ´ iεq´1δ1y| “ 8 for μδ1,sing-a.e. E, the first limit goes to 0. As for third limit,

it also goes to 0 since by theorem 3.11, lim
εÓ0

xδ1,ph´E´iεq´1δny
xδ1,ph´E´iεq´1δ1y exists and is finite for μδ1,sing-a.e. E.

Notation 3.13. We use the Japanese bracket convention xny “ ?1` n2.

Proposition 3.14. Let ε ą 0. Then there is a set I2pεq Ă I such that μδ1pI2pεqq “ 1 with the following

property: for every E P I2pεq, there exists a constant c “ cpEq ą 0 such that |δnpEq| ĺ cxny1{2`ε for all

n P Z`.
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Proof. Let f “ tfpnqunPZ` P �2pZ`q be arbitrary. The Monotone Convergence theorem gives:

8 ą xf, fy “ xUf, Ufy “
ÿ

nPZ`

ż
R
|fpnq|2|δnpEq|2dμδ1pEq “

ż
R

ÿ
nPZ`

|fpnq|2|δnpEq|2dμδ1pEq.

From this we conclude that for μδ1 - a.e. E there exists a constant cpEq ă 8 such that
ř

nPZ`
|fpnq|2|δnpEq|2 ă

cpEq2. In particular, |fpnq||δnpEq| ă cpEq for μδ1 - a.e. E. Considering the sequence

f “
"
fpnq “ 1

xny1{2`ε

*
nPZ`

P �2pZ`q

yields the result.

Proposition 3.15. Let E P R and suppose that the fundamental solution spEq satisfies the following:

there exists ε ą 0 and c ą 0 such that |spn,Eq| ă cxny1´ε for all n P Z`. Then E P σphq.
Proof. We construct a Weyl sequence:

spmqpnq “
$’&
’%

spnq˜
mř

j“1
|spjq|2

¸1{2 0 ĺ n ĺ m

0 n ą m

Then }spmq} “ 1 and using the fact that spEq solves the Schrödinger equation we have:

pph´ Eqspmqqpnq “

$’’’’’’’’’&
’’’’’’’’’%

0 0 ĺ n ă m
´spm`1q˜

mř
j“1

|spjq|2
¸1{2 n “ m

spmq˜
mř

j“1
|uj |2

¸1{2 n “ m` 1

0 n ą m` 1

Then }ph ´ Eqspmq}22 “ |spmq|2`|spm`1q|2
mř

j“1
|spjq|2

. We claim that this sequence has a subsequence converging

to 0. If this is not the case then there is exists m0 ą 0 and α ą 0 such that m ľ m0 implies |spmq|2 `
|spm` 1q|2 ľ α

mř
j“1

|spjq|2 ľ α. For m ľ m0, we have :

|spmq|2 ` |spm` 1q|2 ľ α
mÿ
j“1

|spjq|2 ľ α

2

m´1ÿ
j“1

`|spjq|2 ` |spj ` 1q|2˘ ľ α2

2
pm´m0q

and so

mÿ
j“1

|spjq|2 ľ 1

2

m´1ÿ
j“1

`|spjq|2 ` |spj ` 1q|2˘ ľ α2

4

m´1ÿ
j“m0

pj ´m0q “ α2

4

pm´m0 ´ 1qpm´m0q
2
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Hence for m ľ m0 we have :

lim inf
mÑ8

|spmq|2 ` |spm` 1q|2
mř
j“1

|spjq|2
ĺ lim inf

mÑ8
|spmq|2 ` |spm` 1q|2
α2

4
pm´m0´1qpm´m0q

2

“ 0.

This contradiction establishes the existence of a subsequence tmku8k“1 with lim
mÑ8 }ph´Eqspmkq}22 “ 0.

Definition 3.16. Let S “ tE P R : there exists ε ą 0 such that |spn,Eq| ă cxny1´ε for all n P Z`u.
Theorem 3.17. σphq “ S.

Proof. proposition 3.15 gives S Ă σphq. For the reverse inclusion, fix some 0 ă ε ă 1{2 and let

I “ I 1 X I2pεq. Then by propositions 3.14 and 3.12, I Ă S. Since σphq “ supp μδ1 , it is enough to

check that supp μδ1 Ă I. Let E P supp μδ1 and suppose that E R I. Then there exists BεpEq such that

BεpEq X I “ H. So 0 ă μδ1pBεpEqq ĺ μδ1pRzIq “ 0, where the strict inequality is by definition of the

support and the equality is due to the fact that I is the intersection of two sets of full measure. That’s

a contradiction.

4 Rank one Perturbations of the Laplacian on the Full Line

4.1 Overview of Rank one Perturbations

In this section we focus on potentials which are nonzero at exactly one point on the line. We will assume

V p0q ‰ 0 and V pnq “ 0 for n ‰ 0. If λ :“ V p0q, λ P R, then the corresponding Schrödinger operator is

hλ “ h` λxδ0, ¨yδ0. The goal of the spectral theory is to describe hλ in terms of λ. This section is based

on Chapter 5 of [Ja ].

Lemma 4.1. The cyclic space spanned by hλ and δ0 is the same as the cyclic space spanned by h0 and

δ0. In particular it doesn’t depend on λ.

Proof. Let Lλ denote the linear span of tphλ´zq´1δ0 : z P CzRu and L0 the linear span of tph0´zq´1δ0 :

z P CzRu. Formula (ii) of lemma 4.2 gives L0 Ă Lλ and formula (iii) gives the reverse inclusion.

If H0 denotes this cyclic subspace, then hλ|HK0 “ h0|HK0 . Therefore we may focus on hλ|H0
. Let μλ

be the spectral measure for hλ and δ0. Recall the Borel transform Fλpzq “
ş
R

dμλpEq
E´z “ xδ0, phλ´zq´1δ0y.

The following lemma relates the rank one perturbation to the Laplacian and is easily proved.

Lemma 4.2. For any z P CzR:
(i) phλ ´ zq´1 ´ ph0 ´ zq´1 “ phλ ´ zq´1ph0 ´ hλqph0 ´ zq´1 “ ph0 ´ zq´1ph0 ´ hλqphλ ´ zq´1.

(ii) phλ ´ zq´1δ0 “ ph0 ´ zq´1δ0 ´ λxδ0, phλ ´ zq´1δ0yph0 ´ zq´1δ0.

(iii) ph0 ´ zq´1δ0 “ phλ ´ zq´1δ0 ´ λxδ0, ph0 ´ zq´1δ0yphλ ´ zq´1δ0.

(iv) Fλpzq “ F0pzq
1`λF0pzq .

(v) Im Fλpzq “ Im F0pzq
|1`λF0pzq|2 .
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Recall that we had already calculated the Borel transform F0pzq in proposition 2.11. We had found

that for z “ x` iy, x P R, y ą 0:

F0px` iyq “ xδ0, ph0 ´ zq´1δ0y “ ´ 1?
z2 ´ 4

(4.1)

F0pxq “ lim
yÓ0 F0px` iyq “

$’&
’%

i?
4´x2 x P r´2, 2s

´signpxq?
x2´4

x P Rzr´2, 2s
(4.2)

from which we conclude that

Fλpx` iyq “ xδ0, phλ ´ zq´1δ0y “ 1

λ´?z2 ´ 4
(4.3)

Fλpxq “ lim
yÓ0 Fλpx` iyq “

$’&
’%

λ`i
?
4´x2

λ2`p4´x2q x P r´2, 2s
1

λ´signpxq?x2´4
x P Rzr´2, 2s

(4.4)

Definition 4.3. For λ ‰ 0, let

(i) Gpxq :“ ş
R

dμ0ptq
px´tq2 .

(ii) Sλ :“ tx P R : F0pxq “ ´1{λ , Gpxq “ 8u.
(iii) Tλ :“ tx P R : F0pxq “ ´1{λ , Gpxq ă 8u.
(iv) L :“ tx P R : Im F0pxq ą 0u.

Note that Sλ, Tλ and L are mutually disjoint. It can be shown (see theorem 21 of Chapter 3 of [Ja ])

that Sλ and Tλ have zero Lebesgue measure. The following lemma gives more information on Gpxq:
Lemma 4.4. Let μ be a positive σ-finite measure. Then

Gpxq :“
ż
R

dμptq
ps´ tq2 “ 8 μ´ a.e. s P R. (4.5)

Proof. First suppose that dμptq “ fptqdt` dμsptq is a finite measure. We have:

ż
R

dμptq
ps´ tq2 “ 2

ż 8
0

t μ

ˆ"
x P R :

1

|s´ x| ą t

*˙
dt “ 4

ż 8
0

μps´ 1{t, s` 1{tq
Leb ps´ 1{t, s` 1{tqdt.

The first equality is proved by interchaning the order of integration and invoking Fubini’s theorem (see

theorem 8.16 in [Ru ]). Let Dps, tq :“ μps´1{t,s`1{tq
Leb ps´1{t,s`1{tq . By the theorem on the differentiation of measures,

lim
tÑ8Dps, tq “ 8 for μs ´ a.e. s P R. Hence

ş
R

dμptq
ps´tq2 “ 8 for μs ´ a.e. s P R. Also, lim

tÑ8Dps, tq “ fpsq for
Leb´ a.e. s P R, hence for μac´ a.e. s P R, and combined with the fact that fpsq ą 0 for μac´ a.e. s P R,

gives lim
tÑ8Dps, tq ą 0 for μac ´ a.e. s P R. Hence

ş
R

dμptq
ps´tq2 “ 8 for μac ´ a.e. s P R.

If μ is σ-finite, we partition R into a countable collection of disjoint sets tXiu8i“1 with μpXiq ă 8 for

all i. Considering the collection tμXiu of finite measures on R defined by μXipEq “ μpE XXiq puts us

back into the previous case.

Theorem 4.5.
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(i) Tλ is the set of eigenvalues of hλ and μλ,pp “ ř
xPTλ

δtxu
λ2Gpxq .

(ii) μλ,sc is concentrated on Sλ.

(iii) For all λ, L “ Σess
ac phλq and σacphλq “ σacph0q.

(iv) The measures tμλ,singuλPR are mutually singular.

Applying this theorem to the full line Schrödinger operator gives:

Theorem 4.6. For hλ “ h0 ` λxδ0, ¨yδ0 :

(i) Σess
ac phλq “ σacphλq “ r´2, 2s.

(ii) For every λ ‰ 0, hλ has a unique eigenvalue at Epλq “ signpλq?λ2 ` 4.

(iii) dμλpEq “ dμλ,pppEq ` hλpEqdE, where

μλ,pp “ 1

λ2GpEpλqqδtEpλqu, hλpEq “ 1

π

?
4´ E2

λ2 ` p4´ E2q1r´2,2spEq

and

GpEpλqq “
ż 2

´2

1

pEpλq ´ tq2
dt

π
?
4´ t2

.

(iv) σphλq “ r´2, 2s Y Epλq.
Proof.

(i) Referring to formula (4.2), we have that Im F0pxq ą 0 if and only if x P r´2, 2s. Therefore

L “ Σess
ac phλq “ r´2, 2s “ σacph0q “ σacphλq.

(ii) Referring to formula (4.2), F0pxq “ ´1{λ has no solution in r´2, 2s. F0pxq “ ´1{λ if and only if
´signpxq?

x2´4
“ ´1{λ. Solving for x ą 0, we have a solution only if λ ą 0, in which case x “ ?λ2 ` 4.

For x ă 0 a solution exists only if λ ă 0 and then x “ ´?λ2 ` 4. Hence for a given λ ‰ 0,

there is a unique x solving F0pxq “ ´1{λ and x “ signpλq?λ2 ` 4. Since |x| ą 2, Gpxq “ş
r´2,2s

1
px´tq2

dt
π
?
4´t2

ă 8. Therefore the set of eigenvalues Tλ “ tsignpλq
?
λ2 ` 4u consists of one

point and Sλ “ H.

(iii) We have that μλ,sc “ 0. By the de la Vallée Poussin theorem, hλpEq “ dμλ,ac

dE “ 1
π Im FλpEq “

1
π

?
4´E2

λ2`p4´E2q1r´2,2spEq.
(iv) Follows from the previous items.

4.2 Elements of Scattering Theory

In this section we will introduce the basic concepts of Scattering Theory and prove Pearson’s theorem

(the proof we present was given by Claude-Alain Pillet). The reader is referred to Section XI.3 of [RS3

] for a more complete exposition on the subject.
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Definition 4.7. Let A,B be self-adjoint operators on a Hilbert space H. The wave operators Ω˘pA,Bq
exist if the limits

Ω˘pA,Bq :“ s-lim
tÑ˘8 eitAe´itB1acpBq

exist for all vectors in ψ P H.

When there is no confusion we shall write Ω˘ instead of Ω˘pA,Bq. We denote HacpA{Bq :“
1acpA{BqH.

Theorem 4.8. (Stone’s theorem) For any self-adjoint operator A, the group teitAutPR is a strongly

continuous one-parameter unitary group. Moreover, for all ψ P DompAq, the map t Ñ eitAψ is strongly

differentiable and

lim
tÑ0

eitAψ ´ ψ

t
“ iAψ. (4.6)

Proposition 4.9. Suppose that the wave operators exist. Then:

(i) Ω˘ are partial isometries with initial subspace HacpBq and final subspace contained in HacpAq.
(ii) Ran Ω˘ are A´invariant subspaces; Ω˘rDompBqs Ă DompAq; and

AΩ˘pA,Bq “ Ω˘pA,BqB. (4.7)

(iii) For any ϕ P BbpRq, ϕpAqΩ˘pA,Bq “ Ω˘pA,BqϕpBq.
Proof. Obviously HacpBqK Ă Ker Ω˘. If u P HacpBq “ pHacpBqKqK, then }eitAe´itB1acpBqu} “ }u} for
every t and so }Ω˘u} “ }u}. Note that for every s P R, Ω˘ “ eisAΩ˘e´isB , or equivalently,

s´1pe´isA ´ 1qΩ˘ “ Ω˘pe´isB ´ 1qs´1.

Taking the limit s Ñ 0 and applying Stone’s theorem proves equation (4.7). Equation (4.7) also shows

that Ran Ω˘ are A´invariant.
Also note that AæRan Ω˘ is unitarily equivalent to BæHacpBq. Since the ac/sc/pp components of the

Hilbert space are preserved under unitaries, it follows that Ran Ω˘ Ă HacpAq.
By virtue of e´isAΩ˘ “ Ω˘e´isB , we have for f P H, xf, e´isAΩ˘fy “ xΩ˚̆ f, e´isBfy or equivalently,ş

R e´isλdμApλq “
ş
R e´isλdμBpλq for some spectral measures μA and μB . By the uniqueness theorem

for the Fourier-Stieltjes transform of finite measures, it follows that μA “ μB . Hence xf, ϕpAqΩ˘fy “
xΩ˚̆ f, ϕpBqfy for all ϕ P BbpRq and the result follows.

Remark 4.1. Since AæRan Ω˘ is unitarily equivalent to BæHacpBq, we have that σacpBq Ă σacpAq when
the wave operators exist.

Wave operators also satisfy a chain rule, namely that if Ω˘pA,Bq and Ω˘pB,Cq exist then Ω˘pA,Cq
exist and Ω˘pA,Cq “ Ω˘pA,BqΩ˘pB,Cq.
Definition 4.10. If the wave operators exist then they are said to be complete if Ran Ω˘pA,Bq “ HacpAq.
Proposition 4.11. The wave operators Ω˘pA,Bq are complete if and only if Ω˘pB,Aq exist.
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Proof. If both Ω˘pA,Bq and Ω˘pB,Aq exist, then by the chain rule

1acpAq “ Ω˘pA,Aq “ Ω˘pA,BqΩ˘pB,Aq

and so HacpAq Ă Ran Ω˘pA,Bq; the reverse inclusion was shown in proposition 4.9. Conversely, suppose

that Ω˘pA,Bq exist and Ran Ω˘pA,Bq “ HacpAq. Let ψ P HacpAq. We want to prove the existence of

the limit

lim
tÑ˘8 eitBe´itAψ.

By assumption there is a φ such that ψ “ Ω˘pA,Bqφ. Then

lim
tÑ˘8 }1acpBqφ´ eitBe´itAψ} “ lim

tÑ˘8 }e
itAe´itB1acpBqφ´ Ω˘pA,Bqφ} “ 0.

Adjoints of partial isometries are known to act like inverses, namely:

1acpBq “ Ω˚̆ pA,BqΩ˘pA,Bq, 1acpAq “ Ω˘pA,BqΩ˚̆ pA,Bq, (4.8)

If the wave operators are complete, then the chain rule shows that the adjoints are given by

Ω˚̆ pA,Bq “ Ω˘pB,Aq “ s-lim
tÑ˘8 eitBe´itA1acpAq. (4.9)

We now introduce the scattering operator - the fundamental object of Scattering Theory:

Definition 4.12. The scattering operator is defined by

SpA,Bq :“ Ω˚̀ pA,BqΩ´pA,Bq (4.10)

It is a unitary operator on HacpBq.
Our next goal is to prove the basic existence and completeness theorem of the wave operators, namely

Pearson’s theorem. First we introduce a few technical tools. Recall the classical Riemann-Lebesgue

lemma, namely that if μ is a complex measure absolutely continuous w.r.t. the Lebesgue measure, then

lim
tÑ˘8

ş
R eitxdμpxq “ 0. We have a Riemann-Lebesgue type lemma for operators:

Lemma 4.13. Let A be a self-adjoint operator, then w-lim
tÑ˘8 eitA1acpAq “ 0.

Proof. Let ψ P HacpAq, and let Hψ be the cyclic subspace generated by A and ψ, 1ψ the orthogonal

projection onto Hψ. Note that Hψ Ă HacpAq. Also ψ P HacpAq implies that μψ is purely absolutely

continuous. Then:

xφ, eitAψy “ x1ψφ, e
itAψy “

ż
R
pUψ1ψφqpxqeitxdμψpxq.

Note that pUψ1ψφq P L2pR, dμψq Ă L1pR, dμψq. Hence pUψ1ψφqpxqdμψpxq defines a complex measure

absolutely continuous w.r.t. the Lebesgue measure, and so the result follows from the classical Riemann-

Lebesgue lemma.

Corollary 4.14. If C is a compact operator on H and A self-adjoint, then s-lim
tÑ˘8CeitA1acpAq “ 0.
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Proof. It is enough to show for finite rank operators since they are dense in the compact operators with

respect to the operator norm. Let CN “ řN
n“1 λnxψn, ¨yφn be finite rank (N ă 8). Then:

lim
tÑ˘8CNeitA1acpAqf “ lim

tÑ˘8

Nÿ
n“1

λnxψn, e
itA1acpAqfyφn “ 0.

We now introduce a dense subset L8pAq of HacpAq that will be useful for the following proofs.

Definition 4.15. Let A be a self-adjoint operator and denote by L8pAq the set of all ψ P H such that

dμψpxq “ |fpxq|2dx with f P L8pRq. Let |||f ||| be the L8-norm of f .

It can be verified that |||¨||| is a norm on L8pAq. If ψ P HacpAq, then dμψpxq “ |fpxq|2dx for

some f P L2pRq. If fnpxq :“ fpxq1t|f |ĺnupxq, then by the Dominated Convergence theorem fn Ñ f in

L2pRq. Since supp fn Ă supp f Ă σacpAq, there are ψn P HacpAq, namely ψn “ 1t|f |ĺnupAqψ, such that

dμψn
pxq “ |fnpxq|2dx. Furthermore ψn converges to ψ in the usual norm on H and so L8pAq is dense in

HacpAq.
Lemma 4.16. Let A be self-adjoint, f P L8pAq, and let T be a Hilbert-Schmidt operator on H. Then

ż
R
}TeitAf}2dt ĺ 2π|||f |||2}T }22, (4.11)

where }T }22 “ trpT˚T q denotes the Hilbert-Schmidt norm.

Proof. Since T is Hilbert-Schmidt, in particular it is compact and so it has a representation T “ř8
n“1 λnxϕn, ¨yψn with

ř
n λ

2
n “ }T }22 and orthonormal families tϕnu and tψnu. We have

}TeitAf}2 “
ÿ
n

λ2
n|xϕn, e

itAfy|2

and xϕn, e
itAfy “ ş

R pUfϕnqpxq|fpxq|2eitxdx is the Fourier transform of p2πq1{2pUfϕnq|f |2 P L1pRq X
L2pRq. An application of the Monotone Convergence and Plancherel theorems gives:

ż
R
}TeitAf}2dt “

ÿ
n

λ2
n

ż
R
|xϕn, e

itAfy|2dt “ 2π
ÿ
n

λ2
n

ż
R
|pUfϕnqpxq|2|fpxq|4dx

2π ĺ
ÿ
n

λ2
n|||f |||2

ż
R
|pUfϕnqpxq|2|fpxq|2dx “ 2π|||f |||2}T }22}Ufϕn}2 ĺ 2π|||f |||2}T }22.

We now prove Pearson’s theorem. The proof we provide was given by Claude-Alain Pillet and is

substantially more transparent than that given in [RS3 ].

Theorem 4.17. (Pearson’s theorem) Let A and B be self-adjoint and J be a bounded operator such that

JpDompBqq Ă DompAq. Suppose that there is a trace-class operator C so that C “ AJ ´ JB in form,

that is, for ψ P DompAq and φ P DompBq we have:

xψ,Cφy “ xAψ, Jφy ´ xψ, JBφy. (4.12)
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In particular we also have:

xφ,C˚ψy “ xφ, J˚Aψy ´ xBφ, J˚ψy. (4.13)

Then the following strong limits exist:

Ω˘pA,B; Jq :“ s-lim
tÑ˘8 eitAJe´itB1acpBq. (4.14)

Proof. Let W ptq :“ eitAJe´itB . By the Cauchy criterion of completeness, we need to show that

lim
t,sÑ˘8

››››”
W ptq ´W psq

ı
f

›››› “ 0 (4.15)

for all f P HacpBq, and in fact we only need to show (4.15) for a dense subset, namely L8pBq.
Since

››››”
W ptq ´W psq

ı
f

››››
2

“ xf,W ptq˚
”
W ptq ´W psq

ı
fy ´ xf,W psq˚

”
W ptq ´W psq

ı
fy

it is enough (by symmetry) to show that

lim
t,sÑ˘8xf,W ptq

˚
”
W ptq ´W psq

ı
fy “ 0. (4.16)

Consider

xf, eiuBW ptq˚
”
W ptq ´W psq

ı
e´iuBfy. (4.17)

Since
”
W ptq´W psq

ı
“ şt

s
dW prq

dr dr “ i
şt
s
eirACe´irBdr and C is trace-class, it follows that eirACe´irB

is compact and so
”
W ptq´W psq

ı
is compact as a norm limit of compact operators. Thus lim

uÑ˘8

”
W ptq´

W psq
ı
e´iuBf “ 0 by Corollary 4.14. In particular (4.17) goes to zero as uÑ ˘8.

Hence if we can show that

lim
t,sÑ˘8xf,

„
eiuBW ptq˚rW ptq ´W psqse´iuB ´W ptq˚rW ptq ´W psqs

j
fy “ 0 (4.18)

uniformly in u, (4.16) will follow immediately.

xf,
„
eiuBW ptq˚rW ptq ´W psqse´iuB ´W ptq˚rW ptq ´W psqs

j
fy

“ xf,
„
eiuBW ptq˚W ptqe´iuB ´W ptq˚W ptq

j
fy ´ xf,

„
eiuBW ptq˚W psqe´iuB ´W ptq˚W psq

j
fy

:“ X1pt, s, uq ´X2pt, s, uq.
We will show that lim

t,sÑ˘8X2pt, s, uq “ 0 uniformly in u, and the same method will hold for X1pt, s, uq.

Note that d
dr

`
eirBW ptq˚W psqe´irB

˘ “ ieirB
„
B,W ptq˚W psq

j
e´irB and so

X2pt, s, uq “ i

ż u

0

xf, eirB
„
B,W ptq˚W psq

j
e´irBfydr.
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We show that

„
B,W ptq˚W psq

j
“ eitB

`
J˚e´ipt´sqAC ´ C˚e´ipt´sqAJ

˘
e´isB by computing the ma-

trix elements. Let ψ, φ P DompBq. Then:
B
ψ,

„
B,W ptq˚W psq

j
φ

F

“ xψ,BeitBJ˚e´itAeisAJe´isBφy ´ xψ, eitBJ˚e´itAeisAJe´isBBφy
“ xBe´itBψ, J˚e´ipt´sqAJe´isBφy ´ xeipt´sqAJe´itBψ, JBe´isBφy
“

”
xe´itBψ, J˚Ae´ipt´sqAJe´isBφy ´ xe´itBψ,C˚e´ipt´sqAJe´isBφy

ı

´
”
xAeipt´sqAJe´itBψ, Je´isBφy ´ xeipt´sqAJe´itBψ,Ce´isBφy

ı
“ xψ, eitBrJ˚e´ipt´sqAC ´ C˚e´ipt´sqAJse´isBφy

Moreover since C is trace-class, C “ F˚G for some F,G Hilbert-Schmidt. Therefore:

X2pt, s, uq “ i

ż u

0

xFeipt´sqAJe´ipr`tqBf,Ge´ipr`sqBfydr ´ i

ż u

0

xGe´ipr`tqBf, Fe´ipt´sqAJe´ipr`sqBfydr

:“ iX2,1pt, s, uq ´ iX2,2pt, s, uq.

We will show that lim
t,sÑ˘8X2,1pt, s, uq “ 0 uniformly in u, and the same method will hold for

X2,2pt, s, uq.

X2,1pt, s, uq ĺ
ż 8
0

}Feipt´sqAJe´ipr`tqBf}}Ge´ipr`sqBf}dr

ĺ
ˆż 8

0

}Feipt´sqAJe´ipr`tqBf}2dr
˙1{2 ˆż 8

0

}Ge´ipr`sqBf}2dr
˙1{2

“
ˆż 8

t

}Feipt´sqAJe´irBf}2dr
˙1{2 ˆż 8

s

}Ge´irBf}2dr
˙1{2

ĺ ?2π}Feipt´sqAJ}2|||f |||
ˆż 8

s

}Ge´irBf}2dr
˙1{2

ĺ ?2π}F }2}J}|||f |||
ˆż 8

s

}Ge´irBf}2dr
˙1{2

Note that we could apply lemma 4.16 because Feipt´sqAJ is Hilbert-Schmidt. Again by the same

lemma we know that the integral on the LHS goes to zero as s Ñ 8 and the rate of convergence is

independent of u. This completes the proof.

If DompAq “ DompBq, and A´B is trace-class, this also proves the

Theorem 4.18. (Kato-Rosenblum theorem) If A and B are self-adjoint operators and A´B are trace-

class, then the wave operators Ω˘pA,Bq exist and are complete.

It is worth mentioning that if h “ h0`V where V is in �1pZq, then h´h0 is trace-class, i.e. trp|V |q ă 8,

so that Ω˘ph, h0q exist and are complete.
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4.3 Scattering Operator for the Rank One Perturbation

We will deal with Rank one perturbations of the Laplacian operator (h “ h0 ` λxδn, ¨yδn), show directly

the existence and completeness of the wave operators (instead of just quoting the results of the previous

section), compute the wave and scattering operators.

For computational purposes, it is useful to rewrite the wave operators in the following way:

Ω˘pA,Bq “ 1acpBq ` i s-lim
tÑ˘8

ż t

0

eisApA´Bqe´isB1acpBqds (4.19)

which is a consequence of

ż t

0

d

ds

`
eisAe´isB1acpBq

˘
ds “ eitAe´itB1acpBq ´ 1acpBq “ i

ż t

0

eisApA´Bqe´isB1acpBqds.

Let C8c p´2, 2q denote the smooth functions supported on p´2, 2q. Recall that the absolutely contin-

uous part of the spectral measure μλ for δn and hλ is dμλ

dx “
?
4´x2

πpλ2`p4´x2qq .

Lemma 4.19. C8c p´2, 2q is dense in L2
´
r´2, 2s,

?
4´x2

λ2`p4´x2qdx
¯
for all λ P R.

Proof. We take for granted that C8c p´2, 2q is dense in L2 pr´2, 2s, dxq and for simplicity of notation, we

consider the case λ “ 0.

ψpxq P L2

ˆ
r´2, 2s, 1?

4´ x2
dx

˙
ô ψpxq

4
?
4´ x2

P L2 pr´2, 2s, dxq

ñ D φpxq P C8c p´2, 2q such that

ż 2

´2

ˇ̌̌
ˇ ψpxq

4
?
4´ x2

´ φpxq
ˇ̌̌
ˇ
2

dx ă ε

ñ
ż 2

´2

ˇ̌̌
ˇψpxq ´ 4

a
4´ x2φpxq

ˇ̌̌
ˇ
2

1?
4´ x2

dx ă ε

ñ C8c p´2, 2q is dense in L2

ˆ
r´2, 2s, 1?

4´ x2
dx

˙

since 4
?
4´ x2φpxq P C8c p´2, 2q.

Proposition 4.20. Ω˘phλ, h0q exist and are complete.

Proof. We have to show that the following limit exists for every ψ P Hacph0q:

lim
tÑ˘8 eithλe´ith0ψ “ ψ ` iλ lim

tÑ˘8

ż t

0

xδn, e´ish0ψyeishλδnds. (4.20)

It is enough to show that

››››
ż 8
0

xδn, e´ish0ψyeishλδnds

›››› ĺ
ż 8
0

|xδn, e´ish0ψy|ds ă 8 (4.21)

since it implies that
şt
0
xδn, e´ish0ψyeishλδnds is a Cauchy sequence.

Consider the vector 1acph0qδn. Its spectral measure is purely absolutely continuous and is given by

dμδn,acpEq “ 1

π
Im xδn, ph0 ´ E ´ i0q´1δnydE “ 1

π

1?
4´ E2

1r´2,2spEqdE.
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Denote by Hδn the cyclic space generated by δn and 1δn the projection onto it. Then the cyclic space

generated by 1acph0qδn is equal to 1acph0qHδn . If ψ P Hacph0q, then 1δnψ P 1acph0qHδn . By lemma 4.19,

D :“ tφ P Hacph0q : pUδn1δnφqpEq P C8c p´2, 2qu is dense in Hacph0q.
Assume for now that ψ P D. In particular we have

lim
EÑ˘2

pUδn1δnψqpEq
π
?
4´ E2

“ 0, lim
EÑ˘2

d

dE

pUδn1δnψqpEq
π
?
4´ E2

“ 0.

Integrating twice by parts shows that

xδn, e´ish0ψy “ x1acph0qδn, e´ish0ψy “ xδn, e´ish01δnψy
“

ż
R
e´isEpUδn1δnψqpEqdμδn,ac

“
ż 2

´2

e´isE pUδn1δnψqpEq
π
?
4´ E2

dE

“
ż 2

´2

e´isE

p´isq2
d2

dE2

ˆ pUδn1δnψqpEq
π
?
4´ E2

˙
dE.

Hence |xδn, e´ish0ψy| À t 1
s2 , }ψ}u and it follows by (4.21) that

ş8
0
|xδn, e´ish0ψy|ds ĺ }ψ} ` ş8

1
1
s2 ds ă

8.

Now if ψ P Hacph0q is arbitrary, then choose a sequence ψn P D converging to ψ, and use an ε{3
argument to show that the sequence eithλe´ith0φ is Cauchy, namely, if W ptq :“ eithλe´ith0 , then:

}W ptqψ ´W pt1qψ} ĺ }W ptqψ ´W ptqψn} ` }W ptqψn ´W pt1qψn} ` }W pt1qψn ´W pt1qψ}
which goes to zero as n, t, t1 Ñ8.

To show that Ω˘ph0, hλq exist, the same proof works by considering the cyclic space generated by

1acphλqδn and its spectral measure dμδn,acpEq “
?
4´E2

πpλ2`p4´E2qq1r´2,2sdE.

Moving forward the following useful will be result.

Lemma 4.21. Let fpxq be a bounded measurable function and suppose that lim
tÑ8

şt
0
fpxqdx ă 8. Then

lim
tÑ8

ż t

0

fpxqdx “ lim
εÓ0

ż 8
0

e´εsfpsqds. (4.22)

In particular, lim
tÑ8

şt
´t

fpxqdx “ lim
εÓ0

ş8
´8 e´ε|s|fpsqds.

Proof. Let lim
tÑ8

şt
0
fpxqdx :“ a, gptq :“ şt

0
fpsqds, and qpεq :“ ş8

0
e´εsfpsqds. Then g1ptq “ fptq a.e., so

integration by parts shows that qpεq “ ş8
0
εe´εsgpsqds. Since ş8

0
εe´εsds “ 1 for all ε ą 0, we have

|qpεq ´ a| ĺ
ż T

0

εe´εs|gpsq ´ a|ds`
ż 8
T

εe´εs|gpsq ´ a|ds.

Let δ ą 0 be given and choose T ą 0 such that |gptq ´ a| ă δ{2 for t ą T , and then choose e ą 0 so

that

ˆ
sup
tPR
|gptq| ` |a|

˙
Te ă δ{2 (note that g is bounded). Then |qpεq ´ a| ă δ for all ε ă e.

A similar identity on the negative half line holds by symmetry and the identity on the full line is a

combination of the two identities.
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Let Hδn denote the cyclic space generated by h0 and δn. Recall that the cyclic space generated

by hλ and δn is equal to Hδn , and moreover, hλæHKδn “ h0æHKδn . Since for a bounded operator A

eitA “ ř
npitAqn{n!, it follows that Hδn and HKδn are invariant subspaces for e˘ith0 and e˘ithλ . Also Hδn

and HKδn are invariant subspaces for 1acph0q and 1acphλq. Therefore when we write xf,Ω˘phλ, h0qgy, or
xg,Ω˘phλ, h0qfy we may assume that f, g P Hδn . Let us denote μ :“ μδn,h0,ac the absolutely continuous

part of the spectral measure for δn and h0; dμpEq “ 1
π
?
4´E2 dE. For simplicity of notation, we will

denote the element of L2pR, dμq corresponding to χ P Hδn simply by χpEq.
Proposition 4.22. Let g P H be given and let rΩ˚̆ phλ, h0qgspEq be the element of L2pR, dμq corresponding
to Ω˚̆ phλ, h0qg. Then

rΩ˚̆ phλ, h0qgspEq “ gpEq ´ λxδn, phλ ´ E ¯ i0q´1gy (4.23)

Proof. Let f P Hacph0q “ H. We will compute xf,Ω˚̆ phλ, h0qgy, the computation for Ω˚́ phλ, h0q is

identical.

xf,Ω˚̀ phλ, h0qgy “xf,Ω`ph0, hλqgy

“xf, gy ´ iλ lim
tÑ8

ż t

0

xf, eish0δnyxδn, e´ishλgyds

“xf, gy ´ iλ lim
εÓ0

ż 8
0

e´εsxf, eish0δnyxδn, e´ishλgyds

“xf, gy ´ iλ lim
εÓ0

ż 8
0

e´εs

„ ż
R
fpEqeisEdμpEq

j
xδn, e´ishλgyds

“xf, gy ´ iλ lim
εÓ0

ż
R
fpEq

„ ż 8
0

xδn, e´isphλ´E´iεqgyds
j
dμpEq.

The interchange of order of intergration is justified by Fubini’s theorem. Also for fixed ε ą 0,

ż 8
0

xδn, e´isphλ´E´iεqgyds “ xδn, e´isphλ´E´iεq

´iphλ ´ E ´ iεqgy
ˇ̌̌
ˇ
8

0

and e´isphλ´E´iεq “ e´isphλ´Eqe´sε converges strongly to the zero operator, so:

xf,Ω˚̀ phλ, h0qgy “ xf, gy ´ λ lim
εÓ0

ż
R
fpEqxδn, phλ ´ E ´ iεq´1gydμpEq.

At this point we have to justify that we can take the limit inside the integral. Since xδn, phλ ´ E ´
i0q´1gy exists and is finite for Lebesgue a.e. E, we have by Egoroff’s theorem that for any n there is a

measurable set Mn with |RzMn| ă 1{n and xδn, phλ ´ E ´ iεq´1gy Ñ xδn, phλ ´ E ´ i0q´1gy uniformly

on Mn. It is not hard to see that the set

ď
ną0

tf P Hacph0q : supp f ĂMnu (4.24)

is dense in Hacph0q. Suppose that f belongs to this set. Then xδn, phλ ´ E ´ iεq´1gy Ñ xδn, phλ ´
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E´ i0q´1gy on the support of f . Therefore since f P L1pR, dμq, by the Dominated Convergence theorem,

lim
εÓ0

ż
R
|fpEq||xδn, phλ ´ E ´ iεq´1gy ´ xδn, phλ ´ E ´ i0q´1gy|dμpEq “ 0. (4.25)

As a uniform limit of analytic functions, xδn, phλ ´ E ´ i0q´1gy is bounded on the support of f so

fxδn, phλ ´ E ´ i0q´1gy P L1pR, dμq. Therefore

xf,Ω˚̀ phλ, h0qgy “ xf, gy ´ λ

ż
R
fpEqxδn, phλ ´ E ´ i0q´1gydμpEq (4.26)

holds for a dense set of f in Hacph0q.
Proposition 4.23. Let g P H be given and let rSphλ, h0qgspEq be the element of L2pR, dμq corresponding
to Sphλ, h0qg mapping Hacph0q “ H to itself. Then

rSphλ, h0qgspEq “ gpEq ´ λ
`
1´ λxδn, phλ ´ E ´ i0q´1δny

˘ xδn,MpEqgy. (4.27)

where MpEq “ ph0 ´ E ´ i0q´1 ´ ph0 ´ E ` i0q´1.

Proof. Recall that Ω˚̀ phλ, h0qΩ`phλ, h0q “ 1acph0q. Let f P Hacph0q. Then

xf, pS ´ 1qgy “xf,Ω`phλ, h0q˚pΩ´phλ, h0q ´ Ω`phλ, h0qqgy
“xΩ`phλ, h0qf, pΩ´phλ, h0q ´ Ω`phλ, h0qgy

In virtue of relation (4.19), Ω´ ´ Ω` “ ´i s-lim
tÑ8

şt
´t

eishλphλ ´ h0qe´ish0ds. Therefore

xf, pS ´ 1qgy “ ´ i lim
tÑ8xΩ`phλ, h0qf,

ż t

´t

eishλphλ ´ h0qe´ish0g dsy

“ ´ iλ lim
tÑ8

ż t

´t

xΩ`phλ, h0qf, eishλδnyxδn, e´ish0gyds

“´ iλ lim
εÓ0

ż
R
e´ε|s|xΩ`phλ, h0qf, eishλδnyxδn, e´ish0gyds

where we have applied lemma 4.21. We use the intertwining property e´ishλΩ` “ Ω`e´ish0 , and

apply the result of proposition 4.22:

xf, pS ´ 1qgy “ ´ iλ lim
εÓ0

ż
R
e´ε|s|xe´ish0f,Ω˚̀ phλ, h0qδnyxδn, e´ish0gyds

“´ iλ lim
εÓ0

ż
R
e´ε|s|

„ ż
R
fpEqeisE `

1pEq ´ λxδn, phλ ´ E ´ i0q´1δny
˘
dμpEq

j
xδn, e´ish0gyds

“´ iλ lim
εÓ0

ż
R
fpEq `

1pEq ´ λxδn, phλ ´ E ´ i0q´1δny
˘ „ ż

R
xδn, e´isph0´E´iεsignpsqgyds

j
dμpEq

Here dμpEq “ 1r´2,2spEq
π
?
4´E2 dE.

„ ż
R
xδn, e´isph0´E´iεsignpsqgyds

j
“ 1

i

`xδn, ph0 ´ E ´ iεq´1gy ´ xδn, ph0 ´ E ` iεq´1gy˘ .
A similar density argument as in proposition 4.22 shows that we may take the limit inside the integral.
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It follows that

xf, pS ´ 1qgy “ ´λ
ż
R
fpEq `

1pEq ´ λxδn, phλ ´ E ´ i0q´1δny
˘ xδn,MpEqgydμpEq

where MpEq “ ph0 ´ E ´ i0q´1 ´ ph0 ´ E ` i0q´1.

5 Analysis of Absolutely Continuous Spectra

5.1 Periodic Schrödinger Operators on the Full Line

5.1.1 The Case of a Finite Interval

In this section we investigate the Laplacian on a finite interval with Dirichlet, periodic and antiperiodic

boundary conditions. The results will be partly useful for the next section.

Notation 5.1.

(i) Fix N,M P Z, N ăM , let Γ “ rN,M s Ă Z.

(ii) We denote p :“ pM ´N ` 1q the length of the interval rN,M s.
(iii) Let �pΓq denote the Hilbert space of all sequences u “ tupnquNĺnĺM with coefficients in C.

Note that H :“ Cp “ �pΓq is a Hilbert space of dimension p.

Definition 5.2. The Laplacian operator h0 on H with Dirichlet boundary conditions is given by:

ph0uqpnq “ upn` 1q ` upn´ 1q (5.1)

upN ´ 1q “ 0 (5.2)

upM ` 1q “ 0 (5.3)

h0 is easily verified to be a linear operator and therefore it may be represented by a matrix. The

matrix representing h0 in the canonical basis for �pΓq is self-adjoint pˆ p matrix of the form:

rh0s “

¨
˚̊̊
˚̊̊
˚̊̊
˚̋̊

0 1 0 ¨ ¨ ¨ ¨ ¨ ¨ 0

1 0 1 ¨ ¨ ¨ ¨ ¨ ¨ 0

0 1 0
. . . 0

. . .
. . .

. . .
. . .

0
. . .

. . . 0 1

0 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 0

˛
‹‹‹‹‹‹‹‹‹‹‹‚

(5.4)

The spectrum σph0q is pure point. In fact:

Proposition 5.3. The eigenvalues and corresponding eigenvectors of h0 are:

λk “ 2 cos

ˆ
πk

p` 1

˙
, k “ 1, 2, ..., p
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uk “
"
pukqpnq “ sin

ˆ pn´N ` 1qπk
p` 1

˙ *
.

Proof. It is a simple matter to verify that h0uk “ λkuk as given above. We have found p “ dim H
distinct eigenvalues, so we have found all of them.

Definition 5.4. The Laplacian operator h0 on H with periodic boundary conditions is given by:

ph0uqpnq “ upn` 1q ` upn´ 1q (5.5)

upN ´ 1q “ upMq (5.6)

upM ` 1q “ upNq (5.7)

The matrix representing h0 in the canonical basis for �pΓq is self-adjoint pˆ p of the form:

rh0s “

¨
˚̊̊
˚̊̊
˚̊̊
˚̋̊

0 1 0 ¨ ¨ ¨ ¨ ¨ ¨ 1

1 0 1 ¨ ¨ ¨ ¨ ¨ ¨ 0

0 1 0
. . . 0

. . .
. . .

. . .
. . .

0
. . .

. . . 0 1

1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 0

˛
‹‹‹‹‹‹‹‹‹‹‹‚

(5.8)

Proposition 5.5. The eigenvalues and corresponding eigenvectors of h0 are (including repitition):

λk “ 2 cos

ˆ
2kπ

p

˙
, k “ 0, 1, ..., p´ 1

uk “
!
pukqpnq “ ei2kπn{p

)
.

More precisely:

(i) If p is even: the p
2 ` 1 distinct eigenvalues are:

2 “ 2 cos

ˆ
2π

0

p

˙
ą 2 cos

ˆ
˘2π 1

p

˙
ą 2 cos

ˆ
˘2π 2

p

˙
ą ... ą 2 cos

ˆ
˘2π pp{2´ 1q

p

˙
ą 2 cos

ˆ
2π

p{2
p

˙
“ ´2.

(ii) If p is odd: the p`1
2 distinct eigenvalues are:

2 “ 2 cos

ˆ
2π

0

p

˙
ą 2 cos

ˆ
˘2π 1

p

˙
ą 2 cos

ˆ
˘2π 2

p

˙
ą ... ą 2 cos

ˆ
˘2π pp´ 3q{2

p

˙
ą 2 cos

ˆ
˘2π pp´ 1q{2

p

˙
.

Definition 5.6. The Laplacian operator h0 on H with antiperiodic boundary conditions is given by:

ph0uqpnq “ upn` 1q ` upn´ 1q (5.9)

upN ´ 1q “ ´upMq (5.10)

upM ` 1q “ ´upNq (5.11)
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The matrix representing h0 in the canonical basis for �pΓq is self-adjoint pˆ p of the form:

rh0s “

¨
˚̊̊
˚̊̊
˚̊̊
˚̋̊

0 1 0 ¨ ¨ ¨ ¨ ¨ ¨ ´1
1 0 1 ¨ ¨ ¨ ¨ ¨ ¨ 0

0 1 0
. . . 0

. . .
. . .

. . .
. . .

0
. . .

. . . 0 1

´1 ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 0

˛
‹‹‹‹‹‹‹‹‹‹‹‚

(5.12)

Proposition 5.7. The eigenvalues and corresponding eigenvectors of h0 are (including repitition):

λk “ 2 cos

ˆ p2k ` 1qπ
p

˙
, k “ 0, 1, ..., p´ 1

uk “
!
pukqpnq “ eip2k`1qπn{p

)
.

More precisely:

(i) If p is even: the p
2 distinct eigenvalues are:

2 cos

ˆ
˘π 1

p

˙
ą 2 cos

ˆ
˘π 3

p

˙
ą 2 cos

ˆ
˘π 5

p

˙
ą ... ą 2 cos

ˆ
˘πp´ 3

p

˙
ą 2 cos

ˆ
˘πp´ 1

p

˙
.

(ii) If p is odd: the p`1
2 distinct eigenvalues are:

2 cos

ˆ
˘π 1

p

˙
ą 2 cos

ˆ
˘π 3

p

˙
ą 2 cos

ˆ
˘π 5

p

˙
ą ... ą 2 cos

ˆ
˘πp´ 2

p

˙
ą 2 cos

ˆ
π
p

p

˙
“ ´2.

5.1.2 The Full Line Periodic Operator

We explore period p periodic Schrödinger operators on H :“ �2pZq, namely:

phuqpnq “ upn´ 1q ` upn` 1q ` V pnqupnq (5.13)

V pn` pq “ V pnq @n P Z (5.14)

We reproduce the proofs given in Chapter 5 of [Si ]. The main goal of this section is to show that

the spectrum of periodic operators is absolutely continuous and composed of at most p disjoint bands,

or intervals. The analysis of such operators is part of Floquet theory. Again we remind the reader that

the potential V is real-valued, so that h is a self-adjoint operator. Periodicity of V also implies that h is

a bounded operator not only from �2pZq to �2pZq but also from �8pZq to �8pZq. If L denotes the shift to

the left, periodicity implies

hLp “ Lph. (5.15)

Definition 5.8. For θ P r0, 2πq, we set:

59



�8θ pZq :“ tu P �8pZq : upn` pq “ e´iθupnq @nu “ tu P �8pZq : Lpu “ e´iθuu. (5.16)

Solutions to (5.13) in �8θ pZq are called Floquet solutions. They belong to �8pZqz�2pZq. Recall that

any m P Z can be decomposed into m “ n` kp for some n P t1, ..., pu and k P Z, that is, m “ n ppq.
Lemma 5.9. �8θ pZq is a vector subspace of �8pZq of dimension p.

Proof. The map �8θ pZq Q u Ñ tupnqupn“1 P Cp is easily seen to be a linear bijection. In particular it

maps the basis tδpjqθ : j “ 1, ..., pu to the basis tδj : j “ 1, ....pu, where δ
pjq
θ is the sequence defined as

δ
pjq
θ pn` kpq “ e´ikθδjn, n “ 1, ..., p; k P Z.

We fix the basis of �8θ pZq to be

tδpjqθ : j “ 1, ..., pu where δ
pjq
θ pn` kpq “ e´ikθδjn, n “ 1, ..., p; k P Z.

Proposition 5.10. �8θ pZq is h-invariant and its matrix representation in the basis tδpjqθ upj“1 is:

rhpθqs “

¨
˚̊̊
˚̊̊
˚̊̊
˚̋̊

V p1q 1 0 ¨ ¨ ¨ ¨ ¨ ¨ eiθ

1 V p2q 1 ¨ ¨ ¨ ¨ ¨ ¨ 0

0 1 V p3q . . . 0

. . .
. . .

. . .
. . .

0
. . .

. . . V pp´ 1q 1

e´iθ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ 1 V ppq

˛
‹‹‹‹‹‹‹‹‹‹‹‚

Proof. Combining (5.15) and (5.16) gives Lpphuq “ hpLpuq “ hpe´iθuq “ e´iθphuq, showing that h takes

�8θ pZq to itself. An easy calculation of hδ
p1q
θ , hδ

ppq
θ and hδ

pjq
θ , 1 ă j ă p yields the above matrix.

To simplify the notation, we will write hpθq instead of rhpθqs.
Lemma 5.11. If upjq P �8θj pZq for j “ 1, ..., q are nonzero with the θj distinct, then tupjquqj“1 are linearly

independent.

Proof. Notice that for all k P Z, eikθjupiqpn` kpq “ eikpθj´θiqupiqpnq, and so

Lÿ
k“´L

eikθjupiqpn` kpq “
#

upiqpnq
´

eipθj´θiqpL`1q´1

eipθj´θiq´1
` eipθi´θjqpL`1q´1

eipθi´θjq´1
´ 1

¯
j ‰ i

p2L` 1qupiqpnq j “ i

Consequently:

lim
LÑ8

1

2L` 1

Lÿ
k“´L

eikθjupiqpn` kpq “ δiju
piqpnq.

Now if
qř

i“1

αiu
piq “ 0, then @n P Z:

αju
pjqpnq “

qÿ
i“1

αi

´
δiju

piqpnq
¯
“ lim

LÑ8
1

2L` 1

Lÿ
k“´L

eikθj

˜
qÿ

i“1

αiu
piqpn` kpq

¸
“ 0

and so αj “ 0 for j “ 1, ..., q.
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Notation 5.12. We denote the p eigenvalues (counting multiplicity) of hpθq by:

e1pθq ĺ e2pθq ĺ ... ĺ eppθq. (5.17)

The following theorem is of fundamental importance in the analysis of the periodic Schrödinger op-

erator.

Theorem 5.13. Let h be a periodic Schrödinger operator. Then with the notation above, we have:

(i) ejp2π ´ θq “ ejpθq for θ P r0, πs.
(ii) For θ P p0, πq, the ejpθq are simple eigenvalues.

(iii) Each ejpθq is real analytic on p0, πq.
(iv) For θ, θ1 P r0, 2πs, hpθq and hpθ1q have disjoint eigenvalues unless θ “ θ1 or θ “ 2π ´ θ1.

(v) The eigenvalues of hp0q and hpπq satisfy the following hierarchy:

epp0q ą eppπq ľ ep´1pπq ą ep´1p0q ľ ... (5.18)

(vi) On p0, πq, p´1qp´jejpθq is strictly monotone decreasing.

Proof.

(i) Suppose that the diagonalisation of hpθq is hpθq “ P pθqDpθqP´1pθq. Then:

hp2π ´ θq “ hpθq “ P pθq Dpθq P pθq´1 “ P pθqDpθq P pθq´1

since the eigenvalues of hpθq are real. We have used the fact that for matrices A,B: AB “ A B

and pAq´1 “ A´1.

(ii) Suppose by contradiction that λ is a degenerate eigenvalue of hpθq, that is, there are up1q, up2q P
�8θ pZq and linearly independent such that hup1q “ λup1q and hup2q “ λup2q. By (i), λ is also an

eigenvalue of rhp2π´θqs and so there is up3q P �82π´θpZq such that hup3q “ λup3q. By lemma 5.11, up3q

is linearly independent with any linear combination of up1q and up2q, hence we have dim Epλq ľ 3,

which violates proposition 1.7.

(iii) Let χpθ, λq be the characteristic polynomial of hpθq. It is a polynomial of degree p in λ with

coefficients being analytic functions of θ. The functions ejpθq are defined implicitely through the

relation χpθ, ejpθqq “ 0. For θ P p0, πq, the ejpθq are simple roots, and therefore Bχ
Bλ pθ, ejpθqq ‰

0. Hence by the analytic implicit function theorem, the ejpθq are analytic as simple roots of a

polynomial with analytic coefficients.

(iv) All cases of θ, θ1 P r0, 2πq can be handled in the same way as in (ii) by finding three linearly

independent eigenvectors, except for the case tθ, θ1u “ t0, πu, which will be shown in (v).

(v-vi) We let hp0q denote the free Laplacian, that is php0quqpnq “ upn ` 1q ` upn ´ 1q, and hp0qpθq its
restriction to �8θ pZq. hp0q is trivially a periodic Schrödinger operator and so all of the previous

analysis applies. Referring to propositions 5.5 and 5.7, we see that equation (5.18) is valid for hp0q.
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In particular, hp0qp0q and hp0qpπq have different eigenvalues, so that (iv) is fully verified. (v) is also

true for hp0q.

We continuously propagate all the properties that hp0q has for h as follows: For y P r0, 1s, we let

hpyq :“ p1´yqhp0q`yh. Notice that hpyq is again a periodic Schrödinger operator with potential yV

and so all of the previous analysis may be applied to hpyq. If hpyqpθq denotes the matrix restricting

hpyq to �8θ pZq and χpy, θ, λq is the characteristic polynomial of hpyqpθq, which is a polynomial of

degree p in λ with coefficients being continuous functions of y and θ, it follows that the eigenvalues

ejpy, θq are continous functions of θ and y on the square r0, πsˆr0, 1s. They determine p continuous

surfaces on the square pθ, yq P r0, πsˆr0, 1s. These surfaces cannot intersect over p0, πqˆr0, 1s since
for each θ P p0, πq, the eigenvalues ejpy, θq of hpyqθ are simple by (ii). Also, there is no way for the

eigenvalue ejpy, 0q of hpyqp0q to cross the eigenvalue ejpy, πq of hpyqpπq as y varies without crossing

ejpy, θq for some θ P p0, πq, which cannot happen by (iv). In particular, (v) and (vi) must hold for

all y P r0, 1q. By continuity, (iv), (v) and (vi) must also hold at y “ 1.

We can now define the important notions of bands and gaps:

Definition 5.14. For j “ 1, 2, ..., p:

bj :“ tejpθq : θ P r0, 2πsu “ tejpθq : θ P r0, πsu

and

bintj :“ tejpθq : θ P p0, πqu
The bj are called bands. For convenience, we will furthermore use the following notation: bj stands for

rejp0q, ejpπqs if ejp0q ă ejpπq and stands for rejpπq, ejp0qs if ejp0q ą ejpπq.
By theorem 5.13, bintj Xbintj1 “ H for j ‰ j1 and two different bands may intersect only at their common

endpoint. The gaps are the open intervals between the bands. Thus there will be p´ 1 gaps if and only

if the bands are disjoint. We have the mod p Fourier transform:

F : �2pZq Ñ L2

ˆ
r0, 2πs, dθ

2π
;Cp

˙
(5.19)

pFuqnpθq “
8ÿ

k“´8
upn` kpqeikθ (5.20)

The map is unitary since:

}Fu}2L2 “
pÿ

n“1

ż
r0,2πs

|pFuqnpθq|2 dθ
2π
“

pÿ
n“1

8ÿ
k“´8

|upn` kpq|2 “
ÿ
nPZ

|upnq|2. (5.21)

It is a simple matter to check that the inverse is given by:

F´1 : L2

ˆ
r0, 2πs, dθ

2π
;Cp

˙
Ñ �2pZq (5.22)

pF´1fqpn` kpq “ xeikθ, fnpθqy “
ż
r0,2πs

e´ikθfnpθq dθ
2π

. (5.23)
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By the spectral theorem for finite matrices, there are unitaries Upθq : Cp Ñ Cp such that:

U´1pθqhpθqUpθq “

¨
˚̊̊
˚̊̊
˚̊̊
˚̋

e1pθq

. . .

. . .

eppθq

˛
‹‹‹‹‹‹‹‹‹‹‚

(5.24)

Lemma 5.15. The unitary matrices Upθq induce a unitary map U : L2
`r0, 2πs, dθ

2π ;C
p
˘ Ñ L2

`r0, 2πs, dθ
2π ;C

p
˘

pUfqpθq “ Upθqfpθq (5.25)

Proof. U is unitary since:

}f}2L2 “
pÿ

n“1

ż
r0,2πs

|fnpθq|2 dθ
2π
“

ż
r0,2πs

}f.pθq}2Cp

dθ

2π

“
ż
r0,2πs

}pUfq.pθq}2Cp

dθ

2π
“

pÿ
n“1

ż
r0,2πs

|pUfqnpθq|2 dθ
2π
“ }Uf}2L2

Its inverse U´1 : L2
`r0, 2πs, dθ

2π ;C
p
˘ Ñ L2

`r0, 2πs, dθ
2π ;C

p
˘
is obviously given by:

pUfqpθq “ U´1pθqfpθq (5.26)

It is important to remind the reader that in order for Upθqfpθq P L2
`r0, 2πs, dθ

2π ;C
p
˘
to make sense,

we need Upθq to be a measurable function of θ. By that we mean that the entries of Upθq are measurable

functions of θ. In fact, it is not hard to see that the entries of Upθq are in fact continuous functions of θ.

Theorem 5.16. Let h be a periodic Schrödinger operator. Then with the notation above, we have:

(i)

rpFhF´1qf snpθq “ rhpθqf snpθq (5.27)

(ii)

rpUFqhpUFq´1qf snpθq “ enpθqfnpθq (5.28)

Proof.

(i) For 1 ă n ă p:

rphF´1qf spn` kpq “ xeikθ, fn´1pθqy ` xeikθ, fn`1pθqy ` V pnqxeikθ, fnpθqy

rpFhF´1qf snpθq “
8ÿ

k“´8

´
xeikθ1 , fn´1pθ1qy ` xeikθ1 , fn`1pθ1qy ` V pnqxeikθ1 , fnpθ1qy

¯
eikθ

“ fn´1pθq ` fn`1pθq ` V pnqfnpθq “ rhpθqf snpθq.
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For n “ 1 (the case n “ p is a similar calculation):

rphF´1qf sp1` kpq “ xeipk´1qθ, fppθqy ` xeikθ, f2pθqy ` V p1qxeikθ, f1pθqy

rpFhF´1qf s1pθq “
8ÿ

k“´8

´
xeipk´1qθ1 , fppθ1qy ` xeikθ1 , f2pθ1qy ` V p1qxeikθ1 , f1pθ1qy

¯
eikθ

“ eikθfppθq ` f2pθq ` V p1qf1pθq “ rhpθqf s1pθq.

(ii) We apply equation (5.27) to U´1f and get that for n “ 1, ..., p:

rpFqhpUFq´1qf snpθq “ rhpθqU´1pθqf snpθq

Thus equation (5.24) gives:

rpUFqhpUFq´1qf snpθq “ rUpθqhpθqU´1pθqf snpθq “ enpθqfnpθq.

Lemma 5.17. Let a : rα, βs Ñ R be strictly monotone and continuous and A : L2prα, βs, dxq Ñ
L2prα, βs, dxq the self-adjoint operator of multiplication by a:

pAfqpxq “ apxqfpxq.

Then A is unitarily equivalent to the operator of multiplication

B : L2prapαq, apβqs, da´1q Ñ L2prapαq, apβqs, da´1q, pBgqpyq “ ygpyq.

The unitary map is V : L2prapαq, apβqs, da´1q Ñ L2prα, βs, dxq, Vg “ g ˝ a.
Remark 5.1. a is a bijection and a´1 denotes its inverse function, not p1{aq. da´1 is the Stieltjes

measure associated with a´1.

Proof. The change of variables formula for Stieltjes integrals gives

ż apβq

apαq
|gpyq|2da´1pyq “

ż β

α

|gpapxqq|2da´1papxqq “
ż β

α

|pVgqpxq|2dx

which shows that V is an isometry. It is also surjective since Vpf ˝ a´1q “ f . Finally one easily verifies

VBV´1 “ A.

Theorem 5.18. Let h : �2pZq Ñ �2pZq be a period p Schrödinger operator with bands tbjupj“1. Then

σphq “ b :“ Yjbj and the spectrum is purely absolutely continuous with multiplicity two.

Proof. Note that

L2

ˆ
r0, 2πs, dθ

2π

˙
“ L2

ˆ
r0, πs, dθ

2π

˙
‘ L2

ˆ
rπ, 2πs, dθ

2π

˙

and

L2

ˆ
r0, 2πs, dθ

2π
;Cp

˙
“ L2

ˆ
r0, 2πs, dθ

2π

˙
‘
1
... ‘

p´1
L2

ˆ
r0, 2πs, dθ

2π

˙
.

64



Hence by lemma 5.17:

L2

ˆ
r0, 2πs, dθ

2π
;Cp

˙
“

˜
pà

j“1

L2

˜
rejp0q, ejpπqs,

de´1
j pλq
2π

¸¸ à ˜
pà

j“1

L2

˜
rejpπq, ejp2πqs,

de´1
j pλq
2π

¸¸

Let λ P bintj . There is a unique θ P p0, πq such that λ “ ejpθq “ ejp2π ´ θq. We write θpλq. In

particular θ1pλq “ 1
e1jpθpλqq . Since ejpθq is real analytic on p0, πq, its inverse e´1

j pλq is real analytic on bintj

and so in particular

de´1
j pλq “ pe´1

j q1pλqdλ “ 1

e1jpθpλqq
dλ “ θ1pλqdλ. (5.29)

There is also a sign issue depending on whether e1jpθqąă0:

ejp0q ă ejpπq ðñ e1jpθq ą 0, θ P p0, πq ðñ pe´1
j q1pλq ą 0, λ P bintj .

From this we conclude that:

L2

˜
rejp0q, ejpπqs,

de´1
j pλq
2π

¸
“

$’&
’%

L2
`
bj ,

1
2π θ

1pλqdλ˘
if ejp0q ă ejpπq

L2
`
bj ,

1
2π |θ1pλq|dλ

˘
if ejp0q ą ejpπq

The same analysis can be carried out for θ P pπ, 2πq. We define

dνpλq :“ 1

2π
|θ1pλq|dλ. (5.30)

Then

L2

ˆ
r0, 2πs, dθ

2π
;Cp

˙
“

˜
pà

j“1

L2 pbj , dνpλqq
¸ à ˜

pà
j“1

L2 pbj , dνpλqq
¸

“ L2 pb, dνpλqq ‘ L2 pb, dνpλqq
“ L2

`
b, dνpλq;C2

˘
By composing the various unitary maps of theorem 5.16 and lemma 5.17, we have a unitary map

Û : �2pZq Ñ L2pb, dνpλq;C2q

satisfying for fpλq “ pf`pλq, f´pλqq:

rÛhÛ´1f s˘pλq “ λf˘pλq.

The spectrum of Mθ : L2 pb, dνpλqq Ñ L2 pb, dνpλqq, the operator of mulitplication by the independent

variable θ, is the support of the measure ν, namely b. Thus σphq “ b. Formula (5.29) show that the

spectrum is purely absolutely continuous.

In the proof of the previous theorem, we were pretty vague about the unitary map Û : �2pZq Ñ
L2

`
σphq, dνpλq;C2

˘
. We make this map more explicit.

Let λ P bintj and θ “ θpλq be such that λ “ ejpθq “ ejp2π ´ θq. Let ϕ`λ denote an eigenvector for hpθq
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and λ and ϕ´λ denote an eigenvector for hp2π ´ θq and λ. We have:

ph´ λqϕ˘λ “ 0 (5.31)

and

ϕ˘λ pn` kpq “ e¯ikθpλqϕ˘λ pnq. (5.32)

Lemma 5.19. ϕ˘λ pnq ‰ 0 for all n P Z.

Proof. ϕ`λ P Epλq and λ P R implies that ϕ`λ P Epλq. Moreover

ϕ`λ pn` kpq “ e`ikθpλqϕ`λ pnq “ e´ikp2π´θpλqqϕ`λ pnq.

So ϕ`λ P �82π´θpλq. If ϕ`λ pnq “ 0, then ϕ`λ pnq “ 0 and so W pϕ`λ , ϕ`λ q “ 0, implying that ϕ`λ and

ϕ`λ are linearly dependent. However, they are also linearly independent by lemma 5.11, so we get a

contradiction.

As a consequence of lemma 5.19, we may normalize ϕ˘λ by requiring:

ϕ˘λ p0q ą 0 (5.33)

and
pÿ

j“1

|ϕ˘λ pjq|2 “ 1. (5.34)

Lemma 5.20. With this normalization: ϕ´λ “ ϕ`λ .

Proof. Since ϕ´λ , ϕ
`
λ P Epλq X �82π´θpλq and λ is a simple eigenvalue of hp2π ´ θpλqq, it follows that ϕ´λ

and ϕ`λ are linearly dependent. Normalization (5.34) shows that in fact they must be equal.

Recall the measure dνpλq “ 1
2π |θ1pλq|dλ defined on Yjb

int
j from theorem 5.18. We finally have a

complete picture of the direct integral decomposition:

Theorem 5.21. The unitary map Û : �2pZq Ñ L2
`
σphq, dνpλq;C2

˘
Û : uÑ û˘pλq “

ÿ
nPZ

ϕ˘λ pnqupnq (5.35)

satisfies

rÛphuqs˘pλq “ λrÛus˘pλq. (5.36)

Its inverse is given by

Û´1 : pf`pλq, f´pλqq Ñ fpnq “
ż
σphq

´
ϕ`λ pnqf`pλq ` ϕ´λ pnqf´pλq

¯
dνpλq (5.37)

Proof. Note that ϕ̃`λ :“ tϕ`λ pnqupn“1 is an eigenvector of hpθpλqq normalized by (5.34), so if λ1, ..., λp are

66



the λ’s with a given θ, tϕ̃`λj
upj“1 is an orthonormal basis for Cp. Thus the following matrix is unitary:

Ũ˘ “

¨
˚̊̊
˚̊̊
˚̋̊

ϕ˘λ1
p1q ϕ˘λ2

p1q ¨ ¨ ¨ ¨ ¨ ¨ ϕ˘λp
p1q

ϕ˘λ1
p2q ϕ˘λ2

p2q ¨ ¨ ¨ ¨ ¨ ¨ ϕ˘λp
p2q

...
...

...
...

...
...

...
...

...
...

ϕ˘λ1
ppq ϕ˘λ2

ppq ¨ ¨ ¨ ¨ ¨ ¨ ϕ˘λp
ppq

˛
‹‹‹‹‹‹‹‹‚

(5.38)

First we have:

ÿ
nPZ

ϕ˘λ pnqupnq “
pÿ

n“1

ϕ˘λ pnq
ÿ
kPZ

eikθpλqupn` kpq “
pÿ

n“1

ϕ˘λ pnqpFuqnpθpλqq.

}û}2L2 “
ż
σphq

|û`pλq|2dνpλq `
ż
σphq

|û´pλq|2dνpλq

“
pÿ

j“1

ż
bj

ˇ̌̌
ˇ

pÿ
n“1

ϕ`λ pnqpFuqnpθpλqq
ˇ̌̌
ˇ
2

dνpλq `
pÿ

j“1

ż
bj

ˇ̌̌
ˇ

pÿ
n“1

ϕ´λ pnqpFuqnpθpλqq
ˇ̌̌
ˇ
2

dνpλq

“
ż π

0

pÿ
j“1

ˇ̌̌
ˇ

pÿ
n“1

ϕ`λjpθqpnqpFuqnpθq
ˇ̌̌
ˇ
2
dθ

2π
`

ż 2π

π

pÿ
j“1

ˇ̌̌
ˇ

pÿ
n“1

ϕ´λjpθqpnqpFuqnpθq
ˇ̌̌
ˇ
2
dθ

2π

“
ż π

0

}pŨ`q˚pFuq.pθq}2 dθ
2π
`

ż 2π

π

pÿ
j“1

}pŨ´q˚pFuq.pθq}2 dθ
2π

“
ż π

0

}pFuq.pθq}2 dθ
2π
`

ż 2π

π

}pFuq.pθq}2 dθ
2π
“

ÿ
nPZ

|upnq|2

by (5.21).

(5.36) is a consequence of (5.31) because:

rÛphuqs˘pλq “
ÿ
nPZ

ϕ˘λ pnqpupn` 1q ` upn´ 1q ` V pnqupnqq

“
ÿ
nPZ

´
ϕ˘λ pn´ 1q ` ϕ˘λ pn` 1q ` V pnqϕ˘λ pnq

¯
upnq

“
ÿ
nPZ

phϕ˘λ qpnqupnq “ λrÛus˘pλq.

5.2 Bounded Eigenfunctions and Absolutely Continuous Spectrum

In this section, we will consider the Schrödinger operator h on �2pZ`q given by

phuqpnq “ upn` 1q ` upn´ 1q ` V pnqupnq (5.39)

up0q “ 0 (5.40)
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We reproduce the proof in Simon’s paper [Si2 ] to show that if all the eigenfunctions of h “ h0`V are

bounded, then h has purely absolutely continuous spectrum. We show that if V is of bounded variation,

then the spectrum of h is absolutely continuous on p´2, 2q. For any z P C, recall the two fundamental

solutions cpzq, spzq with boundary conditions:

˜
sp0, zq sp1, zq
cp0, zq cp1, zq

¸
“

˜
0 1

1 0

¸
(5.41)

Recall from definition 1.15 that the Weyl m-function is defined for z P CzR as m`pzq :“ ´up1, zq,
where upzq “ u`pzq

u`p0,zq is the unique sequence satisfying the full line Schrödinger equation, being square

summable at `8 and normalized by up0, zq “ 1. lemma 1.12 is so useful we give another proof of it:

Lemma 5.22. Let z P CzR. Then Im m`pzq “ pIm zq
8ř

n“1
|upn, zq|2.

Proof. We look at the Wronskian of u and u:

W0pupzq, upzqq “ up0qup1q ´ up1qup0q “ ´m`pzq `m`pzq “ 2i Im m`pzq.

Wn`1pupzq, upzqq “ upn` 1qpzupn` 1q ´ V pn` 1qupn` 1q ´ upnqq
´ pzupn` 1q ´ V pn` 1qupn` 1q ´ upnqqupn` 1q
“Wnpupzq, upzqq ´ 2i pIm zq|upn` 1q|2.

So Wn`1pupzq, upzqq “W0pupzq, upzqq ´ 2i pIm zq
n`1ř
i“1

|upiq|2. The result follows by taking nÑ8.

Recall the transfer matrix

ApE, nq :“ T pE, n, n´ 1q “
˜
E ´ V pnq ´1

1 0

¸
(5.42)

where T is the matrix satisfying

T pE, n, 0q “
˜
spn` 1, Eq cpn` 1, Eq
spn,Eq cpn,Eq

¸
and T pE, n,mq “ T pE, n, 0qT pE,m, 0q´1. (5.43)

Note that }T pE, n, n´ 1q} “ }ApE, nq} ľ 1 so that

1 ĺ CpEq :“ sup
n,mPZ`

}T pE, n,mq} ĺ sup
nPZ`

}T pE, n, 0q}2 (5.44)

is finite if and only if both spEq and cpEq are bounded.

Definition 5.23. Let S :“ tE P R : cpEq, spEq are bounded on Z`u.
Theorem 5.24. On S, the spectral measure μ for h is purely absolutely continuous in the sense that

(i) μacpT q ą 0 for any T Ă S with |T | ą 0.

(ii) μsingpSq “ 0.
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In fact, if E P S, then:
piiiq lim inf

εÓ0 Im m`pE ` iεq ľ 1
4CpEq´3 ą 0.

pivq lim sup
εÓ0

|m`pE ` iεq| ĺ 4CpEq3 ă 8.

Proof. It is known that dμpEq “ 1
π lim

εÓ0 Im m`pE ` iεqdE, see for example [Si3 ]. By the theorem of de

la Vallée Poussin,

dμacpEq “ 1

π
lim
εÓ0 Im m`pE ` iεqdE (5.45)

and

μsing is supported on tE P R : lim
εÓ0 Im m`pE ` iεq “ 8u. (5.46)

Therefore (iii),(iv) imply (i), (ii) respectively.

T pE ` iε, n, 0q “
„ ˜

iε 0

0 0

¸
`ApE, nq

j„ ˜
iε 0

0 0

¸
`ApE, n´ 1q

j
...

„ ˜
iε 0

0 0

¸
`ApE, 1q

j

“ T pE, n, 0q `
n´1ÿ
j“0

T pE, n, j ` 1q
˜
iε 0

0 0

¸ „ ˜
iε 0

0 0

¸
`ApE, jq

j
...

„ ˜
iε 0

0 0

¸
`ApE, 1q

j

“ T pE, n, 0q `
n´1ÿ
j“0

piεqT pE, n, j ` 1q
˜
1 0

0 0

¸
T pE ` iε, j, 0q (5.47)

By induction on n we show using (5.47) that

}T pE ` iε, n, 0q} ĺ Cp1` Cεqn ĺ CeεCn (5.48)

For n “ 1, we have

}T pE ` iε, 1, 0q} “
››››

˜
iε 0

0 0

¸
`ApE, 1q

›››› ĺ ε` C ĺ Cp1` Cεq.

Suppose that (5.48) holds for n´ 1, then

}T pE ` iε, n, 0q} ĺ
››››
„ ˜

iε 0

0 0

¸
`ApE, nq

j››››}T pE ` iε, n´ 1, 0q} ĺ pε` CqCp1` Cεqn´1 “ Cp1` Cεqn.

The identity

T pE ` iε, n, 0q´1

˜
upE ` iε, n` 1q
upE ` iε, nq

¸
“

˜
upE ` iε, 1q
upE ` iε, 0q

¸

together with }T´1} “ }T } and (5.48) leads to

|upE ` iε, n` 1q|2 ` |upE ` iε, nq|2 ľ C´2e´2εCn
`
1` |m`pE ` iεq|2˘

Summing over n “ 1, 3, 5, ... yields:
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8ÿ
n“1

|upE`iε, nq|2 ľ
8ÿ

n“1
n odd

C´2e´2εCn
`
1` |m`pE ` iεq|2˘ “ C´2e´2εC

`
1´ e´4εC

˘´1 `
1` |m`pE ` iεq|2˘

The identity Im m`pE ` iεq “ ε
8ř

n“1
|upE ` iε, nq|2 (lemma 5.22) implies:

Im m`pE ` iεq ľ 1

4
C´3e´2εCp4εCq `

1´ e´4εC
˘´1 `

1` |m`pE ` iεq|2˘
and a simple application of l’Hôpital’s rule gives

lim inf
εÓ0

Im m`pE ` iεq
1` |m`pE ` iεq|2 ľ

1

4
C´3 (5.49)

Since 1 ľ 1
p1`|m`pE`iεq|2q , (5.49) implies lim inf

εÓ0 Im m`pE ` iεq ľ 1
4C

´3.

(5.49) also implies lim sup
εÓ0

|m`pE ` iεq| ĺ 4C3 using the fact that

1

|m`pE ` iεq| ľ
Im m`pE ` iεq

1` |m`pE ` iεq|2 and lim inf
εÓ0

1

|m`pE ` iεq| “
1

lim sup
εÓ0

|m`pE ` iεq| .

We now apply this result to potentials with bounded total variation.

Theorem 5.25. Suppose that the potential of the Schrödinger operator h “ h0 ` V vanishes at infinity

and is of bounded variation. That is:

1. V pnq Ñ 0 as nÑ8.

2.
8ř

n“1
|V pn` 1q ´ V pnq| ă 8.

Then σphq is purely absolutely continuous on p´2, 2q. In particular, the result holds for V P �1pZ`q.
Remark 5.2. Slightly more generally, if V is of bounded variation, then V8 :“ lim

nÑ8V pnq exists since

|V pnq ´ V pmq| ĺ
m´1ÿ
j“n

|V pj ` 1q ´ V pjq| Ñ 0 as n,mÑ8.

So by writing h “ ph0 ` V8q ` pV ´ V8q we see that it is no loss of generality to assume V pnq Ñ 0, i.e.

σphq will be purely absolutely continuous in p´2` V8, 2` V8q.
Proof. Suppose that x satisfies hx “ Ex with E P R. Moreover we may assume that xpnq P R,@n, since
that is the case for cpEq and spEq. Let

Kpnq :“ x2pn` 1q ` x2pnq ` rV pnq ´ Esxpnqxpn` 1q.

We show that K is a bounded sequence whenever E P p´2, 2q. (5.51) will then imply that x is bounded

and the result will follow by theorem 5.24.
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Kpn`1q´Kpnq “ rxpn`2q´xpnqsrxpn`2q`xpnq`pV pn`1q´Eqxpn`1qs`rV pn`1q´V pnqsxpnqxpn`1q.

Thus

|Kpn` 1q ´Kpnq| ĺ |V pn` 1q ´ V pnq||xpnqxpn` 1q| ĺ |V pn` 1q ´ V pnq|px2pn` 1q ` x2pnqq. (5.50)

Suppose that E P p´2, 2q. Then since V pnq Ñ 0, DN0 such that for all n ľ N0, 2´|V pnq´E| ľ δ ą 0.

For such n:

Kpnq ľ x2pn` 1q ` x2pnq ´ |V pnq ´ E||xpnqxpn` 1q|
ľ x2pn` 1q ` x2pnq ` pδ ´ 2q|xpnqxpn` 1q|
“ δ

2
px2pn` 1q ` x2pnqq `

ˆ
1´ δ

2

˙
p|xpn` 1q| ´ |xpnq|q2

ľ δ

2
px2pn` 1q ` x2pnqq (5.51)

so (5.50) becomes

|Kpn` 1q ´Kpnq| ĺ 2

δ
|V pn` 1q ´ V pnq|Kpnq

so that

Kpn` 1q ĺ
ˆ
1` 2

δ
|V pn` 1q ´ V pnq|

˙
Kpnq.

Inductively, we get that for all n ľ N0:

Kpnq ĺ KpN0q
nź

j“N0

ˆ
1` 2

δ
|V pn` 1q ´ V pnq|

˙
ĺ KpN0q

8ź
j“N0

ˆ
1` 2

δ
|V pn` 1q ´ V pnq|

˙
.

This product is convergent is convergent since:

ln
8ź

j“N0

ˆ
1` 2

δ
|V pn` 1q ´ V pnq|

˙
“

8ÿ
j“N0

ln

ˆ
1` 2

δ
|V pn` 1q ´ V pnq|

˙
(5.52)

ĺ
8ÿ

j“N0

2

δ
|V pn` 1q ´ V pnq| ă 8. (5.53)
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6 One Dimensional Random Schrödinger Operators

6.1 Pastur’s theorem, Minimally and Uniquely Ergodic Operators

We now deal with families of random Hamiltonians. The traditional setup is as follows: let Ω “ RZ and for

each ω P Ω, let Vω :“ ř
nPZ ωpnqxδn, ¨yδn. We write hω “ h0`Vω, and hω is an operator on �pZq. Since Vω

is real-valued, hω is self-adjoint on its natural domain Domphωq “ tf P �2pZq : hωf P �2pZqu “ DompVωq.
Of course if instead Ω were equal to SZ for some bounded Borel subset S of R, then Domphωq “ �2pZq.
For many applications Ω is taken to be SZ with S bounded, and we will stick with this convention.

The structure on Ω is that of a probability space pΩ,F ,Pq, where F is the σ´algebra generated by

the cylinder sets, i.e. sets of the form tω : ωi1 P A1, ..., ωin P Anu for i1, ..., in P Z and A1, ..., An Borel

sets in S.

We define the shift operators Ti on Ω by pTiωqpnq “ ωpn ´ iq (i.e. shifts to the right by i). Note

that Ti : ΩÑ Ω is a bijection and pTiq´1 “ T´i. It is also a measurable transformation since the inverse

image of cylinder set is again a cylinder set, namely T´1tω : ωpn1q P A1, ωpn2q P A2, ..., ωpnkq P Aku “
tω : ωpn1 ´ 1q P A1, ωpn2 ´ 1q P A2, ..., ωpnk ´ 1q P Aku.
Definition 6.1. A probability measure P on Ω is called stationary if PpT´1Aq “ PpAq for any A P F .

Accordingly the tTiu are called measure preserving transformations for P. A stationary probability measure

is called ergodic w.r.t to T if T´1pAq “ A implies PpAq P t0, 1u.
An extended random variable X : Ω Ñ R Y t`8u :“ R is called invariant under Ti if X ˝ Ti “ X

P-a.s. for all i P Z.

Proposition 6.2. Suppose that P is ergodic and that the extended random variable X is invariant under

T . Then X is constant P-a.s.

Proof. Let ΩM :“ tω : Xpωq ĺ Mu. Since X is invariant, that is, XpTiωq “ Xpωq, T´1ΩM “ ΩM , and

ergodicity implies that PpΩM q P t0, 1u. Notice that M ĺM 1 implies ΩM Ă ΩM 1 . Denote ZYt`8u :“ Z.

We have ď
MPR

ΩM “
ď

MPZ
ΩM “ Ω and

č
MPR

ΩM “
č

MPZ
ΩM “ H.

Now Pp Ş
MPZ

ΩM q “ 0 forces M0 :“ inf
PpΩM q“1

M to be finite.

We have ΩM0
“ Ş

nPN
ΩM0`p1{nq and Ω̃M0

:“ tX ăM0u “ Ť
nPN

ΩM0´p1{nq

and so PpΩM0
q “ 1, PpΩ̃M0

q “ 0. It follows that PpX “M0q “ PpΩM0
zΩ̃M0

q “ 1.

Similarly to the Ti, define unitary shift operators Ui on �2pZq by pUiuqpnq “ upn´ iq. The following

lemma provides a key relation for families of random operators.

Lemma 6.3. If thωuωPΩ is a family of self-adjoint operators that is ergodic with respect to the family

tTiuiPZ of measure preserving transformations, then fphTiωq “ UifphωqUi̊ for all f P BbpRq, the bounded

Borel functions. Moreover, if hω is bounded, then the relation holds for all polynomials and continuous

functions as well.

Proof. We will assume that the hω are bounded operators. We show explicitly that hTiω “ UihωUi̊ .

pUi̊ uqpnq “ upn` iq
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phωUi̊ uqpnq “ ph0uqpn` iq ` ωpnqupn` iq

pUihωUi̊ uqpnq “ ph0uqpnq ` ωpn´ iqupnq
Therefore, UihωUi̊ u “ h0 ` ř

nPZ
ωn´ixδn, ¨yδn “ hTiω. The relation easily extends to polynomials.

If hω were unbounded, the relation can be verified directly for resolvents, i.e. for functions fzpxq “
1{px´ zq, z P CzR. Linear combinations of the fz are dense in C0pRq, the continuous functions vanishing

at infinity, and so by the Stone-Weierstrass theorem, the relation holds for f P C0pRq.
Finally since hω and UhωU

˚ are self-adjoint, we have for f P C0pRq:ż
R
fpEqdμψ,φpEq “ xψ, fpUhωU

˚qφy “ xψ,UfphωqU˚φy

“ xU˚ψ, fphωqU˚φy “
ż
R
fpEqdνU˚ψ,U˚φpEq.

This shows that μψ,φ and νU˚ψ,U˚φ agree so that the relation holds in fact for all f P BbpRq.
We now come to the celebrated theorem of Pastur, namely that the spectrum of random Schrödinger

operators is almost surely the same set.

Theorem 6.4. There exist deterministic sets Σac, Σsc, Σpp such that for P-a.e. ω,

σacphωq “ Σac σscphωq “ Σsc σppphωq “ Σpp.

Proof. By lemma 6.3, we have

ż
R

dμTiω
n ptq
t´ z

“ xδn, pUihωUi̊ ´ zq´1δny

“ xUi̊ δn, phω ´ zq´1Ui̊ δny “ xδn`i, phω ´ zq´1δn`iy “
ż
R

dμω
n`iptq
t´ z

,

hence μω
n`i “ μTiω

n .

Let μTiω “ ř
nPZ

anμ
Tiω
n be a spectral measure for hTiω. Then μTiω “ ř

nPZ
anμ

ω
n`i “

ř
nPZ

an´iμ
ω
n . So

μTiω is also a spectral measure for hω. By proposition 8.14, σacphTiωq “ supp μTiω
ac “ σacphωq “ supp μω

ac.

The same goes for the sc/pp components.

In what follows # stands for ac/sc/pp. For r1, r2 P Q, r1 ă r2, consider the set

E#
r1,r2 “ tω : pr1, r2q X supp μω

# “ Hu.

supp μTiω
# “ supp μω

# means that TipE#
r1,r2q “ E#

r1,r2 for all i and since P is ergodic, we have

PpE#
r1,r2q P t0, 1u.
Let

Ω#
r1,r2 “

#
E#

r1,r2 if PpE#
r1,r2q “ 1

ΩzE#
r1,r2 if PpE#

r1,r2q “ 0
and Ω̃# “

č
r1,r2PQ

Ω#
r1,r2 .

Note that PpΩ̃#q “ 1 since Ω̃# is the countable intersection of sets of full measure. We claim that
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for ω1, ω2 P Ω̃#, σ#phω1
q “ σ#phω2

q. Indeed, if e R σ#phω1
q, then there are rationals r1, r2 such that

r1 ă e ă r2 and ω1 P E#
r1,r2 . Then ω2 P E#

r1,r2 and so e R σ#phω2
q. Reversing the roles of ω1 and ω2

yields the statement.

In the last theorem, we overlooked an important step, namely verifying that the sets E#
r1,r2 are

measurable. We will provide the necessary details to convince ourselves that the sets are measurable.

Definition 6.5. We say that the family of operators tAωu is weakly measurable if the mapping ω Ñ
xψ,Aωφy is measurable for all ψ, φ P H (of course it is assumed here that the Aω are bounded operators).

For a family of self-adjoint operators, we say that the family tAωu is self-adjoint measurable if the mapping

ω Ñ xψ, pAω ´ zq´1φy is measurable for all ψ, φ P H and z P CzR.
Note that xψ,AωBωφy “ ř

nxψ,Aωδnyxδn, Bωφy shows that the product of bounded weakly measur-

able operators is again weakly measurable.

We recall some facts about the measurability of projections and spectral measures. The reader is

referred to [Ja1] for more details. If the map thωu is self-adjoint measurable, then fphωq is weakly

measurable for all f P BbpRq, in particular for fptq “ eit and fptq “ 1Bptq, the characteristic function of

a Borel set. By the Trotter product formula, the family thωu is self-adjoint measurable.

Proposition 6.6. The projections 1contphωq and 1acphωq are weakly measurable.

Proof. Let χN pnq “ 1 if |n| ĺ N and χN pnq “ 0 if |n| ą N . It follows by the RAGE theorem (theorem

46, [Ja]) and the polarization identity that for every N :

lim
TÑ8

1

T

ż T

0

xe´ithω1contphωqf, χN1contphωqe´ithωgydt “ 0,

Therefore (assuming wlog that f P 1contphωqH)

xf, 1contphωqgy “ 1

T

ż T

0

xf, eithω p1´ χN ` χN q1contphωqe´ithωgydt

“ lim
TÑ8

1

T

ż T

0

xf, eithω p1´ χN q1contphωqe´ithωgydt

“ lim
TÑ8

1

T

ż T

0

xf, eithω p1´ χN qe´ithωgydt

´ lim
TÑ8

1

T

ż T

0

xf, eithω p1´ χN q1ppphωqe´ithωgydt.

The last term is estimated using 1ppphωqg “ ř
j gj , where the gj are eigenfunctions of hω, i.e. hωgj “ λjgj .

xf, eithω p1´ χN q1ppphωqe´ithωgy ĺ }e´ithωf}}p1´ χN q1ppphωqe´ithωg}

ĺ }f}
››› ÿ

j

p1´ χN qe´itλjgj

››› ĺ }f}ÿ
j

›››p1´ χN qgj
›››.

Therefore we have

xf, 1contphωqgy “ lim
NÑ8 lim

TÑ8
1

T

ż T

0

xf, eithω p1´ χN qe´ithωgydt

which is measurable.
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As for 1acphωq, we have the following formula:

xψ, 1acphωqψy “ lim
NÑ8 lim

pÒ1 limεÓ0
1

πp

ż N

´N

rIm xψ, phω ´ E ´ iεq´1ψyspdE. (6.1)

which shows that ω Ñ xψ, 1acphωqψy is weakly measurable. The result follows by the polarization

identity.

As a consequence of this proposition, it follows that

ω Ñ 1scphωq “ 1contphωq ´ 1acphωq and ω Ñ 1ppphωq “ 1´ 1contphωq (6.2)

are weakly measurable.

Finally to show that the sets E#
r1,r2 of theorem 6.4 are measurable, we note that for any Borel set B,

ω Ñ x1Bphωqψ, 1#phωqψy “ μω
ψ,#pBq (6.3)

are weakly measurable functions, and therefore the maps

ω Ñ μω
#pBq “

ÿ
n

anμ
ω
ψ,#pBq (6.4)

are weakly measurable. Consequently the identity

E#
r1,r2 “ tω : pr1, r2q X supp μω

# “ Hu “ Xntω : μω
#pr1 ´ 1{n, r2 ´ 1{nq “ 0u (6.5)

shows that E#
r1,r2 are measurable sets.

Let us make the setup of the random Schrödinger operators even more general. Let f P Ω “ SZ Ñ R

be a continuous function and define the potential Vωpnq “ fpTnωq. In many applications, Ω is compact,

so that fpTnωq has bounded range, and the hω are uniformly bounded operators on �2pZq. The standard
metric on Ω is then dpω, ω1q “ ř

n 2
´n |ωpnq´ω1pnq|

1`|ωpnq´ω1pnq| . Note that if f is taken to be the projection onto

the zeroth coorinate, we retrieve the potential described earlier.

Definition 6.7. If the orbit tTnω : n P Zu is dense in Ω for every ω, we say that T is minimal for Ω.

If further we assume that T is minimal, we can give a worthy improvement on Pastur’s theorem. If Σ

denotes the deterministic set such that σphωq “ Σ for almost every ω, then we have in fact (see [Da ]):

Theorem 6.8. Suppose that T is minimal for Ω. Then for every ω P Ω, σphωq “ Σ.

Proof. Let ω1, ω2 P Ω be given. By minimality, there is a sequence nj such that Tnj
ω2 Ñ ω1 as j Ñ 8.

Note that TmTnj
ω2 Ñ Tmω1 uniformly in m P Z, and so:

}hTnj
ω2
ψ ´ hω1

ψ} “
ÿ
m

|fpTmTnj
ω2q ´ fpTmω1q|2|ψpmq|2δm

››› ĺ ε}ψ}

where by continuity of f , we have chosen j sufficiently large so that |fpTmTnjω2q ´ fpTmω1q|2 ĺ ε.

Therefore hTnj
ω2

converges strongly to hω1
. Denote by μ

Tnj
ω2

ψ and μω1

ψ the spectral measures for ψ and

hTnj
ω2 and hω1 respectively. Then using the Borel transform representation shows that μ

Tnj
ω2

ψ converges
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weakly to μω1

ψ , and so by the Portmanteau theorem, lim inf μ
Tnj

ω2

ψ pIq ľ μω1

ψ pIq for every open interval

I. Taking a point x P σphω1
q and picking intervals In centered at x and converging to x shows that

lim inf μ
Tnj

ω2

ψ pInq ľ μω1

ψ pInq ą 0 and we can find a sequence pxnq P Yjľ1σphTnj
ω2
q converging to x.

Therefore

σphω1
q Ă

ď
jľ1

σphTnj
ω2
q.

Finally each of the operators hTnj
ω2

is unitarily equivalent to hω2
, therefore we have

σphω1
q Ă

ď
jľ1

σphTnj
ω2q “ σphω2q.

Reversing the roles of ω1 and ω2 completes the proof.

Definition 6.9. A measurable transformation T : ΩÑ Ω is said to be uniquely ergodic if it admits only

one invariant probability measure.

Recall the Ergodic theorem, the strong form of the Strong Law of Large Numbers: if f P L1pΩ, dPq,
then P - almost surely:

lim
nÑ8

1

n

n´1ÿ
k“0

fpTkωq “
ż
Ω

fpωqdPpωq (constant). (6.6)

Theorem 6.10. If T is uniquely ergodic, then for all f P CpΩq, the collection of continuous functions,

1
n

n´1ř
k“0

fpTkωq converges uniformly in ω P Ω to cf :“ ş
Ω
fdP.

Proof. Suppose not. Then there exists f0 P CpΩq for which the limit does not exist or for which the

convergence is not uniform. In either case, there exists ε ą 0 and a sequence pωjq such that for all j ľ 1,

ˇ̌̌
ˇ 1nj

nj´1ÿ
k“0

f0pTkωjq ´ cf0

ˇ̌̌
ˇ ľ ε.

Let Φ :“ tϕmu be a countable dense subset of CpΩq. Consider
!

1
nj

nj´1ř
k“0

ϕ1pTkωjq
)8
j“1

. This is a bounded

sequence of real numbers (bounded above by sup |ϕ1pωq|) and so it has a convergent subsequence. Using

a diagonal argument, there is a common subsequence (for simplicity also denoted by pωjq) such that for

all ϕm P Φ:
1

nj

nj´1ÿ
k“0

ϕmpTkωjq converges. (6.7)

We now show that by density of Φ P CpΩq we can extend (6.7) to all g P CpΩq. Let ε ą 0 and choose

m such that sup
ωPΩ

|gpωq ´ ϕmpωq| ă ε. Then

ˇ̌̌
ˇ 1nj

nj´1ÿ
k“0

gpTkωjq ´ 1

nj

nj´1ÿ
k“0

ϕmpTkωjq
ˇ̌̌
ˇ ă ε. (6.8)
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An ε{3 argument shows that
!

1
nj

řnj´1
k“0 gpTkωjq

)8
j“1

is a Cauchy sequence, namely:

ˇ̌̌
ˇ 1nj

nj´1ÿ
k“0

gpTkωjq ´ 1

nj1

nj1´1ÿ
k“0

gpTkωj1q
ˇ̌̌
ˇ ĺ

ˇ̌̌
ˇ 1nj

nj´1ÿ
k“0

gpTkωjq ´ 1

nj

nj´1ÿ
k“0

ϕmpTkωjq
ˇ̌̌
ˇ

`
ˇ̌̌
ˇ 1nj

nj´1ÿ
k“0

ϕmpTkωjq ´ 1

nj1

nj1´1ÿ
k“0

ϕmpTkωj1q
ˇ̌̌
ˇ`

ˇ̌̌
ˇ 1

nj1

nj1´1ÿ
k“0

gpTkωj1q ´ 1

nj1

nj1´1ÿ
k“0

ϕmpTkωj1q
ˇ̌̌
ˇ.

The first and third terms on the RHS are controlled by (6.8) while the middle term is controlled

because of (6.7). Therefore for all g P CpΩq,

1

nj

nj´1ÿ
k“0

gpTkωjq converges. (6.9)

On the other hand, we know by the Ergodic theorem that for all g P CpΩq, lim
nÑ8

1
n

řn´1
k“0 gpTkωq “ cg

almost surely. Therefore there exists ω̃ such that lim
nÑ8

1
n

řn´1
k“0 f0pTkω̃q “ cf0 .

Considering the dense set Φ, the sequence
!

1
n

n´1ř
k“0

ϕ1pTkω̃q
)8
n“1

and repeating the diagonal argument

yields a common subsequence pniq such that for all g P CpΩq,

1

ni

ni´1ÿ
k“0

gpTkω̃q converges. (6.10)

Now (6.9) and (6.10) define respectively two bounded linear functionals J1, J2 : CpΩq Ñ R satisfying

J1p1q “ J2p1q “ 1 and }J1}, }J2} ĺ 1. By the Riesz Representation theorem, there exist Borel measures

μ1, μ2 on Ω such that

J1pgq “
ż
Ω

gdμ1, J2pgq “
ż
Ω

gdμ2.

The identity

lim
nÑ8

1

n

n´1ÿ
k“0

gpTkωq “ lim
nÑ8

1

n

n´1ÿ
k“1

gpTkωq

shows that μ1, μ2 are T -invariant. However as |J1pf0q ´ cf0 | ľ ε and J2pf0q “ cf0 , μ1 ‰ μ2 and so T is

not uniquely ergodic, a contradiction.

Definition 6.11. We say that P has full measure if PpOq ą 0 for every open set in Ω.

Proposition 6.12. If T is uniquely ergodic, and its invariant measure has full measure, then T is

minimal.

Proof. Let f be supported on an arbitrary open set O ‰ H, and we may suppose wlog that
ş
Ω
fdP “ 1.

Then by theorem 6.10, lim
nÑ8

1
n

n´1ř
k“0

fpTkωq “
ş
Ω
fdP “ 1 for every ω. Therefore the orbit of ω must enter

O.

Again we are in the setting where Ω is compact and Vωpnq “ fpTnpωqq, f continuous.

Proposition 6.13. The map Ω Q ω Ñ phω ´ zq´1φ is continuous for every φ P �2pZq and z P CzR.

77



Proof. By the first resolvent identity, phω ´ zq´1φ ´ phω1 ´ zq´1φ “ phω ´ zq´1pVω ´ Vω1qphω1 ´ zq´1φ.

Therefore

}phω ´ zq´1φ´ phω1 ´ zq´1φ} ĺ 1

|Im z| }pVω ´ Vω1qphω1 ´ zq´1φ}.

Now

pVω ´ Vω1qphω1 ´ zq´1φ}2 “
ÿ
kPZ
|xpVω ´ Vω1qphω1 ´ zq´1φ, δky|2

“
ÿ
kPZ
|Vωpkq ´ Vω1pkq|2|xphω1 ´ zq´1φ, δky|2

Fix ε ą 0, there exists M such that |Vωpkq´Vω1pkq| ĺM for all k P Z, ω, ω1, and there exists K0 such thatř
|k|ľK0

M2|xphω1 ´ zq´1φ, δky|2 ĺ ε{2. By continuity of f , we can choose δ ą 0, such that dpω, ω1q ă δ

implies
ř

kăK0
|Vωpkq ´ Vω1pkq|2|xphω1 ´ zq´1φ, δky|2 ĺ ε{2. The result follows.

Let Σ be the set such that σphωq “ Σ,P-a.s.

Proposition 6.14. If P is of full measure, then σphωq Ă Σ for all ω P Ω.
Proof. Let x R Σ. Consider a smooth bump function f P C8pRq that is supported around x, but

supp f X Σ “ H. Then by the Helffer-Sjöstrand formula, fphωq “ 1
π

ş
C
Bf
Bz f̃pzqphω ´ zq´1dxdy for all ω.

Therefore xφ, fphωqφy “ 1
π

ş
C
Bf
Bz f̃pzqxφ, phω ´ zq´1φydxdy for all ω. Applying proposition 6.13 and the

fact that P has full measure shows that the spectral measure for hω is not supported near x.

6.2 Example of Ergodic Operators: The Anderson Model

The setup for the Anderson model is as follows: We have a probability space pΩ,F ,Pq. The real-

valued potentials tVωpnqunPZ are independent and identically distributed random variables with common

probability distribution ν, that is, for any Borel set A Ă R and any n,

Pptω : Vωpnq P Auq “ νpAq

and for any finite collection of Borel sets A1, ..., Ak of R

P
´
tω : Vωpn1q P A1, ..., Vωpnkq P Aku

¯
“

kź
i“1

P ptω : Vωpniq P Aiuq “
kź

i“1

νpAiq

For every ω P Ω we define a multiplication operator

Vω :“
ÿ
nPZ

Vωpnqxδn, ¨yδn

with domain DompVωq :“ tψ P �2pZq : Vωψ P �2pZqu. By the Anderson model we mean the hamiltonian

hω “ h0 ` Vω

where h0 “ ´Δ is the discrete Laplacian on the lattice. We obviously have Domphωq “ DompVωq.
Proposition 6.15. For every ω P Ω, Vω is self-adjoint on DompVωq and essentially self-adjoint on �0pZq.
hω is self-adjoint and essentially self-adjoint on �0pZq.
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Proof. The statement for Vω is proposition 8.21. Since h0 is a bounded self-adjoint operator, the statement

for hω follows by the Kato-Rellich theorem (theorem 8.24).

If supp ν is compact, say supp ν Ă r´M,M s, then almost surely we have |Vωpnq| ĺ M for all n. In

that case Domphωq is all of �2pZq and the family of random operators thω “ h0 ` Vωu is almost surely

uniformly bounded by 2`M .

Example 6.16. In the literature it is common to take the following probability space: We start with a

probability space pS,BS , νq, where S Ă R and BS denotes the Borel sigma-algebra on S. Then the standard

construction is the infinite product space

pΩ,F ,Pq “ â
nPZ
pS,BS , νq

Â
nPZ BS is the sigma-algebra generated by the cylinder sets tω : ωpn1q P A1, ..., ωpnkq P Aku for

n1, ..., nk P Z and A1, ..., Ak Borel sets in R. Recall
Â

nPZ BS “ BSZ . P satisfies P
´
tω : ωpn1q P

A1, ..., ωpnkq P Aku
¯
“

kś
i“1

νpAiq. Consequently the random variables Vωpnq :“ ωpnq are independent and

identically distributed by construction. The Anderson model takes the form :

hω “ h0 `
ÿ
nPZ

ωpnqxδn, ¨yδn

Theorem 6.17. The product measure P “ Â
nPZ ν is ergodic w.r.t. the shifts tTju, pTjωqpnq “ ωpn´jq.

Notation 6.18. We denote F0 the collection of all cylinder sets in SZ .

Proof. First we show that tTju is a measure-preserving family. For A1, ..., Ak Ă S, let A “ tω : ωpn1q P
A1, ..., ωpnkq P Aku P F0. Then:

P pT´jAq “ P
`tω : ωpn1 ´ jq P A1, ..., ωpnk ´ jq P Aku

˘ “ kź
i“1

νpAiq “ PpAq

Moreover one easily verifies using the relations T´jpAcq “ pT´jAqc and T´jpYnAnq “ YnpT´jAnq that
the collection F1 of all sets A P F satisfying P pT´jAq “ PpAq is a sigma-algebra. Thus F1 “ F .

Now we show that for all A,B P F :

P ppT´jAq XBq Ñ PpAqPpBq as |j| Ñ 8 (6.11)

If A,B P F0, then PppT´jAq X Bq “ PpAqPpBq for all |j| sufficiently large so that (6.11) holds.

Moreover

PppT´jS
Zq XAq “ PpSZqPpAq

and

PppT´jAq X SZq “ PpAqPpSZq
for all A P F0.

Consider the collection M of all sets F2 Ă F such that :

(i) F2 Ą F0 Y tSZu.
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(ii) (6.11) hold for all A,B P F2.

Then pM,Ăq is a non-empty partially ordered set. If C “ tCαu is a chain in M, then YαCα is easily

seen to an upper bound for the chain C belonging to M. Hence by Zorn’s lemma, M has a maximal

element, say F .

Remains to show that F is a sigma-algebra. It will then follow that (6.11) holds for all A,B P F .

If A,B P F , then

PppT´jA
cq XBq “ PppT´jAqc XBq “ PpBq ´ PppT´jAq XBq Ñ PpAcqPpBq

and

PppT´jBq XAcq “ PpT´jBq ´ PppT´jBq XAq Ñ PpBq ´ PpBqPpAq “ PpBqPpAcq
Since F is maximal, then Ac P F . If tAnu are disjoint in F , B P F , then

PppT´jpYnAnqq XBq “
ÿ
n

PppT´jAnq XBq “
ż
N

PppT´jAnq XBqdμcpnq

where μc is the counting measure on N. Now PpT´jAnXBq ĺ PpT´jAnq “ PpAnq, and
ş
N PpAnqdμcpnq “ř

n PpAnq “ PpYnAnq ă 8. So the Dominated Convergence theorem gives lim
|j|Ñ8

PppT´jpYnAnqqXBq “
PpYnAnqPpBq. Similarly lim

|j|Ñ8
PppT´jBq X pYnAnqq “ PpBqPpYnAnq. So YnAn P F .

Finally, if M P F is an invariant set, then PpMq “ lim
|j|Ñ8

PppT´jMq XMq “ PpMq2, so that PpMq P
t0, 1u.
Proposition 6.19. σpVωq “ supp ν P-a.s.

Proof. Since �2pZq “ L2pZ,PpZq, μcq where μc is the counting measure on Z, it follows by proposition

8.22 that for all ω:

σpVωq “ ess ran pVωq “ tx P R : μcptn P Z : |Vωpnq ´ x| ă εuq ą 0,@ε ą 0u “ tVωpnq : n P Zu.

Remains to show that supp ν “ tVωpnq : n P Zu almost surely.

λ R supp ν ñ Dε ą 0 : νpλ´ ε, λ` εq “ 0

ñ Dε ą 0 : En :“ tω : Vωpnq P pλ´ ε, λ` εqu satisfies P pEnq “ 0 @n
ñ Dε ą 0 : E :“ YnEn “ tω : Vωpnq P pλ´ ε, λ` εq for some nu satisfies P pEq “ 0

ñ Dε ą 0 : Ec “ tω : Vωpnq R pλ´ ε, λ` εq for all nu satisfies P pEcq “ 1

ñ λ R tVωpnq : n P Zu for all ω P Ec

Consequently tVωpnq : n P Zu Ă supp ν for all ω P Ec. For the reverse inclusion we use the Borel-
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Cantelli lemma. Let D be a countable dense subset of supp ν:

λ P D ñ @m ą 0 : νpλ´ 1{m,λ` 1{mq ą 0

ñ @m ą 0,@n : En,m,λ :“ tω : Vωpnq P pλ´ 1{m,λ` 1{mqu satisfies PpEn,m,λq ą 0

ñ @m ą 0 : Em,λ :“ lim sup
n

En,m,λ satisfies PpEm,λq “ 1

ñ Eλ :“ XmEm,λ satisfies PpEλq “ 1

At this point, λ P tVωpnq : n P Zu for all ω P Eλ. Finally, let E :“ XλEλ. Then PpEq “ 1 and

D Ă tVωpnq : n P Zu for all ω P E. Hence

D “ supp ν Ă tVωpnq : n P Zu for all ω P E.

In example (6.16), since the measure P “ bnPZν is ergodic, there exists a deterministic set Σ such

that σphωq “ Σ P-a.s. In fact, we have more generally:

Theorem 6.20. σphωq “ r´2, 2s ` supp ν P-a.s.

The proof of the theorem requires some preliminary results.

Proposition 6.21. Let A and B be self-adjoint operators on a Hilbert space H. Assume that A is

bounded and that σpAq is a connected set. Then σpA`Bq Ă σpAq`σpBq :“ ta` b : a P σpAq, b P σpBqu.
Remark 6.1. By lemma 8.15, we may assume that the DompAq “ H. B however may be unbounded.

Proof. We start by showing that σpAq`σpBq is a closed set. Indeed, since A is bounded and self-adjoint,

its spectrum is a compact subset of the real line, whereas since B is self-adjoint and possibly unbounded,

its spectrum is a closed subset of the real line. Now suppose an ` bn Ñ x for some an, bn P σpAq, σpBq.
By compactness an has a subsequence ank

converging to a P σpAq. Then bnk
converges to x´ a, and so

x´ a P σpBq. Thus x P σpAq ` σpBq.

Since σpAq is a connected set, proposition 8.4 says that σpAq “ rm,M s for some m ĺ M and

}A} “ max pM,´mq.

By shifting the operator and the spectrum, and by the proof of proposition 8.4, we may assume wlog

that σpAq “ r´}A}, }A}s. We show the contrapositive. Suppose that z R σpAq ` σpBq “ 
”
b ´ }A}, b `

}A}
ı
: b P σpBq(. This with the fact that σpAq ` σpBq is closed gives distpz, σpBqq ą }A}. Also notice

that z R σpBq. Then:

}pz ´Bq´1A} ĺ }pz ´Bq´1}}A} ĺ }A}
distpz, σpBqq ă 1.

Thus 1 P ρppz ´Bq´1Aq. Finally the identity

z ´ pA`Bq “ pz ´Bqp1´ pz ´Bq´1Aq
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shows that z R σpA`Bq.

Lemma 6.22. There is a measurable set Ω0 with PpΩ0q “ 1 such that the following is true: For any

ω P Ω0, any finite set Λ Ă Z, any collection taiuiPΛ Ă supp ν and any ε ą 0, there is a sequence tjnu Ă Z

with |jn| Ñ 8 such that for all n

sup
iPΛ
|ai ´ Vωpi` jnq| ă ε

Proof. Fix a finite set Λ Ă Z, a collection taiuiPΛ Ă supp ν and an ε ą 0.

Let A “ tω : sup
iPΛ
|ai´Vωpiq| ă εu “ Ş

iPΛ
tω : |ai´Vωpiq| ă εu. Notice that A is measurable since tVωpnqu

are assumed to be random variables. Then PpAq “ ś
iPΛ

Ptω : |ai ´ Vωpiq| ă εu “ ś
iPΛ

νpai ´ ε, ai ` εq ą 0.

Now choose a sequence jn P Z such that the distance between any jn, jm pn ‰ mq is greater than

twice the diameter of Λ. Then the events

An “ AnpΛ, taiu, εq “ tω : sup
iPΛ
|ai ´ Vωpi` jnq| ă εu

are independent and PpAnq “ PpAq ą 0. So by the Borel-Cantelli lemma we have that the set

ΩΛ,taiu,ε “ tω : ω P An for infinitely many nu
has probability one.

Now since subsets of separable metric spaces are separable, supp ν contains a countable dense set D.

Moreover, the collection S of all finite subsets of Z is countable. Thus the measurable set

Ω0 :“
č
ΛPStaiuĂD,nPN

ΩΛ,taiu, 1
n

has probability one. By construction and density of D in supp ν, one easily verifies that Ω0 satisfies

the requirements of the assertion.

Proposition 6.23. Let a P supp ν and denote ha “ h0 ` a. Then for all y ‰ 0, e P R, and ω P Ω0:

}phω ´ e´ iyq´1} ľ }pha ´ e´ iyq´1}

Proof. Fix ω P Ω0. By lemma, 6.22, for any arbitrary finite set Λ Ă Z, we can find a sequence tjpmqn u Ă Z

such that |jpmqn | Ñ 8 and sup
iPΛ
|a´Vωpi` j

pmq
n q| ă 1

m for all n. Using a diagonal argument we can extract

a sequence tjnu Ă Z such that |jn| Ñ 8 and lim
nÑ8 sup

iPΛ
|a´ Vωpi` jnq| “ 0.

Now let ψ be a unit vector in �2pZq.

ψn :“ Ujnψ, V pnqω :“ Uj̊nVωUjn hpnqω :“ h0 ` V pnqω

For φ P �0pZq, let Λ “ tk P Z : xδk, φy ‰ 0u. Then |Λ| ă 8 and choose tjnu such that lim
nÑ8 sup

kPΛ
|a ´

Vωpk ` jnq| “ 0. Then

lim
nÑ8V pnqω φ “

ÿ
kPΛ
xδk, φy lim

nÑ8Vωpk ` jnqpδkq “ aφ
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The key relation to prove is that for ϕ P �2pZq, z P C Ă R:

lim
nÑ8ph

pnq
ω ´ zq´1ϕ “ pha ´ zq´1ϕ. (6.12)

This is known as strong resolvent convergence. It is well known (see e.g. Chapter 1.1 of [C ]) that if we

have self-adjoint operators pA,DomAq, pAk,DomAkq8k“1 and DomA is a core for H which is contained in

all of the DomAk, and for which we have:

lim
kÑ8Akf “ Af (6.13)

for all f P DomA, then Ak converges to A in the sense of strong resolvent convergence. We will prove

this fact here directly. First we show that this relation holds for a dense set. Let φ P D :“ tφ P �2pZq :
pha ´ zq´1φ P �0pZqu. It is not hard to see that D is dense in �2pZq.

lim
nÑ8 }ph

pnq
ω ´ zq´1φ´ pha ´ zq´1φ} “ lim

nÑ8 }ph
pnq
ω ´ zq´1pa´ V pnqω qpha ´ zq´1φ}

ĺ lim
nÑ8

1

|Im z| }pa´ V pnqω qpha ´ zq´1φ} “ 0.

Hence phpnqω ´ zq´1 converges strongly to pha ´ zq´1 on D. As the family tphpnqω ´ zq´1u is uniformly

bounded, a standard ε
3 argument shows that the strong convergence can be extended to the closure.

The identity

Ujnphpnqω ´ e´ iyq´1ψ “ phω ´ e´ iyq´1ψn

combined with (6.12) yields

lim
nÑ8 }phω ´ e´ iyq´1ψn} “ }pha ´ e´ iyq´1ψ}

Hence

}phω ´ e´ iyq´1} ľ }pha ´ e´ iyq´1}

Lemma 6.24. For any self-adjoint operator A, e P σpAq ô }pA´ e´ iyq´1} “ |y|´1 for every y ą 0.

Proof. If e P σpAq, we have a Weyl sequence ψn P DompAq of unit vectors, that is, lim
nÑ8 }pA´ eqψn} “ 0.

Now 1 “ }ψn}2 ĺ }pA ´ e ´ iyq´1}2}pA ´ e ´ iyqψn}2 “ }pA ´ e ´ iyq´1}2 `}pA´ eqψn}2 ` y2}ψn}2
˘ ĺ

y´2
`}pA´ eqψn}2 ` y2

˘
. Thus lim

nÑ8 }pA ´ e ´ iyq´1}2}pA ´ e ´ iyqψn}2 “ }pA ´ e ´ iyq´1}2y2 “ 1, i.e.

}pA´ e´ iyq´1} “ |y|´1.

Conversely, |y|´1 “ }pA ´ e ´ iyq´1} ĺ distpe ` iy, σpAqq´1 ĺ |y|´1, hence distpe ` iy, σpAqq´1 “ |y|´1,

and so distpe, σpAqq “ 0.

We can now complete the proof of theorem 6.20.

Proof. proposition 6.19 and proposition 6.21 together imply σphωq Ă r´2, 2s ` supp ν P-a.s.

For the reverse inclusion, let λ P r´2, 2s, a P supp ν. Then by lemma 6.24, }ph0 ´ λ´ iyq´1} “ |y|´1.

By proposition 6.23,

|y|´1 “ }ph0 ´ λ´ iyq´1} “ }pha ´ pλ` aq ´ iyq´1} ĺ }phω ´ pλ` aq ´ iyq´1} ĺ |y|´1 P´ a.s.
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Hence |y|´1 “ }phω ´ pλ` aq ´ iyq´1} and λ` a P σphωq follows from lemma 6.24.

7 Conclusion

This overview of one dimensional discrete Schrödinger operators was an excellent way leads to many

interesting questions, such as the analysis of absolutely, singular, and essential spectra for various poten-

tials. To progress in the direction of random and ergodic potentials, one might be interested in the recent

work of Artur Avila on quasi-periodic Schrödinger operators.

8 Appendix

The appendix is a collection of useful facts for the thesis, together with solutions to exercises in [Ja ].

Definition 8.1. (Rotations on the unit circle) Let M :“ tz P C : |z| “ 1u. Let α P r0, 1q be given and set

Tαpzq “ e2πiαz. (8.1)

The orbit of z PM is the set Opzq :“ tTn
α pzq : n P Nu.

Lemma 8.2. If α is rational, Opzq is a finite set for all z P M . If α is irrational, Opzq is dense in M

for all z PM .

Proof. We use the following metric on M : for ω, ω1 P R,

dpe2πiω, e2πiω1q “ |2πω ´ 2πω1| pmod 2πq.

If α is rational, say α “ p{q, with p, q coprime, then

Ope2πiωq “ te2πiω, e2πipω`p{qq, e2πipω`2p{qq, ..., e2πipω`pq´1qp{qqu.

Let α be irrational. Then Tn
α pe2πiωq “ Tm

α pe2πiωq ô |2πpω`nαq´2πpω`mαq| “ 0 pmod 2πq ô m “ n.

Hence the trajectory never repeats itself. Also tTn
α pe2πiωq : n P Nu “ e2πiωtTn

α p1q : n P Nu shows that

it is enough to show that the orbit of z “ 1 is dense in M . Suppose by contradiction that Op1q is not

dense, that is, there is ε ą 0 and φ P r0, 1q such that dpe2πiφ, Tn
α p1qq ą ε for all n.

Ifm ą n are such that dpe2πinα, e2πimαq ă ε, then |2πpm´nqα| pmod 2πq ă ε and so dp1, e2πipm´nqαq ă
ε. The angle 2πpm ´ nqα is small enough that there exists k P N such that dpe2πiφ, e2πikpn´mqαq ă ε.

However,since e2πikpn´mqα P Op1q, it must be that dpe2πinα, e2πimαq ľ ε for all m,n. Hence there must

be at most 2π{ε ă 8 elements of the form e2πinα, contradicting the fact that Op1q is an infinite set.

Lemma 8.3. Suppose that ρ is a positive finite measure on R. Then the set of all continuous functions

and the set of all bounded Borel functions are dense subsets of L2pR, dρq. If in addition ρ is compactly

supported, then the set of polynomials is also dense in L2pR, dρq.

Proof. Let f P L2pR, dρq and consider fnpEq “
#

fpEq |fpEq| ĺ n

0 |fpEq| ą n

|fpEq ´ fnpEq| Ñ 0 a.e. since |fpEq| ă 8 a.e. Moreover |fpEq ´ fnpEq| ĺ 2|fpEq| P L2pR, dρq
so }f ´ fn}22 “

ş
R |fpEq ´ fnpEq|2dρ Ñ 0 by DCT. Next we show that bounded Borel functions can be
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approximated by continuous functions. Let ε ą 0 be given. First choose N such that ρpr´N,N scq ă ε. By

Lusin’s theorem, there exists a compactK Ă r´N,N s such that f |K is continuous and ρpr´N,N szKq ă ε.

Note that K is a disjoint union of closed intervals together with countably many singletons. We define a

continuous function g on R as follows : g is equal to f on K, piecewise linear on r´N,N szK in such a

way that g is continuous on r´N,N s and }g}8,r´N,Ns ĺ }f}8,r´N,Ns, g is identically 0 on r´N´1, N`1s
and linear on r´N ´ 1,´N s and rN,N ` 1s. Then }f ´ g}22 “

ş
Kc |f ´ g|2dρ ĺ 4}f}28ε.

Finally, if ρ is compactly supported on ra, bs and f is continuous on R, then there is a polynomial P

such that }f ´ P }8,ra,bs ĺ ε. Then }f ´ P }22 ĺ ρpra, bsq}f ´ P }28,ra,bs ĺ ρpra, bsqε2.
Proposition 8.4. If A is a bounded self-adjoint linear operator on a Hilbert space H, then }A} “
sup
}ψ}“1

|xψ,Aψy|. Moreover, if M :“ sup
}ψ}“1

xψ,Aψy and m :“ inf
}ψ}“1

xψ,Aψy, then

tmu Y tMu Ă σpAq Ă rm,M s.

Proof. Let α :“ sup
}ψ}“1

|xψ,Aψy|. Cauchy-Schwarz gives α ĺ }A}. For the reverse inequality, note that

}A} “ sup
}ψ}“1

}Aψ}

“ sup
}ψ}“1

sup
}φ}“1

|xφ,Aψy|

“ sup t|xφ,Aψy| : }φ} “ 1, }ψ} “ 1u
“ sup t|xφ,Aψy| : }φ} “ 1, }ψ} “ 1, xφ,Aψy is real u

By the polarization identity,

4xφ,Aψy “ xφ` ψ,Apφ` ψqy ´ xφ´ ψ,Apφ´ ψqy ´ ixφ` iψ,Apφ` iψqy ` ixφ´ iψ,Apφ´ iψqy

Since A is self-adjoint, the first two terms on the RHS are real while the two last terms are purely

imaginary. In particular, considering φ and ψ so that xφ,Aψy is real, we have,

|xφ,Aψy|2 “ 1

16

ˇ̌̌
xφ` ψ,Apφ` ψqy ´ xφ´ ψ,Apφ´ ψqy

ˇ̌̌2
ĺ 1

16

ˆ
}φ` ψ}2

ˇ̌̌A φ` ψ

}φ` ψ} , Ap
φ` ψ

}φ` ψ}q
Eˇ̌̌
` }φ´ ψ}2

ˇ̌̌A φ´ ψ

}φ´ ψ} , Ap
φ´ ψ

}φ´ ψ}q
Eˇ̌̌˙2

ĺ 1

16

`}φ` ψ}2α` }φ´ ψ}2α˘2
“1

4
α2

`}φ}2 ` }ψ}2˘2
where we have used the parallelogram identity in the last step. Finally taking the supremum over all

φ and ψ satisfying }φ} “ }ψ} “ 1 and xφ,Aψy is real yields }A} ĺ α.

We define M :“ sup
}φ}“1

xφ,Aφy, m :“ inf
}φ}“1

xφ,Aφy. Let φn be a sequence of unit vectors such that

|xφn, Aφny| Ñ }A} and |xφn, Aφny| is an increasing sequence. Let tφǹ u “ tφn : xφn, Aφny ľ 0u and
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tφń u “ tφn : xφn, Aφny ă 0u. If tφń u is a finite collection, it follows that }A} “ sup
}φ}“1

xφ,Aφy, or if tφǹ u
is a finite collection, it follows that }A} “ sup

}φ}“1

´xφ,Aφy “ ´ inf
}φ}“1

xφ,Aφy. Hence }A} “ max pM,´mq.
For any t P R, let At “ A´ t. Then }At} “ max pM ´ t, ´m` tq.
Choose t so that M ´ t “ ´m ` t, namely, t˚ “ m`M

2 . We have }At˚} “ sup
}φ}“1

xφ,At˚φy “
´ inf
}φ}“1

xφ,At˚φy.
Since At˚ is self-ajoint, its spectrum is real and its spectral radius is equal to }At˚} “M´t “ ´m`t.

Therefore σpAt˚q Ă rm´ t,M ´ ts. Therefore σpAq Ă rm,M s.
We claim that ˘}At˚} P σpAt˚q and prove it using the criterion of Weyl (theorem 8.8). Since

}At˚} “ sup
}φ}“1

xφ,A1φy, there is a sequence of unit vectors tφnu such that xφn, pAt˚´}At˚}qφny Ñ 0. Then

}pAt˚ ´ }At˚}qφn}2 “ ´2}At˚}xφn, At˚φny ` }At˚φn}2 ` }At˚}2 ĺ ´2}At˚}xφn, At˚φny ` 2}At˚}2 Ñ 0.

Hence }At˚} P σpAt˚q and a similar argument using }At˚} “ ´ inf
}φ}“1

xφ,At˚φy shows that ´}At˚} P
σpAt˚q.

Finally, we have At˚´}At˚} “ pA´tq´pM´tq “ A´M and At˚`}At˚} “ pA´tq`p´m`tq “ A´m.

We conclude that m,M P σpAq.
Proposition 8.5. Let C0pRq be the Banach space of continous functions from R to C that vanish at infinity

with norm }f} “ sup
xPR

|fpxq|. For f P C0pRq, let fypxq “ y
π

ş
R

fptq
px´tq2`y2 dt “ f ˚ gy where gypxq “ y

π
1

x2`y2 .

Then:

(i) lim
yÓ0 }f ´ fy} “ 0

(ii) the linear span of t 1
px´aq2`b2 : a P R, b ą 0u is dense in C0pRq.

(iii) the linear span of t 1
x´z : z P CzRu is dense in C0pRq.

Proof.

(i) One can evaluate the integral to find that
ş
R

1
px´tq2`y2 dt “ π

y for all x. Let ε ą 0 be given and

choose δ ą 0 such that |fpsq ´ fptq| ă ε whenever |s´ t| ă δ. Then for fixed x and arbitrary y:

|fpxq ´ fypxq| “
ˇ̌̌ y
π

ż
R

fpxq ´ fptq
px´ tq2 ` y2

dt
ˇ̌̌

ĺ y

π

ż
R

|fpxq ´ fptq|
px´ tq2 ` y2

dt

ĺ ε` 2}f} y
π

ż
|t´x|ąδ

1

px´ tq2 ` y2
dt

ĺ ε` 2}f} y
π

ż
|t´x|ąδ

1

px´ tq2 dt

“ ε` 4}f} y
πδ

Hence lim sup
yÓ0

}f ´ fy} ĺ ε, and so lim sup
yÓ0

}f ´ fy} “ 0.
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(ii) The idea is to approximate fypxq by Riemann sums of the form
nř

k“0

λkpx´tkq2`y2 where λk and tk are

independent of x. Let ε ą 0 be given and fix y ą 0 so that }f ´ fy} ĺ ε{3. Then fix A ą 0 so that

|fptq| ă ε{3 for all t P p´8,´Aq Y pA,8q. Partition r´A,As into n segments of equal length and

choose the tags tk “ ´A` 2Ak
n , k “ 0, 1, ..., n´ 1. Define the functions

gypxq “ y

π

ż A

´A

fptq
px´ tq2 ` y2

dt “ y

π

n´1ÿ
k“0

ż tk`1

tk

fptq
px´ tq2 ` y2

dt

and

hn
y pxq “ y

π

n´1ÿ
k“0

fptkq
px´ tkq2 ` y2

2A

n
“ y

π

n´1ÿ
k“0

ż tk`1

tk

fptkq
px´ tkq2 ` y2

dt

It follows that }fy ´ gy} ĺ ε{3 and it remains to show that n can be chosen large enough so that

}gy ´ hn
y } ĺ ε{3. [Then let λk “ y

π
2A
n fptkq to finish the proof of 2.]

}gy´hn
y } ĺ y

π

n´1ÿ
k“0

››› ż tk`1

tk

fptq ´ fptkq
px´ tq2 ` y2

dt
›››` y

π

n´1ÿ
k“0

››› ż tk`1

tk

fptkq
ˆ

1

px´ tq2 ` y2
´ 1

px´ tkq2 ` y2

˙
dt

›››
(8.2)

By uniform continuity of f we may choose n large enough so that |fptq ´ fptkq| ĺ ε
6
πy
2A whenever

t P rtk, tk`1s.
Then

››› ż tk`1

tk

fptq ´ fptkq
px´ tq2 ` y2

dt
››› ĺ ε

6

πy

2A
sup
xPR

ż tk`1

tk

1

px´ tq2 ` y2
dt “ ε

6

πy

2A

ż A{n

´A{n
1

t2 ` y2
dt ĺ ε

6

π

yn

and so the first term on the RHS of (8.2) satisfies

y

π

n´1ÿ
k“0

››› ż tk`1

tk

fptq ´ fptkq
px´ tq2 ` y2

dt
››› ĺ ε{6

For the second term on the RHS of (8.2), we use the MVT :
∣
∣
∣

1
px´tq2`y2 ´ 1

px´tkq2`y2

∣
∣
∣ ĺ }w}pt´ tkq

where wpx, tq “ d
dt

1
px´tq2`y2 “ x´t

ppx´tq2`y2q2 . So

y

π

n´1ÿ
k“0

››› ż tk`1

tk

fptkq
ˆ

1

px´ tq2 ` y2
´ 1

px´ tkq2 ` y2

˙
dt

››› ĺ y

π
}f}}w}

n´1ÿ
k“0

ż tk`1

tk

pt´ tkqdt

“ y

π
}f}}w}

n´1ÿ
k“0

ptk`1 ´ tkq2
2

“Op 1
n
q
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Hence we may choose n even larger as previously chosen to make

y

π

n´1ÿ
k“0

››› ż tk`1

tk

fptkq
ˆ

1

px´ tq2 ` y2
´ 1

px´ tkq2 ` y2

˙
dt

››› ĺ ε{6

(iii) 1
px´aq2`b2 “ ´i{p2bq

x´pa`ibq ` i{p2bq
x´pa´ibq .

Lemma 8.6. Let pA,DpAqq be a self-adjoint operator on H. Let F be a Borel set in R, 1F its charac-

teristic function and 1F pAq the corresponding orthogonal projection induced by the Functional Calculus.

Then

intpF q X σpAq Ă σpA|Ran 1F pAqq Ă σpAq X F

Remark 8.1. Since 1F pAq is an orthogonal projection, H “ Ran 1F pAq ‘Ker 1F pAq is a direct sum of

two closed and A-invariant subspaces of H. If we let

DpA|Ran 1F
q :“ 1F pAqDpAq

DpA|Ker 1F
q :“ p1´ 1F pAqqDpAq

then by A|Ran 1F pAq we mean the operator A with domain DpA|Ran 1F
q and A|Ker 1F pAq the operator A

with domain DpA|Ker 1F
q. Moreover,

DpA|Ran 1F
q ‘DpA|Ker 1F

q “ DpAq

A|Ran 1F pAq ‘ A|Ker 1F pAq “ A

is a direct sum of two self-adjoint operators.

Proof. Note that by σpAq “ σpA|Ran 1F pAqq Y σpA|Ker 1F pAqq.

For the first inclusion, note that intpF qXσpAq “
”
intpF qXσpA|Ran 1F pAqq

ı
Y

”
intpF qXσpA|Ker 1F pAqq

ı
,

so it is enough to show that intpF qXσpA|Ker 1F pAqq “ H, or equivalently, σpA|Ker 1F pAqq Ă F c. Choosing

an orthonormal basis tφnu for Ran 1F pAq so that 1F pAq “ ř
n
xφn, ¨yφn and a cyclic set of vectors tϕku such

that the direct sum of the cyclic subspaces generated by A and tϕku equals Ker 1F pAq (as in the statement

of the spectral theorem), we have that σpA|Ker 1F pAqq “
Ť
k

supp μϕk
. But μϕk

pF q “ xϕk, 1F pAqϕky “ 0

for every k, hence supp μϕk
Ă F c. We conclude

Ť
k

supp μϕk
Ă F c.

For the second inclusion, we show that σpA|Ran 1F pAqq Ă F . As before, choosing an orthonormal

basis tϕ1ku for Ker 1F pAq and a cyclic set of vectors tφ1nu such that the direct sum of the cyclic subspaces

generated by A and tφ1nu equals Ran 1F pAq, we have that σpA|Ran 1F pAqq “
Ť
n
supp μφ1n . But μφ1npF cq “

xφ1n, 1F cpAqφ1ny “ 0, hence supp μφ1n Ă F and
Ť
n
supp μφ1n Ă F .

The following lemma gives a characterisation of the spectrum and the point spectrum in terms of

orthogonal projections.

Lemma 8.7. Let A be self-adjoint on H. Then:
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(i) e P σpAq if and only if for all ε ą 0, 1pe´ε,e`εqpAq ‰ t0u.
(ii) e P σppAq if and only if 1teupAq ‰ t0u.

Proof.

(i) If e P σpAq, then @ε ą 0, e P pe´ ε, e` εq X σpAq Ă σpA|Ran 1pe´ε,e`εqpAqq by lemma 8.6, which

forces Ran 1pe´ε,e`εqpAq ‰ t0u. Indeed, the spectrum of A : t0u Ñ t0u is empty.

Conversely, if e R σpAq, then since σpAq is closed, there exists ε ą 0 such that σpAqXpe´ ε, e` εq “
H. But then lemma 8.6 implies that σpA|Ran 1F pAqq “ H, which is not possible (see theorem 8.20).

(ii) By the Functional Calculus, if Aψ “ eψ for some non zero ψ, then 1teupAqψ “ 1 ¨ ψ, so that

1teupAq ‰ 0. Conversely, for all x P R, x ¨ 1teupxq “ e ¨ 1teupxq. Hence φ̂px ¨ 1teupxqq “ A ¨ 1teupAq “
e ¨ 1teupAq where φ̂ : BbpRq Ñ BpHq is the ˚-homomorphism of the Functional Calculus, so that if

1teupAq ‰ 0, e is an eigenvalue of A.

A clear proof of the following useful theorem is in chapter 4 of [Ja ].

Theorem 8.8. (Weyl’s Criterion) Let pA,DpAqq be a self-adjoint operator on H. Then λ P σpAq if and
only if there exists a sequence of unit vectors tψnu in DpAq such that lim

nÑ8 }pA´ λqψn} “ 0.

Theorem 8.9. Let A be self-adjoint. Then:

(i) For z “ x` iy and ψ P DompAq: }pA´ zqψ}2 “ }pA´ xqψ}2 ` y2}ψ}2.
(ii) For any x P R and ψ P H: lim

yÑ8 iypA´ x´ iyq´1ψ “ ´ψ.

(iii) If λ1, λ2 P σppAq, λ1 ‰ λ2, and ψ1, ψ2 are corresponding eigenvectors, then ψ1 K ψ2.

Definition 8.10. The cyclic space generated by A and ψ P H is the closure of the linear span of the set

tpA´ zq´1ψ1 : z P CzRu.

It is denoted Hψ.

The identity lim
yÑ8 iypA´ x´ iyq´1ψ “ ´ψ of theorem 8.9 shows that ψ P Hψ.

Lemma 8.11. Let μn be positive finite Borel measures, an ą 0, such that

μpRq “
8ÿ

n“1

anμnpRq ă 8.

For B P R, let

μpBq :“
8ÿ

n“1

anμnpBq.

Then μ is a positive finite Borel measure and supp μ “
8Ť

n“1
supp μψn .
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Proof. Clearly, supp μ Ą
8Ť

n“1
supp μn. To show the reverse inclusion, if x P supp μ, then for every ε ą 0,

μpx´ ε, x` εq ą 0, hence there exists n “ npεq P N such that μnpx´ ε, x` εq ą 0. For such n, there is

xn P px´ ε, x` εq with xn P supp μn. Then xn Ñ x as εÑ 0, so x P
8Ť

n“1
supp μn.

Lemma 8.12. Let A be a self-adjoint operator and ψ P H. Then the cyclic subspace Hψ generated by A

and ψ is A-invariant, that is, @z P CzR, pA´ zq´1Hψ Ă Hψ.

Proof. Since pA´zq´1 is a continuous and linear operator, it is enough to show that pA´zq´1pA´z1q´1ψ P
Hψ for all z, z1 P CzR. If z ‰ z1, then this is equal to 1

z´z1
`pA´ zq´1 ´ pA´ z1q´1

˘
ψ P Hψ. If z “ z1,

then choose a sequence zi P CzR such that zi ‰ z and zi Ñ z, so that 1
x´zi

Ñ 1
x´z pointwise. Then by

the Functional Calculus pA´ zq´1 “ s-lim
iÑ8 pA´ ziq´1, so pA´ zq´2ψ “ lim

iÑ8pA´ ziq´1pA´ zq´1ψ P Hψ

since the subspace is closed.

Let A be a self-adjoint operator on a separable Hilbert space H and let tφnu8n“1 be a cyclic set for A.

Let tanu8n“1 be a sequence such that an ą 0 and

8ÿ
n“1

an}φn}2 ă 8.

If Hn denotes the cyclic subspace generated by
?
anφn and A, and if Hi K Hj for all i, j then

H “
8à

n“1

Hn “
8à

n“1

L2pR, dμ?anφn
q “ L2pM,dμq

where

M “
8ď

n“1

Rn

and

μpF q “
8ÿ

n“1

μ?anφn
pF X Rnq.

Note that for any Borel set E, x?anφn, 1E
?
anφny “ μ?anφn

pEq “ anxφn, 1Eφny “ anμφn
pEq. Hence

μ?anφn
“ anμφn

. μ is a finite measure on M , since μpMq “
8ř

n“1
}?anφn}2 ă 8. However μ can also

naturally be interpreted as a finite measure on R. This gives rise to the following definition:

Definition 8.13. The spectral measure for A, denoted μA, is a Borel measure on R defined by

μA :“
8ÿ

n“1

anμφn
.

Obviously, μA depends on the choice of tφnu and tanu. The following theorem explains in what sense

we mean that μA is the spectral measure for A.

Recall that two positive Borel measures μ1 and μ2 are called equivalent (we write μ1 „ μ2) if μ1 and

μ2 have the same sets of measure zero, or equivalently, if μ1 ! μ2 ! μ1.

Proposition 8.14. Let A be self-adjoint on H and tφnu8n“1, tϕnu8n“1 be cyclic sets for H. Let μA and
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νA be the spectral measures corresponding to tφnu8n“1 and tϕnu8n“1 respectively, that is,

μA “
8ÿ

n“1

anμφn
and νA “

8ÿ
n“1

bnνϕn
.

Then μA „ νA, μA,ac „ νA,ac, μA,sc „ νA,sc, μA,pp „ νA,pp.

Moreover, supp μA,ac “ σacpAq, supp μA,sc “ σscpAq, supp μA,pp “ σpppAq.
Proof. Set ψ1 “ φ1 and let H1 be the cyclic space generated by A and ψ1.

We set A1 “ AæH1
.

Define ψn,Hn and An inductively as follows. For simplicity let us assume that tφnu8n“1 is a minimal

set of generators. Decompose φ2 “ φ
p1q
2 ` φ

p2q
2 , where φ

p1q
2 P H1 and φ

p2q
2 P HK1 . Set ψ2 “ φ

p2q
2 and let H2

be the cyclic space generated by A and ψ2. It is easy to check that H1 K H2. Set A2 “ AæH2
. In this

way define ψn,Hn and An inductively to obtain a sequence of mutually orthogonal spaces tHnu8n“1 and

a seqence of operators tAnu8n“1, such that each Hn is generated by A and ψn.

Now form the structure
8À

n“1
Hn “ tpx1, x2, ...q P

8ś
n“1

Hn :
8ř

n“1
}xn}2 ă 8u. One checks that the

map U :
8À

n“1
Hn Ñ H, Upx1, x2, ...q Ñ

8ř
n“1

xn is unitary, so that we have in fact
8À

n“1
Hn “ H and that

U
8À

n“1
AnU

´1 “ A. We also see that A ´ z is invertible iff each An ´ z is invertible, and pA ´ zq´1 is

bounded iff pAn ´ zq´1 are uniformly bounded. Hence we have σpAq Ą
8Ť

n“1
sppAnq and taking closures

gives σpAq Ą
8Ť

n“1
σpAnq. To show the reverse inclusion it remains to show that if pA´ zq´1 exists but is

not bounded then z P
8Ť

n“1
σpAnq. Now }pA ´ zq´1} “ 8 iff sup

1ĺnĺ8
}pAn ´ zq´1} “ 8. If there is n such

that pAn ´ zq´1 is unbounded then we are done. Otherwise each pAn ´ zq´1 are bounded self-adjoint

operators and so as a result of the functional calculus we have }pAn ´ zq´1} “ 1
distpz,σpAnqq , which shows

the reverse inclusion. Hence σpAq “
8Ť

n“1
σpAnq.

For each n let μφn , μψn and νϕn be the spectral measures for A and φn, ψn, ϕn respectively. We want

to show that νA ! μA , equivalently that νϕn ! μA for all n. First notice that μψn ! μφn for all n.

Indeed, for any Borel measurable set E, let 1E “ 1EpAq be the orthogonal projection corresponding to

E; we have

μφn
pEq “ xφn, 1Eφny

“ xφp1qn ` ...` φpn´1q
n ` ψn, 1E

´
φp1qn ` ...` φpn´1q

n ` ψn

¯
y

“
pn´1qÿ
i“1

μ
φ
piq
n
pEq ` μψnpEq
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It follows that νϕn
! μA, since

νϕn
pEq “ xϕn, 1Eϕny

“ x
8ÿ
i“1

ciψi, 1E

8ÿ
j“1

cjψjy

“
8ÿ
i“1

|ci|2xψi, 1Eψiy

“
8ÿ
i“1

|ci|2μψnpEq

The rest follows by measure theory. Since μA ! νA ! μA, there exists f P L1pR, μAq such that

νA “
ş
fdμA. Then

νA,ac ´
ż
fdμA,ac “

ż
fdμA,s ´ νA,s

The signed measure
ş
fdμA,s´ νA,s is simultaneously absolutely continuous and singular with respect

to the Lebesgue measure, hence νA,s “
ş
fdμA,s and νA,ac “

ş
fdμA,ac. Reversing the argument gives

μA,ac „ νA,ac and μA,s „ νA,s. Now νAptauq “ fpaqμAptauq, for every a P R. Reversing the role of μA

and νA shows that they have the same set of atoms. Hence μA,pp „ νA,pp and μA,sc „ νA,sc.

Now t?anψnu8n“1 are mutually orthogonal, generate the subspacesHn and
8ř

n“1
}?anψn}2 ĺ

8ř
n“1

an}φn}2 ă
8. So by definition

σac{sc{pppAq “
8ď

n“1

suppμ?anψn
, ac{sc{pp.

The measure μ1A “
8ř

n“1
μ?anψn

“
8ř

n“1
anμψn

is therefore a spectral measure for A.

Hence suppμA,ac{sc{pp “ suppμ1A,ac{sc{pp.
Finally, lemma 8.11 proves that

8ď
n“1

suppμ?anψn
, ac{sc{pp “ suppμ1

A,ac{sc{pp

.

A linear operator on a separable Hilbert space H is a pair pA,Dq where D Ă H is a linear subspace

and A : D Ñ H is linear. D is called the domain of A and will be denoted DompAq. When DompAq
is dense in H we say that A is densely defined. Densely defined operators are convenient because they

admit well defined adjoint operators.

An operator pA,DompAqq is bounded on its domain if

sup
ψPD,ψ‰0

}Aψ}
}ψ} ă 8

An extension pÃ,DompÃqq of pA,DompAqq is another linear operator such that DompÃq Ą DompAq
and Ã

ˇ̌̌
DompAq

“ A. In this case it is customary to simply write Ã Ą A.

The linear operator pA,DompAqq is said to be closed if the graph ΓpAq :“ tpϕ,Aϕq P H ‘ H : ϕ P
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DompAqu is closed with respect to the norm }pϕ, ψq}2 “ }ϕ}2 ` }ψ}2 on HÀH. ΓpAq is a linear subset

of H ‘H. A linear operator is said to be closable if it admits a closed extension. In that case it admits

a unique “smallest” closed extension pA,DompAqq, called the closure of pA,DompAqq, and characterized

by the fact that A Ă Ã for any other closed extension. Moreover, the graph of the closure satisfies

ΓpAq “ ΓpAq. Let A be closed. Then a set D Ă DompAq is called a core for A if Ã
ˇ̌̌
D
“ A. The

importance of closed operators is twofold: first, one can define the spectrum of such operators in a

way that is consistent with the definition for bounded operators and second, they generalize bounded

operators. Indeed, by the Closed Graph theorem, linear operators defined on a Banach space are closed

if and only if they are bounded.

Lemma 8.15. Suppose that pA,DompAqq is densely defined and bounded on its domain. Then A extends

to a unique bounded operator defined on all of H.

Proof. Let ψn P DompAq, ψ P HzDompAq be such that ψn Ñ ψ. Aψn is a Cauchy sequence and hence

converges to ξ P H. Let Aψ :“ ξ. The norm of the extended operator is the same as original, since
}Aψ}
}ψ} ĺ }A} }ψn}

}ψ} ` }A}
}ψ} }ψ ´ ψn} Ñ }A} as nÑ8.

Lemma 8.16. If A : D Ñ D1 Ă H is a bijection, then pA,Dq is closed if and only if pA´1, D1q is closed.
Proof. Suppose that pA,Dq is closed and let ψn P D1, ϕn “ A´1ψn P D be such that ψn Ñ ψ and

ϕn Ñ ϕ. Then }pψn, A
´1ψnq ´ pψ,ϕq} Ñ 0 if and only if }pϕn, Aϕnq ´ pϕ, ψq} Ñ 0 so that ψ P D1 and

ϕ P D.

The spectrum σpAq of a closed linear operator pA,Dq is the complement of the resolvent set

ρpAq :“ tz P C : pA´ zq : D Ñ H is a bijection, and pA´ zq´1 : HÑ D is a bounded operatoru

Note that the condition that pA ´ zq´1 : H Ñ D be a bounded operator together with the Closed

Graph theorem and lemma 8.16 requires that pA,Dq be a closed operator, and conversely, the assumption

that pA,Dq be closed implies that pA´ zq´1 : HÑ D is bounded.

The spectrum of a linear operator is always a closed set, and if A is a bounded operator on its domain,

then σpAq is compact. Furthermore,

Lemma 8.17. If σpAq ‰ C, then A is closed.

Proof. If z P ρpAq, then pA´ zq´1 : HÑ D is a bounded operator and so by the Closed Graph theorem`pA´ zq´1,H˘
is closed. It follows by lemma 8.16 that ppA´ zq, Dq and hence pA,Dq is closed.

The adjoint pA˚, D˚q of pA,Dq is the linear operator determined as follows: D˚ is set of all ψ P H
such that there exists a ξ P H so that

xψ,Aϕy “ xξ, ϕy, for all ϕ P D (8.3)

If D is dense, ξ is unique so that one sets A˚ψ :“ ξ. An operator and its adjoint are thus related by

xψ,Aϕy “ xA˚ψ,ϕy, for all ϕ P D,ψ P D˚

If D˚ is also dense, we may further define A˚˚ :“ pA˚q˚, and so on.
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Theorem 8.18. Let pA,Dq be densely defined. Then:

1. pA˚, D˚q is a closed operator.

2. If A is closable, then D˚ is dense and A “ A˚˚.

3. If A is closable, A
˚ “ A˚.

Proof.

1. Introduce the unitary operator e´iπ
2 : HÀH Q xψ,ϕy Ñ xϕ,´ψy P HÀH and the set e´iπ

2 ΓpAq :“
tpAϕ,´ϕq : ϕ P Du. Then pψ, ξq P ΓpA˚q if and only if xψ,Aϕy “ xξ, ϕy for all ϕ P D if and only ifA
pψ, ξq, pAϕ,´ϕq

E
“ 0 for all ϕ P D if and only if pψ, ξq P re´iπ

2 ΓpAqsK, thus ΓpA˚q “ re´iπ
2 ΓpAqsK.

2. Suppose that η P H is such that xψ, ηy “ 0 for all ψ P D˚. Then pη, 0q P rΓpA˚qsK “ re´iπ
2 ΓpAqsKK “

re´iπ
2 ΓpAqs. Thus there exists ϕn P D such that ϕn Ñ 0 and Aϕn Ñ η. Since A is closable,

η “ A0 “ 0 and so pD˚qK “ 0, i.e. D˚ “ pD˚qKK “ H.

To show that A “ A˚˚, we note that e´iπ
2 rEKs “ re´iπ

2 EsK and e´iπE “ pe´iπ
2 q2E “ ´E “ E for

any linear subspace E of HÀH. Then:

ΓpAq “ ΓpAq “ rΓpAqKsK “ rre´iπΓpAqsKsK “ re´iπ
2 re´iπ

2 ΓpAqsKsK “ re´iπ
2 ΓpA˚qsK “ ΓpA˚˚q

Hence A “ A˚˚.

3. A˚ “ A˚ “ pA˚q˚˚ “ pA˚˚q˚ “ A
˚

An operator pA,Dq is symmetric if for all ϕ, ψ P D, xϕ,Aψy “ xAϕ,ψy. In addition, we assume that

symmetric operators are densely defined. If pA,Dq is symmetric and ψ P D, then taking ξ “ Aψ in 8.3

shows that D˚ Ą D. Moreover

xAψ,ϕy “ xψ,Aϕy “ xA˚ψ,ϕy, for all ψ,ϕ P D

shows that pA˚, D˚q is a (densely defined) closed extension of pA,Dq.
A symmetric operator is self-adjoint if it is equal to its adjoint. A symmetric operator is essentially

self-adjoint if its closure is self-adjoint. In that case A˚˚ “ A “ A
˚ “ A˚, where the first and last

equalities follow from theorem 8.18. We therefore have the following scenarios:

For symmetric operators

A Ă A˚˚ Ă A˚

For closed symmetric operators

A “ A˚˚ Ă A˚

For essentially self-adjoint operators

A Ă A˚˚ “ A˚
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For self-adjoint operators

A “ A˚˚ “ A˚

For pA,Dq symmetric we define the defiency subspaces L˘ by

L˘ :“ tϕ P D˚ : A˚ϕ “ ˘iϕu “ KerpA˚ ¯ iq “ RanpH ˘ iqK “ tϕ P H : xAψ,ϕy “ ˘iψ, ϕy @ψ P Du.

Note that the definition of L˘ is invariant if one replaces A by its closure A. The deficiency indices

are the dimensions of L˘. The following theorem characterizes symmetric operators with self-adjoint

extensions:

Theorem 8.19. Let pA,Dq be a symmetric operator. Then it has a self-adjoint extension if and only if

the deficiency indicies are equal. Moreover, the following are equivalent:

1. A is essentially self-adjoint.

2. Both deficiency indices are zero.

3. A is the only self-adjoint extension of A.

Theorem 8.20. Let A be self-adjoint. Then

1. σpAq Ă R and σpAq ‰ H.

2. }pA´ zq´1} ĺ 1
|Im z| for z P CzR.

3. rpA´ zq´1s˚ “ pA´ zq´1for z P ρpAq.
Proof. We only prove that the spectrum is non empty. If σpAq were empty, then A´1 : H Ñ D

would be a bounded operator. Moreover it is self-adjoint by the third part of this theorem. Let us

determine its resolvent. If z ‰ 0, then the operator A´1 ´ z : H Ñ H is bounded. It is injective

since pA´1 ´ zqϕ “ pA´1 ´ zqψ ô A´1pϕ ´ ψq “ zpϕ ´ ψq ñ pϕ ´ ψq “ 0. It is surjective since

rA´1´zsp´z´1ApA´z´1q´1ψq “ ψ for all ψ P H. Therefore by the Inverse Mapping theorem pA´1´zq´1

is bounded. Hence z P ρpA´1q. However since the spectrum of a bounded operator is non-empty we must

have σpA´1q “ t0u. However, the spectral radius of a bounded self-adjoint operator is equal to its norm,

thus }A´1} “ 0, i.e. A´1 “ 0 which is a contradiction.

Let Ω Ă Rn and BpΩq be the Borel sigma-algebra on Ω. For any positive measure μ we have the

Hilbert space H “ L2pΩ,BpΩq, μq. Consider a measurable function a : Ω Ñ R that is bounded on

bounded subsets of Ω. We set

D :“ tf P H :

ż
Ω

p1` a2pxqq|fpxq|2dμpxq ă 8u

D is dense in H since it contains all characteristic functions 1E supported on bounded sets E Ă Ω

and all their finite superpositions. Thus the multiplication operator pA,Dq defined by

pAfqpxq “ apxqfpxq for all f P D

is densely defined. We also introduce

L2
c :“ tf P H : supppfq is compactu
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Then L2
c is also dense in H and L2

c Ă D.

Proposition 8.21. pA,Dq is self-adjoint and pA,L2
cq is essentially self-adjoint. pA,Dq is therefore the

closure of pA,L2
cq.

Proof. Since a is real-valued, A is easily shown to be a symmetric operator. Let z P CzR. Then the

bounded operator Rpzq : HÑ H given by

pRpzqfqpxq “ papxq ´ zq´1fpxq

is obviously the inverse of pA ´ zq : D Ñ H. Hence σpAq ‰ C, and so A is a closed symmetric operator

by lemma 8.17. Moreover the deficiency indices of A are both zero: For f P D˚,

A˚f “ ˘if ô xg,A˚fy “ ˘ixg, fy ,@g P D
ô xAg, fy “ ˘ixg, fy ,@g P D
ô

ż
Ω

Agfdμ “ ˘i
ż
Ω

gfdμ ,@g P D

ô
ż
Ω

papxq ¯ iqgpxqfpxqdμpxq ,@g P D

ô f “ 0 μ´ a.e.

Hence pA,Dq is essentially self-adjoint by theorem 8.19, hence self-adjoint. To show that pA,L2
cq is

essentially self-adjoint, we need to show that ΓpA,L2
cq “ ΓpA,Dq. For f P D and j P N, let fjpxq “

1r´j,jsnpxqfpxq. Then fj P L2
c and the Lebesgue dominated convergence theorem implies that pfj , Afjq Ñ

pf,Afq as j Ñ8.

Proposition 8.22. The spectrum and resolvent of the multiplication operator pA,Dq satisfy:
1. σpAq “ ess ran paq :“ tz P C : μpt|apxq ´ z| ă εuq ą 0,@ε ą 0u.
2. }pA´ zq´1} “ }papxq ´ zq´1}8 “ 1

distpz,σpAqq for z P ρpAq.
Proof.

1. If λ is not in the essential range of a, then the operator of multiplication by papxq ´ zq´1 from

HÑ H is bounded. This operator is also the inverse of the operator of multiplication by papxq´ zq
from D Ñ H, and so z P ρpAq. Conversely, if z is in the essential range of a, let

Fj “ Fjpzq “ tx P Ω : |apxq ´ z| ă 2´ju

Then

}pA´ zq1Fj }2 “
ż
Ω

|apxq ´ z|21Fj pxqdμpxq ĺ 2´2j

ż
Ω

1Fjdμ “ 2´2j}1Fj }2

Thus }pA´zq1Fj
} ĺ 2´j}1Fj

} which shows that pA´zq´1, if it exists, cannot be a bounded operator.

Indeed, pA ´ zq´1 would map the unit element
pA´zq1Fj

}pA´zq1Fj
} to an element with norm greater than

2j . Thus z P σpAq.
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2. If z P ρpAq, then z R ess ran paq and so Dε ą 0 such that μpt|apxq´λ| ă εuq “ 0ô μpt|papxq´λq´1| ą
ε´1uq “ 0 and so }papxq ´ zq´1}8 ă 8. For f P L2pΩ, μq,

}pA´ zq´1f}2 “
ż
Ω

|apxq ´ z|´2|fpxq|2dμpxq ĺ }papxq ´ zq´1}28}f}2

and so }pA´ zq´1} ĺ }papxq ´ zq´1}8.

Conversely, let ε ą 0 and F :“
!
|apxq ´ z|´1 ľ }papxq ´ zq´1}8 ´ ε

)
. Then

}pA´ zq´11F }2 “
ż
Ω

|apxq ´ z|´21F pxqdμpxq ľ
`}papxq ´ zq´1}8 ´ ε

˘2 }1F }2

which shows that }pA´ zq´1} ľ }papxq ´ zq´1}8.

If z P ρpAq, then d :“ inf
yPess ran paq

|z ´ y| “ inf
yPσpAq

|z ´ y| “ distpz, σpAqq ą 0. If Un “ t|apxq ´ z| ă
d´ 1

nu, we have μpUnq “ 0 for all n P N sufficiently large. Hence μpYnUnq “ μpt|apxq´z| ă duq “ 0.

This shows that }papxq ´ zq´1}8 ĺ 1
d .

To show the reverse inequality, for all 1
d ą ε ą 0 we have μpt|apxq ´ z| ă d

1´dεuq ą 0ô μpt|apxq ´
z|´1 ą 1

d ´ εuq ą 0 which implies that }papxq ´ zq´1}8 ľ 1
d .

In general, if pA,DompAqq and pB,DompBq self-adjoint operators, then pA`B,DompAq XDompBqq
need not be self-adjoint. The following result on the perturbation of self-adjoint explains when A ` B

may be self-adjoint. The following is based on Chapter X of [RS2].

Let A and B be densely defined operators on a Hilbert space H. B is said to be A-bounded if:

1. DompBq Ą DompAq.
2. There exist a ľ 0 and b ă 8 such that for all ψ P DompAq

}Bψ} ĺ a}Aψ} ` b}ψ}

In this case we say that B has relative bound a with respect to A. The infimum over such relative bounds

is the relative bound of B with respect to A. Typically b is taken larger as a is chosen smaller.

Example 8.23. If B is a bounded operator, then B is A-bounded and its relative bound is zero.

Theorem 8.24. (Kato-Rellich) Let A and B be linear operators on H. Suppose that A is self-adjoint,

B is symmetric, and B is A-bounded with relative bound a ă 1. Then A` B is self-adjoint on DompAq
and essentially self-adjoint on any core of A. In particular, if

Corollary 8.25. If A and B are self-adjoint operators and B is bounded, then A`B is self-adjoint on

DompAq and essentially self-adjoint on any core of A.

97



References

[C] R. Carmona, J. Lacroix, Spectral Theory of Random Schrödinger Operators, Birkhäuser, (1990).
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[Ja1] V. Jakšić, Spectral Theory of Anderson Type Hamiltonians, Random Selfadjoint Operators, Lecture

5.
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