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ABSTRACT -

The results of Monte Carlo simalations of measurements of ete™ — ete vy — ete"hadrone are
presented. The opportunities for tagging the scattered ¢t e~ using the unique beam optics of the DORIS I1
storage ring are described together with the design optimization of two high resolution arrays of Bisnmth

Germanium Oxide nsed to measurs the energies of these leptons. These “taggers” will allow determination .
of the v invariant mass with small systematic error and relatively high acceptance. This will enabje the -

ARGUS experiment, with the modifications suggested here, to perform the first measurement of the total
hadronic cross-section in 47 collisions with reasonable systematic error at low invariant masses. These
Monte Carlo studies involved development of a simple evént generator for e*e™ ~ e*2™4°%* and several
final state generators for QED, and Hadronic processes. -Simmlationr of the ARGUS. Daetector, Trigger
Software and DORIS Beam Optics were also developed for acceptance calculstions in various tagging
situations. The problems presented by spurions tagger signals cansed by beam-beam bremsstrahlung
events are described. Preliminary analysis of 2-photon events using the existing ARGUS detector is
described and resuits on 9, f(1270), 47, p*p~, and ¢*6~ exclusive Snal states are presented.

SOMMAIRE

Les résultats des simulations Monte Carlo de Iy mesure de ¢te™ — ¢te™ vy — ¢+ e~ hadrons sont
presentés. L'occasion de mesurer I'énergie des c* e~ diffusés en utilisant deux matrices d’oxyde de Bisnuth
Germanium i haute résolution et les {léments d’optique magnétigue de I'annean de stockage DORIS 1}
est déerite. Cos étiquettenrs & petits Q? permettront la détermination de la masse invariante 17 avec une
petite errenr systématique et une acceptance relativement élevée. Ceci permettra & Pexpérience ARGUS,
grace A ls modification suggérée ici, d'exécuter 1a premitre mesure de la section efficace hadronique
dans les collisions vy avec une errenr systématique raisonnable & basses masses invariantes. Ces études
Monte Carlo ont comporté le développement d'un générateur d'évinemente simple pour le processus
ete” — ete " 7°4* et plusicurs générateurs d'états finaux pour les cananx EDQ ot hadroniques. Des
simulation du détectenr ARGUS, du déclencheur ¢t de'l’optique magnétique de Fanneau DORIS ant
été {galement dévelopées pour les calculs d'acceptance dans diverses situations d'étiquettage (3 petits
@?). Les probldmes présentés par de faux signaux causés par les évenéments bremsstrahlung sont décria.
L'analyse préliminaire des évinement v utilisant le détectenr ARGUS existant est décrite et dea résultats
portant sur les états Bnaux exclusifs n’, f(1370), 4, " u~, ot c* ¢~ sont presentées.
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PREFACE

This thesis describ es the results of work do;e at DESY concerning the feuilliility of the proposed BGO
Tagger extension to the ARGUS experiment currently taking data at DORISIL. The first chapter consists
(;f a short review of 77 Physics. The general dynamical pmp;rﬁea of vy colﬁdon; at ¢*¢™ storage rings

PR .
are described. The theoretical implica;.'ions of the properties of s-channel 1¢ resonances are reviewed
together with the theoretical expectations for the behaviour of vy — ;uzdrona (as a prelude to their
application in Chlpfer 6). The second chapter descibes the ARGUS detector - its geometry, resolut.io;x,
and particle identification capabilities. The ARGUS event trigger is also Eiscussed. Chapter Three
presents preliminary observations, with the ARGUS detector operating in the notag modg, of exclusive
channels from two photon collisions. The problems of beamgas and cosmic backgrounds are reviewed
together with preliminary rett;lts of studies of 9’ — gy and the 4x final stat;. Ql;a!)te\r‘«lf‘our describes the
proposed modiﬁcatiox;; to the ARGUS detector, i.e. the new vacoum chambers for DORIS and the BGO
tagger. Some properties of BGO and electron calorimeters are also discussed. The fifth chapter describes
preliminary st.ndieal of two prong final states and the problem of QED event subtraction, Preliminary
observations of the f (1270). f’(1515) mesons are described. Chapter six describes the ideas behind the
ARGUS 47 proposal and details Monte Carlo studies of the proposed total photon-photon hadronic cross-
section measurement. Estimated acceptance and trigger rates for hadronic events are included together
with calculation of the effect of various tagging conditions. The background [rjom beam-inam small angle
bremsstrahlung events {SAB) il(ltndied in detail and techniques for statistical background subtraction
and event filtering are described. The QED derivations of the 44 Jaminosity and kinematics are included

in appendix 1 followed by a brief description of the DEPA (DoublegEquivalent Photon Approximation)

while the second appendix reviews the basic techniques of Monte Carlo simulation.
!

This document is intended to fulfill the requirements for a Masters Thesis at McGill University. The
work described here was carried out between May 1983 alu*l° August 1984 while the author resided in
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Germany and took part in the day to day operation of the ARGUS experiment st DESY. Most of the
work consisted of Monte Carlo studies and data analysis using IBM and VAX computers. At present,

some experimental studies of BGO resolution are underway together with continuing Physics analysis of

notag ¥4 events.
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- 'INTRODUCTION -~ A SHORT REVIEW OF TwWO PHOTON PHYSICS

1.1 General : Inrecent years experiments with et e~ colliding bearn machines have contributed a great
deal to our understanding of the fandamental interac!.ions. These studies have principally consisted of
the analysis of “hard-scattering” event topologies, e.g. ¢te¢” annihilation producing a highly virtual
timelike photon which decays into a quark/antiquark pair (Figure 1.1). The high™ “¢’" (invariant mass
squared) of the virtual photon allows distances as small as 10~ 1% em to be investigated. The simplicity
of the initial state kinematics in e*e¢~ collisions and the elementary nature of the incident particles
allow a distinct improvement over fixed tuéet or hadronic collider experiments for study of \“low" energy
“Standard Model” physics. Typical ete~ annihilat:ion cross-sections are on the order of nanobarns while
pp and pp cross-fections are ~ 40 millibarns at ISR energies’?! due to the mmuch stronger Ihadronic
coupling. This difference in cross-sections is less of a drawback than it appears to be. The parton
(quark/gluon) spectrum inside a hadron is soft. At high momentum transfer (small distances), \;r,herc
t.!xe application of QCD (Quantum Chromodynamics) is understood best, the hard parton “luminosities"\

inside hadrons decrease as more of the virtual parton cloud inside the proton is resolved. Consequently,

1
<

the momentum distribution, of the partons, the structure fanction, is shifted to lower momenta - the same
en;ergy is distributed nmonést more “particles”. It is appare'nt thatz most of the pg crpss-seé;.iop involves
low momentum-transfer reactions while only a relatively small portion contributes to high ¢* collisions
between the partons. A major limitation of experiments with colliding beams is the machine luminosity -

an ¢lectron bunch is necessarily somewhat less dense than a liquid hydrogen target. For reference, some

Juminosities and energies reached by existing storage rings are listed in Table 1.

Phenomena analogous to soft hadronic reactions are accessible in e*e™ collisions. These reactions
arise from collisions between virtual particles in the leptons’ structures. To lowest order in QED pertur-
bation theory these can be interpreted as photon-photon collisions (Figure 1.2) since the dominant part
of the electrons “soft” structure is the electromagnetic field. In hadronic collisions the QCD coupling
constant, “c,”, can become greater than one. In this case individual “particles” cannot be singled out
in the hadro; interaction or structure. In effect, each lepton beam in an et e~ storage ring emits a
continuous epectrum of ;)hotom which may collide at the bunch crossing point producing a “fireball” of

electromagnetic field. The investigation of this type of physics with the ARGUS detector concerns the

rest of this thesis.
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) W»F:cility start [Energy (GeV) Hl.nx‘ninosity em~2scc™ ! [Interaction Regions
ADONE (Frascati) %4 11963 2.4 2-4.10% 2
VEPP2(Novosibirsk)'%4{ 1970 | ~ 1.4 10% ’ 2
SPEAR(SLAC)*** (1973 3-8 ‘ 108! 2
DORIS(DESY)'™ {1974 3-10.5 3.5-10%° 2
PETRA(DESY)!*? |1978 10-45 1.7-10%! 4
CESR{Comell)'?* 1879 816 10%t 2
PEP(SLAOi‘“ 1979 10-30 7-1080 6

3 : {

ISR(pp, pp)™°! 1972 660 1.4-10% 6 ,
SPS(pp)!0? 1982 540 1.6-10%° 2

Table 1.1 Colliding Beam Facilities

In classical electrodynamics the phc;tor\ md electron are structureless particles. This assumption
is directly responsible for the 'linearit.y of Maxwell’s Equations. However, the Dirac Theory of Elec-
tromagnetism predicts!®’ a small nonlinearity in Maxwell’s Equations due to the presence of virtual
particle/antiparticle pairs in the the-photon wavefunction. The cross-section for elastic 77 scattéx{ng
(Figure 1.3a) can be estimated quite simply from elementary field theory and dimensional requirements.
'I:lge effective Lagrangian is L,sy ~ a®F,,/m~* where m is the mass of of the fermion appearing in the
box diagram (Figure 1.3a) and F,, is the electromagnetic field tensor. The only other parameter in the
problem is the CMS 7 energy, w, leading to the result: o(yy — ¥7) = K - a*w®m~%. This calculation

was first done in full about fifty years ago!%5--197 with the result:

01/ = (973/10126x)a* (h/mc)? (w/mc?)®
(1-1)

ao = (118/10126x)a* (A fme)? (w/m¢?)®
Where the subscript of 05 refers to the spin of the particle in the loop of the box diagram (Figure 1.3a).
Well above the inelastic threshold 14 cross-sections are comparable to those of the annihilation channel.
Due to the dominance of the virtual photon propagator (~ 1/4E? where E is the e* beam energy) the

10



= annihilation channel cross-sections have the form?%4;
ofete” — p*tp~) m (270 [13E?) §(3 — §7} = 21.604nb/E®
ofete” — hadroru) 2 (1-2)

+ ‘e
(c e — ptu” ) !lﬂmura Zl’

Rete-=

£
9

Here, ¢, refers to the quark charge. The sum over flavours runs over all quarks with (valence) masses less

than the beam energy. This is only approximate and is altered by resonances at the flavour production
thresholds and, at high energies, by QCD corrections. For 47 reactions at ¢te™ storage rings the

total cross-section actually increnees faster than the logarithm squared of the beam energy due to the

¢

bremsstrahlen-like incident photon beams. Approximate re#ults for various channels using the Double

Equivalent Photon Approximation (DEPA) are given below:
E

( Wml nimum )ao

2J +1)I
Narrow Resonance'®® : 0 = (40]1\(——))2 ]n( 2E )(___l_:.'l
R

2
Inclusive Hadrone'®® : 0 = (897) lng(—g-) In®

224 R (1-3)
s 108, ot
QED Fermsons'™ : 0 FTrm? ( )ln(-—) s
. 110,118, 16' 3 E, E
QED Pions O i In*( ’)ln( - )

\
These DEPA results are usually reliable within a factor of two. Most of the growth in the 4 total cross-

section is concentrated either in the prodigious production of low invariant mass final states or states

with a high Lorentz boost (e.g. the mass spectrumn for the channel vy — e*e™,u* ™ peaks at ¢ = 8mf).

Why study ¥4 Physics? Perhaps the least convincing response to this question possible is “because

it's there” - one should not ignore a process merely because it is not expected to present any startlingly

“new results — especially if it does not., require a major research effort. ¥4 collisions are an unavoidable

]

part of the data taken at ¢*e™ storage’rings. Some of the achievments and opportunities of vy physics

will be discussed in the next few sections.

\i{ '
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1.2 General Properties of 77 Interactions at ¢tc~ Storage Rings : Most properties of vy
interactions with both virtual photons nearly real (i.e. the photon mass g7 ~ 0) may be understood in
terms of the bremsstrahlen processes in the initial state. The interaction can always be split up into
the production of the ¥4 CMS - a pure QED process (¢te™ — e¢te™4"9*) and the decay of the CMS
— the process which is to be measured.! The characteristics of the yy CMS are illustrated in Figures
1.4...1.8. Each figure shows the shapers of the differential “luminosity” distributions for transverse photon
collisions as a function of one variabl; with all others integrated over.? These “luminosity” distributions
are actually ete™ — ete gy — ete™ X cross-sections with o{y1 — X) constant - they reflect the
dynamics of the vy CMS independent of specific final state. The most notable aspects of these curves
are the steep decreases of l:minoaity as the colliding photons become more virtual and as the mass of
the v7 system increases. The former 19 a consequence of the photon propagator and the decrease in
invariant mass can be partially understood as the product of the two bremsstrahlen spectra, 1/E,,, with
W,?,, =4E, E.,. It is also important to note the wide rapidity distribution (Figure 1.8). Th\is variable -

is related to the Lorentz boost of the vy CMS along the beam axis:

g

E
YLorents = coshn = ‘ﬁ,:l;‘ Wua = E:.' - P"2
1-4)
E+P (
© 2 (E— P“) 2 E—,g

This Lorentz boost can severely Limit the acceptance by focusing particles towards the detector gaps
that allow the passage of the c* beams. The laboratory (e*e~ CMS) P, of the 77 CMS is guite smali
as both photons are emitted nearly collinear to the beams. This characteristic can be used to separate
47 events from background or—;s » weak requirement in a kinematic fit {Chapter 8.2 discusses these
applications to the separation of the 77y ~ 5’ signal). The angular distribution of the scattered ¢* /e~
(Figure 1.8} decreases rapidly Io‘r nongero 8, due to this the scatiered beain leptons from 77 reactions are
rarely observed - most investigations must be done in what is known as the “notag mode”. The terms

*

single and double tag refer to the experimental situation where the momenta of one or both of the beam

leptons are measured, respectively.

v

AL
One‘expects the matrix element squared for the process 77 — X to have 3* = 81 independent

components (the cross-section is related to the imaginary part of the elastic scattering amplitude via

“

1The derivations of the expressions presented here are given in Appendices 1 together with a description of the notation

used. .
2 These figures were generated with the Monte Carlo discussed In Chapter 8 with Wy 2 1 GeV bnd Epeam =8 GeV.

~
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the optical theorem and each virtual photon has three independent helicity states) but this number is
reduced to 8 by considerations of symmetry under ti;ne-rcversal. parity, and rotation. The cross-section

for any process ete™ — e*e™ X can be expressed as:

3 3 2
o (ql : q3) —qlqg ++
= 4 orr+
673 | (s -pal = md (1 43 0T

2)6f o3 " |rrr con2¢ + 207t p8%07s + 201° 07 TosT +241° 03 055

8 '
-8t e cor (| TETE (1-9)
1+3

Where:
q? n—4ElEu'dn2 (0'/2) -qr’mn <0, ‘I?mn"‘ma"’?/(EE'.)

X =(aa) ~¢dq
207t = YR = X" (4Buwg - ¢ = @)’ + 14+ 4m? g}

. (1-8)
P = A QQY = X (4Ew; - @) ~ qrga)® -1

7L (et + 1)l

loi "= o™ -1
The p's can be treated 25 photon luminosity spectra. Two of the eight amplitudes mentioned above are
not shown in equation 1 — 5 because they only contribute to processes with polarised et ¢~ beams. The
“s" amplitudes can only 'be measured if both the scattered beam particles are measured or “tagged”. As
most experiments cannot measure particles scattered at small angles the tagging requirement restricts the
¢° of the virtl;al photons to be quite large. The 4+ luminosity for these double tag processes is accordingly
su;;preused, making accurate measurements in these kinematic regions difficult. The amplitudes involving
collisions of scalar photons are also suppressed by factors proportional to the phot.c;n mass (e.g. 055 ~
¢2q3) as they must vanish for real photons. This leaves only one amplitude, orr, measurable in the easily
accessible “notag” mode where neit.h;; scattered beam particle is detected (i.e. g° for both photons are
limited to be less than a maximum de&ermi;led by the minimum scattering angle measurable by the

detector). .

Historically, the production of hadrons in v4 collisions was first suggested in 1960 when F.E Low!!!
discussed the measurement of the 7 lifetime via the production cross-section for o' in “inelastic Bhaba
scattering”. Independently that year, Calogero and Zemach!!? suggested the measurement of pion pair
production in 77 scattering at e"':e" storage rings. Indeed, it is this paper which first suggested the

.possibility of using the storage ring optics to “tag” the scattered e*e~ at small angles - the slight difference

13



between their trajectories and that of tixe beam allowing their magnetic q@pmtion and measarment.
This idea is only now within reach of being achieved experimentally and is the core of the proposed v+
modification of the ARGUS ‘experimcnt. In the early seventies a plethora of theoretical papers discussing
the rates, cross-sections and angular distributions of simple final states were published 110:113..119  Tha,q
efforts used all the udnnolog of Particle Physics available at that time: PCAC, soft-pion theorems,
current algebra, Finite Energy Sum Rules etc. Few of these predictions appear kikely to be confronted
with experimental results at present. Since then the picture has been changed radically by the acceptance
of QCD as a theory of the strong inte;'actiom. Results of this period of theoretical research are reviewed

by Brodsky et al.!'%, Terazawa''®, and Budnev et al.!!?,

The rise of the standard model and the appearance of the new “charm” and *beauty” physics in
the second half of the 1970's led to diminished theoretical interest in ¥4 proceases. The first observation
of 9 — ete™ was made in 1970 at the VEPP-2 storage ring in Novosibirsk but clear evidence for
hadronic processes was not found until 1979 when the MARKII collaboration®!! discovered the process

ete~ ~cte~yy — ete~n' at the SPEAR storage ring at SLAC in the U.S.A.

Interest in 49 physics was revived in 1977 when Witten!?? suggested that since the photon was an
elementary particle the photon structure function could be calculated in QCD - quantitatively. This was
the only situation{ where this seemed to be possible. The measurement would invalve the finite angle
tagging of one scattered beam lepton to insure that one photon had high ¢ and the antitagging of the
second lepton (requiring it to have < 6o with 8, sufficiently small so that g} ~ 0). This process is
referred to as deep inelastic photon electron scattering®®* - the highly virtual photon acts as a short

distance probe of the electron’s structure:

o _ 8a’EE.»
dzdyd¢ Qt
F] =orr:Q*/(82%az)

F] = 22F '+ osr[4r’a

(1-y)Fa(2,Q%) + 20’ F (MQ’)]

Q=g Plam~gi~0 (-7)

X=Q/(30:102) xQ*/(Q* +W2.)
v = (a1@)/(pags) = 1 ~ (E3/E)cos’0y 2

Crm(aa)/(ng) > /E
14 b



The F, are known as photon structure functions and represent the momentem distribution of the partons
inside = photon. A third structure function appears if the scaitering planes of the ¢t e~ are measured

"Normally enly FJ is measurable as zg? is usnally mmall compared to (1 - y).

_ The measurement of the photon structure function was eagerly anticipated in the hope that it would
determine the QCD scale parameter, A,, from the absolute v:lueJ of the structure function at finite Q°.

Previous messurements of A, were made from the Q? evolution of nucleon structure functions. Since

- this evelution is logarithmic on top of » large background, this is a difficult task. The nucleon structure

functions also decrease with increasing z (which is proportional to the momentum of a parton inside the
nucleus). In contrast the 4 structure function increases with z and is directly proportional to In @?. The

first order QCD (c;mesponding to the ungauged Quark model without gluons) result is 199

=3 ¥ 42+ (- , (-9

Jisvoure
For the Quark Parton Model Qf = m32? /(1 — z} where mg is a quark mass. The logarithmic term arises
from the integration over the target photon Q3. In QCD it is not realistic to integrate over the whole

phase space — the parameter A, sets a scale below which the perturbative diagram (Figure 1.3b) becomes

\me;ninﬂesa, this implies Q3 = A2, When higher order corrections are calculated, infrared sirigularities

appear in F;. For a while it looked like these would completely destroy\the calculability 9]‘ the photon
structure functions. It was soon realized that these infrared gluon brémgstrahlung corrections had to be
cancelled by non-perturbative “vertex correction” contributions (Figure 1.9). This redaced v structure
functions to the status of Nucleon structure functions - only the ¢? evolution could be predicted. This fact
was confirmed!®® when next to leading logarithm calculations were made using renormalisation group
techniques. It is still hoped that some progress may be made in extracting A, from photon structure

function data. The photon structure function can be calculated reliably in the case where the target

photon is also highly virtual (i.e. Q* >> P? >> A3) but in this case the scale breaking is proportional

?

5
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This led to measurement of the 74 widths of the pseudoscalar and tensor mesons together with some
controversial determinations of the 74 total hadronic cross-section and structare functions. At present,
experiment has nearly saturated the capabilities of existing machines and, side from the accummlation
of statistics (most of the experiments have 5-4 years running behind them), no drastic ﬁromsa is ex-
pected. In the future, experiments at LEP and TRISTAN may be able to improve measarements of the
phov;n structure functions in ssymptotic kinematic regions where QCD can be mambﬁnoudy applied.
Additionally, high luminosity “low energy” experiments will allow the study of exclusive channels in 77

collisions in much greater detail. g
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1.3 Resonances In vy Collisions : The frst suggestion of the possibility of observing resonances
in v4 collisions was made by F.E.Low!!! in 1960. Little more was heard of the subject until the early
1970's when the production of y¥ resonances was discussed in' detail theoretically and derivations of
cross-sections were first presented for n, md\a production19112, A¢ that time it was ho\ped that data
from v céiﬁsions could be used to ltl;dy #x phase shifts and determine whether the controversial ¢
meson actually existed. Solme progress in this direction has been made and data now seem to indicate!??

a ¢ meson of 600 MeV mass with a 600 MeV width.

The study of resonances in 77 collisions is interesting due to the low background and varied quan-
tum numbers available in the final state. While s-channel resonances in ¢* ¢~ annihilation must have the
quantum numbers of the photon, i.e. J°F = 1=~ the 47 s-channel is much less restrictive, the main
requirement being positive C-parity. Though these typés of resonance can often be observed inclusively
in other processes, v collisions present the sole opportunity for their observation in a background free
channel. C. N. Yang showed in 1950""19 that mesons decaying into two real photons cannot have J=1
because of helicity and parity conservation. In ete~ — ete~9°4* the photons can become sufficiently
virtual (g2 ~ m{ }, so that production of JOF = 1%+ resonances is allowed!?. The possibility of observ-
ing particles with the exotic quantum numbers 1~ (e.g. ¢gg) is of particular interest. In this case at least
one of the scattered ete™ mmst be tagged to insure that the corresponding photon is sufficiently nﬂ'shel!
and to allow determination of the resonance cross-section g° dependence. No experimental evidence for

J = 1 meson production in virtual 17 collisions has, as yet, been published.

S

For a new resonance with undefined I‘;.JCP evidence from production in 44 collisions could be
quite useful. This opp‘on\mity has not presented itself as only upper limits on the production of exotics
are gvailable. The ;\iincipal item of information that one can extract ﬁ?m 44 production of a known
resonance is the production width, l‘?,,, which yields information on the meson wavefunction. The

« resonance production cross-section is given, spproximuately, by a relativistic Breit-Wigner function:

r . 'r
o(vy — R} = 8x(2J + l)ﬁ-’;%fm (1-9)

Where W, is the mass of the yv final state, J is the spin of the resonance, and My is its mass. This
formmula is actually an oversimplification as modifications occur when field theoretically correct matrix

elements are used'®®#!2, For nonzero ¢ a form factor to parametrize the g dependence of T, must
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be used (if the notag restriction is poor this corre‘ctioxi may be necessary even if the scattered etc™ are
left untagged), and for tensor mesons one mmst consider centrifugal barrier effecta’®!. Additionally, the
47 couplings of resonances with J¥ 2 2* are described by two independent parameters corresponding to
spin-Bip and non spin-fip @Htudeu (or7 and rrr in Appendix 1). The measurement of both of these

requires double tagging ~of the event. In the narrow resonance approximation formmla 1 — 4 becomes:
2 r o r
o(yy —=R) =85 (27 + 1)7{—7-7-6(W.,., -~ Mpg) (1-10)
R

This can be used as input in a DEPA calculation of the total cross-section with the result504:!!;

ole*e™ — c*e” R) m 100710 )1 (n/26) 2] L; r

J(z) =2+ (1/z) - (1 - 2°)(3 +27)

(1-11)

The two main characteristics of this equation are the /M =% dependence of the cross-section on the reso-
pance mass and the logarithm squﬁed energy depedence of the cross-section. Experimental cross-sections
increase slower thu\l the total cross-section with beam energy as a great deal of the extra luminosity is
concentrated in regions of high rapidity and low acceptance. If one or both of the scattered ete™ are
tagged, one or both of the logarithmic factors in equation 1 — 11 is replaced (in a first approximation) by
a2 1/¢ factor. Due to this only two measurements®4:51% of resonance “form factors” (the ¢ dependence
of T'.,,) have been made. Experime;u,al values and nppe;' limits on I’f,, are given in tables 1.2, 1.3 respec-

tive\]y. The world average values have been calculated, with only the newest result of each experiment,

and are error weighted.

The two gamma width of a meson can be unsed to determine mixing between states of the same
quantum nurmnbers with different parton content, as predicted by models of hadron structure. This mixing
can be of two types: the SU(3) flavour symmetries of the old Quark Parton Model or “accidental”
degeneracies (from an SU(3) standpoint) between “normal” mesons, glueballs (mesons with valence
gluons only), meiktons (mesons with valence quarks and gluons), and multiquark states (i.e. ggqg states).
The current theoretical status of these particles is reviewed by Renard’®? together with expectations for
the 47 widths of these exotic states. Quark content of & glueball can show up u an unexpectedly strong
47 coupling (this is expected to be suppressed for glieballs as they contain no charged valence particles
and they can only couple to 77 through sn intermediate quark loop). Mixing can produce destructive
interference leading to the suppression of certain decays. The ©(1690) is commonly suspected to contain
some glueball in its wavefunction because of its production in radiative Jy decays (i.e. /¥ — 797 — 78).

18



Resonance | Group | Reference Channel Ty, [heV]
=0 average (7.59 £ 0.09) - 10~2
NA20 156 #0 — 7y . (7.59 +.09) - 102
PDG 303 Primakof (7.85£0.54) - 102
C.Ball 806 70— qq (79+14+1.8)-1072
7 average o 0.374+0.04
; PDG 303 Primakof 0.324 £ 0.046
C.Ball 505 N =77 0.56 +0.12 4 0.10
JADE 506 n — 17 0.56 = 0.05 £ 0.08
n' sverage 4.57+.36
MARKII s | 0 — v 58+11%12
CELLO 302 9 = 624+11+£08
JADE 301 7' — Py 50+05+09
TASSO 521 0 — 4140415
MARKII 508 n —prtx 3.8+1.0
PLUTO 304 n = 3.8 2643
> TASSO 312 n — 7 514+ 447
1(1270) average 2.5 4£0.2
PLUTO 517 f—xta 2.3+0.5+0.3
TASSO 518 J—rtx” 32402306
MARKII E19 [ =t 3.6+03+05
C.Ball 524 J —x%x° 2.7+£02+0.6
CELLO 121 [~ ata 25201405
JADE 521 [—atx 2340205
MARKH | 121 J—ataT 2.5 0.1 04
-4 PEP :79 187 J— ot 2.39 + .06 + .30
A;(1318) | average 0.85+0.11
C.Ball 524 Az — 7 0.77 £ 0.18 £0.27
CELLO 302 Ag = ptxF —xtxq(y)| 081+019£027
JADE 521 Ag — ptaF — xtx— 20 0.84 £ 007£0.15
TASSO 158 Ay — pEa¥ s xtx 1.08 £0.18 £ 0.19
1'(1515) | TASSO 310 S~ KtK~,f'— K'K?| 0.11£0.02:40.04
x2(3558) C.Ball 126 ¢ —x— 37 1.8+1.3
?7(2100) TASSO 127 T —27t22 135+05+0.5

i ¥ .

Tabla 1.3 47 Widths of Resonances
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sonance | Group [Reference [Final State ['(R — ) - Br(R — X) [keV| [Confidence Limit
5*(976) | CBall |, 524 ™ <08 . 95%
JADE 521 all <08 95%
€(1300) |TASSO| 518 LR <15 95%
s(1440) |TASSO| 305 " « <10 95%
. kmm(lq 123 KK=x g <B.0 95%
TASSO| 821 KE~x <170 95%
©(1690) |TASSO| 305 P°° <12 95%
TASSO| 810 KK <03 95%
MARKII 124 KK < 0.4 . 95%
CBall | 125 7 ’ <03 95%
7.(2980) | CBall 128 all < 20. 90%
TASSO| 521 pp < 0.4 95%
TASSO| 621 KK~ <27. 95%
TASSO{ 521 2xt 2%~ <07 X 95%
JADE 521 xtx—2x0 <42 a5%
JADE | 521 | nxtx <23 5%
x0(3415) | CBall | 126 all <10. 90%

Table 1.8 Upper Limits on vy Widths of Resonances

Unfortunately, a pure glue int:erpretation conflicts with the suppression of the & — xx decay - the major

decay mode is ® — KK but glue should couple to hadrons flavour independently. One model for
-/

mixing'*? of ©, f(1270), /'(1515) arranged the suppression of the ® — xx decay but also required a

vanishing I',,(/’(1515)) and was therefore incorrect.

The SU(3) f1avon» mixing of the 0~ and 3** meson nonets can be determined from the 77 widths
\ i .

20



of their members. The SU(3) wave functions for the g7 octet and singlet are:
l .
xg (A3) = T(dd— ud)Fy  seovector
2
1 .
n (fs)= —ﬁ(ua + giJ — 223} Fy seoscalar
m ()= 715(«1 +dd+ e9) Fy ssoscalar
n = ngcosf —n, sinf
(1-12)
n' = n;cos6+ g sinf :

f"fiCOBO—flﬁno

S = fycos0+ fguinb

ThetF, represent the spatial wavefunctions - for nonet symmetry r == F, /F; = 1. The two gamma widths

137,

of the mesons can be related to the quark content by the approximate expression
I (R) = "‘3 ’ K[E 33 <Fylr= 0)]2
¢

31"-:,8('!) = r-:;g‘o) {\/Efﬂin 0 ~ cos 0]2 (1—13)

L ®o
’
3_1"]"_‘1}'.7_1 = r;—-'.-gﬂl(x/gr cos 8 + sin 6]?
"’ %o

Where ¢, is the charge of the quark ¢ (¢ = u,d,s). These can be used to calculate r and ¢, the former is
(atiiale rmd s, e

consistent with nonet symmetry at a 20 level, i.e. 7(0‘;5:.1921:.05, r(2+*) = 1.09%.11. 6 is consistent

with perfect mixing (9 = 35.3°) for the 2% nonet, 25° < #(2**) < 35°, this limits the u and d quark
content of the f/(1515) to be less than 2%506. The pseudoscalar nonet has —~5° 2 8 > —43° the large

error bars being due to inconsistencies between old analysis and the new PLUTO study®%* which derives

a lower value of I'yy (n'). A large departure from perfect mixing is expected in the 0+ nonet due to the )

large mass differences®4,

N

The 75 two gamma width can be determined independently from all of this by ueing PCAC'®® and

the triangle anomaly?*® (Figure 1.10) with the result:
) Toyy(%o) = rym Ixovy
© p
"'0‘1‘1 - ——faNc < 33 >.-° .

/e
The experimental value for I, (7o) is 7.69 %.09¢V to be compared with the result of equation®?¢ 1 —14,

(1-14)

P
-~ 7.63¢V. This agreement is one of the earliest and most important pieces of evidence for the extra colour

degree of freedom for quarks.
21
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The v widths of mesons can be used to to differentiate between models with different charge

assignments for the quarks. In the Han-Nambu'?¢ Integer Charge Quark(lCQ) Model SU(3) flavour and —

SU(3) colour are not independent - the charge of a quark depends on both f&ldnr ;n-d flavour though the
colour-averaged quark charges in the ICQ are identical to those in the Gell-M;nn/Z’:\mig‘84 Fractionally
Charged ‘Quark Model(FOQ) (Table 1.4). The current data on Ry+,-_ and I'y(7) do not rule out
the ICQ. These results can only measure the colour singlet part of the photon wavefunction be'!ow.the
threshold for open colour (which, given current theories of quark confinement, could be infinitely far away
from current energies). In SU(3) f16v0ur2SU (3)cotour 828 = 1.+ 8 4 ... so in 4 collisions there is some
contribution from the colour octet p;rt of the photo'r'l,'if it exists.” If one evaluates equation 1 — 13 with

9

the wavefunctions given in 1 — 12 for the 1CQ and FCQ models using Table 1.4:
' Iy ~< 1)1|R >3 )

< 'rﬂﬁo >=3R(<Qi>. -<q@? >e)

d <11l,’1 > 2.'3?1(( Q3 >+ <Q3 >+ < Q3‘>c /3
‘ (1—15)

|

<710’ > = 3R(< QG > + < QU>, -2 < @) >c) /6 /
-

| < Qi >ice=2/3 <Qi>rce=1/3 :
i -
< Q) ¥rog=4/9 }Sreg=19" - .

< e, > refers to the quark charge averaged over colour. It is apparent that T'.y(71) in the ICQ is 4

times that in“the FCQ mode] while the other yv widths remain the ;ame.‘ For the FCQ, assuming the 7’
is pure singlet, 'y () = 8keV which, when ’comparet'l' to the experimental value of 4.57 & .35, heavily

favours fractionally charged quarks.

Additional dita on the question of quark charges miay come from analysis of vy — ¢g, where the
quarks form hadronic jets'**. One’can calculate the ratio between the hadronic jet cross-section and

the cross-section for vy — u*pu~, -.R,,. This quaptity is analogons to that calculated in annihilation

phenomena (equation 1 — 2):

R, = _do /it~ a1 :""2 m.,.Q‘— : —34/27 (1A-FOQ
Forn = d”/dt(::: ”SZ_) - (1/3"211..,9«,".(2,?“.:. Q},f)g) = (10/3) (IiICQ) (1-16)

In this’ equation the ﬂ_avours u,d, s,c are qummed over. R only becomes constant for high particle P,

due to the influence of QCD. At present, data from 74 — jete at high ¢* (Figure 1.11) seem to rule out
the ICQ model®®4. It is suggested'4® that this may be misleading, in gauged ICQ models a direct photen

coupling to the gluon occurs, and the proposed colour octet coupling of the phqtoh is suppressed at high

g’ by a gluon propagator effect.

22
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Resonance Group Reference [  Channel Ty [keV]
Red White Blue FCQ Modelﬁ
- 1 1 0 2/3
D d 0 0 -1 ST}
c ‘ 1 1 0 2/3
| - 0 0 a1 | -1/3
b 0 0 -1 .1/3

Table 1.4 Quark Charges in the Han-Nambu(ICQ) and Gellmann-Zweig(FCQ) Models

Searches have been made for most exotic resonances in the various channels availdble in v+ collisions.

The only channel to produce any serious theoretical confusion is the 44 — pp channel. Several collabora.
tions have observed this??®—3% and TASSO have perforx?:d the most complete analysis to date®°®, They
“8nd a large enhancement in vy — 271727~ near the p‘;ﬁp" threshold. The angular correlation analysis
suggests that the data is best fitted by C==+ states with the dominant contributions being 07 below 1.7
GeV and 27+ above. The datais such that TASSO can’t rule out an isotropic phase space cbntribut.ion.(. .

Theoretical expectations for vy — pp from the Vector Dominance Model (discussed in the next section)

suggest: B
i do(v7—08) _ | o, ena@n3do(pp — pp) _
dt - (P /k ) T dt (1 17)

Where £°, p* are the v and y momenta in the y4 QMS. The mreasured value (Figure 1.12) is on the
order of 2 100 nd near threshold — clearly inconsiste;;t with the above result and with most attempted
explanations of the effect. In addition, the JADE Collaboration®%4 has observed 7y — 7 p~ and see
no analogous threshold enhancement. If the gp signal had resulted from a single resonance isospin
conservation would require: Br(X — ptp~)/Br(X — p°p°) = 2,1/2 for Ix = 0,2, respectively. There
]‘\ Ii;\no clear explanation of this signal ~ one popular model format suggests a pair of four quark resenances
| inteﬁeres to produce a suppressed p7 o~ mode. More data on this final state and related final states (pw,

. ww etc.) are needed to distinguish between the theoretical possibilities.

\
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1.4 Tha Total Cross-Section for vy — H adrons: The photon has a dual nature in hadronic interac-
tions ~ it can couple to hadrons either through their charges (or, at high photon ¢?, through the charges
of the constituent quarks) in an electromagnetic interaction, or it may oscillate into a vector meson (p,
w, ¢...) and interact via the strong force. This latter view is known as the Vector Domim:nce Model or
VDM, expressing the fact that, in soft hadronic interactions, th/e photon behaves rather like a hadron.

The VDM contribution to hadronic processes in vy collisions ia:

~

o(v7 — hadrons) = 2(01/73)(01/1",,)0(VV' — hadrons) V,V'=puw ¢ (1-18)
\2Z :

Where the 7y can be calculated from the vector meson'decay constants'? and flavour SU (3) implies:

olyp— pp) :o(1p— wp) io(vp = $p) =9:1:2=2 : 7} 1 9} (1-19)

This concept implies that hadrons in 7y coilisions should be produced with a limited P, phase ap;ce

distribution — similar to that found in low momentum-transfer hadronic reactions. Additionally, Regge
Model results can be used to relate 1 cross-sections! 9109594 ¢4 Nucleon cross-sections. At high energies
only the o = 1 Regge trajectory contributes, as Regge Models have 0 ~ W.I’.‘,’" Assuming factorization
(i.e. that each process can be describea by two independent vertex coupling constants, Figure 1.1‘3) the
asymptotic vy total hadronic cross-section can be de;ived from the total cross-sections for yp and pp

scattering'4?:

o(v1) = o(vp)? /o (pp) = 250 £ B0nb .-~ (1-20)

Exchange of the o = 1/2, 0 trajectories (Figure 1.14) producet; elements in the cross-section proportional
to 1/W.;,1/W2" respectively. The latter is expected to contribute little but the o = 1/2 trajectory
(corresponding to f and A; exchange) is calculated by W.Wagner‘“ to be 270nb - GeV /W, Ginzburg
and Serbo!*® estimate this contribution to be 316 £ 55nb - CeV/WTr The 1/W term is expected to be

1

only an average estimate of resonant contributions at low masses.

As discussed in the section 1.2, much work has been done on photon ‘structure functions and these
are directly related to cross-sections. However, for both photons nearly real the QCD treatments are not

expected to apply. The Quark Parton Model does predict that the photon will have a pointlike coupling

to quarks:

1+ﬂ

olvv—qd) = 2m’z—*'-[2;9a ~48+(3-8Y- ln( )] (1-21)
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Where § = P/E (P and E are, respectively, the momentum and energy of the 7y CMS). This may
produce 8 1/W? term in the y4 total hadronic cross-section db' ita behaviour is not drastically“Bltered

by QCD. As mentioned in the previous sgection, the observation of two jet events In' v+ collisions is

fundarmental evidence for a pointlike contribution. In addition, the pointlike coupling shows up at large ‘

hadron P, as a slower decrease(~ 1/P}) in do/dP? (Figure 1.15) than one would expect from the limited )

P, phase gpace of soft hadronic interactions(do/P? ~ exp (—8P%)).
o

The VDM can be used to estimate the Q? dependence of 47 cross-sections. The vector meson appears
as an internal line in the Feynmann diagram (Figure 1.18) and modifies the 1/¢? photon propagator to

be 1/4°(1.— ¢*/m}), ¢? < 0, This suggests: [
\

3 3
1 1
oW satogl) =0 0.0) (=570 ) (=57 ) (-22)
[ 4

The rho propagator hypothesis agrees well with data at small ¢? (Figure 1 ~17a,b) but for g on the
order of 1 GeV? it estimates too steep a decrease in the cross-section (Figure 1 — 17¢). Ginzburg and
Serbo'4® have suggested that at moderately high ¢ the contribution of the other vector mesons mmst be

taken into account and suggest the formula:

U(ng qg’o) = U(W’,0,0)Féypu(qn)
1+¢°/4m? 0.22 (1-23)
1+¢*/m3  1+Q?/1.03 ‘

Fovpm = Z

V=p,w,¢é

with r, = .85, r, = .08, and ry = .05. This expression is also meant to include the contribution of o571
for nontero ¢? (i.c. the terms in equation 1 — 23 proportional to ¢g?}. The GVDM propagator seems to
agree with the data at moderate g? (Figure 1 —17c). Expression 1 —23 also describes similar propagator
effects in eN and uN scattering!4® where it was originally applied. Some question has arigen 50 ab:)ut

whether the propagators factor as implied in equation 1 — 22 for both photon g2 ~ O(m} ).

The first measurements of o(yy — H adu;nt) were made by TASSO 6147 PLUTOM 4148 and
SPEARM®, The first two of these are single-tag measurements while the SPEAR experiment operated
in double.tag mode. The SPEAR experiment had very low statistics and expressed its results in terms
of R, (Equation 1 ~ 16}: ’

' Ry, =11£03£03 /- (1-24)
The analyses of PLUTO and msso had ninch more statistics but had the distinct disadvantage that
the true .., was unknown due'to detector acceptance and resolution. This quantity had to be estimated
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using an unfolding algorithm based on a Monte Carlo for the fragmentation of the final state. As the
Monte Carlo had to be adjusted to the experimental data there is an element of circular logic involved in
this type of analysis. This systematic ancertainty led to the two different “anfolded” 74 cross-sections
shown in Figure 1 — 18. The 1o error contours in Figure 1 — 18 are only statistical errors — the difference
b::‘ween the two results can be attributed entirely to systematic effects in the unfolding procedure. The

results of the two experiments are:

o(7y — hadrons) = (A(240nb + 270nb. GeV /W) + B nb - GeV ? [W?)F? PLUTO

A= 97+.16 B = 2250 + 500

e 1~--25

o717 — hadrons) = (C+Dnb- G’cV/W)F: TASSO
C=370+35 D =570 + 100

;Where F, refers to the p propagator hypothesis for the cross-section ¢ dependence as described above.
Kolanoski®?* discusses the different points of the two analyses in detail. The PLUTO experiment used a
limited P, phase space algorithm:

;‘% ~eap(-5p1)  75%

:—’],} ” ”P(-P?L) % » (1-26)

<ni>=2.0+14l(W,,/GeV)  Possson
Kngy > [ <ngo>=2

Though these parameters appeared to describe the data, they were not allowed to vary simultaneously
with the cross-section parameters in a fit. TASSO had a larger W,,, — W, comection because it only
used charged particles in its analysis but it imunltaneously fitted C,D and the multiplicity distribution
to the data. The P, distribution was fitted separately. In a later analysis with 9 pb~! luminosity (the
original analysis used 2.3 pb~!), TASSO!**%%4 found that if the parameters for the P, distribution were
included in the fit the correlation was sufficient to destroy the ability of the experiment to determine any
cross-section W, dependence. For visible invariant masses greater than 3 GeV it was agsumed that the
cross-section was flat. This ansate produced the regult 7, = 285485nb. It was impossible to dgtemine the
fragmenta}tion parameters independently of the cross-section and, if all parameters were fit simultaneously,

the range of cross-sections allowed within the 95% confidence limit was 180nb < 0, < 13001,

More recently PLUTO™? has published an improved analysis with higher luminosity (19 pb~! as
opposed to 2.7 pb~? in the original analysis) and an improved detector. The PLUTO result is shown in
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Figure 1~ 19. The PEP 4/9 collaboration have recently started analysis of yy — hadrone with 50 pb~!

luminosity and have!®%159 announced a preliminary result from a double tag measurement:

o(vy = X) = (360 £ 80)nb+ (10 £ 290)nb - GeV /W ~

' ITT 49+ .24, Oepy = ofete™ — ete"hadrons) /L1y (1-27)
- Tayy . .
TS = —024.04
0¢/I‘

H
PLUTO'®! has measured —Z1- = .31+ .12. A double tag measurement has a mmch better control of

O¢
systematic uncertainties sinc: i.he W,y can be determined from the energies of the tagged beam particles
and no Wo,ppie = W, unfolding is needed. However, the statistics are very limited (PEP 4/9 has
~ BOOD events while the PLUTO analysis has ~ 3000 with less than half the luminosity). There is still
systematic uncertainty from trigger efﬁc“iepcy, event selection, and various background contributions. It
is also difficult to get a good mass resclution in double tag measurements as W.?,, =~ 4(EBeam — ETeg1)

(EBeam — ETeps) and E1gy >> Epgam — ETag- For either (ST or DT) finite angle tag measurements it

is necessary to estimate the cross-section for real photon collisions from measurements at finite Q2.

In summary, v physics 1s an alternative to ¢~ e* annihilation with many unique opportunities. The
complexity of hadronic interactions and the simplicity of QED both manifest themselves providing a
middle ground where some aspects of hadrenic interactions are more susceptible to theoretical attack.
The measurement of the photon structure function has attracted a large amount of theoretical and
experimental effort which shows no sign of lessening. Investigations of resonance production have nearly
saturated the capabilities of present facilities but many allowed channels luwe’ not yet been seen. The
observation of the weaker processes would assist in the analysis of meson wavefunctions, the quark content
of exotic mesons being particularly interesting. Low intensity channeﬂla. like vector meson pair production,
may reveal the existence of four quark states. It is also expected that high P, hadron production may be
partially calculable in QCD83-1%¢, The 44 cross-section has not created any theoretical controversies -
the Regge theory estimates have not changed significantly since the early seventies and sound evidence
for the presence of 3 1 /W,?., term, evidence of QCD effects, does not yet exist (other evidence for pointlike
coupling in vv processes does exist in the form of jet production and high P, processes). The difficult
experimental situation has i)nvented the measurement of v+ cross-sections to an accuracy that can
challenge the theoretical estimates. The v crosa-sections are fundamental quantities and it is clear that

their accurate measurement-and eventual calculation in QCD, clearly & much easier task than calculation
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' of other channels involving soft hadronic processes, would be a triumph of experimental and theoretical

technique.




1.5 CAPTIONS FOR FIGURES

1.1 Feynmann Diagram for e*e™ — ¢¢.

1.2 Feynmann Diagram for ete™ — ete " 4*9® — ete~ X.

1.3 (a) Feynmann Diagram for y7 — 77 (“Box Diagram”), (b) Feynmann diagram for Fermion pair
production.

1.4 *ﬁr vs. Q% In Diagrams 1.4-1.8 N is proportional to the ¢ sss-section for ete™ — ete gy —
ete™ X with o4y — X » constant. Q? is the invariant mass squared of one of the virtual photons in the
interior of the Feynmann diagram in Figure 1.2.

1.5 *fﬁ- va. E, . the photon energy spectrum.

1.6 ﬁﬂk vo. cosfl, 8 is the acattering angle of a beam particle in Figare 1.2.

1.7 ﬁ;ﬁ: vs. W.?.,.’ W.,4 is the invariant mass of the y4 CMS.

1.8 4 4%ve. 5 (the rapidity of the 77 CMS).

1.9 Feynmann Diagrams for gluon bremsstrahlen correction to the 0th order QCD derivation of the pho-
ton structure function. Graph (b) would, in QED, cancel the infrared divergence of graph (a), however,
in QCD the Q? of the gluon can easily be small enough so that the running conpling constant a(Q’j
becomes greater than 1 and the correction can no longer be calculated perturbatively.

1.10 Feynmann Diagrams for decay 20— ey,

1.11 R, from PLUTO!*! single tag events showing approach to value predicted by the fractionally
charged quark model at high ¢°. .

1.13 The TASSO result®®® for o(yy — pp).

1.18 These diagrams!°? illustrate the assumptions underiying the factorisation of Regge exchange terms.
1.14 The o = 0, },1 Regge Trajectories’®®. ‘

1.15 Experimental do /dP] distribution from TASSO (this is the P, of individual particles in each event).
At low P, an exponential decrease is evident as expected from VDM considerations. At high P; evidence
for poi;nﬂike structure is observed in the form of a slower decreue‘ in do/dP{ ~1/P?}

1.16 Feynmann diagram showing origin of p propagator contribution to oy pr (77 — X).

1.17 Data from PLUTO%:1%! ghowing ¢..,(#,4],¢3 ~ 0.). The rho propagator reproduces the distribu-
tion at low ¢ as can be sten in Figure 1.17a.b. However, the p prop;intor mump‘tion underestimates
the cross-section at moderately high ¢*(Figure 1.17c) where the GVDM propagator seems to fit the data
better. ‘ |
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1.18 Results from PLUTO 146, ;nd TASSO'46:247 g, the 44 hadronic cross-section. The 1¢ contours

A

shown are for statistical errors only. ]
1.19 (a) Results from PLUTO®®? on the vy hadronic cross-section. The dashed line represents the VDM

-3

prediction, o = 2404 270/W.;, while the shaded area represents an extended VDM result of G. Alexander

al.155 js also shown.
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H et al.’5,(b) Results!®® from PEP 4/9 on the 77 hadronic cross-section. The prediction of Alexander et
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CHAPTER 2: THE ARGUS EXPERIMENT

2.1 DESY : The ARGUS experiment was designed to operate in one of the two interaction regions of
the DORIS (Double Ring Storage) e*e™ collider. This machine is part of 2 larger accelerator facility
known as DESY (Deutsches Elektronen-Synchrotron), and is operated as a joint project of the City
of Hamburg and the Federal Rebublic of G:.ermarw. The central component of the facility is a 6 GeV
synchrotron, which acts as a source of high energy electrons for both the PETRA and DORIS rings.
The arrangement of the accelerator network is shown in Figure 2.1. The DORIS ring was operational in
1974 but was extensively altered between 1980-82. These modifications were designed to improve machine
operation at the ene/rgies required for T meson physics. The other experimental site at DORIS is currently
occupied by the &yata] Ball Detector. In addition to several high energy physics experiments, DESY
supports research with synchrotron radiation at HASYLAB. This year construction was begun on a 30

GeV electron / 820 GeV proton collider known as HERA, which will start operating in 1990.

W
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3.3 Principal Detector Components : The original proposal for the ARGUS detector was submitted
in October 1978?%% (the acronym stands for “A Russian German United States Swedish Collaboration”
- subsequently groups from IPP Canad2(1882) and Yugoslavia(1984) joined the collaboration). ARGUS
was designed as an advanced “second generation” detector (taking DASP's place at the DORIS storage
ring) to study the new physics of the CMS energy region around 10 GeV. This included the spectroscopy
of the recently discovered T states, first seen?%%:2%° in fixed target experiments. These are “favourless”
meson states composed of b (or beauty) quarks. Additionally, the T(4S) (10.576 GeV) resonance is
known to fragment into B, B mesons (open beauty states). These investigations are significant for much of
particle physics, as they provide information on heavy quark potentials, weak interaction universality for
the third quark /lepton generation, and the Kobayashi-Maskawa pumetﬁzaﬁon of the weak interactions
of qn;rks (including CP violation). In a rixLilar vein, the study of charm quark production in the
continuum was considered. This study has proved fruitful, and results on the‘ production of F, F*
mesons have been published??!2%8, The study of the new heavy lepton 7(1.74GeV) was also considered
in the detector design — the ability of the detector to study r-physics being significantly enhanced by
the recent addition of a vertex chamber?® to the experiment. Although the detector was not explicitly
designed for 4+ physics it is, nevertheless, quite well suited for this study as will be demonstrated in the
next chapter. This capability is the result of the detector’s ability to reconstruct high multiplicity events
from T meson decays which often produce several tracks of momentum less than 1 GeV/c. The fourth
chapter will describe some proposed mgdiﬁcations to ARGUS designed to enhance its aptitude for 77
physics 7 the installation of the BGO small angle taggers. The experiment started running in October
1982, and has since collected approximately 84 pb~! luminosity divided between the T(1S5), T(25), md‘

T(4S) vector meson resonances.

The central component of the ARGUS detector is the drift chamber?®®, a hollow gas filled cylinder
two meters long witl; inner and outer diameters of 16¢m and 88cm respectively. The drift chamber has
5940 sense wires and 24588 field wires arranged in 38 layers. The sense wires record pulses produced when
they are hit by ions created by the passage of a high energy charged particle. The field wires shape the
electric field around cach sense wire, go that the timing of the pulses roay be used to determine the distance
of closest approach of the charged particle to the wire — information used offline by a pattern recognition
program that searches for tracks of definite 3-momenta (Figure 2.2). Eighteen of the layers provide
“stereo” View; i.e. while half the sense wires make a right angle with the endcaps - each of these layers
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forming & cylinder — the other layers are “twisted” about the symmetry sxis of the detector, alternately
right and left. Theoe “stereo layers™ lie in hyperboloidal surfaces which intersect the cylindrical surfaces.
This geometry allows the reconstruction of the path of a charged particle in three dimensions and yields
five times better spatial resolution than charge division read out, while requiring less electronics. The
momentum resolution achieved is "F = 012y/1.0 + 5;6:[ and is limited below 1 GeV by scattering in
the inner wall of the chamber (which is composed of carbon fiber and expoxy to minimizelt.his effect)
and beampipe. The chamber gas is almost completely propane - chosiﬁ because of its narrow Landau
distribution i.e. the energy loss along the length of a particle track fuctuates less with propane than
with other gases typically used in this application. This is important because the energy loss (referred to
as dE/dX) is determined by a particle’s mass and charge. Therefore, an accurate dE/dX measurement
can be used to identify the particle. Since this is a statistical process, only the most probable energy
loss is known and the width of the distribution limits the particle separation. The capabilities of this
particle ID method will be discussed in chapter three, where its use in rejecting background events from
beam-gas collisions is described. The dE/dX resolution achieved is 5% for cosmic events and 5.6% for
pions in e*e” annihilation events. The chamber runs in a magnetic field of .8 Tesla and has achieved a
track reconstruction efficiency of 95% over 93% of 4r. A spatial resolution of 200um in half the drift cell

was achieved for high momentum (> 2.5 GeV /c} tracks. It iz expected that, with certain improvements,

a resolution of 150 um may be achieved.

The Vertex Detection Chamber or VDC was installed in the spring of 1984 and is the newest detector
component. When fully operational, it will allow improved track recognition and momentum resolution
for tracks that have low P, , or originate from secondary vertices. It will also, of course, aid greatly in
determining the main vertex location - allowing tighter cuts against the beamgas background (discussed
in the next chapter) to be made. Secondary vertex analysis can be'nsed in studies of channels involving r
particles, K? ... and even gluinos! The VDC reduces the minimum distance a track must be extrapolated
to reach the interaction point from 17cm to 9cm. This chamber is one meter long with inner and outer
radii of 5cm and 14cm respectively ilading to an acceptance of 95% of 4x. It uses approximately the
same technique as the surroundin; drift chamber except it attempts no analysis of the Z displacement of
tracks - all wires being paralle] to the beams. The ¢:h’f|;xber has 504 sense wires arranged in hexagonal
cells with 1412 field wires. The chamber walls are made of carben fiber and epoxy to minimize scattering.
The spatial resolution achieved by the VDC in a test beam is 90um.
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The “Time of Flight” or ToF?°® system of the ARGUS detector serves two main purposes. First,

it is a fundamental component of the trigger, as discussed below, and second, it serves as one of the
main sources, together with dE/dX analysis, of information regarding particle identity. Very simply, the
information on charged particle path length and momentum from the Dllfi thber (and eventually
VDC) analysis is used with the Time of Flight information to provide an estimate of the particle’s mass.
The particle identification ability is limited by the Lorentz boost and mass differences of the particles in
question i.e. K,p are separated to quite high momenta (~ 1.2 GeV/c) while ¢/x separation is only good
below 200 MeV/c and 7 /K separation below ’}00 MeV /c (the masses of muons and pions are too close to
allow any decision on this type of evidence). Since the time resolution”— 220 picoseconds — is comparable
to the differences in flight time induced by different masses the ToF particle ID information can only be
ex;;resscd statistically. Generally, one defines a x? to measure the probability of a particular identity~

hypothesis:
1

ﬂ expected

Y flod + 03] (21)

1
x' = {‘;T:; -
w’hm Bezpected 18 the velocity calculated for a given mass hyp othesis frt{m the path length and momentum
information, and o,, and o; are the expected errors for 1/87,r, and 1/fespected determined by the ToF
and Drift Chamber reolution. If all the statistical distributions involved are ganssian one can determine

the probability of a particle to be of identity “5(" from:

) _ Ix exp(=x%/2) 1 ) _
P(X) a Eu:c,p,K,X.P,u /‘ exp(—x?/Q) (2 2)

Where the f, are the relative abundances of the different particle types. As this is an absolute probabil-
ity, this form of expressing the particle ID information can bg unambiguously combined with similarly

formatted information from entirely different sources, e.g. drift chamber dE/dX measurements.

The ToF system is divided into three segments, the barrel section, covering 75% of 47, (84 counters
viewed by two phototubes, one at each end, arranged axially on a 96cm radius cylinder), and two 48
counter endcap segments, each one viewed by one. phototube. The endcaps cover 17% of 47. The counters
are composed of NE110 scintillating material. The ToF counters are located (Figure 2.3) in the space
between the dnft chainber and the shower counters and are connect:ed to the phototubes by lightguides
which pass through holes in the ARGUS magnet yoke. The phototubes nre located outside the magnet
bacause they must operate in regions relatively free from magnetic ficlds. They are shielded from any
remaining field by soft iren and 4 metal cylinders. The counters operate in cornmon start mode, i.e. the
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beam crossing signal starts the TDCs (Time /Digital Converters) which are stopped by the ontput of a

discriminator (with 80% of the corresponding ADC (Analog/Digital Converter) signal as input) after a

fixed time delay of 200 ns. The discriminator also sends signals to the CPPT(Charge Particle Pretrigger) -

logic and LTF(Little Track Finder). 20% of the ADC signal is used for offline correction of the ToF
| .

time. The intrinsic time resolution of the ToF ‘counters, determined from Monte Carlo analyses, is 170

picoseconds. The effective resolution is 220 picoseconds due to phototube gain variability and timing

uncertainty in the bunch crossing signal.

The ARGUS Electron/Photon Calorimeters?®? (otherwise known as shower counters) were designed
to measure the energies of electromagnetically showering particles and provide limited particle identifi-

cation capability. Electrons and photons’ deposit neasly all of their energy in the shower counters while

minimum ionizing particles, muons, and hadrons (those which don’t start a shower hadronically) deposit

on the order of 200-300 MeV in a wide Landan distribution. As the extent of light losses have been
extensively studied in a test beam and via the EGS (Electron-Gamma Shower) Monte Carlo, the total

energy for electromagnetic showers can be determined accurately. This leads to an energy resolution of:

2 oea® + %4
= booe? + ) (2-3)

If one plots the measured drift chamber momentum vs. § = 3 — g (Figure 2.4), it is apparent that

5

the electrons, which appear. as a horizontal band near § = 0, are well separated down to momenta of

"800 MeV/c. Hadronic showers can be characterized by their shape which is mnch wider than that of an

electromagnetic or minimum ionizing shower.

|

There are a total of 1888 shower counters, 1536 barrel and 3562 endcaps. These are located within

the ARGUS magnet yoke and are read out by wavelength shifter bars which extend through slits in the
yoke. The photomultipliers are iacated outside the magnet to avoid its field. The design resolution of the
counters, 7.5%/ VE, was achieved in test beam experiments. However, during installation, distortion of
the light gaides and fibre optics (which are used for laser calibration of bdle shower counters) introduced
additional uncertainties, producing the constant error term in equation 2-3. The counters are composed of
altemating lead plates and scintillator (1 & Smm thrick respectively), 39cm long, providng 12.5 radiation
lengths of electromagnetic shower absorber. The :i::jrom the scintillators is absorbed by a wavelength
shifter bar t.ha; runs along the sde frf the shower counter (each sheet of scintillator is perpendicular to
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the wavelength shifter bar). The wave length shifter then emits Light isotropically, allowing some of Light

to make its way to the photomultiplier outside the magnet coil.
’

The ARGUS magnet produces a field of .8 Tesla and is composed of 13 coils, slits b:tween which
allow the Shower Counter and ToF light guides to pass outside. The txot.nl mass of the magnet and yoke
is 365 metric tons. The effect of the magnetic field on the DORIS beams is compefuated by two sets of
four electromagnets at each end of the detector. These coils are close to the beam and collisions between
the beam halo and the compensation coils can produce many “noise” eventg depending on the machine

conditions.
i

/
The muon chu&xberx (Figure 2.5) operate over 85% of 47 and consist of 1744 proportional tubes of

6cm x 6em cross-section. There are two layers of chambers. The inner layer uses the copper coil and
iron shielding as a hadron filter of 3.3 absorbtion lengths. The second set of chambers is located outside
the Bux return yoke (which provides an extra 1.8 absorbt,i;n lengths of hadron filter). The inner layer
covers 50% of 47 and"a muon must have at least 720 MeV/c momentum to penetrate this far. The outer
layer covers 85% of 4r with a cutoff momentum of 1110 MeV /c. The “punch-through” probabilities of

hadronic showers and the contribution of us from K or # leptonic decays are on the order of 1-2%.
AN
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/ 2.3 The ARGUS Trigger The ARGUS detector trigger is divided into two main stages: the pre-
triggers, derived from discriminators operating on ToF counter outputs or the anslog sums of groups
of shower\ counters; and the LTF or Little Track Finder which does an efficient two dimensional track
search using the drift chamber ADC information. The LTF is a programmed hardware unit - it matches
a number of geometric masks starting from a ToF hit to the drift chamber information and counts the
number of drift chamber =iADC hits within this area (each drift chlmbg'\ADC sends one “bit" to the
LTF}. If ct;ougl\ hits intersect an LTF mask, the LTF counts one track. Each mask represents the area.
of the drift chaml;er XY projection intersected by tracks of a small P, interval — the range of 4 being
determined by the ToF counter size. Only the barrel ToF are used by the LTF\as starting points for
track searches at present. It is possible to include the endcap ToF counters and a set of masks has been

produced for this type of track.: With the presence of the vertex chamber, the LTF will be able to have

a good efficiency for low momenta tracks — possibly as low as 65 MeV /c.

The total energy trigger (ETOT) requir\esamgw MeV from the shower counters in each of
the £Z halves of the detector {the Z axis of the detector is tangent to the beamn orbit). This is only visible
energy in the form of an analog sum of the shower counter pulse heights for each half of the detector -
no calibration, or compensation for energy loss or sbsorbtion, can be carried out online. Therefore, one
cannot really say that the threshold is 350 MeV for eaclt even}t, this depends on the actual discriminator
thresholds and the effects of calibration. Additionally, Bhabha events {ete™ — ete™) nl:vqys set the
ETOT triggers, while mu-pairs (e*e™ — u* ™) seldom deposit enough energy in the shower counters as

the muons are minimum ionizing particles. ETOT Lﬁggen do not require any LTF tracks - the trigger

logic sends a signal to the LTF disabling its event veto for the duration of the detector readout period.

-

The Lriglgersiwit.h the highest acceptance for vy events are the CPPT (charge particle pretrigger) and ’
CMATRIX (coincidence matrix). Thése are built out of CPPT elements. Two CPPT elements are formed
by coincidences between one of 32 groups of 4 ToF Counters which run the length of the detector and
& pair of shower counter groups directly behind the ToF group dividing it into +Z regions. At present,
only the barrel ToF and shower counters contribute to the CPPT elements. This geometric restriction
limits the P, to be at least 125 MeV/c and 6 (the angle between a particle track and the Z axis) to
be at least 46 degrees ~ for a particle to graze the barrel shower counters. If the CPPT elements are
extended w%clude the endcap the trigger acceptance increases to include P, as low as 85 MeV /c wi‘th

. )
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an acceptance of 80% of 4x. The CPPT trigger requirts one LTF track and one CPPT element set in
each Z-hemisphere. This trigger is important for s pzirs and is present in about 860% of the observed

4~ events. However, as the CPPT trigger requires one charged track in each hemisphere of the detector

* it misses two photon events with a large Lorentz boost along the Z axis — a common occurence. The

CMATRIX (Figure 2.8) trigger partially compensates for this - it requires two LTF tracks and two CPPT
hits separated by at least 90 degrees in ¢ (the azimuthal angie) with no requirement on the hemisphere
of the CPPT groups. The CMATRIX was designed to catch events with some hope of total P, balance.
However, as tracks with low P, are strongly curved, charge balance events with two coplanar 125 MeV /¢
tracks will set only one CPPT element. The requirement of a 90 degree separation between the CPPT
elements hit raises the threshold P, for CMATRIX trigge;'s to 250 MeV /c if the event is coplanar (this

property implies total P, balance in two body events) with 3~ Q = 0.
7 The last trigger added to the experiment was the HESH or High Energy Shower trigger. This consists
of eight groups of 110 barrel shower counters in each half of the detector. Each group spans 75 degrees
in ¢ and shares 22 counters with the group on either side. The HESH requires at least 1 track from the

LTF and ~600 MeV /c visible shower counter energy in any HESH shower counter group.

>

If the synchrotron running conditions are bad and a high level of noise events from beamgas or beam
halo/detector collisions occur, deadtime induced by the Rnite readout time of events (~6<)\ msec) will
become large enough to necessitate an artificial decrease in trigger acceptance. A coinciden ‘can be
required between the CPPT and CMATRIX triggers and for the LTF track threshold can be iricreased.
The latter panacaea is usually chosen. Both of thes@e changes reduce the visible 74 event rates, but the
latter ia't.hc more serious {on the order of 10% of the full barrel trigger 77 cross-section survives) as
even a -y multiprong evelnt may not contain enough high P, particles. Clearly, as the Lorentz boost of
74 events along the Z axis decreases acceptance, it is desirable to have a full detector trigger — ideally
two tracks mywher; in the drift chamber should be the only requirement. Including the endcaps in the
trigger would lead to an increase in the 97 rate on the order of 100% for QED events and as much as
8 70% increase for hadronic channels. 'I'ab‘le 2.1 gives the experimentally determined trigger rates for 4
classes of events. The charge balance two prong and multiprong categories are considered to be clean vy

event samples. The deacription of the Cosmic and beamgas event selection is given in the next chapter.
. ! N

|
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Trigger Type 2 Prongs @ = 0 | Multiprongs Q = 0 | Cosmics } Beam/Gas Collisions
%Abundance 62 5.7 5.6 18.3
%ETOT 2.3 5.7 3.0 4
%CPPT 56.0 04.6 76.8 47.3
%CMATRIX 78.2 81.7 86.4 85.2
%HESH 1.3 1.6 2.5 3
' %ETOT only 1.4 1.4 2.0 .1
%CPPT only 18.2 14.2 8.3 13.1
%CMATRIX only 40.3 31.3 17.7 §1.0
%HESH only 5 8 1.4 2
%CPPT&CMATRIX only 37.6 49.7 68.4 34.1

Table 3.3 Trigger Analysis For Various Event Classes

There is some hope for a better trigger in the near future. The most optimistic point is the use of a

CAB (CAMAC Booster) to organite all the detector/computer interaction into one burst for each event.

I4]
At present, each group of components is read into 2 PDP-11 separately producing » delay as the computer

prepares each data transfer. The PDP then transfers the data to a VAX 11/780 which temporarily stores

the data and eventually transfers it to an IBM which writes it to tape. The hmiting time per event due

to the CAB is 5ms but the PDP response limits this to 10-15ms - still a great improvement over the

50msec readout time limiting the present arrangement. The situation may be improved further with the

implementation of the VDC in the LTF. This will provide a strong Z restraint on the interaction vertex

allowing most of the beam halo/compensation coil and beam-gas events to be eliminated at a much earlier

stage in the experiment. If both these improvements are made, it will be possible to include the endcaps

in the trigger.
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3.4 Monte Cario Simulation of the ARGUS Detector : Detector Monte Carlo programs can
be separated into two main 2}t,.ypeee:: a simplistic one generally called 5 “MiniMC” and a “full detector
sin;nlator” . The latter provides an output that is similar to the data record produced by the experiment.
The “full detector” Monte Carlo for ARGUS is called SIMARG, and is based on the CERNLIB drift
chamber simmulation programmn GEANT. SIMARG attem;ts to simmlate every physical process involved in
the operation of the detector except the actual et ¢~ or ¥ collision - the deocript.ion of the collision is
supplicd by a separate program called an event generator. Each track provided by the event generator
is traced by SIMARG through the material of the detector, with scattering probabilities, energy loss,
and decay probabilities being taken into account. The energy loss in the drift chamber is calculated
tegether with the ADC and TDC signals. The shower counter pulse heights are calculated from a detailed
Monte Carlo {derived from EGS, the Electron-Gamma Shower simulator program developed at SLAC).
The whole process is CPU (computer time) intensive — most of the computer time consumption being

concentrated in the shower Monte Carlo. This only simmlates minimum ionizing and electromagnetic

shower types. It is expected that hadronic shower simulation will be available in the near future.

Due ;.o the SIMARG program’s enthusiastic CPU consumption the gtatistics available with this type
of acceptance smmulation are imited. It is possible to understand the acceptance for a reaction to a
high degree if only geometric effects and resolution are considered. This can usually be accomplished
in a program on the order of a thousand times faster (in computer time consumption) than SIMARG.
This type of program is known as 3a MiniMC and cannot include ‘efficiencies or the resolution of detec-tar
componerts, unless they have been parametrized from experimental widths or SIMARG generated data.
However, the major factors in detector accepta}me ~ geometric cuts — can be included easily. In pett;ormixlg
the analysis describxe’d in chapters five and six, the MiniMC used evolved constantly. The original version

-

used simple geometric cuts to determine acceptance: .

|cos(f)| €9 ; P, 240MeV/e (2-1)

[
If two tracks passed these cuts the event was considered to have beentriggered. For photons the following

cuts were used:

|cos(6)| < .94 ; E, 2 50MeV (2-5)

The acceptance results for the total 77 hadronic cross-section measurement presented to the DESY
Program Committee in October 1983 were derived using this simulation. It was assumed that the barrel
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trigger wquld be extended to the full trigger described in section 2.3 by the time the 77 total cross-
section measurement with ARGUS became feasible. When the investigation of exclusive channels in
44 was considered in early 1084 it was realized that the current restrictive trigger conditions mmst be
considered. This led to a program that ir.ncluded the CPPT and CMATRIX in the trigger simulation.
ETOT trigger simulation was considered but it became apparent that this contributed little to the vy
data so this extension was not completed. In addition, the energy resolution of the shower counters and

the P, and cot @ resolution were included in the new version of the MiniMC. Some main effects neglected

by the MiniMC at present are: —~—
(1) Drift chamber efficiencies for tracks in extreme regions Df'PJ_ and cotf.
(2) Shower counter efficiency for low energy 7s.
(3) Threshold efficiencies for CPPT elements.
(¢) Minimum ionizing’particle shower energy deposition.
(5) Particle ID with ToF counters.
(6) Hadronic Shower Energy Deposition.
(7) Particle ID with dE/dX.

These are arranged in order of their probability of ever being included in 2 MiniMC. The first
three categories would be quite easy to parametrize, givett sufficient statistics from SIMARG. The fourth
category could be parametrized using information from u-pair events at high momenta and the second
half of cosmic ray tracks (i.e. the half incident on the shower counters from the inside of the detector)
at low momenta. The last three categories will probably never be included, and are the main reasons
that a full detector Monte Carlo is necessary for some analyses. This is mainly due to the importance
of shower fluctuations and the influence of software shower separation algorithms. In a similar manner
the implementation of the efficiency of dE/dX or ToF particle separation is quite difficult due to the

statistical nature of these measurements.
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2.5 CAPTIONS FOR FIGURES

-

2.1 The ﬁESY c*;: Accelerator Facility.

2.2 Reconstruction of A High Multiplicity Event jn The ARGUS Drift Chamber.

2.8 The ARGUS Detector: 1) Muon Chambers, 2) Shower Counters, 3) Drift Chamber, 4) Time-of-Flight
Counters, ) Mini Beta Quadrupoles, 8) Iron Yoke, 7) Solenoid Coils, 8) Comp ensation Coils.

246 = f,- - EI.T ve. Momentum. F lgure 2.4a shows data fram two prong events with cosmics and
beamgas removed while Figure 2.4b shows data for minimmm icnizing particles (muons) simulated by the
SIMARG program. Evidence for the presence of electrons is seen in Figure 2.4a as a horizontal band at
§=0.

2.5 This event appears to be a radiative upair (ete™ — ut ) with the photon converting to an ete”
pair in the beam tube. The tracks reconstructed in the drift chamber are shown in Figure 2.5a while one
view of the muon chambers is shown ln Figure 2.6b with the extrapolation of the drift chamber tracks
to the muon chambers overlayed. The muon chamber hits appear as lines of squares. Track 3 hits the
forward muon chambers which are not visibie in the drawing.

3.6 This diagram shows the geometric requirement imposed by the CMATRIX trigger. For this trigger

to be set there must be at least one track hitting each of the shaded areas.
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CHAPTER 3: SEPARATION OF THE 74y SIGNAL AND PRELININARY EXPERIMENTAL OBSERVATIONS .

3.1 Cosmic and Beamgas Backgrounds : In the summer of 1983 the first search for two gamma
events in the ARGUS data was completed. This preliminary investigation used only the data from
ARGUS Experiment 1 (Fall 1982) and produced negative results. As the triggers used during 1982
did not include the CMATRIX (this is the most critical trigger component for two gamma acceptance)
this result was not entirely unexpected. Additionally, the CPPT and ETOT triggers were still under

devglopment. Nevertheless, this experience was useful in developing techniques for separating 77 events

from the experimental data.
\

Originally, only exclusive two prong events were studied as the simple QED channels were known
to be the dominant final state in 77 collisions (ete™ —meteuTu,ete et e events with the “beam”
lepions lost down the beampipe). Energy and total P, cuts were used to separate the annihilation channel
evenis. The aecor;d cut was used because exclusive two photon events have small |Y° P, | (the colliding
photons are smitted almost collinearly with the beams). Fortunately, annihilation channel events with
visible energies low enough to be confused with two photon events usually have lost one or several particles
due to detector acceptance, or, as in ete”™ — 7¥77, have lost visible energy by neutrino emission. It
is rare that there is good P, balance for these event classes. The missing energy and the total Dviuible
momentum tend to be correlated for degraded annc'ihilation events — the correlation is complete when
there is only one missing particle (e.g. radiative bhabha scattering with a photon lost) and decreases
when the number and momenta of the missing particles increase. Notag two gamma events always have
the greater part of iheir energy lost through the e*e~ pair scattered at very small angles, hence these

events show little (missing energy)/momentum correlation. The total energy spectrum of two gamma

events can be understood qualitatively as the product of two bremsstrahlung spectra (1/E.) producing

a dependence proportional to ~ 1/s (“s” is the mass squared of the two gamma system, s & 4E, E.,).

A maximum energy cut is usually placed around 30% to 40% of the CMS energy to reject annihilation

events,

Unfortunately, in the first analysis those events left after the annihilation events were removed were
almost all background events caused by cosmic rays. When new data from Experiment 2 (1983) was

searched for two-photon events in the spring of 1984 a definite signal was found (Figure 3.1). Hexte
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evidence for two gamma events appears as an enhancement of the visible energy spectrum at low visible
energits (note the similar low energy behaviour of all the distributions 3hown in Figure 3.1 - including
those of Cosmic and Beamgas events). The annihilation channel produces a wide peak below the actual
CMS energy due to detector inefficiencies and the pion mass hypotheris' used for all charged tracks in
the events. All of this data was taken on the T(2S5) or T(1S5) resonances (this terminology refers to the
resonant production of this meson in the e*¢™ annihilation channel at the machine energy vsed) when the
full barrel trigger was implemented: ETOT(LTF threshold 0), HESH (L'I'F threshold 1j, CMATRIX (LTF
threshold 2), and CPPT(LTF threshold 2). Unfortunately, other data taken early in 1983 (mostly on the
Y(15)) had only CPPT and ETOT triggers operating leading u; a 50% reduction in the 4+ rate. During _
the T(4S5) running the trigger was neminally complete, but the LTF threshold was raised to three tracks
for events with only CPPT or CMATRIX triggers. At this energy the aynchrot.rt.)n beams produced noise
(b&eam scatter ofl compensation coils etc.) that in?‘reased the raw trigger rate to the point where the
deadtime became prohibitive when the low LTF threshold was used. The reduction in trigger acceptance
effectively decimated the visible 77 rates in the T(4s) data - the effect being serious even for multiprong
events as several of the extra tracks usually have low P, and do not reach the barrel ToF counters to

contribute to a trigger. Further analysis was only carried out over the data taken with the complete

srigger.

The Experiment 2 data was not without contarnination. Cosmics were easily separated. These events
consisted of cosmic ray muons that passed close enough to the interaction vertex for the analysis program
to confuse them with true two track events. Cosmics can be identified by several clear event signatures.
The two halves of the track are nearly always highly collinear compared te normal 74 two prong events
(Figure 3.3), providing the mmon momentam is high enough so that it doesn’t scatter significantly in
the inner wall of the drift chamber. One can also separate cosmic events using ToF (Time of Flight)
information - the difference between the ToF times for the counters at each end of the drift chamber
track should be greater than six nanoseconds as the straight line distance between two diametrically
opposite ToF counters is 1.902 meters and the path length (transit time) increases with curvature m the
magnetic feld. Normal two prong events rarely have a time difference greater than two nanoseconds even
if the event is very asymmetric. Since the ToF resolution is approximately 220 picoseconds ‘there is an
una'ml‘tignous separation between normal ev;.'ms and cosmics {Figure 3.2). Finally, cosmic events often
hit the Muon chambers and reach the experiment (after losing energy in the magnet coils and hadron
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filters] with an energy that is obviously too low to allow the particle to penetrate the hadron filters and

reach the Muon chambers if it had really originated at the interaction point.

A much more difficult problem is the separation of beamgas and beamwall events from the v+ data,
i.e. identifying the results of collisions between beam particles and residual gas in the beampipe or some
of the material surrounding the beamn. With accurate vertex analysis - only ;\:lﬂdsle in the more recent
versions of the ARGUS analysis program - a great deal of the beamgas md almost all of the beamwall
events can be rejected. Unfortunately, there still exists a significant number of beamgas events with
vertices in the fiducial region (usually deﬁ;led asr<lem and Jz] < 5cm)‘. These tend to have high total
P, and could be limited (along with feed-down from incompletely reconstructed annihilation channel
events) to some extent by appropriate cuts in this variable (Figure 3.5). However,la much more effective
technique invol\{es using the particle identification abilities of the detector to separate events with protons
in them. These events are highly suspicious as it is rare for ¥7 collisions te¢-produce baryons. In addition
there is an unexpected abundance of these events with total charge positive — resulting, perhaps, from
etp collisions or low energy protons from breakup of nuclei in beamgas collisions. Unfortunately, ToF
mass information isn't calibrated on the datasets which contain most of the two gamma events’. The
only baryon-sensitive identification technique left then is dE/dX identification (Fig. 3.4b) (antibaryons
may be detected by their anomalous shower counter energies). This analysis produces a “x3" for five
possible particle hypotheses:e, i, 7 ,J(,p. (this “x” can be understood as the difference hetween the most
likely dE/dX for a particle hypothesis and the actual measurement in units of its estimated error). After

/

studying various possibilities, an optimized algorithm vas!developed for beamgas event separation. An
event i3 considered to be a beamgas collision if any of the following criteria are satisfied: 1) any track in
the event has a minimum x? for the proton hypothesis and the track’s momentum is in a region where
there is at least a 30 (1o0= 1 standard deviation) separation between the theoretical proton dE/dX &nd
any of the ¢,u, 7 K theoretical dE/dX’s (Figure 3.4a), 5>2) any track in the event has a x? for the proton
hypothesis less than 3 (with the same qualiﬁcaﬁom); 3) any track in the event has a momentum and

dE/dX value in a region ¢f the (p,dE/dX) plane where there is no significant chance of the track being any
? s

1The offline data processing is restrained by avallable computer time. In en attempt to limit the atnount of data that has
to be reprocessed every time improvemments are made to the calibration or analysis software three leveis of deta exist. The
v experimental data ("EXDATA” tapes) are processed into a second set of datasets (*EXPDST® tapes) which are in turn
compressed into Muktihadron/dimuon datasets ("EXMUHA® topes). The analysis lavel of those Inst dntasets is always kept
“state of the art® but unfortunately most of the two gamma events are left behind in the data compression. Very recently
datasets (*EXTWOP") consisting of low multiplicity events {with Bhabha scattering (e* ¢~ — ¢* ¢~} events removed) have
been introduced into this last category.
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of e, 4, 7, or K. This algorithm assumes there is no significant baryon production in any “clean” channel
so it has to be used in conjunction with 3 maximum energy cut to prevent it confusing annihilation
channel events with beamgas. This is apparent in Figure 3.1 which shows a false enhancement of the
beamgas contribution above 5 GeV. This is, of course, imp ossible and really represents the false labeling
of annihilation events contnining baryons as beamgas. In practice, no events with more than 3.5 GeV

total energy are used in the vy analysis, so this is not really a problem.

&\ . \

Studies of the effect of this algorithm on events with vertices outside the normal interactiqn region
{i.e. events that are likely to be beanigaa or beamwall)‘snggest that it eliminates more than 90% of the
beamgas contamination. On application of the algorithm to Monte Carlo events, simmlating yy — yp,‘ a
neglible portion were falsely rejected as beamgas. The lower limit is derived by assuming that there are
no good events outside the normal fiducial region i.e. after application of the beamgas rejection to these
“ex‘t.erior" events 10% are not flagged as beam gas - if any of these unidentified events aren’t beamgas
the actual efficiency of the algorithm will be higher. The vertex distnbution for the events rejected by
the beamgas filter is flat (Figures 3.8) suggesting that there is little accidental flagging of good events
as beamgas - with a 3.5 C;eV maximmum energy cut. There are many interesting low intensity channels

accidentally included in this “beamgas” sample (e.g. 79 — pp) but these require special analysis — it was

decided to look at more easily separable channels first.

In summary, early in 1984, a definite 7 signal was seen and was attributed mostly to QED two
prong events. The progress in understanding these channels will be described in chapter five where they
will be discussed in the context of the f(1270) meson signal, their importance in nndergtmding ARGUS’
behaviour, and their importance s 2 background in the 7+ total cross-section measurement. The next

section illustrates what can be achieved with ARGUS in the field of y4 resonance physics even without

the benefit of taggers.
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8.3 Obsarvation of vy — n’ at ARGUS : The first resonance?®::202:311 ¢4 be observed in 14 collisions
was the n(958) (I°(J¥)C = 07 (07)+) in the decay mode 5’ — 9 — xtx~y (branching ratio 30%).
The only other decay chain for this resonance with a comparable branching ratio (17%) is q' — gx+x "
— yyxt#x~ but since the major factor limiting analysis ia the detector's trigger acceptance, no resuits
in this channel have been published to date as the pions are of significantly lower kinetic energy — near
the acceptance threshold for most experiments. The second channel does have the advantage that the
photons are marginally more energetic. It is quite common to require that & photon deposit energy in two
contiguous shower counters to be used in analysis - this prevents the accidental use of spurious signals
due to noise and pedestal fuctuations in photommultipliers ~ it also reducesi“\ghe efficiency for low energy
photons. Additionally, as the n is a narrow resonance (I'totar = 83keV) most of the effects of detector

photon resolution can be compensated for by & kinematic it of the two decay vs.

It was decided to search for the n’ in the p®~ channel. X+ X 7 events were separated and analysed
using a pion mass hypothesis for the charged tracks. No particle ID was used as most of the the back.
grounds could be removed by much simpler cuts. Previous experiments®?3:?1! had used a property of
74 kinematics to compensate for poor 7 energy resolution - since total P, had to balance fairly well for
a two-photon event the momentum of the observed photon was scaled to make the absolute P, of the

o

photon match that of the 2% 7~ pair:

) =|P_L(""'!| y I (I‘E'/Ev)?
£y (7) IPJ('Y)IPF(‘,) X m

Since all cuts used in the analysis were based on purely geometric information except a total P cut (< 25
MeV/c} calculated after the v momentum was scaled, the effect of this energy “tuning” technique can
easily be checked. The mass spectra for events with multicounter photons are shown in Figures 3.8a and
3.8b which contain the same events before and after the v “tuning” it is clear that the peak is narrowed
by the adjustent and there is no apparent migration of the background into the peak. In addition the
x? distribution (Figure 3.10) suggests that the technique is reasonable, as the changes introduced are for
the most part within 1o of the mesasured values. For reference, the photon spectra before and after the
P, scaling for events with the x"’x"7 mass in the n’ region (930 MeY - 980 MeV) are given in Figures

3.11 a,b respectively, .

To supplement the P, cut it was required that the x* 7~ momentum vector be 2 +143 degrees in
¢ from the photon momentum vector. This coplanarity cut and the P, scaling are enough to produce

60



a clear ' signal (the top curves in Figures 3.9 ab,c). To reject the rest of the backgronnd (the shaded
areas in Figures 3.0 a,b,c) several other cuts were introduced. The x¥%~ wvector was required to have
a 50 MeV/c minimnm P, (Figure 3.12} to prevent scaling of the 7 energy into regions where there is
poor photon efficiency znd resolution (i.e. no ¥ was considered unless it had at least 50 MeV attributed
to it, before ond after scaling). Upon examining the distribution of cos(6,,) it became apparent that
there was a strong contribution from events with final state brernsstrahlen (Figure 3.133, most probably
ete” — eteTe*e™ ). Bremsstrahlen from the beam electrons (Figure 3:13b) are more abundant due
to the higher “gamma” , but this contribution is focused along the beampipe (this is the Lorentz boost
7 = E/m, the probability of bremsstrahlung emission is generally proportionally to log(y)). Figures 3.14,
3.15 clearly demonstrate the nature of these X" X~ 4 events - the character of the cos(fs) distribution
changes drastically around coe(fy,) ~ .9 - suggesting br\exnsatmhleti emitted from the outgoing particles,

perhaps in traversing the detector material. For this reason .8 was set as an upper acceptable hmit for

cos(b,).

There was some question as to what cuts should be made on the photon so three samples of events
weré made: 1) single counter photons, 2) multiple counter photons, 3) mmltiple counter photons with at
least 160 MeV and at least one additional single counter photon (< 100 MeV) in the event - the second

photon being considered noise and ignored in the analysis. It turned out that there was a significant signal

< even in the first sample of events (Figure 3.9a), and a mmch reduced signal in the third class suggesting that

most of the low energy class I photons cannot be considered noise, as was initially suspected. Indeed,

there seems to be some evidence in the third sample for A; production via A; — p*7F — xtx =4y
(Figure 3.9b), even with one 7 missing (the A; was firsi observed in y7 collisions through this same
partially reconstructed channel®°?). Evidence for 45 production at ARGUS via the fully reconstructed

p2x¥ channel has been seen and will be studied in detail in the near future.

Unfortunately, a value of I';,(n’) is not yet available from ARGUS. An event generator for the
process, which will allow detailed acceptance calculations in foninnction with the SIMARG program,
is nearing completion. However, it is expected that the final result will be Emited by uncertainties in
the trigger efficiency. At present, the trigger efficiency is poorly understood for events with invariant
masses below 1 GeV. The results are rather more dependent on resolving this problem (discussed further
in Chapter 5) than on acceptance calculations, which should be completed fairly quickly once the event
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generator is ready. The preliminary analysis of the o’ gignal produces a mass of 958.2:£1.5 MeV compared

to the Particle Data Book®°? value of 957.57 MeV..Using a gaussian peak on a polynomial background the

signal (Figure 3.16) was fitted and found to have 295 & 20 events — the largest sample yet reported. The
experimental luminosity analysed was 40.8 pb~! - less than half the available data (though a significant
portion of that remaining was taken with triggers having reduced 77 acceptance). Figure 3.17 is the
most recent result of the PLUTO detector®®4:%12 which has a sample of 243 £ 17 events. PLUTO’s result
also shows evidence for A; production via the partially reconnru?ted 2% channel. This background
is not present in the ARGUS analysis due to ARGUS' higher efficiency for detecting low energy photons
~ PLUTO’s minimnmm 4 energy is 100 MeV while the ARGUS analysis accepts photons with 50 MeV
energy. This leads to a higher efficiency for- fully reconstructed A; mesons and less A; contamination in
the 7' channel. PLUTO’s measurement and Fnother recent measurement by the TASSO collaboration®!?
are compared with the ARGUS analysis in Table 3.1 — it is apparent that ARGUS is competitive in this
ﬁel;l of physics!" The experimental width measured by ARGUS is completely dominated by detector

resolution and was measured to be 21 MeV - after the P, scaling and about three times this value before

this technique was applied.

In addition to the rather clear peak Ee;ntered on the accepted 7’ mass there exists other evidence
of the interpretation \bf this signal as g’ — p%y. The #* 5~ mass is plotied versus the »*x~+ mass in
Figure 3.18 showing tjiear evidence for ' — py. As real photons can only exist in helicity states +1 and -
the p' i3 a pseudosct;hr the p in these events mmst be polarised. This effect shows up in the x7 angle
in the xtx~ CMS - a gm":mt:it.y which is not affected by any of the experim;ntal cuts. The data (Figure

3.19) is consistent with 90% Y;; again providing evidence for the interpretation of this signal as n' — pv.

. The mass distribution of the p (Figure 3.20) is as expected except for a strong kinematic suppression on

the high side of the peak due to the lower photon phase space for high p masses.

1The TASSO 7 Detectors are of two types: LABC(Liquid Argon Lesd.Courters) snd HASH{Hsdron Arm Shower Counters)
because of this seversl of the TASSO parameters in Table 3.1 have two entries for events where the photon hits the LABC

or HASH respectively.
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EXPERIMENTS
CUTS ARGUS PLUTO TASS0
Luminosity ~40.8pb~1 48pb—1 06-76pb !
#Events in Peak 20520 24317 ~240
E., minimum 50 MeV 00 MeV, <600 MeV | 100,160 MeV
Minimum P, (x*x7) 50 MeV/c 100 MeV /c -
cos($rsx- — &) <-8 <-.88 -
Maximum || 3 P, || 256 MeV /c 100 MeV/c 70 MeV /¢
Momentum Resolution & 1.2%p 3%p 1.7%p
7 energy resolution % {(.068)% + ﬂ’!sﬁ)f 35%/VE (.11 + 2}/ VE
¥ Acceptance 94% 96% 40%,18%
DC Coverage (Trigger) 71% % 82%
Maxinum cos(6,¢) .8 95 .98,.96
Minimum cos(fg +g- ) -.87,< 95 -.98
Maximum AToF 5.5 nsec -
o ToF 220 psec - 380 psec
P, Threshold ,126-250 MeV fc 160 MeV /¢ 170-290 MeV /c
Egeam ~ 5 GeV 17.34 GeV 7-18 GeV
T'{n’ —7v) - 3.8+£.261 .43 keV | 5.14.44.7 keV
flcosby, ., I . e L7
180 — ¢+ + ¢u-|| . 25.7 25.7
4 Energy Tuning Yes Ye.'f/ No

Table 8.1 Compuis;m of o' Analyses
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3.8 Preliminary Observation of 77 — 4x at ARGUS : Some initial studies of multiprong final states *

have been made. The Limited eforts in this direction have been focused on the final state x+*x~x+x~.
Some studies have been done on inclusive neutral production (x°,5) and though these appear to exist in
the data no significant result is available as yet. Previous results in the 4x channel resulted in observation
of 77 = /' = KJK2 310 and v — p0p° 306-309 S far, only Kg and p° inclusive production has been
observed. Figure 3.21 shows the mass spectrum of opposite sign pio;l pgh{s (four cotpbinations per event)

with the combinatoric background removed by subtracting out twice the mass spectrum of like signed

. pairs, ie. it is assumed that the two particles initially produced are not correlated kinematically — a

dubious assumption at best and obviously wrong in this case as the subtracted distribution becomes

negative at Jow invariant mass. Still, evidence for inclusive K% and p production is clear. ‘
Figure 3.21 was obtained without using a sophisticated vertex program — the analysis assumed all
tracks were emitied from the origin of the event. After this analysis was completed a vertex finding
program was implemented in the ARGUS analysis program. If the decay vertex is calculated and this
iflformation employed in the momentum-calculation, the K% mass distribution in mmltihadron events be-
comes much narrower (13 MeV FWHM). Of course, having even two tracks identified as a K2 completely

removes the combinatorial background from a 47 event. More attention will be paid to the possibilities

of this analysis in the near future.
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: 3.4 CAPTIONS FOR FIGURES

3.1 Total Energy spectra for “clean” events and various background phenomena — limited data samples.
m illustrates the s‘epa—nbility of 77 channels,via encrgy cuts. The events from “EXPDST™ tapes (Fig-
ure 3.1c) include all two prongs and Bhabhas while only upairs and multihadrons (> three prongs) are
included in the “EXMUHA" events.

3.3 ToF Difference for two prong events with beamgas_retqoved - this demonstrates the separability of
two prong 77 events from cosmics via a ToF time difference cut.

3.8 Acollinearity Distributions for Cosmics and “clean” cl;arge balance two prongs.

8.4a dE/dX Separation for various particle combinations. The y-variable of each figure is the mean

separation between the energy losses of the two particle types in units of the expected error.

3.4b (p,dE/dX) Distribution for charged tracks from Beamgas Events

‘8.8 P, distribution for two prong charge balance beamgas events and charge balance two prong events

with the cosmics and beamgas events removed.

8.6 Z Projection of Vertex Distribution for “c‘lean” charge balance two prong events. Since the beam

gas distribution is flat (Figure 3.7} it is assumed that very few events from ‘;7 collisions are rejected by

the beamgas algorithm. The rather curious delta function peak in the center of these vertex distributions

arises from an attempt at streamlining the vertex finding algorithm (this peak is just offscale in the vertex

distribution for beamgas events, Figure 3.7). If the first vertex hypothesis i.e (0,0,0) has‘a sufficiently
L4

small x? value no further iterations are attempted. Due to this, events close to the origin are forced

to (0,0,0) to varying degrees depending on the exact event geometry (e.g. degree of collinearity for two

i

prong events).

8.7 Vertex distribution for events identified with beamgas algorithm.

3.8 Mass Distributions of #7 x4 events, with all 5’ selection cuts, before and after P, scaling of the 7
energy. The photon shower must set at least two shower counters,

8.9 Mass Distributions of 77 x 7 events (with only the #x/y coplanarity cut} for three 4 analysis classes
similar to those discussed in the text. The shaded areas are the events rejected when all of the #' selection
cuts are applied. Distribution (a) is the # 7 mass spectrum for photons with less than 100 MeV energy
or with only one ni:ower counter associated with the photon. Distribution (b) is the 77 mass spectram
when two photons are observed (one of type (a) and one of iype (c])), — the type.(a) puhfatona are ignored
in the analysis. Some evidence for o’ productions is seen suggesting only a few photons of type (a) are
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false signals from background noise. Distribution (¢) shows the rx-~ mass spectrum for photons of at
least 100 MeV energy with >2 shower counters hit.

8.10 x? distribution for the P, rescaling of the 7 energy for events passing all n’ selection criteria
mcluding an 7' mass cut: 930 < m,,y < 980 MeV. Most of the events have had the 4 energy changed
by lf:; than one standard deviation demonstrating the technique’s consistency.

8.11 Energy spectra for s coming from %'s, before and after the rescaling of the 7 energy.

3.12 P, distribution for the p° — ¥~ coming from the n’.

8.183 Feynmann Diagrups for the bremsstrahlung corrections to 47 events.

3.14 M'innnum coe(fx) distribution for all events with the coplanarity cut.

(cosfy,/, < —.B). Note the drastic change in the character of this distribution for small angles caused

by the bremsstrahlen background.

8.15 Minimum cos(f,,) distribution for all events with the coplanarity cut

(co88pr/; < —.8) plotted against the mass of the 7y system. Clear evidence for v’ production exists
outside the region contaminated by QED bremsstrahlen.
8.16 ' signal, all cuts.

8.17 ¢’ signal - PLUTO detector 1984 Analysis®®*.
8.18 Myyy V8. Mgy, all cuts.

8.19 cos{fx4) in the xx CMS for n's. Thys distribution shows Y;; polarization supporting the interpre-

I

tation of the decay as n’ — pv.

8.30 m,, distribution for n’s. Note that high 7 masses are suppressed by the 5 phase space and M1-

dipole matrix element®12.

$.31m, ., - distribution for 45 events (four entries per event) with the combinatoric background removed

by subtracting twice the distribution for like sign combinations.
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- CHAPIER 4: THE ARGUS 0° TAGGING PROPOSAL

4.1 The DORIS-II Storage Ring : The\ origin;l DORIS storage ring {the acronym stands for Double
Ring Storage) had two separate beam lines for the electron and pesitron bunches (Figure 4.1). These
intersected with a 25mrad angle at the interaction regions. The ring was constructed in this manner®!
to avoid b_eun-bcnm space charge effects, which limit machine luminosities in muitibunch eperation at
low beam energy. When the T(15) was discovered?®?2%® DORIS-1 operation in the 10 GeV CMS energy
region was zttemnpted. As the optinmm operating point for DORIS-1 was at 7 GeV CMS energy, the
increase in beam rtnergy necessary to reach the T(15) required the use of only the upper circuit so that

all magnet and cooling power could be concentrated on it. With some difficulties, a machine luminosity

of 10%%m~7sec ™! was achieved but the running conditions were far from optimal.

During 1979-1981 the DORIS-1I storage ring was designed®®!. The design luminosity was to be
an order of magnitude greater than that of DORIS-I. Construction of the improved DORIS ring was
completed in 1982. The new machine had a single ring for both ¢t and ¢~ but retained the vertical bends

near each interaction region. The details of the DORIS-II architecture near the ARGUS experiment are

shown in Figure 4.2.
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4.3 The Proposed ARGUS BGO Taggers : The vertical bends in the DORIS-II beam optics raisc(
the beams by 17 ¢m 2bout 18 mete/rs’:n tither side of the interaction points. This property may be used
to separate particles emitted from the interaction at very small angles (0~ §0mrad) if th;ir energies differ
sufficiently from that of the beams (a particle with § = 0° and E = .94E.sm will be deflected 1 ¢ more
than t]:le beam at Z = 17.7m). This is a negligible solid angle foi most phenomena but in 7 collisions
this region has the highest concentration of scattered et /e~ (the avelrage et [e” scattering angle, for §
GeV incident beams, is ~ 67mrad). This eccentricity of the DORIS-II architecture can be used to make

a high acceptance double tag study of v+ processes®®®, The next two chapters concentrate on acceptance

studies recommended by the DESY Physics Review Committee on their receipt of the first version of the

- ARGUS 77 proposal®®, In Figures 4.3,4.4 the acceptance of the beam optics is shown as a function of

energy and scattering angles.

For 0° tagging of vy interactions the most important parameters are the energies of the tagged
particles. The scattering angle of the particle is largely irrelevant for physics applications so long as it
is small - with the ARGUS taggers the average Q7 of the photon emitted by the tagged e /e~ will be
~ .0002GeV? with .a maximum Q? value of ~ .015GeV?. This correspnds to an average tag angle of
approximately 2mrad.! The variation of the cross-sections for 77‘—v hadrones on this scale is expected
to be negligible. However, the restriction of the Q? to be small is important as there is practically no
extrapolation required to extend the measurernents to the case of real photon collisions. It is also a much
better antitag (i.e. Q* ~ 0) requirement than that available using the central detector only (the average

\ .

Q? for central detector "antitags” is ~ 08GeV?).

Unfortunately, the beam optics cannot be used as a magnetic spectrometer. There exist several
focusing elements in the heam optics - the mini-f quadrupoles - designed to produce high experimental
Juminosity. The net effect of these combi;lealwwith the range of § allowed for the scattered e* /e~ is to
transport particles with different energies and angles a‘t the interaction to the same point on the tagger
plane. These “tagger planes” (this refers to a geometric object not a piece of hardware) age symmetrically
located 17.7 meters away from the interaction point - as far away from the bending magnets as possible to

insure the maximmm lever arm for separation of the et /e~ trajectories from the beams. This distance is

¥ These figures are for Ep,em = 8GeV and W, > 1GeV, effects of finel state acceptance in the central detector are ignored
and a W, and Q? independent final state cross-section is used - in other words, only the initial state luminosity from QED
is considered in the calculstions. The 47 acceptante of the taggers is shown in Figures 6.11-14. with the same restrictions.

’
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limited by permanent features &f the DORIS.II architecture - vacuum pump connections and the location

of the /second vert.icu;l bending magnet. &

As the ex;ergy of the scattered et /e~ cannot be determined unambiguously from the location of
the tﬂfier hits it is necessary to measure this energy with a ;:;lorimeter. The tagger situation imposes
various constraints on the material used. Most of the particles hit the tagger plane in a 14z14¢m? area
due to the limited angular acceptance of the beampipes and magnet apertures. In\order to separate

tags from background tagger hits, a high spatial segmentation is necessary because of the small area

involved. To achieve reasonable B, resolution (a4 discussed in Chapter 8} the tagger ¢nergy resolution

must be ~ 2%. The position of a tagger hit must be known with high accuracy {so that the effect of
shower leakage is well-defined) and the material used should have a short radiation length {so that the

showers are well contained). The only material that has these properties is Bismuth Germanium Oxide

- ke

(B14GesOy3), usually referred to as BGO. This has the required short radiation length (1.13 cm) and
results discussed in the next section indicate that its resolution will be sufficient. Low susceptibility to
radiation damage 15 also desirable. The estimnated radiation dose averaged over the whole tagger array is
~ 10 rads/hr for a calorimter made of BGO (1 rad = 6.24x10'°MeV /kg deposited energy - it is assumed
that most of the energy is deposited in the first 10 radiation lengths of a crystal) but in the lowest center
crystal which has the highest rate from ete™ — e*¢™ 4 background tags the dose is on the order of ~ 250
rads/hr. The present design calls for a 14z14220cm? array of BGO crystals for the calorime;,er. The size
of the individual crystals will be 20.720:200 mm?®. The final design arrangement, whether the crystals
are read out by phototubes or photodiodes, whe&her or ot lightguides are usc;i etc. will be determined

-

by test-beamn trials expected to be completed in the summer of 1985. B

The position of a tag in the BGO matrix will initially be determined by three layers of scintillator
hodoscopes shown in Figure 4.5. Since the energy resolution is crit:ical and many lof the tags hit the lowest
layer. of the BGO (see Figure 8.16a) the lowest horizontal element of the hodoscope will be replaced by
two layers of 3mm diameter scintillating fibres. These are similar in principle to fiber optics except the
Light source is provided by scintillations. These will allow the location of the impact point {and, therefore,
th:ﬁ shower leakage) to be determined to an accuracy limited only by shower fluctuations. The resolution

limitations imposed by shower fluctuations are currently being studied using the EGS (Electron-Gamma

' Shower) Monte Carlo developed at SLAC. The resolution gill also be measured in test beam experiments.
AN
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A mew conical vacuum chamber must be designed for the area between the first vertical bending
magnet and the tagger. At present electrons must traverse a great deal of material at a mmall angle
before the tagger area iv reached as the vacuum pipe runs parallel to the .benm. This produces a great
deal of background from svnchrotron light and bremsstrahlen together with an unacceptable loss m
resolution due to energy loss and scattering. The new vacuum chamber will be demgned so that the
electrons that hit the tagger must onk pass through a thin (I —2mm) copper window at a nearly vertical
incident angle. The design of thus vacuum chamber has been undertaken by the DESY machine group
RF pt;wer dissipation and cooling must be considered toc prevent overheating of the chamber which may

!
produce vacuum leaks Additionally. vanous effects from an incorrectly designed chamber wmay lead to

difficulties in maintaining beams in DORIS-II

|

In order to determme the acceptance for 77 double tag events, the tagger lotation with respect
to the beams must be known accurately. This requires electrostatic measurernent of the beam position
to be done close to the taggers It is hoped that the taggers will be able to operate approxiimatel
lem away from the beam to increase acceptance (this separation corresponds to a maximum tag energy
of M4Egcom). The connections between the vacuum chamber and the beampipes in the two bending
magnets are made via steel bellows. These allow the taggers to be moved away from the beam during
filling to prevent interference with the filling procedure and to reduce the radiation dose to the BGO
The actual distance from the beams at which the taggers will operate will be determined by the storage
ﬁng operation conditions and the extent to which the change in the vacuum chamber position perturbs
the beams. Synchrotron lightﬁ will be generated by the second bending magnet {i.e for the electron
taggers the positrons wi emfiﬁt synchrotron light that hits the taggers from behind as the e’ approach

1

the interaction point ;nd vice versa). This radiation will be absorbed by lead shielding behind the taggers.

z(

S

In addition to the BGO taggers the final experimental Mcnt may include Juminosity monitors.
These will be situated under the planned vacuum chamber and taggers in front of a second copper window
in the vacuum chamber (Figure 4.6) and will detect photons emitted at emall angles (; ‘2 ~ 4mrad)
from the reaction e e~ — e* €7 . Since this reaction has an immense eross-section (with a minimum
photon energy of 200 MeV the cross-section is .17 barns - corresponding to a rate of nearly 1IMHz) the
vanation in instantaneous luminosity can be found quite easily. This implies that the material used for the

luminosity monitor calorimeter must be easily regenerable as the radiation dose is much higher than that

‘ . 80 ‘
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in the uam {there is no physical low energy cutoff in the 7 spectrum like that introduced by the tagger
geometry). This instantaneous luminosity measurement will aid in optimixing the DORIS beams and will
complement the experimental luminosity calculation which is based on Bhabha scattering(e” ¢~ — ¢”¢”).
The absolute tuminosity may be difficult to ascertain due to contributions from beamgas bremsstrahlen
and the problem of defining a low energpy cutoff for the photons. At low photon energies, several photons
from different ¢”¢” — ¢” ¢ 7 events may hit the monitor in the same beam crossing leading to a hl_.ed
high energy hit. The continued stress on the y-detector due to the high radiation Bux will undoubtedly
cause long urr;z stability and calibration problems It should be remembered that both the tagger and
the lnminosity monitor are easily accessible and may be moved t a test beam and recalibrated quite
quickly. This detector may alsc be used as an antitagger to help reduce a high level tagger background

from the leptons from the reaction e*e” — e* 27 7.
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Parameter BGO Csl(T)) Nal(T1)
Density g/cm? 7.13 4.5 3.7
Radiation Length X; (cm) 113 1.83 2.6
Hadronic Absorption Length Aq (em) 23 36.4 41.3
Xo/ o 049 051 083
Cnitical Energy (MeV) 8.8 10.2 12.5
Moliere radius (cm) 2.7 3.8 4.3
dE/dX for Minimum lonizing Particle MeV /cm 9.2 5.6 4.85
Scintillation wavelenth (nm) 480 570 410
Decay Time (nsec) 3006 ~1000 230
Temperature gradient of ight yield(%/°K) ) -1 +.8 -4
Afterglow {9 after 3msec) 05 <5 <5
Melting Point 1050°C
Effective Atomic Number 74 - 50
Refractive Index 2.15 1.85
Resolution Cs137 10% %
Light Output (relative to Nal) 8-13% 100%
Price $/cm? 10-13 2.5-3.5 1-2
Price $/X3 14.5-19 | 15.3-21.5 17.5-35

Table 4.1 Properties of Calorimeter Materials 403,402
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4.8 c¢* /e~ Calorimetry and The Properties of BGO : Calorimeters measure the energy lost
by particles in interaction with matter. For electrons this energy loss is mainly due to two types of

interaction, ionization of the material of the calorimeter and bremsstrahlung?®* emission. The process




of bremsstrahlung emission dominates ¢* energy loss at high energies while high energy photons lose
energy by ¢*e” pair creation A high energy e*e™ or 7 passing through a sufficiently dense material will
then produce a shower of photons and e¢*¢~ pairs which will cascade until the remaining particles have
an energy below the critical energy for the medium - when the bremsstrahlung energy loas drops below
the ionization energy loss. The characteristic length of the shower is the radiation length Xg, the mean
distance travelled between interactions. Monte Carlo simmlations of electromagnetic showers suggest that
the maximum number of particles in a shower is proportional to incident particle energy. The distmcew(in
the mcident particle direction) after which the shower reaches its maximmm population and the energy

loss as a functian of distance are$?4;
Xma: = EO

lmor = —-K, K.=11K, =3
dE e & x (4.1)
W==E;;Atac-m ='X-.0=ﬂ¢m,,, g~ .5, A=B°*’/I‘(a+1)
0

'i'he lateral shower size is described by the Moliere radius, Ry, = 21MeV  Xo/E. 99% of an electron’s
energy will be concentrated within 3Mp of its impact point. A calorimeter may be designed to t;ke
advantage of these qualities by measuring light emitted by atoms excited by the energy released in
the last stages of the shower with a photomultiplier or photodiode. The former have low noise levels
but are subject to electronic drift over extended running and cannot operate in strong magnetic Gelds.
Photodiodes have higher noise levels but are nearly impervious to magnetic fields and are more stable %%,
The intrinsic error of an electromagnetic calorimeter of this type is due to the statistical process invoived
and‘therefore decreases as 1/\/5 due to photon statistics - the number of particles in the shower is
proportional to the incident energy. Additional statistical errors are introduced by energy lost out the
sides and rear of a detector. This can be measured in 2 test beam or simulated using a detailed Monte
Carlo such as EGS (the Electron Gamma Shower Monte Carlo]. As these represent the shower fringes
the statistical fluctuation is much greater - a “rule of thumb”*% being that the error introduced by rear

leakage is approximately 1/3 of the energy lost. Monte Carlo calculations*?? of the influence of leakage

on resolution are shown in Figure 4.9.

£

BGO is ideal for the ARGUS 0° taggers. The 20cm length of the crystals is equivalent to 17.7
radiation lengths while a group of nine crystals corresponds to 3.3 Moliere radii. BGO is also much easier
to handle than Nal which is hygroscopic. The radiation recovery is good. Bieler et al.%%® report an initial
loss of light output of 26-38% upon irradiation with 40 and 85 rads of Cs137 y-rays. After 110 days this
decreases to 1-13% depending on the individual crystal. Bobbink et al.**® observe that the radiation

83

-



mm.(Fig!n{.n—i}ﬂwWIwof~ 15% of Light output after 800 rads of Co80
irradistion the crystals do not deteriorate further after doses of ~ 5000 rads. In comparison, Bobbink
et al. find that a large part of the radiation damage in Nal is not recoverable and that Csl shows no
recovery. It is also possible to “heal® BGO radiation damage by heat reatment4°34°%  The radiation
recovery is a strong function of temperature and for BGO crystals in 2 high radiation environment it
might be advisable to maintain an elevated temperature*®®. Whatever the temperature in, it should be

stable due to the strong change of BGO light output with temp erature. The radiation response of BGO is,

" a strong functivhwef crystal quality. This is evident in Figure 4.8 where the light output for BGO crystals

of different purities are shown as a fanction of time after the initial radiation exposures. Bakken et al. 407
measure BGO energy resolution to as low as 1 GeV with 30x30x200mm? crystals (Figure 4.9). In this

experiment the Light output of the BGO was meun.red‘ with photodiodes. The intrinsic BGO resolution
for 4 GeV incident electrons {i.e. leakage and Photon counting fluctuations) was 1.6 &+ .4% while the
electronic resolution was .6 & .1%. This is consistent with other measurements and with Monte Carlo

estimates**?°7 It seems feasible that energy resclutions on the order of two percent may be achieved

over & large part of the BGO tagger.
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4.4 CAPTIONS FOR FIGURES

-

4.1 The original DORIS-I storage ring. From Reference 401.
4.3 A section of the DORIS-1I storage ring. This shows the machine architecture relevant to the ARGUS

Tagger proposal. A preliminary design of the vacyum chamber and the location of the tagger system and
bending magnet are shown. The final vacuux;m chamber will have a a second window below the beam to
allow antitagging of photons emitted at 0°. This i‘a ghown in Figure 4.6.

4.8a-] These diagrams show the trajectory of a particle through the beam optics, the horizontal coordinate
(Z) is the distance from the interaction point while the vertical coordinate (Y} is the displacernent above
the interaction point. The discretization used in the beam transport calculation is actually much finer
than that shown. Each trajectory shown in a particular picture had the same particle energy. The
trajectory marked with an arrow in each picture represents a particle emitted at 0°, i.e. horizontally.
Each line above or below this represents an increase or decrease in the scattering angle, in the vertical
plane, of Imrad respectively. Figures 4.3 and 4.4 were calculated with a program simulating the DORIS
beam optics supplied to me by Leif Jonsson of Lund University.

4.4a-g These represent the angular acceptance of the DORIS-I]I beam optics as a function of energy.
Each picture shows the impact points at the tagger plane (Z = 17.7meters) of electrons emitted at fixed
energies but varying angles. The difference between succeasive  contours is lmrad while the interval in

# is 10°. The 6 = 0 point on each picture is easily identified except for Figure 4.43 where the 1lmrad

cmi}wnr is labelled. )
4.5 A BGO small angle tagger.

2.6 A crude vacuum chamber design with provision for the luminosity monitors.

4.7 Radiation damage and recovery of two BGO crystals produced by Harshaw Chemical Co. From

reference 408.

4.8 Radiation damage and recovery of BGO crystals after recrystallization (i.e. incre%ud purity). From

Reference 403.

4.9 BGO resolution and rear leakage for 10 GeV incident photons as » function of crystal length. From

Reference 403.
4.10 BGO energy + Electronics energy resolution as a function of energy. From Reference 407.
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i ° c
. CHAPTER &: QED AND EXCLUSIVE 2 PRONG CHANNELS IN 17 COLLISIONS
i | o
i . §.1 Introduction : The oﬂ'ect of QED on B(ht—ﬁ(ht scattering via the “box” diagram, nhown in Figure
I . ( 8.1, was conndered as urly a9 1938%%¢, The cross-section for visible Light- lcnttenng was calculated to be
| on the order of 1072° nb while an experiment wnth the dark ulaptod eye provided only an upper lnmt of
|
’l 8.107%0 nb. Recently, elastic 77 scattering has been seen with the Crystal Ball*%+4% with an ¢ or »°
4 a# 3 resonant intermediate state.
| I o

. Most QED studies are concerned with 77 annihilation into lepton pairs. At CMS energies available
' . from machines currently in operation (5-43 GeV) the cross-sections of the two principal v QED channels
! . . .
I (ete™ — eteete™, ete"ut u™) are several orders of magnitude above that of e*e™ — ptu~. After
L . detector limitations (trigger efficiency and geometric acceptance) are considered, the observable 47 rates
‘— ‘ ) are approximately the same magnitude as annihilation dimmuon production. At ARGUS, the visible 49
§ . % had .

f ) QED cross section is ~ 8 — 4 nanobarns compared to ~ 1 nanobarn for ete™ — pg~put. This dispa'rity

[ increases at PETRA energies, and at LEP(~ 100GeV), vv processes are being considered for use as

‘luminosity monitoring channels in addition to the Bhabha process(e*e™ — e*e™) used at existing e*e”

colliders. The acceptance is limited by the *holes” in theuector geometrically and, in most cases,

-

rather more drastically by the trigger. For instance ARGUS’ drift chamber can be used with ~ 99%
l, 'eﬁcuncy down to |cosf| £ 9 with a minimum particle P, of 50 MeV /c, however the preunt trigger
. . requires two tracks in the barrel ToF (Time of Flight counters), restricting |cos 8| < .75 with a P, cut
varying between 125 and 250 MeV/c, dependin; on t.l;e exact event geometry.! The acceptance “holes”,
whether they arise from the beampipe or trigger, are magnified-by the Lorents boost of the yy CMS

* L

along the beam axis.

The interest in studying QED channels rests mmly on their importance as meagures of detector
behl?nonr Aside from this practical aspect, the channels available in 44 collisions are _rare instances
of a* QED processes relevant at high energies and high momentum transfers. These complement the
standard mcuuremenh of lu;lner order effects, which usually only involve small momentum transfer

processes. Strictly lpeakin(. no surprises are expected — the pointlike electron propagator has been

1 Total visible cross-sections for various |cos(#)| and miniznum particle P, cuts as » funetion of beamn energy are shown in
Figure 3.3 for the reaction e*te~ — ¢te—p¥ =,

f | - .

- o amiARera < 7

e —— - s



tested to distances of 10~!% em in e*e~ annihilation and current (g,-3) ;:l.lcnlatiom“" test the low
momentum transfer QED matrix element to order of a*. These reactions are therefore well understood
theorstically - the, 111 diagrams contributing to order a* in the cross-section are shown in Figure 5.3. The
two diagrams of type 5.3a were first studied in the context of modern particle physics during the early
seventieg802:110.13,118 Thege gtudies used the Double Equivalent Photon Approximation?!® vo simplify

the seven dimensional integration involved in calculating visible cron-nctxom The cross-section®®4 for

real pl\oton anmlnlnhon into lepton pairs is given by:

0(71.-0 l+‘-) - 21’0’ .W-,-—,’Pﬁa - ‘ﬂ + (3 - F‘) 'h(:—-t—-g_)] (5_1)

\ " \ ﬁ%‘?x a’W 23[2;9’ 20—3"Iin‘0+1---ﬂ"]/(l‘— 8% cos9)?

Here f refers to the velocity, p/E, of the leptons in the CMS (f =1 - “ yo = W2.) and 6 refers to the
 lepton production angle in the 79 CMS with the Z axis defined by the colliding photons. The leptons
are strongly focused along the collision axis (Figure 5.4) A this restricts acceptance beyond that expected

8

from simple geometric or kinematic effects. Folding equation 5-1 with the DEPA producga”“:

olete = e*e 1 1") = 0/ (rmd){In (E°/m2))? In (47 /W, ) (s-3)

.

This result is very fai:from perfect. The main sources of error are wzthm the treatment of the calculation
I!Id the DEPA itself. 'I'lur nonDEPA results shown in Figure 8.2 were derived using an event generator
written by Kleiss, Daverfelt, and Berends®®3, Ev;n these results are inaccurate (on the order of 1%) in
extreme regions of phase space where the other subprocesses depicted in Figure 5.3 contribute. The 6
extra diagrams derived due to the indistinguishability of the final state particles in the case of cte~ —
ete"ete™ (variations of 8.3b) can only interfere with the multiperipheral diagrams significantly at high
Q” while the virtual bremsstrahlen diagrams (the 16 variations of 5.3¢, 4 if a muon pair is produced
instead of an electr'on pur) only l;ccomc imgortmt at low invariant masses. These diagrams trade one
factor of In (E/m,) for a l/F‘l},i .~ Iagtor while the permmtations of Figures 5.3d lose both lonrhhmic\
factors. The contribution of diagram 5.3¢ has been observed at PLUTO®®! as an excessive number of
events in the lowest mass bin of the sample tagged by the ECT (end-cap tagger) — which is sensitive to the
highest range of{’. The negative C-.Pnrity of the final state causes this subprocess to interfere with the
even C-Parity processes (Figure 5.3a.b) producing a charge asymmetry in the events i.e. the positively
charged electrons or mmons tend to be correlated with the inndent positron beam. This effect has not
* yot been detected. Finally, becanse of the same hnemlhc ldmh(u as the standard diagram (Figure

—
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in the next chapter.

G

B

8.3a), order &® corrections (me 5.5) may mimic 4-prong mwultihadron events. These a® QED channels

have a total cross-section on the order of several nanobarns!!®. Asymptotically the total cross-section is:

'

4E?
d.+.—_..+.-¢+.-.+.— - -Oocnbtl'n * (ln "'"T—)‘ ' (5‘3)
[ ]

-

-

Radiative corrections to v9 QED collisions have only recently been considered seriously as the precision
of the experimental meuureme;m is just beginning to test the limits of the o results. For notag analysis
?m of the radiative corrections apply to the beam particles because of their higher Lorentz boost. An

event generator including these corrections has been prepared by Kleiss et al.5%9,
) :

The QED channels are a major part of vy physics from an experimentalist’s point of view. They
have simple event signatures in the central detector — the lepton pair is usually produced with a small
| T P.| due to'the tendency of the colliding bremsstrahlen to be collinear with the parent lepton beams.
This results in a high degree of coplanarity, while the collinearity of the event is destroyed by the Lorents
boost due to the ‘uymmetric energies of the two y8. QED events can be used to determine luminosities
for the 4°4* final lt;tt. This is especially usefull if double iaggh:g is attempted - the QED events are
then fully constrained allowing studies of intrinsic W, resolution and a\cceptmce to be made with tme; Q
imperftctions included. This information is useful in calculating acceptance corrected luminosities. If one
cannot demonstrate 3 practical understanding of the observed QED crou‘-sect.ion. it suggests a limited
understanding of the detector and trigge:, which mmst be improved before progress is to be made on
'more theoretically interesting channels such as resomnce\ production. For ARGUS, the QED channels
will also allow experimental checks of techniques for the removal of falu double tag events, as described

The early sxperimental observations of vy QED channels were summarised in a talk by G.Barbiellini
at the 1980 Aachen Conference®®’. The first observation (acollinear but coplanar ¢* 2™ pairs) was made at
VEPP-2 in Novoaibink_“"“"(Em. = 1.4GeV) followed by results from ADONE®!I-81¢ (p . = 2.4
GeV, Channels e*e~ — eteete ete ptp~, ete xtx~). The ADONE experiment was the first
experiment to double t.q events using the synchrotron’s magnetic lattice for momentum analysis. These
experiments produced no surprises except for a suppressed s+ x~ contribution. The early contributions
from SPEAR(SLAC) (E.m, = 4.4GeV) are reviewed in John Zipse's thesis*!® which concluded that QED
agrees with experimant and the huiﬂronit cross-section observed differs little from the yy — x*»~ Bomn

7,
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term approximation (i.e. structureless pions). Perhaps the last experhn;nt that can be asmigned to this
“Srst generation” of 47 analysis is that of DCI **4 (Figure 5.8) which took data in double and single-tag
modes and found - despite Limited statistics - an enhancement of the reaction 77 — 72~ above that

expected from a simple-Born term.
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8.; Monte Carlo Studies of qy ~ete”,utu Acuptmo;. ¢ The origina} reason for studying the

ucepta'nce of vy QED final states vis Monte Carlo was to demonytrate that ARGUS had the capability to
'ﬁmderstnnd;‘ these processes for final state masses above 1 GeV. This is important for the measurement of
the t\vo-pho@om hadronic croas-section. It was anght that ;&RGUS could separate hadronic events
w;t.h only two charged particles visible in the final state where the analyses of other experiment;s had to
ignore this topology, as the QED contribution was not well understood. A lower event ;,opology thresheld
would give ARGUS a greater accept..anc‘e and reduce the uncertainty induced by the calculniox; of trigger
efficiency for multihadron events. Special r"xmport.ance\ is attached to this due to the low mmltiplicity
of hadronic events in the low mass range which the ARGUS 4 ex]perimeni. ip designed to investigate
(1 — 3 GeV}). It was hoped that the particle identification capabilities of the detector could be used to

select a significant fraction of the QED events. This would allow the rest to be removed by a Monte

Carle subtraction normalized to the identified samples. The fraction of the events in each QED channel .

identified would be determined using SIMARG.

The Monte Carlo simulation for the 7y QED processes had four major development versions. The

Advanced Mini-Monte Carlo refers to the version with CPPT & CMATRIX trigger simulation and de-

toctq{t resolution included while the primitive ARGUS Monte Carlo only used geometric cuts to simulate

the detector acceptance. v

(1) Improved DEPA Generator + primitive ARGUS Mini-Monte Carlo.

(2) Improved DEPA Generator + Advanced Mini-Monte Carlo.

(8) Exact o* Event Generation + Advanced Mini-Monte Carlo.

(4) Exact o Genention:+ Full ARGUS Monte Carlo{SIMARG) and trigger simnlation (TRIGGR).

The third ‘stage used m event generator wwi?thten by Kleiss et al.’%? which represented an exact
calculation of the contribution from the two multiperipheral diagrams (Figure §.3a). This program was

& major improvement over the +7 QED meut'gr of W.Wagner's Monte Carlo as modified for 0 degree

tagging analysis. Originally used by PLUTO in their early analyses, Wagner's program assumed complete

‘ factorisability of the luminosity functions for the colliding photons and neglected the electron muss at

certain points. This destroyed cancellations in the luminosity functions producing an overestimate of the
0 degree tagging rate. In addition, the Bnal state generator assumed that the colliding photons were real,
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. ! . i.e. that equation 5.1 up_plied. This last imperfection was retained in the revised vu';ion of the program.
| The differential cross-section being expressed as: ) ‘ -
N Va*c-@ir‘lﬁ— B2 Oy el +1 = (Q? = 0, Qg = 0, W‘n) ' LT.T(E"n vE‘{le?'Qg' ') (6"‘)
| | _ , | -
considered but the exact!!® inosity fanction (LTT) was

program, this led to a slightly wider lepto‘l'l P, distribution
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were 'uvniln‘}}le or the efficiency calculations. The normalized MiniMC resuits for the two programs, for

acceptance and tagging rates, agree within statistical error. o

The main numerical results for various acceptance and tagging arrangements are given in Tables
8.1-3. The visible (i.e. triggered) cross-sections for the two leptonic channels are approximately the

same despite the much larger total cross-section for electron pair production. As the electrons have a

o m——

nmch smaller mass than muons, their angular distribution is more concentrated along the direction of the'
incident photons - so a mmuch larger portion of the ¢*%+~ cross-section is lost in the beam pipe. The resalts

presented in Table 5.1 were calculated with a full deteg&or Monte Carlo (SIMARG). It is interesting to

———— St
3

note that for events with & mass of at least 1 GeV, the acceptance is approximately the same for the
; : SIMARG and MiniMC analyses with both the the Kleies and Improved DEPA generators. The situation

for events with invariant masses less than 1 GeV is-different. The SIMARG analysis predicts rat€s 1/2 to
; 1/3 that of the MiniMC ~ the inelﬁcienc; is an eflect of trigger discriminator thresholds and eficiencies
of the ToF, Shower Counters, and, perhaps, the Litile Track Finder. Thie ineficincy affects particles
with low P; as these may only graze the shower counters and ToF. For these tracks the Suctuations in

shower counter energy deposition mmst be calculated with a full detector Monte Carlo like SIMARG.

The main émphasis of the results given to the DESY PRC (Physics Review Commitee) in October
I 1983 was the mmon identification capability. It was reasoned that ARGUS® ¢/x separation was better:
than its s4/r separtion since electrons could be identified by ToF at very low momenta, by dE/dX

[ . 100
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at intermediate momenta, and by shower counter energy at momenta comparable with the uchamber
acceptance { and with a larger solid mgle). ' Therefore the p identification capability vlvoul;l be the
limiting factor in the an;lyais. Some results of these calculations are depicted graphically in Figures
5.7-8.9. Here the “visible” cross-section refers to the expected number of events from the prgcess taken
as data and the “identified” cross-section refers to the portion of these events passing the geometric and
momentum cuts designed to simmlate the muon chamber acceptance. The mmon chamber identification
was simulated by assuming that 1) any mmon with energy greater than 1.2 GeV that was found in the
drift chamber is identified zs » muon by the outer chambers, 2) any muon with .72 < £ < 1.2 and
P./P. S .871, Py /P, S .857 is identified by the inner hw'er of muon chambers, and 3) any two prong
event with at least one identified mon and total energy leas than 3.5 GeV is & 49 — pup event (it was
assumed ¢y events arising from leptonic decays of r pair; could be eliminated by requirements of | 3_ B,
balance). .o

!

The double tag efficiency and cross-sections for ete™ = ¢t¢~™ u* u~ are shown in Figures 5.10-11
respectively. The double tag efficiency is essentially the same as that discussed in the next chapter as any
possible cross-section variation with Q?,s = I, 2 (the virtual photon masses) is ignored in the expressions
used for both the hadronic and QED cross-sections. This assumption is particularly good in the double
tag case as this restricts the masses of the photons to be negligible compared to any other mass scale in
the proceu.‘l‘heul’om, even though the total cross-sections (integated over all kinematically allowed Q7)
may be inaccurate, the doyble tag crosa-aections'ﬁill be /com’ct, so far as the expressions used for the
cross-sections of real photon collisions are correct. Table 5.3 lists the results of calculations of tagging
acceptances for e* e~ - ete~ u~ut. The first section gives the tag probabilities. with no requirement on
the event in the central detector. The next two sections give the tag probabilities for events setting the
barrel trigger and full detector trigger respectively. The double tag probability is enhanced for triggered
events because this places a restriction on the rapidity ‘of the v7 CMS. The significance of the different

tagger situations given is discussed in the next chapter.

N
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Final State: wrtu wtu ete” . ete”
Final State Mass Cut: W21GeV | WS1GeV| W21GeV [W <1GeV, %z.%GeV
Total o 3.868.003nb | 60.50+.05nb |11.828:.007 nb 833.4+.2nb
Triggered o(Barrel) .289-£.006nb | 1.63£.06nb .29_1?:008 nb 2.414.2nb
% in Detector 20.9 21.3 7.03 5.09
% in Barrel Triggers B.A 3.0 . 2.8 .800
% in Barrel Triggers LTF 75 2.69 2.46 72
% in Full Trigger 16.7 0.6 5.5 2.0

! o

."Table 5.1 SIMARG+Daverveldt MC QED Acceptances

oy

@k .
Final State: BT Wyey-2 1 GeV | utu” W,oe,- 1 GeV
% in Barrel Trigger : 7.9 4.0
% in Endcap + Barrel Trigger 17.3 15.3

Table 5.9 MiniMC+4Daverveldt MC QED Acceptances

g .

5.3 Preliminary Experimental Studies of vy — e¥e~, 4 s~ and obux:vntlon of tl‘u f{1370)
Moeson In 7y Collisions. : As described in chapter three, evidence for 77 processes was first observed
in the analytis of the 1983 ARGUS data. The fraction of this data taken with the full barrel trigger and
an LTF threshold of two represents a luminosity of 27.6+.5 pb—!. The pretriggers contributing to this

channel being mainly the CMATRIX and CPPT. This initinl data sample was analysed with the ARGO4

program.}

Y Annlysis of the lsrger data sample containing 40.8+.5 pb~! luminoiity used for the n' study (which includes dats taken
in 1084) is not yet complete. This ls due to a delay Introduced by reprocessing the SIMARG Monte Carlo svents with the
more advanced snalysis program (ARGOS) with which the date were reprocessed. The total data available from ARGUS
at present amounts to » luminosity of 844+ 1 pb“ and has recently been reprocessed with the most recent version of the

anslysls program, ARGOS. !
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Final State: utu~ Wyeey- 2 1 GeV
% No Tag |% Single Tag |% Double Tug
Tagger 1 45.8 a7r.o 17.2
Tagger 2 " 58.3 35.8 5.9
Tagger 3 84.6 14.4 98
% in ?mel Trigger 7.9% Trigger Acceptance
% in Barrel Trigger + 1| 222 4“2 - 33.5
% in quel Trigger 4+ T2 36.8 © 49.6 13.5
% in Barrel Trigger + T3 | 744 24.6 2.0
% in Full Trigger 17.3% Trigger Accept;nce
% in Full Trigger + 'lfl 25.9 45.0 20.1
% in-Full Trigger + T2 41.8 478 10.8
% in Full Trigger + T3 78.7 21.4 1.9
Tagger 1 (=T1) 14x14em 1 em  from  beam .
Tagger 2 (=T2) 14x14cm 2 ecm  from beam
Tagger 3{=T3) ° 14x14em 1 cm from beam with shit

Table 5.3 MiniMC+Improved DEPA QED Tagging Acceptances

i

The ARGOS data sample contained 5.2 million events representing 40.8 pb~' luminosity. 228076

were selected as 77 candidates by requiring 3., |p] + 2.:.5., < 3.5GeV, > 2 tracks with a distance of

closest approach to the interaction point within: r< 1em, |s] < Scm or a reconstructed vertex within

diocuned in chapter 3. These resulte are summarited in Table 5.4.

. the same fiducial region. This data was fltered using the techniques for beamgas and cosmic separation

The ARGO4 data did not have muon chamber analysis so this category of events was not separated

from the charge balance two prongs in the original analysis. The ARGOS dimuon events referred to in

Table 8.4 wert identified by requiring that the event have at least one hit in the muon chambers. More

B T
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e _ Event fl'ype \ N F)’action c;f Selected Data

.t Loy — ’ 1.2%

"Cosmic . 6.5% - . - L
L4 &, -

Beamgas 16.3%

Charge Balance Two Prongs 63.8%

{ Charge Balance MultiProngs 90.1%

Table 5.4 v4 Event Candidates < -

sophisticated analysis of the mmon chamber data is planned.

Only the charge balance two prong events without beamgas or cosmic Bags were considered further.
The |} PJ_I Mution for these is shown in Figure 3.5. This suggests that the sample is quite clean
as the distribution decreases steeply with i;lcu;uing 'EF.L | A remnant of the proton band is visible
in the (p,dE/dX) distribution for the ARG04 data suggesting that there is a small number of beamgas
events left in the sample. This contamination disappears in the ARGO08 analysis. The invariant mass

spectrum for yxclusive charge balance pairs is shown in Figure 5.12, with the mass of all particles set"

to m,. No cuts are applied except the beamgas and cosmic rejection algorithms. Figure 5.12 displays

tyo sets-of data - t.he\expeﬁmenu] data and QED Monte Carlo events generated using the SIMARG
Mox;u Carlo with Kleiss’ generator for cc — ecup and e, — ccec as input (only t.ile basic vv diagram,
53&, is evaluated in the event generation - the eleg{mn exchange diagram, Figure 5.3b, is not included
). The QED Monte Carlo data were processed through a complete trigger simulation and normalized
to thf experiment:d luminosity for Bhabha events. Above invariant magses of 1 GeV the Monte Carlo
“computer” luminosity - the number of SIMARG events produced divided by the calculated cross-section
— is comparable to the 1983 experimental luminosity. The “computer” luminosity for the low mass region
was limited by available computer time and amounts to 4% of the real signal. The f meson shows up
as a clear excess in the appropriate mass region and the signal at higher invariant masses is consistent
with 100% QED - an effect observed previously®?%. A clear signal for the f meson is seen with a mass
at approximately 1210 MeV — this is 60 MeV lower than the Particle Data Book value?%3, It Kas been
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observed®17-519 that the mass for this resonance appears ~ 50 MeV lower in the 44 channel. This
‘can be qnlﬁuti\;ely expl;i\ned by interference with the coherent d-wave background from v — 77",
The T-matrix phase changes by r radians on traversing a ré;ionance,.leading to constructive interference
! below the resox.nnce and destructive interference above — producing a mass shift. Unfortunately, this
cannot explain a smaller mass shift seen by the Crystal Ball in the 7y — [ -—v.7r°1r° channel®?%4. The
most recent analysis of this problem is given by Menessier®!® whose calcuation appears to describe the
data?!. The xx continuum cannot be ca.lculatui by the simple Born approximation due to the effect
of strong interactions m the final state. Menessier®!® has t;aed i!\form?tion from xx, KK phase shift

analyses to calculate final state interactions in 47 — rx and has also included the effects of vector meson

N exchange and s-channel resonances (e.g. the #(600)). This produce? the required mass shifts in both the
* x*x~ and x%2° decay channels. .
i
% ' ]

. In Figure 5.13 the observed mass :listribution iu‘ex“tended to low values. Unfortunately, it is clear
tix:t the Monte Carlo simnlation overestimates the e¥pei'imental signal by at least 26% below 1 GeV.
Aus dfscussegl in the previous section the trigger acceptance for t,his kinematic region involves thresholds
for both the LTF and the CPPT elements and the acce];tance is strongly dependent on the SIMARG

* simulation. The P, distributions for the ezxperimental data and Monte Carlo events are sliown in Figure

5.14. There is an experimental excess at 800 MeV/c corresponding to f(1270) production but there

is also a clear(overestimat.e of the QED background at low P, as expected. Changes on the order of .

20% have been observed in the visible vq c;'oss-section after triggér adjustments were made. lSet;iled
trigger analysis is planned. The mean en;rgy deposited by minimum ionizing particles in each CPPT
ag ' ) .

unit will be determined both in the data for clearly identified ete™ — ptp™ events and in SIMARG to

] A . 1
determine apPropriate raw pulse height ratios. The effective CPPT element thresholds can be determined

by checking the' ToF and Shower Counter pulse height spectrums for each CPPT element set. 'ﬁleu
! .

thresholds . will t[:e/n be scaled by the pulse height ratios to determine the appropriate thresholda for -

++  Monte Carlo events to simulate each trigger period. Similar analysis must be done for events with ETOT

triggers as this trigger contributes to the accceptance for chapnels involving x%8 or y8 in the final state.
Sty

) \
Finally, LTF efficiency must be studied in detail for low P tra.tlm. This{a\n be accomplished by selecting

events from the annihilation channel that have clear ETOT triggers and studying the LTT information
for low P, tracks. This analysis is essential for any result on the vy widths of resonances.
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The {ineson is-5 member of the 2** nonet and is expected to be produced in 77 collisions with

-helicity =22 - as the 78 are nearly real the holicity 1 contribution is suppressed. The helicity 0 suppression

can be derived by assuming that only the lowest mltip_t;le contributes to the reaction’® but more
g-onen.l analyses exist$32:638, Puvious\amlyue of t!:e [ = xt2" have hsd'to\:/m a }nelicity 2 hypothesis
to calculate acceptances because of the problems of QED background subtraction. Crystal Ball*™* have
studied the channel f — #%2 and analysed the observed angular distribution. Their upper limits for
helicity 0 and hehcxty 1 matrix elements are §1% and 13% of the l\ehclty 2 mtmﬁ\n respectively.

The angular distribution observed by ARGUS for events with inv;;imt masses bet\vee;l 1.1 and 1.8
Gev (as calculated with a pion mass hypothesis) is shown in Figure 5.18 — the lower curve was calcu-
lated from Monte Carlo data for QED channels. Figure 5.15 shows the subtracted angular distribution
and a second d;stﬁbution from the “Advanced MimMC'" described above with lnwevent generator that
tim‘uhtel 99 = f(1270) — x* x~ assuming complete helicity two dominance. TWC spectrum is
normalized to the QED-subtracted data. The: /(1370) event generator does not contain any of the final
state interaction or continuum interference effects described by the Menéssier model. It :i; clear that the

-

dm agrees'well with the helicity two hypothesis. The exient to which the conmbutwn of other helicities

N

can be derived from this infopination is, as yet, nnknown as the shape of the observed distribution is

determined by acceptancé to a significant extent. This is readily apparent if one compares the physical

‘QED angular distribution for 44 — uu in Figure 5.4 with the acceptance corrected QED Monte Carlo

angular distribution of y9 — uu,ce in Figure .16,

Very prelinﬁnary studies of yy — K* K~ have been made. The resulting spectrum is shown in Figure
8.17 - the progressively lower histograms correspond to increui;xgb' restrictive pmicleh'rdentiﬁcltion cuts.
The large peak in the spectrum with the laxest cuts corresponds to misindentified QED events (with the
mass translated upw;rds by the Kaon mass assumption used in the calculation of the X* X~ mass). The
resnlt is limited by the absence of proper ToF calibration in the ARGOOn data snmplf used. The ARGOB

data have been calibrated and are in the midst of reanalysis. There _does seems to be some evidence of

LYy — }' (1618) production at a 20 level.

The -nr, X+X- lnllyi.il is still very preliminary. Hopefully, with more data and ln improved
trigger amlym, these results will uooq) be put on a quantitative level. Additionally, there are many

106

Mttty s ey o emtsrnia ) g

PRSI

-



el

I A o,

T SR

TH T ra ‘f;{ﬁ{g\mmmmwmz%vJZ I i L - » - .= > -
N
. N
" channels for which ARGUS could improve previous observations or wpper llnh For instance, ARGUS’
pal,ﬁclo jdext¥ication capabilities and photon resolution make it ideal for studying the production of,

wvector meson (p,w,¢) pairs in v collisions. . "
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5.4 CAPTIONS FOR FIGURES ¥
8$:ARED "Box” Diagram
8.3 Total Observable Cross-sections as a function of beam energy for etes™ — ete—pu*ty~ (Vl{ Diagram
8.3a) for various minimum P, and maximum |cosd| cuts. ¢
8.8 cte” — ete”(*|™ Feynmann Diagrams ) ‘ y )
8.4 77— u* p~ CMS cosd distribution. , . v
8.5 An o® QED Process, W_L S

8.6 DCI Results$?* on Single Tagged and Double Tagged Two Prong production.
8.7 l\{onte ’Cu’lo 4y — ptp~ Event identification probability expyened a8 & function of u* 4~ invariant
mass. )
B8 cte — ‘,+¢' “+‘“— visible cross-sections (i.e. the number oi' Monte Carlo events ;iveﬁ%o inverse
picobarns ;‘computer" luminosity).
8.9 Monte Carlo e*e~ — ete utp~ Identified cross-sections. '
* $.10 Monte Carlo ¢ete™ — ote¢~ utu~ Double Tag I"Jﬁciency'.
8.11 Monte Carlo ete™ — ete ptp~ Tagged cro'l-”tﬁﬂ;l.
8.13 Experimental X* X~ mass spectrum with » pion mass hypothesis. Range .8 - 1.3 GeV. Cosmics
and beamgas events have been removed.
' 5.18 Experimental X 2){ ~ mass spectrum with a pion mass hypothesis. Range 0-3.5 GeV, Cosmics and
beamgas events have been removed.
5.14 P, spectrum for Data and MC events (the latter ﬁave been selected by a trigger simulation pro-
gram). ,
8.18 / — xtx~ CMS coe# distribution with QED background subtracted using Monte Carlo data sim-
ulating vy — ete”,utp".

5.18 Xt X~ CMS cos# distribution and QED background distribution estimated from Monte Carlo

&
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dats.
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$.17 Preliminary XX~ mass distribution with K mass hypothesis and dEjdX partic}b&le\ntiﬁuﬁon
cuts. The more densely shaded regions correspond to more restrictive Kugn/ulection.
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Chapter 6: Monte Carlo Studles of the Proposed Modifications to the ARGUS Detactor

. and Prospects for the Measurement. of The Total y7 Hadronle Cross Sectlon

/

.6.1 The ARGUS ~+ Proposal : In 1982 the ARGUS Collaboration submitted a proposal®®® to study

77 collisions at DORIS II. This was inspired by the unique opportunity provided by the synchrotron’s
Irchltecture t6 measure the energies of particles emitted at small angles relative to the ‘incident e"‘, e
beams. This experiment will use two arrays of BGO shover counters ~ the “taggers” described in chapter
four. The significance of this measurement lies in the opportunity to double tag two photon collisions
(i.e. measure both of the scattered e /e”) with a significant counting rate (on the order of 10% of the
total-ys-event ute) Previous exyernnents were limited by machine geometry to tagging at finite angles
(Figure 6.1). The minimum tagging angle was determined by the beampipe. site and the structure of the
machine’s magnetic lattice near the experiment. This drastically lim;ud rates as the angular distribution
for the scatt.eret‘l\‘lept‘on in two gamma interactions falls as ~ 1/(6? 4 63) where §; is on the order of 10~*
radians. ARGUS has the only opportunity tpfi‘lg the ocatteru‘i/“" /e~ down to 0 degrees (provided the
4* emitted by the tagged lepton is energetic enough - the threshold is 300 MeV if the tagger is 1 ¢cm away
from the beam). Given unﬁgendy accurate determinations of the e* /e~ energies the invariant mass of

the v9 system can be determined:

' . W'ﬂ = 2\/(EBnm - ‘c+)(EBum - Ec") fo" Qg’ Qg ~0 \ (0—1)

0

L4

t
1

The accuracy of the scattered lepton energy measurement is eritical as the calculation of W,, magnifies

the error in the et fe™ energies (Figure 6.2 shows error distributions of #.,, as a function of the tagger
energy resolution). A 1.2% tagger resolutioh is the maximum acceptable if one wants better than 10%

W.,, resolution. In addition, the resolution is worst for smaller invariant masses. The W, resolution

:expected is plotted as a function of invariant mass for selected constant tagger resolutions in Figure 6.8.

t
@

The experimental advantage of double tagging lies in the ability to determine the 77 invakiant mass
without resorting to final state fragmentation models to unfold the effect of detector losses. Systematic un-
certainties involved with this unfolding problem plagued the early We-tag amlyu; of the TASSO46.147
and PLUTO!4414% oroups. This produced severe disagreement between the two detector acceptance cor-
rected results at low W,.,. Uncertainties in detector/trigger acceptance and hadronic fragmentation
contribute to Jarge systematic errors f(;r low inv\nri?nt mﬂl;l as there is more chance of feed down from
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degraded high mass events. It was shown'®41% that the calculated shape of the \c;;;'-\ie’ction at low
invariant misses was llmon completely dependent on the fragmentation model behirid the W,,, — W,
unfolding. Even though the double tag technique avoids these proble‘ms, ‘some fn.(menuticn model for
the hadronic final state is still necessary to determine the trigger acceptance. However, this calculation

_ contains much less theoretical uncertainty, provided the experimental trigger is reasonably eﬂimen# As

discussed in the previous chapter, it is also expected that the ofline data snalysis at ARGUS can |7Lmre
a threshold of t.wo charged tracks for a hadronic event without introducing too mach error fromi QED
mbMon. This increases the acceptance while decreasing the trigger uncertainty. This allegation is
supported by the success in separating the f(1270) signal. Previous experiments required a minimom of
three particles (i.e. x*2~x® or x*x~9) in the detector for a total cross-section measurement to avoid
contamination from QED channels. For the modified ARGUS the problem of cross-section measurement
will reduce to one of calculating trigger acceptances, tagger efficiencies, and unfolding the lnlilhlotity‘for
the 74 collisions ~ calculating the rates for e¥ ¢~ — ¢*e~ 4*4*. Most of this information can be derived

from the study of double tagged QED events, ete™ — ete l*, l;;c,p.

‘ , 0

ARGUS is efficient at recr:nstructinx low energy two photon events as it was designed to operate
at lower energies ﬂ;un the detectors at high energy e*e™ storage rings like PEP dePETRA which
currently dominate experimental 7y physics. Two photon physics is the one area where the dynamics of
the physics st DORIS and PETRA are similar - the higher beam ;nergy of PETRA (~18 GeV) increases
the v+ laminosity by a factor between 2 and 4 ;lependin: on the Anal state but a major portion®°7 of this
increase usually goes into‘ high CMS-rapiditg reiiom of phase space for which theie is poor acceptance
(an impressive exception to this rule is the recent PLUTO® analysis of exclusive two prongs events at

low W..,). Most of the extra vy luminosity at higher ¢* beam energies comes from events where one of

the colliding photons has an energy greater than the DORIS beam energy. Uaing_the following relations:
s x4E, E, .
]n _..'l.L (6_2)
n = ‘
E,,

and defining the extreme observable rapidity to be NMasy bt =Aer £ 1 € Nasasx, the following Limits
Y

on the energies of the virtual photons contributing to observed events can be derived:

Wn”?("’luﬁ < E:, < Wllu}’!"“l:) (0-3)
2 - 2

For a 1 GeV 74 CMS Mass and an mes = 1, the g energies of physically observable events! are limited
\

IMonte Carlo rapidity distributions for hadroni events are shown in Figure 6.4.
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to be between .13 and 1.36 GeV: Most of the extra v .lnm‘inosit.y svailable at high beam energies falls
outside this range. Fon: reference, Table 6.12 lists th.e total and visible m;n-uch'om of two exclusive
channels for the ARGUé detector if the ¢* beam energies are 5 and 18 GeV. On examining this table it
is worth-femembering that for exclusive channel analysis PETRA detectors have used P, thresholds of
wp to 400 MeV /c where ARGUS’ present trigger P, }hreaholds range between 125-280 MeV /¢ depending"
on the geometry of the event.® The results given for the ARGUS v+ barrel t;igxer acceptances for
18 GeV beams are greater than one expects from a typical detector d:dmed for this energy range.
Fi’gure 6.5 generalixes Table 6.1, displaying the total and visible cross-sections for a hypothetical 2+

44 — xx resonance, produced with helicity 3, as a function of mass (I' = 100MeV,I',, = 2.7keV}.

Clearly, PETRA can produce i o:ity for high W.,,., than DORIS. However, for low invariant
masses phenomena (resonance physics and the Total Cross-Section measurement discussed here) DORIS

is definitely competitive with other facilities,

Channel . oMs Energy | OTotar | OruliTrgger | OBarraiTrigger
1v1 =/ A S =K K"~ 3 .106nb .018nb 029nb
17— L,A3, /' = K*K™ 10 -040nb .010nb L16nb
Ay — [ xTx™ 36 9omb .25nb Aonb
=S —ata" 10 .38nb .13nb 20nb

Table 6.1 MiniMC Acceptances for ARGUS at 10 and 36 GeV in the CMS

Unfortunately, the initial optimistic view of the total cross-section measurement did not survive
detailed study. Serious challenges for both the technical and analytic sides of the experixpem. exist,
Practical problems appear in mnntnmng a 1:2% tagger energy resolution for energies between 2-4.7
GeV over an extended running period. Several experimental background signals have to be understood
The first of these is small angle brcmnt:ahlung (SAB/Fig.6.0) - these events produce a false tag rate on

14

3 These results were computed with the 77 Monte Carlo used for the total badronic cross-section calculntions a1 described
in the next section. For the chaunel 54 — f, A3,/ — K+K™ the final state is genersted as suggested by the TASSO
experiment®10. The 77 — /{1370) simulation follows that of MARK II'*},

¥ Table 3.1 compares these parameters for the n' analysis of PLUTO, TASSO and ARGUS.
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the order of 1 megaherts — which results in each tagger being hit by at least one SAB electron or positron
every second beam crossing (the beam crossing frequency is close to 1 megaherts and Poisson statistics for
the event distribution are assumed). This is sufficiently intense that given the 350 nanosecond fluorescence
decay time for BGO there will still be a significant quantity (i.e. O(1%)) of light emission from the array.
if an electron associated with a SAB event has' hit it during the previous beam crossing - which is m:re
likely to be the norm than the exception! In addition to technical problems like this one (and others such
as the problem of radiation damage from the intense SAB counting rate) these SAB false tags occur so
frequently that they form random coincidences with normal notag or single tag 77 events or annihilation
channel events to produce false double tag events. The mmall angle taggers can therefore no longer be
used to flag vy events for mm;s or analysis as at PETRA. These false double tag events produce a large
eoml:in;ton’c background to the me;swement of the total cross-section. iluioul attempts at mitigating

the effects of this phenomenon will be discussed in section 6.3.

4

The other major background processes are the o* QED processes discussed in chapter five. These
channels have mixed benefits, on the one hand they are veil ‘anderstood the%reticl.lly and can be used
%3 a check on our understanding of detector and tagger behaviour, while on the other they contribute
a huge bickﬂound that is not easily removed without introdnciﬂng some uncertainty. It is questionable
how important the advantage of a low topologs’ threshold is as the u‘ulylis in chapter 5 showed that the
»*x~ final state can almost entirely be attributed to f(1270) production for Wy+,— 2 1 Ge'V. It has
also been suggested®? that the statistical final state simulations used for trigger acceptance calculations
for high W,, (and in the next section) should not be applied to low invariant mass final states as
these are dominanted by coherent processes like resonance production. This point of view implies that
the simmlation of low mass final states can only be do;\e in a full partial wave acceptance analysis for
individual exclu‘sive topologies. An I‘mlmbiguoul application of this technique would require an immense,
experimental luminosity as it requires each topology to be fully reconstructed with en.ongh statistics to

determine the partial waves involved.
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6.3 Hadronic Acceptance Calculations : The purpose of hadronic event simmlation is to determine -

if a reasonable signal level can be expected from the experiment. The major factor Emiting counting rates
i the double tag efficiency which varies between 5% and 156% depending on the enc't tagger geometry
chosen and the synchrotron running convditiona. ‘With fixed detector geometry, this rate is determined
by initial state kinematics and should not depend on the final state produced except via Wy, @, Q)
(the masn of the ¥ system and the individual photons respectively, Q? < 0), and the photon helicities
- a8 discussed in Appendix 1. The average Q? of 47 events at ARGUS would be .33 GeV?, assuming
no Q? dependence of the final state cross-section, if the taggers each had a perfect 4x acceptance. The
Q measured by the proposed taggers is expected to average 2 - 10~¢ GeV?. This limited range is in
one of the most luminous regions of @ but it is expected to include little variation in the hadronic
cross-section. Previous measurements of the Q? dependence of the final state cross-section support the
GVDM model where the cross-section changes significantly only for \/—F on th; order of a vector
meson mass (i.e. .769 GeV for the » meson). Indeed, the tagging acceptance of PLUTO'® limited the
@ to be large enough (< Q% >~ 44 GeV?, .1 € Q? < 1. GeV?) g0 that the extrapolation back to
@* = 0 to obtain the hadronic cross-section for real photon collisions was nontrivial. The only critical
question in the acceptance estimate is the range of a(W.,.,,Qf = 0,Q3 = 0) chosen — which is, after all,
wh;t we plan to measure. The different forms of Q? dependence expected, at most, introduce a variation
of 20% of the estimated total visible cross-section while the tagged crbss-section changes little. Using
different published measarements or theoretical estimates of the W, dependence can produce variations

of 400% in the vigible cross-section estimate! For these reasons we have chosen to use two extreme inpat

cross-sections for the analysis and to largely ignore the possible Q? variation.
" o(yy ~ hadrons) = 300 nb

270 GeV nb, 2250 GeVnb (¢-4)
W, T W,

The Brst of these represents the asymptotic limit expected from factorisation i.e. it was derived from

0(1:1 — hadrons) = .97(240 n‘bl+

the relative magnitudes of yp, pp hadronic cross-sections. The various theoretical estimates of this vary
about 40% around the value given here. The second of these is the PLUTO result and represents an
upper Ii.nﬁt of available estimates. Of course, it is the lower limit available that should be considered in

deciding the viability of the experiment:

Since the major rate limitation arises from the tagger acceptance the results of the simmlation should
depend weakly on the fragmentation model chosen — i.e. the specific fragmentation model uned is not
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of paramount importance so long as it is physically reasonable. Indeed, it is not possible to progress
mmch boyond* this level as there is still little known about vy phenomens. When one is actually doing
the calculations required to extract the cross-section from data, more care must he taken — the technique
‘gononlb' used is to tune the various control parameters of whatever model is chosen to distrilbmt.iom' in
the observed data vi: Monte Carlo analysis. The distributions chosen for the tuning shouldn’t depend
on W.,. For example, one might tune the frume-ntat.ion to give the correct inclusive particle P, and
maltiplicity di:tribution; for‘each tagged W,, bin. The main problem with the PLUTO and TASSO ,
analyses was that when unfolding W, — W, it was necessary to implicitly sum over a nn,ge of W,
for sany “calibration” distribution as this is l/n unknown in their analysis. This leads to a “u'l!-fulﬁlling'
prophecy” — the derived cross-section is strongly dependent on the fragmentation model no matter how
carefully the parameters are adjusted. If W.,, is known from double tagging the systematic error ean be
estimated by varying the fragmentation parametrization so that the results still agree with the observed
data within errors and observing the chmg\e\ in the nlcuhtgd 77 cross-section. The dependence of the
W, ., variation found on the final state fragmentation model is Xeconpled in a double tag measurement.
It was decided that our investigations should use » combination of fragmentation models employed by
, the PLUTO group in their original analysis (C.Berge 0!) and adjusted to the distributions they had

observed. The resulting model is based on “limited P, phase space” fragmentation:

;gy ~ e bPL J78% of events
-L ¢

dN _pt
5’? ~ ¢ FL 26% of cvents

(e-8)

This implies that the emission of particles with high momentum transverse to the v4 collision axis is
suppressed — the hadronic “fireball” tends to decay into two jets following the direction of the ‘incidient
particles. This view is based on the VMD (Vector Meson Dominance) model of the hadronic interactions
Y of photons. g‘hy view naturally leads to a linited P, phase space fragmentation as in “soft” hadron?c
" interactions the coliiding hadrons tend to pass through each other - disrupting in the process. Al{vector
mesons are bound states their constituents must have P, less than half the vector meson mass. If the
‘collisi}n occurs between unbound quarks in the photoli structure the available P can bf higher. The
limited P, phase space description agrees reasonably well with data (Figure 1.18) until fairly high P,
regi:m \‘vhen evidence for the quark content of a photon exigu in the form of a slower decrease in the
inclusive 2‘;—% distribution, characteristic o'f processes involving pointlike particles. The refined analysis
recently published by the PLUTO collaboration®? uses an isotropic phase space below W, = 3 GeV

*
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with a limited P, phase space :ndully mixed in until 90% of the Monte Carlo events above § GeV

are generated with a Limited P, phase space algorithm. This represents the decreasing influence of

the nutul state as incident momenta decrease ~ annihilation at rest should have a completely isotrepic

final state. As the photons in 77 collisions are emitted almost collinearly to the beams the 77 axis is
abmost parallel to the experiment’s axis. Due to this a limited P; phase space tends to concentrate

the generated hadrons towards the beampipe decreasing the calculated acceptance. Our fragmentation

model is therefore conservative and we expect & slightly higher acceptance if the new results of the

PLUTO colhbqntion are applicadle at DORIS. It is important to realize that the calculations here are

not supposed to duplicate the phenomiena, an impossible task, as they are not well known. Rather the

"cmphuil has been on p}oducing a safe lower limit on the visible cross-section.

The next element of the fragmentation algorithm is the exact particle composition of the final state in
each event. 'A great deal of effort by the theoretical commnnity has been concentrated on fragmentation
models for e* ¢~ annihilation events based on various QCD analyses (LUND, Ficld-Fem ete.). These
c}o not really apply to 7y phenomena as they are based on the fragmentation of opec{ﬁed parion states

where o, << 1 which eventually fragment into states where the perturbative treatment becomes invalid.

i Vu',ioua phenoomenologicd models®? have been developed to provide the final fragmention into mesons.

This type of fragmentation model would clearly be the. most desirable for a full simmlation as they are
matched to data in low energy ¢t e~ or hadron collisions. To save time s much sirapler 1;mdel was chosen
- again in a conservative spirit. In this simulation the final state consists only of pions as there is little
data available on inclusive spectra of heavier particles in 7y collisions. The maltiplicity distribution is

parametrized as:

dn
y (e-¢)
77 ,

based on measurements of et e~ annihilation. The actual multiplicity is generated with an algorithm
based on KNO®* scaling. This phenomenon was first observed in high energy hadronic collisions and
is based on the observation that the mmitiplicity distribution expressed as a function of the fraction of
the mean mmltiplicity is almost independent of energy and initial state. Unfortunately, at the low CMS
eneriica in which we are interested, the application of KNO scaling becomes rather suspect. The resulting
maltiplicity distributions (Figure 8.8) appear to underestimate the production of high multiplicity states.
This is acceptable as it leads to a lower acceptln’ce estimate. —
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It is assumed that the multiplicity distribution of neatrals is the same shape as that of charged
particles and that the mean neutral multiplicity is half the mean charged multiplicity. Also, there can
be no completely neutral events. This is reasonable as photons are expected to couple to charged staves
strongly (however one can point out that this is not the case for the vector mesons of VMD which couple

to any strongly interacting particle). In thie new PLUTO analysis the ratio of charged to neutrals is taken

to b‘e 2:1.3.

@

The final state fragmentation algorithm described above has been implemented in the same Monte
Carlo program used to xeunente QED events for the miniMC/DEPA acceptance calculations of chapter
8. The 44 CMS parameters are generated according to equation 5-4. The exact of calcuhtion of Lrt,
the luminosity for transverse photon collisions (see Appendix 1 or reference 119), is used but the other
luminosity terms due to contribx:tiona of scalar photon collisions are ignored. Once the parameters of

the 77 CMS are available the event is weighted according to the 77 cross-section selected {equation 6-4)

and the final state is generated by the limited P, phase space algorithm supplied by W. Wagner. The

‘events are then passed to the beam-optics program to simulate tagger acceptance. In the last stage of

simulation the events are either subjected to a full SIMARG detector and trigger simulation or are tested

with the miniMC detector trigger algorithms.

]

As a first result of these algorithms, the acceptances, with the fragurentation hmited to various
fixed event topologies, are displayed in Figure 6.9, while the averaged acceptances weiihted with the-
77 luminosity for events with Wy, 2> 1GeV (this restriction is always in effect unless stated otherwise)
are displayed in Table 6.2. The effect of several competing acceptance factors can be seen here. At low
invariant mu:s:. high mmMliplicity channels may not have enough P, to set a trigger while, geometrically,
these events have more of a chance of having two dm'g;d tracks in the drift chamber. As one adds
neutrals to the topology the acceptance at higher masses actually increases. Once there is sufficient P
for the cln;ted particles to reach the trigger, the presence of neutrals divides the P, (Lorentz boost) of

the 4y CMS amongst more particles - dec‘reuing the focusing of the charged particles along the beams.

* At higher energies, the Lorents boost of the vy CMS and the limited P, fragmentation algorithm tends

_to concentrate more of the events into the endcap region — decreasing acceptance. These two effects

produce a peak in acceptance which moves to higher masses as more neutrals are produced. This effect
is balanced by the increase in average multiplicity with W, which produces a saturation effect - the
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Topology - -
Pt #x0 %Barrel Trigger %Full Trigger

9 0 8.7 ! 16.0

2 1 11.9 24.2

2 2 12.9 25.6

4 1 12.9 72.4

4 2 1 34.2 3.3

" 3 30.7 | 08.7

4 4 30.6 56.4

Table 6.9 Acceptances for Fixed Event Topology

acceptance tends towards & constant value at high energies. This is evident in Figure 6.10 which shows the
acceptance for hadronic e;renu (with the full fragmentation algorithm) as a function of W, for various

charged particle thresholds and trigger arrangements.

Table 6.3 displays the results using the improved Mini-Monte Carlo with trigger simulation. The\
“éml Trigger” is the current ARGUS trigger arrangement while the “Full Trigger” includes the endcaps
and VDC in the trigger allowing a much increased P. and cos(@) acceptance. In ndditic;n to the Q?
independent iron-lection parametrizations there are some results for two-parametrizations of the cross-
section Q? dependence based on the GVDM or VDM propagators discussed in chapter 1. The visible
cross-section then can be expected to range between .5 and 4 nanobarns. Current experimental results

favor the lower end of this range.

©

The crucial component in the entire analysis is the tagger acceptance. To a great extent this is
Limited by experimental factors that are not calculable to any relisble extent. For mstance, the closest
Q\clilt.anco of the BGO matrices to the beam is limited by transient factors relating to the quality of the
beams which is a rather arcane function of the DORIS operators’ experience and running history. There
will also be some perturbation of the DORIS opearation by the tagger and the associated vacaum chamber.
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. Monte Carlo Oy Total Barrel 'I,Huer Full Trigger
Minimc Flat 2.98nb .75nb ‘ 1.26nb
4
» F:\i'nt-}-GVDM 2.33nb .55nb Hnb
" Flat+VDM 3.20nb Sinb | .88nb
» PLUTO 12.4nb 2.2nb 4.1nb
A
SIMARG . Flat 2.95nb .B'Bnb 1.4nb

Table 6.3 Hadronic Trigger Acceptmce;

3

ii is expected that the taggers will be operated between 1 and 2 centimeters away from the beam orbit
and tagging acceptances will be presented for tl;esg two extreme cases. Additionally, there were various
plans for removing sections of the taggers to reduce the signal rate from the small angle bremsstrahlung
channel. This geometry (Figure 6.19, referred to in Table 8.4 a,b as the “SAB Slit” tagging condition)
was optimized to produce the highest SAB tag rejection while maintaining a reasonable vy signal. All
tagger acceptance calculations were done with a beam optics simulation program supplied by L. Jonnson
of ani University. The tagging probabilities for various situations are shown in Tables 6.4a,b for the
constant o, and PLUTO 0., parametrizations, respectively.! The two resuits differ only in the weight
given to lower invariant mass states since the tagging rates are independent of final state for fixed W,
and no Q? dependence is included in the cross-section parametrisation. Note that the acceptance for
double tagged events is greater than that for untagged events as this restriction creates a strong +Z

symmetry limiting the rapidity of the ¥y CMS.
Jd

ﬁe effect of using a Q? dependent crom-section was investigated and, as expected. no significant
dunge in the double tag cross-section was found though the total visible cmo-nctmn did change (lele
0.5) This emphasizes another advantage of the proposed experiment - there is very Little extrapolation
to @Q?=0 required with our taggers. The tagger acceptance as a function of Wy, @*, E., and the rapidity

of the vy CMS is shown in Figures 6.11-14.

In Tables O. h,b the notatich 8T,DT,NT refers to the tagging probability with no restriction on the obssrvability of the
77 fnal state while STSARGUS(Full Trigger) refers to the tagging probablilty If the event Is triggered upon.

¢
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- Tagging Condition .lcm from Beam 2 e From Beam SAB Slii:
ST(single tag) 405 368 143
DT(double tag) 148 070 ’ .008

NT(no tag) 447 5e2 .850
ST*ARGUS(Full Trigger) 454 421 171
DT*ARGUS(Full Trigger) 173 094 010
NT*ARGUS(Full Trigger) 373 485 ’ 819

¢

Table 8.4a Hadronic Tagger Acceptances — Constant 0., Systematic Error 10%

3

Tl.uing Condition lemfromBeam || 2em From Beam SAB Slit
ST 81 372 140
DT 167 . 058 007
NT - 452 570 853
ST*ARGUS(Full Trigger) 461 454 .188
DT*ARGUS (Full Trigger) 231 094 012
NT*ARGUS(Full Trigger) 309 452 00

Table 8.4b Hadronic Tagger Acceptances ~ PLUTO o¢.,, Systematic Error 10%
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Distance From Beam: lem | 2em ]| SABSIlit | 1em | 2em | SAB Sht

Pluto 0., no Q® dependence |12.35nb |2.06nb |0.71nb | 0.091nb |0.94nb {0.39nb | 0.048nb

Lo i 1 o413

Flat 0, n0 Q? dependence 2.95nb [0.44nb {0.21nb | 0.022nb 0.21nb {0.12nb | 0.012nb

o ey

Flat 0.44,GVDM Parametrisation | 2.33nb [0.44nb [{0.21nb | 0.022nb |0.21nb {0.120b p.Olhb
1 T

Flat 0,;,VDM Parametrization | 2.19nb [0.44nb {0.21nb | 0.022nb [0.21nb |0.12nb | 0.012nb
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Table 6.5 Comparison of Expected Double. Tag 0., Values
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6.8 Monte Carlo Studies of Techniques for Small Angle Bremsstrahlung Background Re-
Jection : The small angle bremsstrahlung process (SAB,Figure 0.8) has been k{nown to bela sﬁe;ious‘
background to 0 degree tagging for as iong as the measurement was contemplated — virtually every men-
tion of the need for 0 degree tagging u} the Literature is accompanied by a pessiinistic comment as to

its lmpolnlnlity due to this background. The SAB process is delcnbed by the formmla (calculated by

A Phillip, DESY): o
d, "
gf"(ﬂaro) {l(l+y’) -y —lln(4v1 ) +
’ y 2 v—-3) _11+y?) SOty —y) 2
* P04 v T iy - O A 2
2 [0#y)+ 2/ =y [1-=+alyG+eml N "
‘ L T G TG+ 57
Where: .
2ar3 = 1.16- 10"7cm’ = 1.16-10%n}
== g+ 0=
) T
x’ -7 y? tan? 0
K ' ' ’ E
] oy - ::am
" & - . € 1
Lo y= —-'——E'* .
: EBnm * ! .
. 8 = scattering angle of e*' '
T 1 1, ,2tan0 ’
dz = 2(1-y)"' ey
This can be integrated approximately to yield: ’ 'y .
do  2ard 4 ,[ . ¥ 1] : '
p il wne bl Ut | L L v Bl - (6-§)

This shows the 1/E., spectrum characteristic of bremsstrahlung processes. The angulu distribution of the
scattered e* or e~ behaves approximately as do/d cos§ ~'1/6% (to be co;npared to the 1/6? distribution
of the scattered ¢* from 77 collisions — the exact angular distribution is shown in Figure 6.15). The total
cross-section for this proc;u was calculated to be .167 barns with the restriction that the bremsstrahlung
mmst have at least 200 MeV energy.! Of this .11+.01 barns is tagged with the full 14cm X 14cm tagger

1 cm away from the DORIS beams. These resnlts were calculated with a Monte Carlo generator bued on

equation 6-7 and the beam optics program used for the 77 tagging studies. Assuming a daily luminosity f

1 The minimum lepton energy seen by the tagger is 4.7 GeV 10 2 300 MeV photon threshold leaves » good safety margin fo

odge effects when uing Monte Carlo bremsstrahlung events generated with this restriction to calculate tagger backgrounds.
3 This luminosity i rather grester than that taken by the experiment in normml running but éxperimentsl deadtime mnd
machine problems often lead to a reduced daily luminosity. The actual tagger rates are determined by the instantaneous
machine luminosity ~ 6 - 10°0em~24~! which, sssuming 34 houn of continuous operation, yields » daily luminosity of
$00nb—1, a
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of 500nb~!, an average of .64+.04 Tagged SAB events are expected in each tagéer every beam crossing
(the beam crossing frequenéy is ~ 1MHz). This background produces a ~50% tagger occupancy - 50%

of the DORIS beam crossings result in a tagger hit! t ‘

~—

e

This is'obviously a severe problem! It now becomes completely unpossible to use the taggers as

elements of the trigger. Even using the tagger information in the offline analysis is difficult as any tagger

-

* signal is confused by noise of the same order of magnitude as the vy signal. The proposed technique

for the removal of this background will be described in section 6.4. The true DT,, rate is reduced by‘

~756% by random coincidences with SAB events - i.e. 76% is lost by conversion into triple tags etc. The
first solution proposed was the creation of a slit in the tagger to reject the SAB Events. This slit was
to correspond to an a.ng"zllar cut of ~ 1mrad and would reject most of the SAB tags. The tagger hit
distributiop from the Monte Carlo is shown in Figure 6.16b for the tagged ¢* from SAB events, assuming
divergenceless beams, it is clear why it was origirllially thought that most of the SAB tags could be rejected
by a geometric cut ~ a narrow vertical slit in the tagger. It was originally claimed that this reduced the
obsgwed SAB rate by a factor of 100 while only reducing the DT, rate by a factor of 10. However, as soon

as the-DORIS beam divergence is introduced into the calculation the SAB hit distribution spreads almost

» uniformly over the entire tagger (Fignre 8.18¢). The beam divergence parameters used were calculated
' A N

»

by D. Barber of the DESY Machiqs group using a simunlation of the DORIS beam optics that neglected -

the beam-beam interaction. This is a significant effect at DORIS and limits the mpachine currents to

~ 35740mA. It is believed that the results must, nevertheless, be representative of the actual situation as

the calculation involved yields the correct machine luminosities. Ti:e beam divergence is strongly linked
to the machine luminosity as this is determined by the minif quadrupoles situated between the taggers
and the experiment. These magnets focus the beam at the interaction point introduciné an angular
divergence which is the price of high machine luminosity. The beam divergence is worst in the horizontal

plane as the size of the beam is increased by the emission of synchrotron radiation in the horisontal

¢ importance of the beam divergence led to a modification of the alit. While

e was changed little by the beam dive;-genc_e, it soon becum)! obvious that to




A b et 20 et
FIROR Aeaitbeimgt
. 0 )

N TR e en ) e B o
bonmwreag

o
Fapu———

|

= e um

EBeam = 4.3 GeV Epeem = 516 GeV
ox 0.60 mm 0.71 mm
I
ox 0.75 0.90
oy 0.014 mm 0.016 mm
\ N oy’ 0030 5 0'30
1\ N fvan,
N oz - 11.8 mm , o 15.8 mm N
-~ Table 6.6 DORIS Beam Parameters \ '

X! = %, Y = ﬁ, evaluated at ARGUS
X,Y,Z = coordinates of beam.

4

(Figure 6.18b) 80 most partial tagger geometries lost almost as many 77 tags as SAB tags. ! To design
anew SAB rejectxon slit (whﬁntumng some 77 signal), the width of the alit was adjusted so that the

signal to noise was maximized for every 2 em vertical layer of the tagger with the restriction that ~1%

. of the signal remain. The result is displayed in Figure 6.11 and all calculations of t.?rgger acceptances
6\

T

with the “SAB slit” refer to this geometry.

Tables 6.7 and 6.8 list the results of Monte Carlo studies of random coincidences between SAB tags
and 7 events. -It is assun@#d that a 74 event can be identified from central detector information only -
this abiiiw has been demonstrated for the n’ and QED,,experimental analysis described previously but it
remains to be seen how clean an inclusive ¥4 event sample could be made. There are definite advantages
to the' low 77 mass regions (1-2.5 Ge.V) which we are intere;ted in. Annihihtion channel contamination
is limited by the _l(;w mass n;ul, of course, is at a xmmmn.m at the lower edge of the range. Unfortunately,
| ¥ .| cuta cannot be made as severe as in the analysis of exclusive channels ”but they are still of some
use in npmtmg incompletely reconstructed 7y events from tiegnded annihilation events. Beamgas
conta.mmatnon decreases at small invariant masses as the bu'vona from these events are slow and easily

-

identiﬁed by dE/dX analysis.

1Table 6.8 ;oi,vu the probability of a tagged lepton histing sach block in the tagger for SAB and 7+ tags.

“
\
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The sinmlation of SAB/~y7 coincidences was carried out as follows: . k
(1) Each vy event was generated normally. ' ~___
')(’ ’ o
(3) 1-7 Bremsstrahlung Events were generated for each tagger direction in a Poisson distribution,
the only restriction on these events being that E, be at least 200 MeV. The calculated SAB
cross-section with this cut was .1673:+.0003 barns. It was assumed that the specific luminosity
was cither 2.4 or 5.8 - 10°°em~74~! (corresponding to a maximum daily luminosity of 250, 500

nb~! respectively).

‘(3) The 47 and SAB events were “tagged” independently and only those events with 1 hit in both
taggers were included in the background estimate. It is assumed that any event with more than
one hit in the same tagger can be separated by the unphysical (ie. 2 EB..,,.) energy deposited

or the good spatial resolution of the BGO matrix.

Situation ‘n}.\,}.,\ NTrgger+Tagger |S/N |S/N With Cuts | ¢ [¢ With Cuts
250nb~! /day, 1em from beam | .173 087 1.01 3.19 8.3 5.0
250nb~! /day, 2em from beam | .117 083 002 2.52 10.4 6.3
250nb~! /day, With SAB slit | .0115 0064 1.94 5.20 22.0 16.1
500nb~! /day, 1 cm from beam | .164 077 433 134 |1 5.3
800nb~"/day, 2¢m from beam Lys n 065 357 (. 822 139 77
500nb~'/day, With SAB shit | .0162 0081 913 2.24 20.3 13.0

Tuble 6.7 SAB Background Contamination Analysis

The prob\c‘bilit‘y of any 7 event being double tagged (mcluding true tags and SAB coincidence tags)
is shown in column 2 of Table 6.7, while column 3 Ests the tagger+-trigger acceptance for y:riou tagger

arrangements. When the machine luminosity increases the double tag rate decreases as more of the 77

f
double tag events are converted to triple ta( events etc. However, more 77 single tag and notag mntl

are converted into false double tag events so the effects may e-ccl Cohmm 4 and 8 List the v4 quul
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to SAB Noise Ratio, “a”, before and after cuts designed to reject the SAB coincidences. It is apparent
from Table 6.7 that “a” will never be high enough to allow the SAB contribution to be ignored. It
is necessary to subtract this back;round by constructing artificial random coincidences between Notag
or Single tag 77 events and SAB tagger signals. If the artificial background sample is as abundant as
the real background the statistical error in the subtraction will be :/Im (the fluctuations in
the background and artificial background samples are independent, Ns4 g is the number of background
e_venta). One can calculate the increase in statistical error introdnce‘d by the background subtraction.

The “gut.ist.iul error factor”, ¢, referred to in Table 6.7 is defined by:

N'= N.y+ Nsas Jeloe tags ™ ﬂLU.-y-; w

Ny

o =
Nsab
. aN' na

Mo = 15 = Txaln

, AN. - (2+a)(1+a) 350nb-!
- —ll . 250nb-! - .
. [ N‘rr 0'77 b Q" L

Boyy _ ¢
Ory | \/2BORE -0,

{

J o

¢ =.1 only for a perfect detector and tagger with no b;:kp-onnd and 250 nb~! /day specific machine lnmi.
nosity. Where 9 is the probability of finding a double tag signal (including false double tag background)
if a 47 event is detected by the ::entnl detector mmltiphed by the probability of detecting a 77 event.
¢, is an independent measure of the experimental quality of each tagger arrangement. It represents the .
increase in the statistical error from that of a “perfect experiment” i.e. 100% trigger and tagger efficiency
with no background. The value of ¢ for various experimental situations is shown in Table 6.7 column 6,
it is clear that there is no situation in which the presence of geometncally incomplete taggers is favorable
~ the gain in Signal to Noise obtained is not sufficient to balance the loss in statistics. Since a statistical
subtraction is inevitable, the experiment should run with a high acceptance tagger. It is interesting to
notice that, unless the SAB skt is implemented, the ¢ factor increases with higher specific laminosity
- the increase in statistics is overcome by the increase in background. This is important because the
luminosity of the DORIS synchrotron is continuously improved. These results have been calculsted as an °
average over all ¥4 masses using a flat o(yy — Hadrons). Due to limits in computer time consumption,
results for mdividual W, bins could not be calculated with significant statistics.
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It is possible to reject SAB events without using a geometric cut on the tagyer hits. As the event.‘
observed in the detector and the false tags arise from an entirely different ¢* ¢~ collision occuring in
the same bunch crossing, the false tag events frequently appear to be guite unphysical. For example,
Figure 6.182 shows the total visible energy in ARGUS and the BGO taggers for true double tags and
two classes of false double.tua as generated by the SAB background simulation. It is apparent that a
significant portion of the random SAB coincidences can be removed by appropriate energy cuts. Since
small invariant mass 47 events have more energy in the taggers, and have a more lim‘it.ed amount of
missing energy, the total energy distribution for these events will be narrower and the cuts can be tuned
to yield a higher SAB rejection rate. It is not possible to cut too close above the ete™ CMS energy due
to the Bnite resolution of ARGUS and l.l)e taggers. Cuts can also be made on the r;tio of the invariant
masses observed in the tagger(Wr,,) and the detector(Wy,,). Clearly this ratio should not exceed 1 by

any significant amount.

The antitaggers (design to be used mainly as luminosity monitors) can also be useful. If a SAB
event is tagged in the BGO matrices, there is a high probability for the bnmmll;lnng in the event
to hit the luminosity monitors (an “antitag®). An antitag does not immediately imply a SAB tag in
the BGO as is is possible for the phot:,on from a bremsstrahlung event to be antitagged while the e+
or ¢~ is untagged (especially if the SAB rejection slit is used) - this can associste SAB antitags with
true 77 events. Since the bremsstrahlung spectrum in th’e antitagger ‘goe: to very low energies whil; the
energy threshold for the taggers is introduced b): the magnet optics it is possible for several low energy
bremsstrahlung events from a single kﬁﬁéﬁ&gﬂing to create a false antitag signal. This effect has only
been included in the simulation partially - the minimum photon energy is 200 MeV but simultaneous
antitags of these photons to mimic a higher energy photon are possible. It may be possible to check if the
energies of the suspect tags and corresponding antitags sum to the beam energy but the antitagger is not
emvisaged to have a good energy resolution as it will have to be “disposable” due to the high radistion
flux from the bremsstrahlen. For these reasons it will be necessary to require a fairly high antitag energy
to reject an event. QED events will be useful in investigating the effects of SAB rejection techniques
using the antitaggers. In principle, the v+4-QED double tag and the SAB event are both fully constrained.
Using this data‘it will be possible to determine the fraction of good events which are rejected by false
lnti@(ger signals together with the portion of SAB tags eliminated.
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Depending on the spatial resolution achieved with the taggers, it may be possible to define the B,
of the system from the ) tagger information and demand a certain amount of correlation with the central
detector value. This technique is used in high Q? single tag analysis with PETRA detectors but is much

more difficult for small @? tags. (

Table 0.8 shows the effects of various cuts on the background contributions while column 7 of Table

0.7 shows the value of the statistical error factor after all these cuts have been applied. It is, apparent that
these cuts contribute most in experimental situations where the tagger is complete. Less improvement
is pouib/le in the situation where there is a slit in the BGO matrix. In particular, there is a definite
4+ signal loss when one introduces the bremsstrahlen antitag cuts for the SAB rejection ta;;er. Note
- that the increase in the signal to noise ratio induced by the cuts listed in Table 6.8 is greater than that
induced by 'the introduction of the SAB rejection slit! It is believed that the cuts used are conservative

\
and a better result will be obtained once there are double tag QED data available for fine tuning.

As this simulation is very dependent on the details of the»experimenttl arrangement (exact beam

geometry, position of scrapers, beampipes etc.) it is essential that some experimental data be available

before good estimates of the background rejection abilities can be made. A proposal for the construction of )

vacuum chambers and a “pre-experiment” with an incompleote BGO matrix to test the SAB distributions

in the tagger and antitaggers was approved by the DESY PRC in October 1983,

0

e adiae

T 1 N



gt R
e ey, RS L% s

SAB Background Contamination Analysis
L=Luminosity, D=Distance of Tagger from Beam
Dm=SAB implies that the SAB Rejection Slit is used

E, = energy in antitagger

A
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: f L( %;—') D (em) Tag Probability of Offline SAB Rejection Cuts
; Type LI‘ag Type (%) | (% of each tag type remaining after each ‘cnt)
% { SAB Rejection Cuts: [Exe €104 GeV [E, <1 GeV [E, < .5 GeV %};—;sm )
E - 250 | 1 DT 50 100 88 88
v - 260 | 1 |ST.SAB 39 sl 4 35
I _ 260 | 1 |NT+saB? 11 39 16 10 10
: 250 | 2 DT 47 100 88 87 87
; - 250 | 2 |[STesA4B 42 78 e 35 8%
| ( , |20 | 2 |[VTesap? 10 64 29 16 16
J 250 |SAB DT o6 100 84 79 7™
| 250 |SAB | ST + SAB 29 - T 47 31 3
250 [SAB [NT«SAB? 55 75 36 23 23
‘ - 500 | 1 DT 30 100 99 9
: ‘ L 500 | 1 |STe«SAB 16 64 38 3; )
r i\ " 500 | 1 |NT+SAB? 24 40 20 17 - 16
. b
| § : 500 | 2 DT 26 200 81 79 7
l o 800 | 2 |STeSAB 50 80 ) 51 “ “
T’ 500 | 2 INTeSAB? 24 60 23 16 1
500 |SAB DT 48 100 73 63
L 500 |SAB | ST «5AB 42 74 42 97
}
: 500 |SAB [NTsSAB’ 10 635 26 38
f Table 6.8



T e

iy

P ]

4

ey

oy

[y ey

o

—

6.4 Btatistical Subtraction of SAB Background : The statistical subtraction of false double tags
is inevitable whatever the experimental situation. It is, therefore, presented here in some detail. The

: “ follo:wing notation will be used in the discussion:

1

(1) 3 Tagging classes are considered. These are abbreviated by DT, ST, or NT representing Double

Tag, Single Tag, and untagged events respectively. .

(3) DT, ST, and NT are the probabilities of a 77 event being in a given tagging class in the absence
of any SAB background.

\ (3) DT', ST, and NT’ are the probabilities of a 44 event being in a given tagging class in the

presence of the SAB bacixround processes i.e. false tags included.

(4) DT, ST*, and NT™ represent the probabilities of a 44 event occuring in the specified tagging
class and remaining there after the SAB buckfround process is “turned on”, i.e” a DT, ST or
NT event which remains bremsstrahlen-free.

!
Assuming Poisson Statistics the probability of n single bremsstrahlung events hitting a tagger in one

beam crossing is:

Ps«p(n) = A"czp(—n)/n! : (6-10)

A

where imo - Lc,.,.,,,-,.,-: is the average number of SAB events per bunch crossing. The occupancy rate

. (probability per beam crossing of > 1 events in a tagger) for the SAB procees is:
- a Osap = 1 — ezp(—n) (e-11)

As mentioned above, for 500pb~! a day luminosity, i = .968 forqull SAB events in one hemisphere and
.64 £ .04 for those events v:ith an electron hitting the tagger. These rates are for one diuct‘ion only -
th; rates in each tagger direction are assumed to be independent. The average number of SAB events
per beam crossing can be determined to good accuracy by looking at the taggers rates for Bhabha or
annihilation channel events or by measuring the raw rates from the taggers with no trigger required in

the central detector. The probabilities for the various types of double tags are:

- s _For
| DT = Ppr (‘l"_o‘SAB) up(zﬁ)
‘ 5 ST -SAB = 2{-’:;—’.- - Psas(0) Psan(1)} = :-7:-% ‘ (6-13)
NT-SAB’-Pnr-P,S\ m_Pnr-m
, 4B esp(2h)

DT = DT* + ST -SAB + NT - SAB?

~
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From this the 77 signal to SAB noise ratio can be calculated to be Ppr/(n - Psr +n? - Pyr). Similarly,

the probabilities for the other tagging classes are: . )
o Pt .
ezp(2n) .

NT.SAB m2- DN 8
ezp(2h) .

ST’ =ST* + NT -SAB (0-13)

This informatibn can be used to calculate the v+ ng'nal to noise ratio fn terms of meumfed tagging rates

ST* =ST' — NT' -2n \
N f-3

and .
! DT® =DT' — ST*f — NT'n’ = DT’ - nST’ +. INT'
. S/N =DT* /(- ST* + a’NT")
It is.clear that experiment can determine the signal to_nofse ratio h%m measurements only. This

information can be m;d to ts for “artificial coinLidence" samples created by

mixing ST’ and NT’ events with an appropriate number of randomly picked tagger signals. The random

tagger signals can be taken from any central detector event class that is regsonably free of 74 events,
A

insuring that the tagger signals are due to SAB tags. This can also be chieved by usociatipg a second
tagger signal with each event online - each normal tagger signal could be accompanied by a tagger signal
froxh another bunch crossing that had been saved by the software routines — the probability that this
wou;ld be a good tag from another 77 event is minimal. The “clean” ST* sample can be manufactured
by assigning a weight of =271 to every event in m artificial ST sample composed of all NT' events with a
randomly picked tagger signal. The ST and NT” samples can then be mixed with DT events by creating
artificial DT events and assigning them weights of —f and +n? respectively. It is important to note that
these artificial coincidence samples reproduce the SAB background exactly, actually repeating the process
that generated it originally. One can then calculate any experimental distribution and the sinmlated
background events, correctly weighted, will cancel the background contribution while introducing extra
statistical error. The systematic error in this technique can arise from two sources: variations of ii; and
the guality of y4 event upantiop. The former can be determined quite accurately, even for individual

runs, because of the high SAB ntc(:. The problem of 47 event separation is more difficult to study but will

. improve at lower v masses as previously discussed. This is critical as the entire process of subtraction
|

rests on the correct separation of the notag sample. In general, there will be some kinematic regions
S , . . !
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where the SAB process will drown out 77 and vice versa — the statistical errors presented here are only

averages but a cleaner sample can be separated jn well-defined way by cutting on the error introduced

— in each bin by the statistical subtraction. This is the only consistent way to suppress kinematic regions

with a high SAB background. It is much better than introducing a physical cut in the tagger as the effect |
of a slit can easily be reprdduced in offline analysis if necessary. The only valid reason for introducing a »
physical cut would be to reduce an unmanageable hardware rate in a particular BGO crystal. . C
If the background subtraction is calculated by associating a random SAB tag with each ST' or NT’

event the ¢ factor is different than that calculated in Tuble 6.7 as the populations of the background and

simulated background samples are no longer identical. The correct “statistical error factor is: Y
: /

s //
/(0—15)

¢ - 250. - 070ta1 (DT + (0 + n?)ST + (387 + 2n° 4 A%)NT)
L- W...mwup(-”)

The results of the modified ¢’ factor calculation listed in Table 6.10. These were calcnl;ted from
the vn‘lnen o‘f #i shown and the acceptance and tagging efficiencies shown in Tables 6.8, ln;l’c.ia,b. The
results for the unmodified ¢ factor are slightly d:ﬂ‘erem from those in Table 6.7 as Table 6.7 used a
smaller data sample due to lack of computer time for the full simulation.! There is no drastic change in
¢ l‘fur these modifications are made. Table 6.10 also displays the ¢ factor for the utopian experin'xenul
situation where there is no background and the ratio ¢'/¢. Figure 8.17 shows the statistical error in.
the' 44 hadronic cross-section n?asurement expected from tagger and detector efficiency as a function
of invariant mass of the double tagged system. These errors have been scaled by the ratio of statistical -

error factors, ¢’ /g, from Table 6.10 (which is an weighted average over all masses).

' is expecied that the results in Table 6.10 sre the more accursie of the two. The results in Tuble 5.7 were cakulnted

from the observed comaminstion in s computer sirnuieted mensurement while those in 4.10 were calculuted from equations ?
60...18. i ‘ 3
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0012 00156 0016 0015 0016 0016 .0012

0014 .0020 0027 0026 0027 .0020 .0014

0018 .0029 0037 0038 0037 .0029 0018

0015 0035 0060 0074 0060 0035 0015

001 .0040 011 015 011 .0040 0010

- 00015 0022 016 034 | 010 0022 00015
< .0001 0002 016 096 010 0002 < .0001
< .0001 < .0001 0025 3450 0025 < .0001 < .0001

: T‘bl. ‘-9. .
. , Probability per beam crossing of each 2x2 em?
' . BGO block being hit by a lepton from an ¢*e~ — ¢ e™ 7 event.
The center of the lower edge of the bottom
row is 1 cm above the beam path.
A “ = ¢

0023 0082 0047 0049 0047 0082 0023

0033 0053 .0003 .0062 0063 .0053 .0033

0045 0066 011 011 011 0066 0045

0043 0081 018 022 018 0081 .0043

0038 0082 028 047 028 0082 0038

& 0026 0080 034 12 034 .0060 0025

= -
0015 0030 017 40 017 0030 0015
kY
Table 6.0b
. ' Probability per beam crossing of each 2x2 em? BGO

, block being hit by a lepton from a 77 event.
S ) The center of the lower edge of the bottom

3 row is 1 cm above the beam path,
R
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Tagger . Luminosity f ¢ ¢ fo ratio
1lem from Beam 250 nb~! /day .30 8.5 8.2 3.7 2.2
2cm from Beam 250 nb~! /day .21 11.2 10.5 5.0 2.1
SAB Slit 250 nb~! /day 026 22.3 20.1 154 1.3
1cm from Beam 500 nb~! /day .60 113 12.5 2.6 4.8
2¢em from Beam 500 nb~!/day 42 13.7 14.4 3.5 ;.l
SAB Slit 500 nb~* /day 062 205 18.5 10.9 1.7

i

Table 6.10 SAB Background Contamination Analysis

6.5 Conclusion : lé is apparent that the measurement of oyy — hadrons as iitially envisaged is
neve;'eb' compromised by the persistence of the small angle bremsstrahlen background. The n:aumcal
subtraction of this background, when tagger and detector efficiency are considered, produces m%incnue
in the statistical error compared to that expected from a-“perfect expe;iment" of 8.5-14.4. Without the
bremsstrahlen background this factor varies between 2.8-5 depending on the arrangement of the (agger
geometry. SAdditionally, improved machine luminosity makes the situation worse as this increases the
SAB tag frequency. From this point of view it is far better to have continuous low luminosity running
than sporadic bursts of high specific luminosity. From Figure 6.17 it is apparent that statistical error
on the order of 10% for 100 MeV bins can be achieved in the 0., measurement with as little as 32pb~!
integrated luminosity for W,, ~ 1 GeV‘if the taggers can operate Icm from the beam. To achieve
this level of uncertainty for 47 masses between 1 and 3 GeV would require ~16 times this luminosity.
It is poesible to reject a significant fraction of the background events by offline cuts. The preliminary
studies of this, described above, suggest that a factor of two reduction in the statistical error factor, ¢,
is possible. This would reduce the required luminosity by a factor of four. For the worst case situation
of 800 nb~!/day specific luminosity with the taggers operating 2cm from beam orbit, ~ 17;)pb:’
integrated luminosity would be required for the 774 total cross-section measurenkent.

\

In order to improve these estimates it is essential that measurements with a ‘pn-exyeﬁment' start .

2
’t
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l/l/loon as possible. The vacuum chambers should be installed in DORIS allowing an incomplete tagger,
using about 15% of the total BGO, to measure backgronnd rates. This arrangement would be used to
- determine the exact ranning conditions — distance from b?im?“udiation exposure, antitagging c;pl!:ility
etc. — allowing a much betier estimate of the statistical uncertainty introduced by the SAB background
to be made. The results of the present simmlations suggest that somewhere between 60 and 200 pb—!
integrated luminosity would be necessary for the total cross-section measurement. The average experi-
mental vl\uninosity per year will probably not exceed 100 pb~!. It appears that the measurement is still

feasible.

!

: sylter:natic uncertainties involved in tlns measurement are difficult to estimate. It is expected
that the double tag technique is less subject to these problems than methods involving W,,, — W, un-
folding. However, the suitability of employing a statistical simn!ation of the final state for the unfolding
of trigger and analysis efficiencies is donbtful due to the effect of resonances and coherent particle pro-
duction at low W.,,. One can argue that if a flexible enough fragmentation parametrisation is used any
data may b; fitted. The cost of this is, of course, expressed in larger systematic uncertainty as measured
by the allowed variation in the fragmentation parameters. This problem is avoided, to an extent, if the
analysis requires at least three charged particles. Then the systematic uncertainties r‘educe to that of

the other measurement attempts - without, of course, the additional systematic uncertainty from the

Weie ~ W,, unfolding. The loss of the low multiplicity channels is not crippling as it is these channels

e e e

L |
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that can best be treated in notig analyses.
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6.6 CAPTIONS FOR FIGURES

8.1 Angular acceptances for detectors at e* e~ storage rings.

8.2 Distribution of error in W, as a fanction of tagger resolution.

o

6.8 Standard deviation of W, as a function of tagger resolution.
6.4 True CMS rapidity o,f 47 events:(a) All events; (b) Eventa with fall detector trigoge,r (endcaps included);
(c) Events with only barrel trigger. ¢
6.5 Total and visible cross-sections for a hypothetical 2t resonance in 47y — #~ %% for Epeam = 5,18
GeV as a function of resonance mass. I'7o¢q1 = 100 MeV, and I'y - Br(X — x*x~) = 1.5keV. The final
state is produced with helicity t.v‘vo. . . . .

6.6 Feynmann diagram for ctz~ — ete™ 1.

6.7 Total and visible cross-sections for et e~ — ete~ 7y —+ et e hadrone as a function of W.,. 0, =
)

300nb =

W@

6.8 Probability of production of n]2 xt x~ pairs in the 4+ final state. Comparison of KNO algorithm

* explained in text with data from low energy ¢te™ and pp anhihilation.

8.9 Acceptance, for various topology thresholds, for final states of fixed topology with limited P, phaael
space decay of the 4y CMS. The upper curve in_each of these diagrams corresponds to the acceptance
with the fuoll trigger while the lower curve corresponds to the barrel ;rigger acceptance. ny refers to the
number of charged particles visible in the detector. o
6.10 Acceptance for 4y — hadronas.

6,11 Efficiency of various tagger configurations as a function of 7 energy.

6.12 Single tag efficiency of various tagger confignrations as a funct.ion’ of (a) W,y and (b) the rapidity
of the vy CMS. .

€.13 Double tag efficiency of various tagger configurations as a function of (a) W a:nd (b) the rapidity

of the vy CMS.

., 6.14 Efficiency of various tagger configurations as a function of Q? (photon mass).

6.18 Angular distribution of the leptons from ete™ — £t e~ 7 events with (circles with error bars) and
without (crougu) beam divergence.
Hit distributions in the tagger plane for: (a) 77 events with beam divergence; (b) ete™ — ete™ 7
events with no beam divergence; and (¢} e*e™ — e* ey with beam divergence. o
@.17 Statistical error expected in 100 MeV bins for various tagger situations as a function ;f W.,. The
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calculation includes the effect of the SAB background subtraction averaged over all W., > 1 GeV.

6.18 Total visible energy for 4+ double taé events and for false double tag events (a) before and (b) after

the SAB event rejection cuts déucribod\in Table 6.8.

6.19 Proposed SAB réjection cut in tagger. The lower edge of the matrix is I cm from the e*e™ beams.
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CONCLUSION

\ —
Fe measurement of the total cross-section for c*cj- ete 1y — ¢*e " hadrons is a considerable

experimental chalienge — especially at low W, It has been shown that the proposed double tag mea-
surement of this quantity is feasible v:t.h a modified ARGUS detector despite a comsiderable background
from ¢* tags from small angle bremsstrahlung events. The acceptance for hadronic fnal states was
calculated in a conservative manner to set a Jower Limit consistent with dpreviou information on these
phenomens. It was calculated that an integrated luminosity between 80 and 200 pb~' will be necessary
to hmn the statistical uncertainty in the measured cross-section to be below 10% in the 20 100-MeV
W.,, bins between 1 and 3 GeV. The accurssy of this result is kmited by the exact running conditions of
the experiment which are, as yet, undetermined. As this luminosity is expected to be an upper limit mi
that needed it seems possible to perform the experiment during less than two years of normal running.
The systematic uncertainites in the measurement are not well known but they are expected to be less
than those of the single tag measurements of the TASSO and PLUTO experiments. The double-tag’

measurement eliminates the strong coupling between the parameters of the fragmentation model used for

acceptance calculations and the W, dependence of o(77 — hadrons). 1}

Studies of 77 resonance prod?ction are very promising. Tle.q’(D\'ﬂ) and f (lﬂo)‘};we been observed
as strong signals and the J'(1515} and A,(lé.u) have been seen. Quantitative results of these analyses
have been delayed because of problems with calculation of trigger acceptances near threshold. This is

E currently under investigation. , :

In summary, the study of v Physics with the ARGUS detector seems promising. The experimental
situation presents a unique opportunity to measure o(77 — hadrons) at low invariant masses and AR-
GUS' acceptance for 77 resonances seems to be at least as good as that of other detectors 'n:venkttiu

Ny

these phenomena. This l’n“iﬂl’l may improve in the future if a fall detector trigger is introduced.

l” . -
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APPENDIX 1: EXPRESSIONS FOR cte™ — ete~7°9® KINEMATICS

-~

This appendix derives the principle formalae describing the kinematics of the 77 CMS waing proce-
dures outlined by Bonnean’®? and Budnev''®. Two-photon collisions at ¢* ¢~ storage rings can also be
described as inelastic Bhabha scattering eveats - i is only the weak-coupling of electromagnetic interac-
tions that allows these processes to be interpreted as collisions between photons. The general kinematics
of the final state are determined by QED - the process being separable imto two distinct steps: the pro-
duction and decay of the 77 CMS. The former is exactly calculable while the latter is largely unknown
except in the case of pure QED processes and resonance production. The full 'mtrix element for the

Y
process ete™ — ete 1°71* — et e~ X(Figure A.1) i» then:

T = p:':?'l“(l"x-"1)‘{"'(1’1-01)"’(?"'0'3)7"13»3.0,')],1:‘, (A1-1)

" The conventions used m%'lhon of Bjorkn and Drell’®! except that 5 = v#p,. The notation used is given

o]
: A
= f
p. — momenta of coliding e*e™. . .
¢, ~ momenta of scattered e*c™. "'“j«/”:; _
¢ = p, — p, — momenta of virtual photoms. ,—-u«//

¢; ~ polarization vectors for virtual photons.
s = W2 = (g1 +¢1)? — Invariant mass squared of the 7y CMS.
E! = g% — energy of scattered gie”. -
w, = g7 — Energy of v}rtna.l photons.

) — Scaturi;n; angle of beam particle i.

k, — Momenta of the jth particle in the final state 77 ~ X.

The matrix element for 7 — X depends only on s, g2, g3 and the helicity states of the colliding photons.
Since the photons are virtual, sealar helicity siates are allowed but the contribution of these to the

184 -
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tross-section sre suppressed e.g. 055 ~ ¢1a}- Squariag the matrix clement, sveraging over the spins of
coliding particles and samming over the final state spins yields:
’ a [ - - - '}
guas T+ ]Lﬁmh’(m +m)7r” ][Tr(;’ "‘t)":;%’ "“)7’ }Af.:. - A%,

N Y- = Trl(F £ mo)r” (5. m)r) {Ar-3)
j .
- szp"' + ilp:’P’ +p 'P’ - (Pt P’n
The tiace was evaluated using the following formmulae: 3 ]
Tr(abid) = 4|(a-b)(c - d) + (a-d)(b-¢) — (a-c)(b- d)]
(A1)
h: - q,’ +32p, - P:

>

Including factors for normalization of the incident and oc;ttered e* 2~ wavefunctions, final state phase

space, and the relativistic flux factor, the cross-section for e*e™ = et e™ 7°y* = et e~ X is derived to be:

ba1 +q— T &))(2n)*
» g, 8 gy dl
do = X?évf p, '”‘A"—W_-(—?:FEP:ZE_'; -

val, J’pld'ﬁ

" "l
'; s p1 - p3)® — mé (3x)°ELE; )
I*" = 253 . (Al1-4)
Spne ') -

oy w‘l'l“' b /A.‘IV‘A"J (Ql + 7 Z h))(g’)‘a‘
JEX

Note that the definition of W*'*'#* given above differs from that of Budnev !!° by a factor of 1/2. N,
accounts for the difference in wavefunction normalisations for fermions(N, = m;) and bosons (N, = §).
The hadronic tensor, W#**'*', can be related to the imaginary part of the forward scattering amplitude
in 7°9* — 4°4° via the optical theorem. Naively this t\emo'r has 258 = 4* independent components.

However, due to gauge mvariance this number can be reduced to 81:

’
-

[ 1 ‘I [ 0
WP gy SN g WP gy WS (A1-5)

If the process is imvarimat under Parity, Rofalion, and Time-Reversal transformations the number of
independent amplitudes reduces to 8. This is most easily observed when all tensors are npn-;nud in
the helicity basis as the Parity transflormation simply changes the sign of the helicity (in the vy CMS
this torresponds to interchanging the colliding photons). Rotation iavariance forces (in terms of the
helicity h)u- defined below) a — &’ = & — ¥, Invariance under the exchange of the primed and unprimed
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superscripts correspoids to Tine-Reversal Invariance. The :eicity basis, e(£1), £(0) is defined as: ‘
¢ Qe =0 e(a)eld) = (-1)%s L
Ce(El)=ea(F) (1) =-a(F) i
-~ f

o

¢ {0} = lQl e(0) = ""Qz

I(Ai-c)
v (e qz)’—q [q’_q’!ﬂ"ﬂ] -

= T Wama = @) )W (a)es (8
f"-w,-o =W b,—a—b = Wep e

The Q; four vector is orthogonal to the “ith” photon momentum vector and its transverse helicity vectors

~ it is therefore parallel to the scalar helicity vector. Similarly, one can define  tensor, Ry, , that projects

any vector into the two-dimensional subspace orthogonal to both the photon and' the helmty 0 vectors.

ie. that subspace generated by the hehcnty %1 vectors:

R =R = —g* + X ()& + 4 &) - el - B el
\ ‘ (A1-7)

\ X"(Gﬂh)"q?qg

Using R** and the @’ one can construct projection operators to select each symmetry class of the hadronic

"tensor. These operators project the ,appropria‘te helicity state from the density matrices: of'*. The v+

c‘rou-nctimu for various combinations of photon polarizations are given below. 055 and o771 represent
the cross-sections for scattering of scalar, and tnnsvernl_y polarized virtual photons, respectively. As they
represent the collisions of off-shell photons these are not, strictly speaking, “physical” cross-sections. On
the other hand, they represent the hadronic matrix element in the process without the QED contribution
omddying the waters. It is also easier conceptually to view the process as two-photon collisions with tl:e
QED factors ;bot:)ed in the “Luminosity” for the initial state.

ss = 4V Xoss = Woo,00
Wrs = WXors = W-o;o.+o =W_o,-0
1
Wis = 4/ Xrps = 5(W+r00 + Wo+,-0)
1
Wis = 4VX1es = 7 F++i00 —Wos o)
Wrr = 4VXorr = Wttt Woo g )ma(W_ DWWy _4)
W,"r - iﬁfj'f - W+,'_- - W__,++
1
Wiy = 4/ X1}y = gWatirs —Wor i)
N

.
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Soms of the corresponding projection operators .are:

BF# = Q1O Q5 = A 01 015015 (0) .
R = R Q@ = ()’ (1) + (-1 (1)) (05 (0) - (A1-9)
REE>” = R RS = (£ (1)el’ (1) + 6 (1) (1)) e5 (1165 (1) + e (~1)e3 " (~1)

VX is the Bux factor for the 77 collision given in A1 — 7 and ‘the factor of 4, in AL8, arises from
the normalisation of boson wavefunctions (i.e. 1/2E for “sxternal Boson lines or m/E for external

fermion lines, the E, E, factor from the wavefunction normalisation is absorbed into the invariant flux

factor — Bjorken and Drell’™’, p.113). The r amplitudes correspond to spinflips for both photons and
do not contribute if the scattering planes of the beam particles are unmeasured. The r* amplitudes
only contribute if the beam particles are polarised’® i.e. if the R2.""*” were calculated explicitly using
equations A1-3 and A1-9 the result would cancel to sero - one must include the correct spin projection
;peruon in the trate calculation. Only the TT terms survive for real photons as the scalar degree of
freedom disappears in this lamit. The final expression for the crom-section - the form that most commmonly

appears in the Literature - is then:

a’ SQI '92!2 - Q’lﬁ +4 44 ' '
do = 18x%q7a3 \ (p1 - p3)? — m? 46,703 "orr+ ’

36t 03 " Irrr con2é + 207 030015 + 303083 Y 051 4+ 3480 930055 .

- 80793 lrrs cos ﬂi‘g:-%p" (A1-10)

Whers: = AEE a? (0f3) = ghn <0, G = mi(E - E)

297" = "R = X" (4Bws ~  — 1) + 1+ 4mi /g
N =@ =X (4Eus - - qm)* —1 ' (A1-12)
’ T = (o2° + 1)o7

ol “|=pf* =1
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APPENDIX 2: MONTE CARLO METHODS
-

A Nogu Carlo”™ is basically an extnvinnt numerical integration program — the term is derived’
from the random money-loﬁ: techniques devel;ped in a Mediterannean city-state of the same name. .

'l;he basic purpose of this type of computer program, as it is cmml;v applied in particle physics, is the

generation of a set of n-dimensional vectors distributed according to a given mathematical fanction e.g.
a set of four-vectors representing particles whose production is described by a known differential cross-

section. One advantage of this reprepentation, even for a simple distribution that is analytically integrable,

is that cuts can be applied that are difficult to express in terms of the integration variables. The Monte

Carlbo pmp';m described here attempt to calculate the visible cross-sections for various processes with

the acceptance losses introduced by detector geometry and trigger arrangements included. It is difficult -

@ J .
to integrate the v4 differential cross-sections analytically even for simple final state topologies as the yq
center of mass is always Lorents boosted relative to the detector.

x,

All Monte Carlo programs must use some sort gf random number generator. The most coramonly

" used program of this type is called a “pseudorandom” number generator, and is supplied as a standard

part of most computér system libraries. A pseudorandom number generator’®4 produces a well defined
and reproducible sequence of numbers evenly distributed on the interval (0,1). The most common
. algorithn meed produces an integer sequence - each number being produced by mmitiplying the previous
_mumber (starting with a seed number provided by the user) by a very large number. The operation of
mmbtiplication then produces an integer overflow (i-e. it results in a number greater than the largest
imteger allowed by the CPU word sise, 2"~} where n = \16. 82, or 60) which is automatically truncated
leaving the least significant digits behind. The trnn'cmd number is then divided by the largest integer

allowed to produce a number in the range (0,1). This procedure results in a nearly uncorrelated sequence,

but since only » fnite number of integers are available from the computer the uqnenc; mmust repeat itoelf
evutully For an optimised algorithm the maximmm period of the generator approaches 2"~ ! numbers

~ the maximum sumber of different integers given a compiter word length n.

The simplest Monte Carlo algorithm is known ss the “Hit or Miss™ method. For a one dimensional
hntﬁuthbc;bc vimakted quite casily. Given a function, £ — [{z), representing an unnormalised
differential probability distribution, the extremes of = and /(#) define a rectangular area in the (2, f{=))
plane. Many (2,y) are then generated evenly throughout the rectangle using a psendorandom number
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(nc‘ntor. For each £ value generated the f(z) is calculated and if the second random number, y < f(z),
the “event” is accepted, i.c. the accepted numbers, {z,y), will lum the required distribution. In other

wordl the program generates ‘points evenly distributed in the rectangle defined by the extreme vnlues

of dependent and independent variables and the fraction of these points that falls in the area under the

famction ir used to calm!‘ate the area of the function. The normalised value of the function, w(z) =

J(2)//(2)mas, is often called a “weight”. It is apparent that:

I= ’-: J(z')dz’ -K—N;—\‘;'—'l‘-ﬂ NE«:-V . #(Aa-l)

‘Where N is the total number of points in the rectangle, N ccoptos is the nuni)er of these that fall inside

the function’s area, and V is the area of the rectangie. There are two ways of calculating the result of the

integration: one uses the number of accepted events, Nyccepied, and the other uses the sum of Qeighu.

The latter method reduces to a simple numerical integration method with the independent variable points

chosen randomly. It is more CPU-time efficient as the extra random numbers used to decide if an event

is accepted or not are not needed. It is also more accurate as the error’ of a Monte Carlo integration

behaves as V - o(w(z))/V/IV, where o(w(z)) is the variance of the fanction weights:

o

Mtwto) = LLEIRE < o [ f e

- ,Mz»-‘/! f(uw M(w(z)))'d"s . (a3-2)
- [ dne

o(w(z)) = (EW’,— (Z: w)?/N)/N

If one only uses the number of accepted “events” the error is I/ \/W.,”,‘“ - omnly a small portion of the

available information is used so the error is increased. For an N-dimensional integration the “Hit or Mise

Method” generalises very easily:

v

(1) Given N-independent variables {(2!,,,+%n.s)s 1 S ¢ € N} and the dependent variable 0 <
/(@) S Ymes gemerate » random mumher vnthn the -pmled Limits for each of the N +1
vuiabln {#;y). Count these trial events by incrementing n,.

{2) Ify S J (%) count the “event” as accepted, i.e. increment n,. These accepted events have weight
one.

(3) Calculate cute om the function (i.e. m < n diensional hypersurfaces) if the events survives
then count this as a “detected” evenmt, ie. imcrement ny.

(4) Repeat steps 1-3 as many times as possible given computer time cost and availability ete.

. 189




T T T

PRI

~amm

e

Fro—"

et 3
*

(8) The value of the integral with just the cartesian Emits is:

Im ] /I(C)Jd”’ - ;':.:'mcnu‘zl.ﬂ (‘iﬂll "'”;u'u) . (A3-3)

while the value with cuts is obtained by substituting ng — n,. If £(Z) represents a cross-section
for a physical process the events passing the cut in section (3) can be mued as real events for

5

detector design, background, or acceptance calculations.

One can calculate partially integrated distributions by filling histograms with the appropriate coor-
dinate 2z’ or with a function of several coordinates. This procedure can easily be extended to noncartesian
functions. For one-dimensional integration many better integration methods exist. The trapesoidal rule
divides the integration region into sections and takes the value of the function at the center of exch
section, approximating the fanction by a set of trapescids. The error of this method”® is ~ 1/n?. The
trapesoidal rule integrates exactly ;;l—ynominh of degree 1 (straight lines). Higher order quadrature
teclmi;um exist — these integrate exactly polynomials of increasingly high degree, but convergence for
these methods slows ‘is dimension of integration increases while Monte Carlo convergence is independifit
of dimmension. Monte Carlo techniques have the conceptual advantage that they can be used to produce

“events of weight one”. The relative errors of various integration algorithms™® s shown in Table 1.

Integration Method Uncertainty for d-dimensions, N events
Monte Carlo ~1/VN
Trapesoidal Rule © o Nu2/4
Simpson's Rule ' , ~ N—4/4
Gauss’ Rule (of order m) ~ N-(m-1)/4

Table AS.1 Uncertainty of Various Integration Algorithme

More eficient methods of Moate Carlo event generation exist. If a one-dimensional distribution is
analytically integrable and the integrand invertible, the distribution can be generated exactly using » fat
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random nmmber distribution as input to the algorithm. Consider:

Flz)= J(a')da’

o= Fl2) r
1(2)mes (A3-4)
dn_ _Siz) '
d_z l(’)mca.
dn _dn d= _,
v " de dz du

The variable, u, therefore has a constant distribution. From this one calculates 2 = F~ ! (F(2m,) - u).

If the w's are generated by a preudorandom number generator the numbers, z, will h:ve‘the desired

- frequency distribution, f(z). For a multidimensional distribution, e.g. f(2,y) = g(2)h(2,y), this be-

i s §
¢

comes slightly more complicated. One must first ‘generate z using Fy(z) = 2= /(z.y)dy as the input
distribution (i.e. generate :z for any y) and hpving generated z generate y from the full dinribntion
with z fixed - f(z,y) is proportional to the cofditional probability of = given y. If the function can be
written as f(z,y) = g(z)A(y) both distributions can be generated independently. When a complicated
distribution can be separated into several additive positive definite expressions and exact algorithms can
be built for each of these separately, the Monte Carlo can be split into “smb-generators”. In this case the
final distribution is generated by giving each additive term a probability defined by its contribution to
! the total integral and branching 10 one of the “sub-generators” accordingly (each decision being decided

by a “dice-roll” i.c. a new pseudorandom number).

One can combine the “Hit or Miss™ and the “Exact” methods to produce an algorithm known as

P pondns

“Importance Sampling”. In this technique the complicatéd cross-section that is being integrated., /(3).
is first approximated by a simpler function, g(#), which is amenable to the “Exact” method and the N
dependent variables are generated according to this distribution. The generation of these random vectors

repla‘cea the generation of vectors over the larger volume wsed ng the “Hit or Miss” method - if the

SuSp————
2-‘ ‘nmi

approximation is good only a small fraction of the “wasted volume” of the simple algorithm remains. For
8 given Z the probability of an event lying hlido\du (N +1)-volume deimed by /(!} is w(¥) = /(£)/9(H)
ia. g(#) replaces f(#)mq, in the weight calculation resulting in 3 higher average weight. It is assumed
gLu(.) is normalized so that the weight has » maxisoam value < x.'nemin:dmmu of this method

st

are dependent on the quality of the approximation. If this is good the eliciency for producing events of
, . weight one, ﬁ.‘_‘:—-}:ﬁ is improved, and the variance is much smaller leading to faster convergence. It

occasionally becomes necessary to use several different approximations to the function in different regions

e T B |
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of phase space. This is more complicated but can improve the comvergence oftlle‘procnm. Each repon
is them given a weight, proportional to the maximmm weight of the approximation used (ideally they
should all be equal to 1) and the integral of the approximate function.

~

! 1
In summary, the general problem treated by Monte Carlo udn\niqiu is the evaluation of:

R-/---/vr(nd"p - (A3-5)

Which can be discretized as (via the “Hit or Miss™ Method):

|4 -
R-N-Zr(p,)-l’(r-)v ‘ (A3-¢)

Where 7, are N points randomly distributed in the n.dimensional volume of integration. One can change

the variables of integration (“Importance Sampling”) 7 — &:

o

R-/.../Wr(}).l(ﬂd“a-w <rd >w-%-‘2r(i.)-1(z.) (A3-7)

If the Jacobian of the transformation, J(7;), is chosen 20 as to smooth the dynamic range of the integration

the eficiency of the Monte Carlo improves. Clearly the optimmm is J () = r(#)~! which in effect requires

an analytic solution to the integral - it also, reasonably enongh, canses the variance of the result to go .

to zero:

The integrands in A3-4,6 are generally referred to ag statistical weights. These determine the relative
ilq‘»oru-n of the event. The last step in the “Importaace Sampling” dgorithm.tmu these into “events

I

of weight ome”, i.c. events of equal importance or probability. If one calculates an observable using every

weighted event the ltmd l-dgaﬁon is less. Using w = 1 events only the standard "experimental” -

{
\

1/v/N fuctuation remains.
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