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Abstract

An efficient and productive radiation treatment planning (RTP)
system must make use of both appropriate visualization techniques and
good user interface design. The suitability of several visualization
techniques have been examined in the context of 3-D radiatien treatment
planning. These techniques include wire frame, surfuce rendering, volume
rendering and a subset of volume rendering: reformatting of data A
rudimentary computerized RTP system was written nsing the most
appropriate visualization techniques examined carlier These techniques
were used to display the anatomical data acquired from computed
tomography (CT) scanners, the beam position within the anatomy, and
finally, the dose distributions resulting from the entered plan. The program
was written in ANSI C and runs on a Silicon Graphies Personal Tris UNIX
workstation. The system makes use of effective user mterface tools and
efficient code which results in an efficient and interactive system. The
accuracy of the system is verified by comparing dose profiles obtained with

film dosimetry and from the computer calculations.



Résumé

Un systeme de planification de traitment par radiation doit se servir
de techniques de visualization appropriées et d’une interface a l'utilisateur
efficace. Plusieurs techniques de visualisation graphiques ont été
examinées dans le contexte d'un system de planification de traitement par
radiation. Ces techniques incluent les modeles "fils de fer", le rendement de
surface, le rendement de volume, et la restructuration des données. Un
syste.ne rudimentaire de planification de traitement par radiation a éte
congu en se servant des techniques que nous avons trouvées les plus
appropriées. Ces techniques sont utilisées pour visualiser I’anatomie
dérivée d’'un Tomogramme Axial, la position du champ de traitement dans
Panatomic, et la distribution de dose qui résulte d’un traitement. Le logiciel
a été écrit en “ANSI C” sous le systeme d’exploitation UNIX et fonctionne
sur un ordinateur “Personal Iris” de Silicon Graphics. Ce systéme se sert
aussi d’'un interface a l'utilisateur qui est efficasse et intuitive. La précision
du systéeme est vérifié er faisant la comparaison de profils de dose derivés

de films et de profils obtenus du logiciel.

it

—v e - e . g




Original Contribution

Various visualization techniques for the display of anatomical data
in the context of interactive 3-D radiation treatment planning are evaluated.
Reformatting of data was determined to be the best suited for this task due
to it's low processor requirements, low preparation work load, and it's

ability to work effectively in tandem with other visualization techniques.

A complete 3-D treatment planning system was written in C
operating on a Silicon Graphics Personal Iris workstation under the UNIX
operating system utilizing a novel graphical user interface (GUI). The
software uses a derivative of the Milan-Bentley method of calculating dose
from a photon beam. An algorithm was developed to provide the ability to
automatically detect and account for surface curvature in the dosimetry
without the need for manual contouring. The software uses reformatting of
data for the anatomical display, wire frame outlines for the beam

representation and outline contours for dose distribution visualization.

The system stresses interactive real time response and included an
assortment of tools to aid in the evaluation of the plan. These tools include
calculation of dose to one axial slice or the entire volume, a cursor which
gives dose as well as geometrical information and a slice or volume hot spot

indicator.
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Chapter 1

Introduction

1.1 General Introduction

External beam radiotherapy has been an indispensable tool for the
treatment of cancer for many years. During this time, the techniques have
become more sophisticated and generally more successful in delivering the
desired dose to the target tissue while minimizing the dose to the surrounding
healthy tissue. Often, these new techniques are more complicated to evaluate
and to implement. In order to evaluate a treatment before it is actually
performed, dose calculations have to be made that account for the treatment
technique and the patient anatomy. These calculations help determine the
expected effectiveness of a treatment, and to help the radiation oncologist
correct the technique for the particular patient's anatomy. One of the major
tools that has helped the radiation oncologist and physicist is the computer.
The computer is useful both in rapidly calculating dose distributions and in
presenting the results in a manner that accelerates the evaluation and thus
the implementation process. This work examines the capabilities of current
computer 3-D visualization techniques as applied to interactive treatment
planning, and uses the suitable ones by creating an interactive computerized

radiation treatment planning (RTP) system.
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1.2 Thesis Organization

Chapter 2 introduces treatment planning by briefly tracing the history
of computers in this field. This will start with early 2-D mainframe applications
to current implementations by other investigators using modern computer
workstations. Emphasis will be placed on significant advances made in the
visualization techniques used and in the improvement of plan evaluation. The

issue of treatment planning system verification will also be discussed.

Chapter 3 presents the equipment and the experimental procedures
used in our studies. This will include descriptions of all the computer hardware
and software (both commercial and custom developed), the techniques used to
acquire and simulate anatomical data sets, and how the data is transferred to
the computer. The experimental techniques used to verify the final system's

accuracy will also be presented.

Chapter 4 describes and evaluates the various visualization techniques
available on typically affordable computer workstations. These techniques
include surface and volume rendering and reformatting of data. Particular
emphasis will be placed on the suitability of these techniques as applied to 3-D
treatment planning by accounting for the computer processing requirements

and in the work required in data preparation by the user.
Chapter 5 gives a functional description of the final treatment planning
system that we developed after the evaluation process. This is accomplished

by creating an example treatment plan. This begins with entering an

Page 2



anatomical data set of a sperical phantom, creating and positioning one
treatment beam, and calculating and evaluating the resulting dose distribution

using the available tools.

Chapter 6 provides a technical description of our software package.
Particular emphasis is given to how the memory structures and algorithms

differ from typical implementations in order to improve the system response.

Chapter 7 presents the results of a film technique used to verify system
accuracy. The film is used to obtain a 3-D distribution of dosimetry data in
order to compare it to the computer predictions for the same treatment

parameters.

Chapter 8 summarizes the conclusions of the visualization technique
evaluations, the software implementation and the system verification
techniques. The chapter also proposes future enhancements to the software in
order to increase it's functionality both as a treatment planning system, and

as a tool to implement and evaluate new visualization techniques.
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Chapter 2

Evolution of computerized treatment planning

21 Introduction

External beam therapy machines have provided medical personnel
the flexibility to use radiation for treatment of a variety of conditions. By
placing single, or multiple beams in different arrangements, complex
radiation distributions can be obtained. These are used to achieve two goals:
First to deliver a specified dose within £5% to a specific target volume (e.g.,
a tumor), and second to minimize the dose to surrounding healthy tissue.
In order to use the available equipment efficiently and effectively, one must
be able to accurately calculate and evaluate the dose distribution within the

volume of interest resulting from a proposed treatment.

In early radiation therapy, planning the treatment was achieved by
either manually performing the calculations and plotting the results for
evaluation, or by fitting the patient case to a standard case where the
calculations were previously performed. This meant that the planner had to
evaluate the quality of a plan with very little calculated information, or that
only plans that fit "standard” models could be prescribed. In the late 1950's
the development of the computer had advanced significantly, enabling it to
be applied in treatment planning. The two most obvious contributions
computers can make in radiation treatment planning (RTP) are in dose

calculation and in image display as a visual aid during the planning
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process. As computers have become more powerful, more elaborate and
higher resolution calculation schemes have been adopted. In addition, the
techniques to visualize both the patient anatomy and planning results have

become equally elaborate.

As treatment modalities become more complex, the role of
computers in treatment planning has become increasingly important|1].
This chapter will introduce computerized treatment planning by tracing
the evolution of computer use in this field from carly maimframe
applications to some current examples of 3-D graphics workstations. 3-D
visualization techniques including wire-frame outlines, surface and
volume rendering, and beam’s eye view (BEV) will be presented. Finally,
methods of verification of the accuracy of a 3-D RTP system will be

examined.

2.2 Evolution of computerized radiation treatment

planning

2.2.1 Early mainframe computers

As early as 1958, Tsien used computers to help in dose calculations
for rotational beam therapy[2]. The benefits of general computerized
planning were still questioned, given the time and costs they then involved,
In the 1960's, Bentley[3] developed a system running on a mainframe
computer, where the plan and relevant data were entered using punch
cards for batch processing. The results would arrive hours later and would

have to be repeated if the plan was not successful, or an data input error
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occurred. This turnaround time made it difficult or impossible to use these
systems in an interactive manner, and the output device was a line printer

which was not well suited for the task of printing graphics.

2.2.2 Dedicated mini-computers

In order to decrease the turnaround time of plan calculation, mini
computers were employed. This began with a program functioning on a
Programmed Console (PC) by Cunningham and Milan in 1969 at
Washington University in St. Louis, U.S.A. The system was improved by
Bentley and Milan[4] in 1971 with a two dimensional system operating on a
Digital Equipment PDP-81 and various peripherals. Their system was based
on the earlier PC but made use of increased computing power made
available on the PDP-81. As with many computerized planning systems to
come, their system improved on past ones in the following areas:

calculation complexity and speed, display techniques, and in user interface.

The computer system would typically perform the dose calculation at
1000 points 1n a uniform grid superimposed on the patient outline within a
minute or two. Once the dose array was calculated, the user could enter
isodose values that required display. A contour would then be calculated
and displayed on an oscilloscope screen (later to be referred to as a vectored
display) along with the patient contour, and any critical organs previously
outlined by the user. After examination of the results, the user could modify
the plan by changing any of the entered treatment parameters, including
beam width, length, energy, wedge weighting and gantry angle. The new

results were calculated and again examined on the screen. This ability to
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modify any parameter(s) and view the results within a few minutes
provided the user with an interactive treatment planning system. The final
results were recalculated at a resolution of about 3000 points and printed on
a plotter, which was better suited for graphical printing that the line

printer.

With the improvement of diagnostic imaging tools, notably the
computerized tomography (CT) scanner[5], and improvements in raster
graphic displays, an improvement in the display of the patient data and
dose distributions was achieved. The Target computerized treatment
planning system introduced in the early 1980's (General Electric Corp.)
uses a raster graphics screen, which can display gray scale images
obtained from a CT scanner, as well as text information The system
combines the graphics screen and improved calculation capability to

increase it's functionality.

The system uses the CT data to facilitate the contouring process, and
displays a CT slice on the screen with the patient contour, as well as the
dose distributions obtained after calculation. This enables the user to view
more completely, the relationship between the patient structures and the
dose distribution within those structures. The faster computer is also
capable of either obtaining the dose values faster or conversely, obtain dose
points on a finer grid, increasing accuracy. The system also provides for
better interactivity by using an improved user interface, more interactive

tools and faster response.
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Up to very recently, computerized treatment planning systems have
still only replaced manual calculation. That is, the final result is a great
improvement in time efficiency, but comparatively little improvement in the
quality and quantity of information available have been achieved. When
manual dose planning was performed, the planners were almost always
restricted to a two dimensional set-up. Often the plane of calculation was
chosen to cut the treatment volume along the beam central axis and the off
axis dosimetry was either ignored, approximated or calculated at a few
points for verification. The introduction of the computer replaced the
manual calculations, but the results were still restricted to 2-D. The
manufacturers and users chose the advantage of quick system response in
2-D instead of performing 3-D calculations. Furthermore, the hardware and
software required to display 3-D results in an adequate manner was either
not available, or was prohibitively expensive. Some inherently 2-D systems
do provide for the calculation of the dose distribution for a few parallel
slices, but the display tools are still based on displaying one slice at a time

on a single plane. These are sometimes refered to as 2.5-D systems.

2.2.3 Three dimensional treatment planning

The recent availability of inexpensive and powerful computers,
namely mini computers, computer graphics workstations (e.g., SUN &
Silicon Graphics), and the improvement of the already inexpensive micro
computers (e.g. IBM & Apple Macintosh) have changed the present
situation. These computers provide at least an order of magnitude higher
performance in CPU power, and superior 3-D graphics capability, when

compared to mini computers of a few years ago. With these computers
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readily available, 3-D visualization in treatment planning is becoming more
common. Presently, one can purchase one of many potential 3-D treatment
planning systems, produced both within the rescarch and teaching sector,
as well as from computer or medical equipment manufacturers|6). Many of
these systems run on different hardware platforms and use a wide variety
of display and user interface techniques, each attempting to attract the
attention of their target market. When examining a particular system, one
should pay particular attention to how appropriate the visualization
techniques are to display the anatomical, beam and dose distributions, the
calculation techniques, the anatomical data pre-processing required and
finally the interactive response and hardware/sofltware design of the system

as a whole.

2.3 Three dimensional visualization techniques

The ultimate goal in computer visualization is to communicate a
message to the user{7]. In treatment planning, that message is whether the
proposed plan will or will not provide the desired dose distribution within
the organs or volume of interest. An imaging technique must be able to
convey the message in a clear and rapid fashion. Since the variables
involved are inherently 3-D, a 3-D technique is likely to be the most suitable.
In order to choose the right technique or combination of techniques, a
general understanding of the relative strengths and weaknesses of all the

available techniques is required.
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2.3.2 Wire frame techniques

The wire frame technique was one of the first 3-D techniques
implemented in computer visualization. Wire frame requires
comparatively little memory capacity and processor power to render on the
screen. In addition, this simple display can clearly convey the spatial
relationships between the objects on the screen. For these discussions, a
technique will be referred to as wire frame when an object is displayed as a
series of lines that represent the edges of that object in 3-D, or a projection of
that 3-D object onto a 2-D plane. When the outline of a slice of the object is
shown (e.g., outline of a single CT slice) this will be referred to as a contour

and not a wire frame.

Wire frame displays are used in many current 3-D systems. One
such system is described by Mohan et al. [8, 9] which uses a wire frame
display to show the relative positions of the gantry, collimator and couch
positions for a given treatment. Wire frame displays of the patient anatomy
and beam trajectory are displayed when the system is using it’s beam’s eye
view (BEV) technique to be discussed later. The wire frame technique is also
used to display patient anatomy and dose distributions, either by isodose

surface or colour coded by dose to the surface of an organ.

One treatment planning system described by Jacky[10] relies heavily
on wire frame display techniques to satisfy the visualization requirements
(the description discussed other more elaborate visualization techniques,

but no examples are given). Although wire frame images are often simple
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to examine and manipulate, it can become cluttered. It can be difficult for
the user to derive precise and useful information aboul the spatial
relationships because the wire frame attempts to depict an inherently 3-D
scene by projecting the outlines on a 2-D surface: the screen. Figure 2.1
shows an example of a cluttered image. The image shows patient anatomy,
multiple beam trajectories, wedges and isodose distributions. With all the
overlapping lines, it is difficult to visualize what is actually going on. This
often i> eased by rotating the view around so the user may mentally

integrate the series of views and better understand what is being displayed.

Wire frame visualization is used in a variety of ways by many more
investigators including Gotein et al.[11], Chin et al.[12] and McShan, Fraass
and Lichter[13]. Each of these systems use this technique in concert with

other techniques discussed later.

It is important to note that the information required to generate the
wire frame images is often obtained after extensive work by the user. Most
of the anatomical information used in 3-D treatment planning is obtained
using CT or magnetic resonance imaging (MRI) scanners. In order to
produce wire frame files from these scans, the user must contour every
organ of interest and the treatment volume for every slice available. Most of
this work is done manually using a variety of input devices including
computer mice, digitizing tablets and light pens. Some software packages
try to automate the process as much as possible[8] by providing edge
detection tools for the most obvious thresholds, but the task is still extremely
time consuming and often requires the aid of a physician for delineation of

complicated or subtle structures. Although much work is being done to

Page 11



accelerate this process, no purely automatic segmentation and contouring
system is available at this time.
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Figure 2.1: Example image shown by Jacky et. al.[10]. Although there is a lot of
information in this image, it is very cluttered, making it difficult to visualize the data.

2.3.3 Surface rendering

Many of the early computer aided design (CAD) systems used wire
frame displays for visualization. As in medical imaging, wire frames were

used primarily because the technology for a superior visualization
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technique was not yet available. As the technology improved, CAD system
designers improved on their existing systems by filling in the gaps between
the wire frames, and displaying their objects by rendering the actual

surfaces.

An excellent example of the step from wire frame to surface
rendering is given by Goitein[11). Figure 2.2a is an example which shows
the advantages and disadvantages of this technique in one image. The

image easily shows the general spatial relationships between the

structures, but some of the information is not visible because the larger

structure in front obscures the rear objects. Furthermore, their system
takes approximately 8 seconds to generate each view so real or near real
time image manipvlation was not possible at that time. Anticipated
improvements included faster hardware for fastcr image generation, and
the use of transparency in the surfaces to allow the user to see through the
objects that obscure others. Until transparency is implemented, Fig 2.2b
shows an interim solution. The obscuring object is displayed in wire frame
without any of the surface patches. This enables the user to see through the

structure to the other objects behind it.

Another group examining the uses of surface rendering in medical
imaging is Rosenman et al.[14]. They have devised a series of tools that use
edge and threshold detection to help automate the contouring process for
outer contours and internal organs that have a high contrast gradient with
the surrcunding tissue. Their techniques use Gouraud[(15] and Phong{16]

shading to enhance the quality of the surface characteristics.
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In general, surface rendering can yield informative images but
require the same extensive work at contouring the structures before being
able to view the images as was the case in wire frame techniques.
Furthermore, by having to segment the data before being able to plan,
structures that may require attention may not have been contoured because
their significance may not have been obvious at the start of the process. This
can result in important organs being exposed to unnecessary doses because
they were not present on the screen and thus not in the mind of the
dosinietrist during the planning process. Surface rendering requires a
powerful processor in order to allow real or near real time processing

which may still may not be generally affordable at this time.

2.3.4 Volume rendering

Although surface rendering and volume rendering may look similar
to each other, the two are distinctively different. While surface rendering
uses information about the surface of an object (i.e., the normal or
orientation of a surface polygon with respect to the light source and viewer)
volume rendering derives the image from the average value of a set of
voxels along a projection line or ray, and displays that value on the screen.
Another volume technique is to characterize all the voxels in a volume into
a predetermined set of categories, e.g., bone or tissue. The result is a display
that uses the characteristics of the entire volume, not just the surface
boundary information. One of the obvious benefits of this approach is that
the user no longer needs to outline the objects of interest before viewing the
results. This eliminates the possibility of accidentally omitting any

important organs from being monitored during the plan.
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Although no real or near real time volume rendering is yet available,
their availability is subject to the improvement of current computer
hardware, which is inevitable, either in graphics co-processor design, or in
parallel processing techniques. In anticipation of this event, Rosenman et
al.[14] have examined the usefulness of a volume rendering based system.
To generate the anatomical volume display, their system examines the CT
number of each voxel within the volume and assigns them a probability of
being a certain tissue type (e.g., bone, muscle, or air). The user then assigns
a particular colour and transparency to each tissue class The dose
distribution is displayed as a separate series of colours and transparency
values displayed within the anatomical volume. Figure 2.3 is an sample of
what this display technique yields when displaying both the anatomy and

the dosimetry simultaneously.

Although the quality of this display technique is obvious, particularly
when compared to surface rendering, it is currently difficult or expensive to
implement it in a real time interactive environment. Furthermore, the
author states that this technique is intended as a complimentary display to
help give the planner an “understanding at a glance”. This technique is
intended to function in tandem with a more conventional display like

reformatting of data.

Page 15



Figure 2.2: A) Surface rendered 1mage presented by Goitein et. al.[11], which shows one

disadvantage  of surface rendering for visualization B) This image shows a simple
solution to the problem precented in A

Figure 2.3 Volume rendering display presented by Rosseman et. al.[14]. Notice that the
same visualization technique 1s used for both the anatomical display and the dose
. distributions
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2.3.5 Reformatting of data

We have seen that both surface and volume rendering can yield
images that are far superior to that of wire frame techniques. However,
surface rendering requires that contouring of all the structures be
performed, and volume rendering is still far from being implemented in an
interactive environment. If an examination is performed on the
shortcomings of conventional 2-D treatment planning systems, the most
common complaint would be the inability to work or analyze the data in 3-D.
The most logical step would be to create a display that is capable of
displaying any one of a series of slices from a CT or MR scanner. If these
contiguous slices were grouped together, a volumetric data set would be
obtained. By interactively reformatting and displaying the data as 2-D
subsets, a 3 dimensional fcel can be conveyed to the user. In addition to the
standard axial slice view, sagittal and coronal slices can easily be formatted

and displayed. This technique is known as reformatting of data.

Many of the imaging systems that use surface or volume rendering
use them as a complimentary display. The display that is most often the
“default” or “fallback” technique is reformatting of data There are
significant advantages of this technique: The data need not be segmented by
contouring which saves time, accidental omission of organs in the
contouring process can not occur; and reasonably fast interactive response
can be achieved. One example of this is the treatment planning system hy

Mohan et al.[8], described earlier. Wire frame is used in their beam’s eye
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view display (BEV), but axial, sagittal and coronal slices are also available

as reformatted data.

Another advantage of the reformatting of data is it’s inherent ability
to be combined with other visualization techniques. Many systems overlay
the beam outline on the reformatted data slices to aid in beam positioning.
By using two different techniques to simultaneously show two related yet
different data sets (often refered as a hybrid technique), their relationships
can be seen without risk of getting them confused. If we examine Figure 2.3
again, it can be seen that the same imaging techniques are used to show the
dose distributions and the anatomical data. If a hybrid technique were used
here, it would be easier to see the difference between the anatomy and the
dosimetry, while having an excellent view of their spatial relationship. By
observing three orthogonal views simultaneously, and by cycling through
several slices in each view, a 3-D analysis of the entire volume may be

accomplished.

Reformatting of data may also be used in a perspective view. That is,
the slices need not be orthogonal to each other, but rather a perspective view
along any arbitrary direction, say along the beam central axis may be
generated in real or near real time. This method may be used in a BEV

display, aiding in beam positioning and in custom beam block design.

2.3.6 Beam’s Eye View

Although the BEV display is not a fundamental visualization

technique but rather a specific application of other techniques (e.g., wire
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frame and reformatting of data), it merits mention here. Most techniques
offer the ability to set up a perspective view. This view is produced by setting
of the perspective view position within the volume to coinside with the view
of the beam. The resulting image would be exactly what the beam would see
within the volume it encompasses, enabling the planner to automatically

see exactly what is within the beam and what is not.

The BEV technique is used by many systems including those by
Mohan et al.[8], Jacky[10], and Goitein and Abrams[11]. A mathematical
treatment on how to generate BEV images from the volumetric data is
presented by Mohan et al.[9]. Figure 2.4a is an example of the BEV using
wire frame, and Figure 2.4b is an example of BEV using reformatting of

data.

2.4 Verification of 3-D treatment planning system

accuracy

Although the computer can make millions of calculations a second,
the results are only as good as the algorithm that generated them in the
first place. There are two types of errors that can be encountered when

using a computer: A program code error and a program design error.

Code errors occur when a particular piece of program code has an
unintentional flaw or “bug” in it such as a typing error. These errors can
sometimes get through the de-bugging stages and cause either system

crashes or erroneous results. Obviously system crashes are easier to detect,
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A)

B)

Figure 2.4. Examples of beam's eye view (BEV) visualization presented by Mohan et.
al.[9]. A) BEV using wire frame data. B) BEV image using reformatting of data.
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while erroneous results can go undetected, particularly if the errors are
small or within the range or appropriate values the user might have

expected.

Design flaws can occur when the software is being used in a
situation that was not considered by the designer(s). Well written software
should inform the user whenever it is requested to function outside its
accepted parameters. When this does not occur, it may again generate a
system crash, or more likely provide erroncous results. These types of
errors are difficult to detect, as they may occur only in some obscure

situations.

For these reasons, it is important to perform acceptance testing when
introducing a new treatment planning system, or even introducing a
software upgrade. McCullough and Krueger[17] have prescnted a
verification protocol for treatment planning systems for external photon
beam. The goal of their protocol is to ensure that the data used by the
program is consistent and dependable, and it covers the accuracy of the
system for single and multiple beams for a variety of typical treatments. It
specifies what characteristics of the beam merit close scrutiny. The protocol
also attempts to familiarize the user with the limitations of the system,
reducing the probability of encountering a design error. This protocol does

not propose any special techniques for 3-D treatment planning systems.

In order to perform acceptance testing on a 3-D treatment planning

system, Stern et al.[18] have devised a method of generating a true 3-D data
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set. Instead of attempting to use an ionization chamber to measure all the
points in a volume, film is placed in a water equivalent phantom at various
depths in the BEV plane. The density of the film is converted to dose by
obtaining a film calibration curve, and by normalizing the dose from each
film to the dose on the beam central axis as measured by an ion chamber. A
3-D matrix is created by interpolating the dose between slices. This matrix
of values can be compared to the matrix obtained by performing the

equivalent experiment on the treatment planner.

This process can be repeated for several different set-ups. Variations
in beam energy, wedge values, and position parameters can generate
several sets of data in order to find out if the system is accurate over a
variety of experimental conditions. The authors present a method of using

differential dose volume histograms as an aid in determining system

accuracy.
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Chapter 3:

Materials and Methods

31 Introduction

The implementation of a 3D interactive treatment planning system
involved many steps. First, various visualization techniques were examined
and evaluated. This involved acquiring anatomical data, processing it to
conform to the requirements of each technique and evaluating the results.
The processing often required writing custom software to obtain
information from the raw data and arrange it to conform to a format
compatible with the imaging software. Once the techniques were evaluated,
the actual treatment planning system was written and tested This chapter
will describe the techniques, hardware and software used to accomplish
these goals. First, a general description of the hardware used for all the
studies will be presented followed by a description of anatomical data
acquisition and pre-processing. Data processing and data simulation for
each individual technique will be explained, including desceriptions of the
function of all custom software developed for these studies, as well as of
various commercial packages. Finally, a description of the development
environment for the actual treatment planning system, dosimetry
techniques, coordinate systems, and the experimental set-ups and
procedures for the verification of this system will be presented. A detailed

description of the functionality of the final system will be presented in
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chapter >, /ina a description of the algorithms used in the system will be

presented 1n chapter 6.
3.2 Equipment layout

Figure 3.1 shows the general layout of the various equipment used
during these studies and their role in them. Real anatomical data comes
from a Toshiba 900 S/F computed tomography (CT) scanner whose files are
converted to a disk format readable by PC computers. The images are then
brought to the 386 tower for further processing before arriving via Ethernet

network to the Silicon Graphics Personal Iris (SGI) UNIX workstation for

analysis.
3.2.1 386 Tower PC

The 386 tower contained a Matrox IM-1280 image processing board
(Matrox Corp., Montreal) which was capable of performing a series of
image processing functions. The board had 8MB of RAM enabling it to
process and display multiple images at once. A software product, Visilog

software (Noesis Vision Inc., France) functioned as an interface between

the user and the card.
3.2.2 Silicon Graphics Personal Iris (SGI) workstation
The SGI workstation was the computer platform used for all the

imaging evaluations, and ultimately the system used for the actual
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trecatment planning system. The computer was an SGI Personal Iris
4D/20G with a 24 bit Z buffer display, 16 MB of RAM and a 300MB hard disk.
Silicon Graphics computers use a custom hardware/software graphics
library (GL) which enables them to manipulate and display 3-D graphics
quickly. The computer is equipped with an Ethernet network port and a 1/4”

tape cartridge drive for file 1/O.

3.3 Anatomical data

3.3.1 Acquisition

Two data sets were obtained from the CT scanner, one a series of
slices of the head (13 slices), the other slices of the abdomen (9 slices). Both
data sets were 512x512 pixels resolution with 12 bits in depth. These 12 bits
contained both the image information, and separate text information which
represented the patient and examination information overlaid on the
image The images were transferred to the IBM PC/AT where the software
converted them to binary 8 bit images. These files were moved to the 386

tower and resampled to 256x256.

3.3.2 Surface rendering data preparation

Two software packages were used to examine surface rendering. The
first was Alias Studio V3 0 (Alias Research Inc., Toronto, Canada) in which
we examined the process of contouring and surface generation, as well as

the visualization of the results. Alias Studio is used by designers in
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manufacturing to create and visualize a variety of objects during initial
design stages, and is also used by several universities for medical
illustration. It was hoped that the techniques used to create objects for
design visualization could be easily adapted for our purposes. The other
software package used was SolidView (Silicon Graphics Inc, CA) which is
primarily a finite element analysis program. This software required that
polygon files be provided by some other source (e.g., by some other program

or custom software) in a SolidView compatible file format.

In order to create the polygons to be stored SolidView formats,
software had to found or created to first generate the contours required
from each slice, and then the polygons that accurately represent the surface
boundary. The outer contours were obtained automatically using a modified
version of software developed to segment ultrasound images|1]). The
modification was done to allow for variable resolution, and a simplified

output format.

There are many techniques available to convert a set of contours to a
set of polygons[2, 3]. At this stage of evaluations, it is not necessary to
generate objects more complex than the outer surface of a patient, so a
simple algorithm was adopted. The algorithm assumed: 1) The number of
points may vary from one contour to the next, and 2) That the object is
simple enough that there will be only one contour per object per slice. The
second assumption is a simplifying assumption that would not hold for
complex objects that branch off such as fingers attached to a hand, but will

hold for outer surfaces of the abdomen, and for the outer surface of the head
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with a rersonable degree of accuracy. Figure 3.2 shows how polygons are

generated from two contiguous sets of contour points.

The algorithm makes two passes around the contour pair. The first
pass generates a series of triangles with the base of each triangle being a
pair of points on the upper contour (Figure 3.2b). The third point is chosen
from the neighboring contour such that it is closest to the middle of the line
between the first two points. The second pass patches the holes left by
generating triangles with the bases being on the lower contour (Figure
3.2¢). In order to acrount for an unequal number of points between the two
contours, the algorithm compares side 3 of each new triangle with side 1 of
the neighboring triangle created in the first pass (Figure 3.2d). If they do not
match, then an additional triangle is created with the base on the next set of
points in contour two. This ensures that there will be no overlap between
polygons, and no gaps left in the surface. Once the polygons are generated,

it is a simple matter to store them in a format compatible with SolidView

for analysis.

3.3.3 Reformatting of data

The data structure used in reformatting of data is the image file format
used by the Visilog software residing on the 386 tower. In order to speed up
response and minimize disk space requirements, the original 512 X 512
images were reduced to 256 X 256, which corresponds to at least double the
resolution of the actual dose calculations. These images were then
" transferred to the SGI for use by the custom software which can

accommodate the Visilog file format.
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Figure 3.2: Creating a series of polygons from a set of contiguous contour slices
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3.4 Simulating uniform density phantoms

Some of the later studies involved using water equivalent phantoms.
In order to easily represent these on the computer, the drawing tools of
Visilog were used to create a uniform gray box (128x128 pixels), and a blank

image. By replicating these images, a volumetric data set of a cube was

created.

Figurc 3.3a shows how a series of blank and gray square images can
be combined to create a cube within a volume. In order to create a spherical

phantom, a series of circles of varying size with the radius calculated using

the following equation:

2 2 _ p?
\/iX x t)(,uw/\) + r pueel) T R(ptwl\) (3.1)

Where x is the slice number, ¢ is the slice thickness in pixels, R is
the radius of the sphere, and » is the radius of the circle of slice x. Figure

3.3b shows the combination of a series of circular slices to form a sphere.

3.5 Software development platform

In order to create custom software to perform a task, a programming
development environment had to be selected. The SGI includes a propritary
graphics library (GL) designed to rapidly process and display graphics.

These functions are available using either C or C++ languages, which are
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Figure 3.3: Creating a uniform phantoms. A uniform cube volume s created by replicating
an image of a square repeatedly, and buffering the ends of the volume with blank images

(surrounding air) . A spherical phantom was created by replicating blank and varwable
circle images.
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also available on the SGI. Since all the software to be designed are
calculation intensive and not suitable for object oriented programming

(C++), standard C was used.

When writing software that requires an interface with the user, a set
of tools that create a standard set of interface tools is desirable. A software
library called FORMS[4] was used for many of these interface
requirements. This provided some of the tools required to easily create an
interface that was both intuitive, and consistent. The library also

accelerated the process of software design.

3.6 Dosimetry Data

During some of the initial tests as well as in the final software, dose
distributions had to be calculated given the target shape and beam
parameters During the initial examinations, these calculations were
performed by an external program that saved the results in a file that was
compatible with the imaging software. These routines were later modified
and incorporated into the integrated treatment planning system. Although
many calculation schemes exist (e.g., Milan-Bentley, pencil beam, Monte-
Carlo etc...), a simple measurement based technique was adopted for
evaluation purposes. Figure 3 4 shows the relationship between the

variables in a typical Milan-Bentley[5] set-up for acurved contour.
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Figure 3.4: General set-up used to illustrate the relationships between the variables for
calculation of dose within a volume.

The dose at any point within a volume can be represented hy:

(SSDer)2
(SSD+d+h)? (3.2)

D(d,x) = D(d,, )*PDD(SSD,E, A,d_,x)*OAR(SSD, E, A,d_, )/

where SSD is the source to surface distance (taken along the beam central
axis), d is the effective depth of the calculation point, d¢ is the true depth of
point p correcting for the surface curvature, dy, is the depth of maximum

dose along the beam central axis within the volume, E is the beam energy, h

is the true surface to effective surface distance (d-d¢), and A 1s the beam
area at the surface. PDD(SSD, E, A, d¢) is the percent depth dose for the
given parameters, and OAR(SSD, E, A, d, x) is the ratio of the dose at point
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p to the central axis dose at depth d¢, This technique can be extended into 3—
D by mecasuring the off axis ratio for the complete area of the beam for any
given depth, or by assuming square symmetry for that beam area. If square

symmetry is assumed, the OAR term in equation 3.2 is replaced by:

OAR(SSD,E,A,d¢,x)*OAR(SSD,E,A,dc,y) 8.3)

where x and y are the coordinates of point p in the beam plane.
3.7 Coordinate Systems

In the final system, there are four distinct coordinate frames. The image or
couch frame, the isocenter frame, the beam coordinate frame and the dose
coordinate frame. Figure 3.5 shows the relationship of the first three
systems. The dose coordinate frame shares the same origin and orientation
as the image frame, with the only difference being that the grid spacing or

resolution of the dose coordinate frame is different.

The coordinates (x, y, z) in the dose frame can be found given the

coordinates in the image frame (x,, yi, zi) by:

- -
oo
G 1
(xyz)=(x,y,2)0 S 0 (34)
0 0L
i G
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Where G is the scaling factor between the image and dose grids. A

scaling factor of 2 would indicate that the dose grid resolution is half the

resolution of the image grid.

The final software requires the ability to map a point in the isocenter

frame (x¢, y¢, z¢) to a point in the image frame. This can be achieved by

multiplying the isocenter coordinates with the conversion matrix:

cos(¢) O sin(¢)
0 0 0 +(xull YnH 7‘0")

-sin(@) 0 cos(¢)

(xyz)=(x y. z.) 3.5)

Where the variables are those described in Figure 3.5. The most common

transformation to be used is from a point in the dose frame (xd, yd, zd) to the

beam frame, which can be obtained using:

I
cos(B)cos(¢) sin(¢) sin(8)cos(¢) G 00
(x y 2)=(x, ¥q 2,)| sin(6) 0 ~cos(0) |+(x, ¥, 2,)| O L 0
—cos(0)sin(¢) cos¢ —sin(8)sin(¢) 0 0, 1
: Gl 6)

Where (xp, yb, zb) are the coordinates of the beam entry point in the image

frame.
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Figure 3 5. Illustrations of the relationships of the three distinct coordinate frames. (A)
shows the overall relationships between the image, 1socenter and the beam coordinate
frames (B) shows the role of the angle ¢ which is the couch rotation angle. (C) shows the
gantry rotation angle 8 between the isocenter frame and the beam frame.
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3.8 Verification

In order to ensure that the results provided by the computer are
accurate, experimental verification of the system is required. Because of the
amount of data involved in a 3-D dose distribution, film dosimetry was used
The procedure followed the method outlined by Stern et. al| 6] which involved
using both film placed in the beam's eye view (BEV) plane and normalizing

each film with the central axis dose.

3.8.1 Film dosimetry considerations

When using film as a dosimeter, it is required that an H&D curve be
obtained to relate exposure or dose to optical density. The curve is unique for
a given type of film (or even lot #), the processor used and the film
measurement technique. If any of these parameters change during the
experiment or between sessions, a new curve should be obtained. It is
advisable to always obtain a new curve between sessions as the film
processor conditions may vary slightly over time, due to temperature

variations and changes in the chemistry concentrations through use.
3.8.2 Film parallel to the beam using $9Co radiation

Figure 3.6 shows the general set-up and phantom configuration used
to obtain the film calibration curve. The radiation source was a T780 60Co

unit (Theratronics International Ltd., Ontario Canada) The phantom was

a series of water equivalent polystyrene sheets, which enabled easy
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variation of the depth of exposure by varying the number of sheets on top of
the film. Kodak X-Omat V film was used due to it's slow speed and the
convenience of having them in a light tight "Ready Pak" envelope. The film
processor was a Kodak X-ray processor used routinely in the Radiology

department at the Montreal General Hospital.

A sheet of film was placed in the phantom at dyax (0.5 ¢cm). The field
size was sct to 10x10 cm at SSD which was itself set to 80 cm. The film was
exposed for 0.07 minutes (un-corrected for shutter error). After exposure,
the film was removed and replaced by a fresh one. It was also exposed, but
for 0.12 minutes. This process continued for all the times listed in table 3.1.

The films were processed and kept for later examination with a film

scanner.

In order to ensure that the difference in the attenuation
characteristics of the film and phantom do not affect the measurements,
the film was placed perpendicular to the beam (BEV), as performed by Stern
et al.[6]. These films can be scanned profiles extracted for comparison, or
interpolated into a 3-D volume for comparison with the 3-D volume derived

from the computer software.

With the SSD and field size unchanged from above, a sheet of film
was placed at a depth of 0.5 cm in the center of the beam. Alignment with
the beam was achieved by using the light field in the collimator head of the
unit. The film was then exposed for 0.32 minutes and promptly removed.
Other pieces of film were similarly exposed in different positions within the

phantom as illustrated in Figures 3.7. The exposures were done separately
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to avoid one film being exposed to a beam that may be perturbed by the
presence of another film in its vicinity. Table 3.2 shows the film label

numbers and their corresponding depths of exposure.

Once all the films were exposed, they were developed in the
automated processor. The processed films were then ready to be scanned.
The scanner was an AGFA ARCUS film scanner with the transmission
light cover option, connected to a Macintosh Ilci computer via a small
computer systems interface (SCSI) cable. The scanner could be controlled
using a "desk accessory” utility software or driven dircetly from Adobe
Photoshop softwareby use of a Photoshop "plug-in" software driver provided
with the scanner. Figure 3.8 shows the set-up for film scanning, and the

general principle behind the transmission film scanner.

Film placed
at d max

Figure 3-6: General set-up of the T780 Cobalt-60 unit and phantom for film calibration
curve measurements.
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A) Film in BEV plane at B) Film in BEV plane at
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Figure 37 Film positions for both the film response curve, and for the BEV plane
measurements

Table 3-1 Fim label numbers and exposure tumes for film response curve for 60Co
radiwation

Film # Exposure (Min)
5-1 0.08
5-2 0.13
5-3 0.18
5-4
55
56

0.23
0.27
0.32

Table 32 Film label number and depths of exposure for films placed in the BEV plane. All
films were exposed for time of 0.28 min (un-corrected for shutter error) in a 10cm2 beam,
with an SSD of 80cm

Film # Depth (Cm)
6-1 0.5
62 50
63 100
64 15.0
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Various gamma values, shadow, and highlight settings were tried
with the films in order to obtain settings that allowed the scanner to detect
the film fog while maintaining a good dynamic range throughout the range
of possible film densities. The settings that gave the best results were
Gamma=1, Highlights=30, Shadows=100. All the films were scanned at a

resolution of 100 dots per inch, and with the above exposure settings.

Moving Light ﬁ
Source & Cover SCSI Cable =
A) - N 0
Scanner
Macintosh Ilci
| Scanning
Light Directions
source\7’
‘é{\' . AT - é Fil
B) i o
nght
Detector

Figure 3.8' A) General set-up of the equipment used for film scanmng The cormputer used
was a Macintosh Ilei and an AGFA ARGUS flatbed scanner with a transmission source
option. B) The general principle of operation of a transmussion scanner

In order to obtain the data required to generate a film response (11&D))
curve, the pixel value at the center of each film was obtained by averaging

the pixel values in the central region (1 cm?2) of each response curve film

Page 43



(films 5-1 to 5-6). In addition, the exposures films 5-1 and 5-2 were repeated
in order to verify reproducibility in both the exposure and in the film

processing The results of these, and the resulting response curve are given

in chapter 7

When examining the films, it is important to preserve the relative
geometries and scales of the films. In order to achieve this, each film was
cropped to extract the exposed area from the rest of the film. Figure 3.9
demonstrates this procedure. These cropped films were resampled to a
common size of 256x256 pixels by 8 bits. These files were saved in a binary
(sometimes referred to as RAW) format for easy manipulation. A utility
program was written in C on the Macintosh to extract profiles from the 2-D
images, and store them in an ASCII column format to facilitate importing
them into an analysis program. The program can extract any horizontal

profile from files of varying resolutions.

The film exposure profiles can be converted to dose profiles in a few
steps. The first step is to convert the pixel values of each profile to relative
exposure using the film response curve. In order to increase the accuracy,
each profile was then normalized with respect to the exposure value at the
beam center for that particular film. This normalized profile can be
multiplied by the percent depth dose at the depth of that film. The resulting
profile is the relative dose profile for that depth. In chapter 7, we will

present these profiles and compare them to those calculated by our system.

Page 44



TR W T et

- e ™ ™ e w

- o w -

E

- - meomeomeowm om wn

s NS

PPN

- o mo

i

S AT

’
v carm ¢ ov o0 eomveoes everes

. et P AU |
B ansA A A

Original Cropping Croppedand  Geometrically
Images Markers Centered Alligned
Profiles

Figure 3.9: Procedure of cropping scanned tmages to obtain geometrical alignment for the
profiles.

Our computer RTP program has an export feature that can export
2-D slices of either the image (anatomical, beam and dose distributions as
seen on the computer screen) or a gray scale image of the dose distribution
analogous to the exposed films discussed earlier. The dose images have a
gray pixel value equal to the relative dose calculated at that pixel. This

‘ means that a pixel value of 100 corresponds to a relative dose of 100% These
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images were similarly cropped and converted to the binary format as
performed on the film scans. Profiles were extracted using the same
program as used for the binary film images, and plotted. These results are

shown again in chapter 7.
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Chapter 4

Visualization of Anatomical Data: Technique

Evaluation

41 Introduction

During the initial design phase of the treatment planning system,
various visualization techniques to view the anatomical data were
considered. In order to be able to make informed decisions as to the final
techniques to be implemented, some preliminary work with these
techniques was in order. This chapter will show some of the advantages
and disadvantages of surface and volume rendering by first going through
the steps involved in creating a medical image with surface rendering, then
by examining the computer requirements to implement real or near real
time volume rendering. The surface rendering study will begin by
extracting the surface boundary information from the source anatomical
data using a commercial high quality rendering package and viewing the
results During this process, relevant points regarding the implementation
of this technique to treatment planning will be discussed. Another
technique which involved writing custom software to automatically extract
surface contours and create a polygon set compatible for real time display
will also be described. After examining volume rendering, a subset

technique of volume rendering, reformatting of data will be presented.
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4.2 Contouring and Surface Rendering Using High

Order Equations

4.2.1 Contouring the anatomical data

In order to represent the shape of an object using surface rendering,
the proper information must be supplied to the rendering software. Alias
Studio can create or accept non uniform rational B-spline (NURBS) files to
mathematically describe the surface of an object In order to create a three
dimensional object from a series of CT images, each image must be
contoured, and these must be interpolated into a surface. Figure 4 1 shows a
screen on the SGI running Alias Studio with a typical CT image during

contouring.

A program was written to convert the Visilog format CT image file to
a “pix” format used by Alias. With the image displayed in the background,
standard drawing tools were used to draw the contour of an outer surface
Since some of the surface generating algorithms require that each contour
have the same number of points, the most complex outline was selected
first. To speed up the process, this contour was duplicated and adjusted to
fit the next outline. This process of duplicating and adjusting contours was
performed for each slice of the study. In order to space these contours in the
third dimension, the slice thickness of the study was noted and converted to
thickness in pixels. The contours were spaced according to the thickness
before attempting to generate a surface. Figure 4 2 shows a perspective view

of all the contours before creating a surface.
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4.2.2 Generating a surface using the “patch” technique

Alias Studio can create surfaces using a variety of techniques. The
technique to be used is dependent on the nature of the lines used to describe
the surface and the overall shape of the object to be represented. In the case
of an outer contour surface, two techniques may be suitable: the patch and
the skin techniques. The patch technique is designed to create a surface by
creating a series of bridge lines between two guide lines. Figure 4.3a shows
the wire frames of the surfaces created when each pair of contour lines

were patched. Figure 4.3b shows a quick-render of the wire frame.

The resulting image using the patch technique is obviously not
suitable for the types of data encountered. The technique fails in two areas:
First, there is a lack of continuity of the surface from one slice pair to
another, which renders it almost indistinguishable. The other problem lies
in the way Alias builds the patch surfaces from the points along the
contour. Figure 4.4 shows how the algorithm fails. Alias takes one point on
cach curve and joins them. Then it follows along both bounding curves and
joins each pair of points with a line. As more point pairs are joined, their
positions with respect to each other on the curves may shift due to a
different number of points or a change in complexity in one of the curves.

This shift tends to show up as a wrinkle or wave distortion on the surface of

the object.
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Figure 4.4: Illustration of how the patch technique is not sutable for this type of object
generation. The two reasons are A) The lack of continuity between patches. B) The
algorithm’s inability to adequately handle curves of different complexily (1 e., the number
of points to describe any section of it). The latter can cause surfuce wrinkle artifucts in the
image.
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4.2.3 Generating a surface using the “skin technique”

In order to obtain an image that has smooth transitions from slice to
slice, the skin technique was examined. This technique uses information
from all the contours when creating the surface boundary lines, resulting
in lines with a high order of accuracy. Figure 4.5 shows the resulting
surface from the same set of contours as used in the patch example. Note in
Figure 4.5a how many lines were created using this technique. Although
the final rendered image is very realistic (Figure 4.5b), the inefficiency of
the algorithm results 1n extremely poor response time. The inefficiency in
the algorithm can be explained in the following manner. Figure 4.6a shows
3 lines (with their vertex points) that are about to be “skinned”. Figure 4.6b
shows the connecting lines thut are created in the skinning process. Note
that although each line has the same number of points, and that the points
lie at approximately on the same place on each line, the algorithm projects
cach point onto the other lines and creates new points at each projection
point, regardless of how close that point comes to an already existing point.
The results are that the complexity of each line, that is the number of points
that define any given lire, is unnecessarily increased depending on how
many other lines are participating in the skinning process. If the 12 slice
set shown here is a Llypical set, this algorithm used 12 lines to define a

section of surface where 1 would have been sufficient.
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Figure 4 5b Ray trace image of the "skin” surface shown in Figure 4.5a. The accuracy s
good but there ure too many redundant lines.
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Figure 4.6: Illustration showing the problems encountered using the "skinning " technique

Page 59



After examining these two techniques, it can be stated that neither of
them is suitable for our needs given the type of data available. The patch
technique minimizes the number of points and lines used to define the
surface but lacks the continuity between slices required to properly
represent the data. Skinning provides very accurate images but the
algorithm clearly was not designed to create surfaces from the type of data
set provided used here The resulting wire mesh contains an order of

magnitude more lines than is required to represent the data.

4.3 Automatic Image generation

Given the results of the previous section, a different technique is
needed to generate and represent the surface boundary information. This
technique must be more suitable to the type of data given and capable of
representing it accurately Another commercial (public domain) surface
rendering software package available to us was SolidView. Instead of using
high order polynomials or NURBS to smoothly represent data, this package
uses a set of polygons. In order to view images in this manner, that polygon

sel must be created.

4.3.1 Automatic segmentation of surface boundary information

Since software had to be written to segment the image, attempts were
made to provide some automatic segmentation of data. Although it is not yet
possible to automatically segment anatomical data within the volume of

interest, particularly low contrast objects such as a tumor, automatic
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segmentation of the outer surface was attempted. All the contouring was
performed on the 386 tower using software that was a combination of
command scripts running under Visilog and the IM-1280 board, and a

custom C program to format the output.

4.3.2 Creation of a polygon set from contour points

Once a set of points were obtained for each contour and stored in a
single image file, software was written to create a set of polygons stored in a
file format that -vould be compatible with SolidView The amount of
polygons created depended on the resolution of the contours provided.
Figure 4.7a shows a SolidView wire frame view obtained by using the

polygon creation program.

4.4 Surface Rendering using Polygonal Data

4.4.1 Surface Rendering Using SolidView

Once the polygonal data was obtained, surface rendered results could
be viewed. The image could be manipulated in real time with only a slight
delay. This delay is dependent on the number of polygons uscd to represent
the surface of the object. The quality of the image also depended on the
quantity of polygons used. In order to provide a reasonable looking image
and preserve the real time manipulations, a compromise resolution was
selected, which was around 5000 polygons per image. Figure 4 7h shows the

image displayed using a skin user material to dictate the surface
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characteristics, and Figure 4.7c shows an example image of an upper body.
This data set was provided with the SolidView software to demonstrate 1t's

surface rendering abilities.

After performing these tests, it was determined that this technique
could be suitable for certain applications in treatment planning given it's
information quality and it's capability for real time manipulation only if
automated or rapid manual segmentation of the pertinent structures were

possible.

4.5 Volume rendering

Volume rendering promises to provide the most informative and
most flexible 3-D display, due to the availability of all the data acquired for a
given volume at all times. This contrast greatly with surface rendering
which undergoes a contouring stage which discards most of the
information within the volume. Despite this advantage, it has serious
drawbacks in terms of memory and processor requirements when

manipulating any of the display parameters.

Although surface rendering can provide a simple and clear display
of the spatial relationships between the structures that have been
contoured, some of the detail may be lost by contouring. Volume rendering
provides a display that consults every data point within the volume when
generating an image. The result 1s an image that truly depiets the volume

of interest with all the structures within it. To generate a clear image,
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manipulation of the parameters which control the visibility of each pixel is

required 1n order to highlight desired structures and subdue others.

This display capability has an inherent cost. In a typical volume data
set generated by a CT scanner, 512x512 pixels by 30 slices may be generated.
This results 1n 7.86 million points to be stored and manipulated at all times.
With an 8 bit pixel (256 colour or gray values), this results in a data storage
requirement of over 7.8 MB per volume set. In a graphics workstation,
storage of this volume is not atypical, but in order to manipulate the display,
cach one of these points must be consulted. If the data set is reduced to
256x256 pixels, the volume set would still contain 1 97 million points. Even
with the reduced points, an extremely fast computer, or parallel
processor(s) would be required to be able to manipulate and display it in a
real time fashion At this time, no reasonably affordable system is available

to perform this task with acceptable speed.

In order to obtain a display that maintains the entire volume for
viewing, reformatting of data was examined. This technique preserves all
the volume data in memory for display, but only 2-D subsets of this data are
displayed at any given time By simultaneously generating several different
views that are all subsets of the volume, a 3-D feel to the volume may be

obtained, without the processing requirements described earlier.
Figure 4 8 explains how the volume data is reformatted to create the 3

orthogonal views. The axial view (a) simply cycles through the slices

origimally provided by the user. Each axial shice image displays the full
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Figure 4.8 Example of how a 3-D volume dala set can be segmented to display 3
orthogonal views. This technique s commonly referred to as reformutting of data.
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256x256 resolution. Any given coronal slice (b) will only have 256x#slices
pixels to display, so each slice must be given a thickness in pixels according
to the CT slice thickness, resulting in an a display with the proper scale.
The sagittal view (c) is handled in the same way as the coronal view, except

the image is stretched in the vertical plane according to the slice thickness.

4.6 Summary

We have examined and attempted 3 different implementations of
surface rendering, and have found that among these, polygonal data
representation is best suited for viewing of anatomical data. Although this
technique works well, we have also found that any surface rendering
technique requires extensive work by the user in extracting the boundary
information for each structure, even when much of the work is automated.
We have also found that real or near real time volume rendering is not
practical at this time given the amount of data involved, and the capabilities
of typically affordable computers. Although full volume rendering is not
practical, we have found that reformatting of data provides much of the
advantages of volume rendering, namely the constant availability of all the

volume dala for examination, while still enabling real time manipulation of

the image.
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Chapter 5

3-D Treatment Planning System

5.1 Introduction

Chapter 4 described the work performed 1n evaluating the various
techniques available for viewing anatomical data. After an understanding
of the viability of each technique has been obtained, the actual treatment
planning system was constructed. In order for the system to function
effectively, the visualization techniques used for cach data set had to satisfy
itwo criteria: To be able to represent the data set clearly and rapidly, and be
able to do so without interfering with other techniques that may be used
simultaneously. In order to accomplish this, some compromises may be

required in order to achieve the best balance for the system as a whole

This chapter will describe the functions implemented in our
interactive RTP system. This will be accomplished by presenting an
example anatomical data set (spherical phantom) and going through all
the steps involved in using this data for a treatment plan Partireular
emphasis will be placed on describing how the system behaves inoan
interactive environment. This chapter deals mainly with the functionality
of the software. A detailed description of the data structures and the
algorithms used will he reserved for chapter 6. Figure 5 1 shows the basic

steps involved in using the trcatment planning system

Page 69



Set up Anatomical Volume

- Enter image list
- Enter pixels/cm
- Enter slice thickness (cm)

v

Set Beams

- Create a new beam(s) -
- Position Isocenter
- Set beam size and angles

Y

Calculate doses Refine

- Enter iso dose values

o : Plan
- Select calculation grid resolution
- Press "Calculate All" or "Calculate One”

Y

Evaluate Results
- Cycle through slices in 2 views
-Find dmax
- Verify point doses at cursor

Y

Completed
Plan

Figure 5.1: general flow dwgram of the operations performed for a typwal treatment plan

Page 70




In the following example, a project file will be created and images
that comprise the anatomical volume (uniform sphere phantom) entered.
Once the volume is set up, a beam will be placed to simulave a treatment.
This will provide the opportunity to demonstrate the beam placement tools,
and how the visualization techniques work together. Once the beam is in an
mitial position, 1sodose values will be entered and a dose calculation will be
performed All the options available for dose calculation and display will
then be presented The isodose values will be examined and the plan will be
refined by modifying beam parameters. Another calculation at a higher

resolution will be performed, and there results will be evaluated using a

variety of utilities
5.2 Starting the software

Figure 5.2 shows the Viewer main window. It contains general
controls and menus that are in use during the entire operation of the
program The software was designed to have multiple windows that open
only when required, which reduces clutter on the screen and helps make
the software more intuitive and easier to use. The top text line contains the
name of the current project in memory. The software can be started up

through a standard UNIX shell by typing

viewer <file name>[Enter]

If a file name is specified, the software will start up, and immediately

load a previously saved project of name filename assuming that the UNIX
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shell is at the directory where the file is kept. If no file name is specified, the

program will initialize the required data structures to create a new project.

Other general controls include a series of buttons that govern the
function of the mouse. The mouse car. be used to perform any of a series of
functions over the three orthogonal views. The user selects from these by
pressing on any of these buttons. Note that the program will not allow the
user to select any beam related function (e.g. Iso-Center) when the beam

window is nol open.

g > : (;"WW“X';;*MW(WW o ’W’V:t’ et & Ko i
§ SEVEUTFARIPSH5hs gy T M40 % R 1

{18 aViewet:Projectil Al
I e T e Epor | seon |
; !
. §
; |
; )
' ;
s i

o v vt

e

-

Spwnrernenarrrenrerey

Figure 5.2: Viewer software main screen contatnng gencral menus anc mouse function
buttons.
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5.3 Anatomical volume

5.3.1 Entering an image set

For this example, a spherical phantom data set was created as
explained in chapter 3. Figure 5.3 shows the file list window where the file
names and paths are entered into the system. The user types in the path
and a file name The Add button is pressed and the file name is entered
into the hst By typing cach file name and pressing Add one at a time, the
image hst s built The file name is appended at the end of the list unless the
user highlights one of the files already on the list. If a name is highlighted,
any new files are inserted into the list before the highlighted file. The order
of the files in the list determine the order in which they will be combined
mto a volume set The user may also highlight and remove files from the
list by pressing the Remove button. In addition to the names and path to
the 1mage files, the user must enter the number of pixels/em for the image
group and the shice thickness in em This enables the system to relate the
volume of pixels to a volume in em, and determine the slice thickness in
pixels. Once the entries are complete, pressing OK begins the process of

image importing.
5.3.2 Visualizing the volume
Once the anatomical data has been entered, it can be visualized.

Reformatting of data was used as the primary technique for the anatomical

display, which has the advantage of not requiring contouring of the
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structures within the volume as is required in surface rendering. Figure
5.4 shows the three orthogonal slices all cutting into the center of the
sphere. Note that in the coronal and sagittal windows, the thickness of each

slice is observable as steps along the outer perimeter of the sphere.
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»

Figure 5.3: Viewer lister screen to compile the image List, and enter scaling factors
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In addition to the image windows, there is a window showing a
perspective outline of a cube. The cube outline represents the volume, while
the three blue planes cutting into the cube represent the relative positions of
the slice planes of the three orthogonal views. The 3-D axis is displayed at
the bottom as a reference to the 2-D axes displayed in each of the image
windows The relative window level (gray level brightness) of the image
may he altered by manipulating a shider bar located at the bottom of the cube
reference window. This enables the user to optimize the brightness to help
bring out any ohscure structures within the image It should be noted that
the window width (relative contrast) may not be altered here because the
Toshiba file transfer software reduces the contrast to 7 bits during the

process, which can he adequately represented with the SGI screen without

requiring window width adjustments

The scroll bar at the bottom of the window is used to select the slice to
he displayed. The user may drag the slider to cycle through the volume or
use the arrows at either end to move precisely slice by slice. The image,
perspective cube and shice indicator bars are updated automatically and in
real time A pop-up menu is available that can adjust the zoom of the

image. By selecting a factor of two, the image doubles in size, namely to

512x512 pixels.
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Figure 54 Viewer image windows These nclude 3 orthogonal slice views and a
perspective cube view to fuctlitate orentatton The slider bar at the bottom of every shice
window control the current shce, which are displayed as blue hines on the other 2
orthogonal vie vs The slider on the cube view controls the gray level brightness
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5.4 Beam Manipulation

5.4.1 Beam visualization

In order to best represent the position of the beam within the volume,
an outline of the intersection of that beam with each slice is displayed as a
line contour overlaid on the anatomical display. This technique effectively
shows what part of the anatomical volume is encompassed by the beam
without obscuring the anatomy. This technique is also extremely fast to
perform, minimizing response time. Figure 5.5 shows the three orthogonal
views displaying the anatomical data as well as the beam outline. Note that
in addition to the beam outline (shown in blue), the isocenter position is
shown (in green) when a slice displayed coincides with it. In addition, the
projection of the beam central axis (shown in red) on each slice is also

displayed to aid in beam positioning.

5.4.2 Creating and Manipulating beams

In order to place a beam, the user must create a new one. This is
done by selecting “New Beam” from the “Beam” menu in the main window.
Figure 5.6 shows the beam information window. The user must select a
beam energy, SSD, and size that coincides with previously entered beam
data files. These files contain PDD and OAR data for varying SSD, beam
energy and area. The position information can be entered manually by

typing in the values, or interactively by manipulating it on the screen.
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Figure 55 Orthogonal view windows displaying the anatomical information (sphere
phantom) as well as the heam outline The green cross denotes the beam socenter which
may be placed interactively.

Page 78



The beam isocenter may be positioned by selecting “Isocenter” from
the mouse function buttons on the main window. When the user places the
mouse over an image and presses and holds the left mouse button, the
isov 'nter indicator will track the mouse cursor. The user may use any of
the three windows to place the isocenter. During positioning, the other Lwo
windows automatically modify their slice display to track the isocenter
position, as the mouse 1s moved. While the display is being modified, the
program also calculates the beam entry and exit points within the
anatomical volume, and displays the outline of the beam intersection with
cach slice in real time. When the mouse is released, the last position

becomes the isocenter.

By selecting the “Theta” mouse function button (6 in Figure 3.5), the
user may use the mouse to set the beam entry angle. Again, this is done by
moving the mouse over an smage (usually the axial display) and pressing
and holding the left mouse button. The beam outline will again be generated
by determining the entry and exit points within the volume, and the
intersection of that beam with each slice. This allews for interactive beam

placement.

In order to adjust the couch rotation (g in Figure 3.5), the “Phi” button
is selected from the mouse function selection. In order to interactively set it,
the mouse must be positioned over the coronal or sagittal windows. The
angle is set by the relative horizontal position of the mouse to the window
while the left button is being held down. The leftmost position is taken as 0

degrees, while the rightmost position is taken to be 360 degrees. As before,
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. the three views are continuously being updated in real time, as the user

drags the mouse back and forth over the image.
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. Figure 6.6: General beam parameter window The user may enter all the beam parameters
manually, or manipulate some of them by mampulating the beam on the sereen with the
mouse. During manwpulation, the values in this uwndow are constantly updated

5.5 Dosimetry

Once the beam(s) are in place, the dosimetry control window can be
opened by selecting “Dosimetry...” from the “Beams” menu in the main
window. Figure 5.7 shows the dosimetry control window This window
allows the user to set many dosimetry related parameters, and to start the
calculation process. In a typical example, the user selects whether the
system should calculate the dose distribution for the sclected bheam(s)
(highlighted from the beam list in the heam window) or for all the heams

‘ entered. The user then selects the dose grid resolution from the resolution

menu. The user can select from various axial resolutions from 32x32 up to
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266x256. The thind dimension is always the number of slices present in the
system The user then enters the list of isodose values to be displayed. This
15 entered in advance for the pre-contouring of the axial isodose display. The
system automatically assigns a color to the value and displays the legend in
the information window The user can choose to have the relative doses
with respect to the dose al dyay or to have the dose matrix normalized to the
maximum dose encountered. The calculation process is started by pressing
“Calculate All” for the entire volume, or for the current axial slice by

pressing “Calceulate One”,

5.5.1 Dose distribution visualization

One can employ many different techniques to display the dose
distributions. In order to effectively show the distribution within the
anatomy, isodose contours were used. As in the beam representation, this
technique complements anatomical reformatting of data well. Some typical
finite element analysis software (e.g. SolidView) will show data
distributions as filled contours with either discrete or continuous color
distribution In either case, the filled contours tent to obscure the other data
sets being displayed, which is the anatomical and beam data in our case. In
the case of continuous filled contours, the user may obtain a good general
feel of the distribution, but will encounter difficulty in trying to obtain exact
dose values at discrete points or exact dose threshold lines because it is
difficult to judge the exact colour of a particular pixel and match it with the
legend In order for the software to know which contours to display, the
user enters the values prior to calculation. Figure 5.8 shows the familiar 3

orthogonal views with anatomical information, the beam outline, and the
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relative dose distribution calculated using the system. The fourth window

shows where the slices were taken within the volume.
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Fuigure 5.7 Viewer dosimetry control window The wser uses this window to enter all
pertinent parameters for dose calculation, and to cxecute the dose caleulations

In order to minimize the response time of the dosimetry display, the
contour information for the axial view is calculated and stored immediately
after the dose calculation process and before updating the visual display
Since the resolution of the sagittal and coronal displays are usually much
lower than the axial display, the SGI can contour and display them in real
time, thus the contouring is not done in advance as in the axial display.
Once the calculation and contouring are done, the results are displayed.
The user may interact with the display tools to examine the dose

distribution throughout the volume.
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5.5.2 Evaluation Tools

In addition to the ability to view the dose distribution within the
volume for all shces and for all views, some tools are provided to enable the
user to better evaluate the quality of the plan. By selecting the “Point”
mouse¢ function button in the main window, the user may drag a point dose
cursor over any of the windows The software correlates the cursor position
with the dose matrix and displays the dose to the voxel in the information
window The window also displays position of the cursor relative to the
origin, which 1s also re locatable One function for this would be to relocate
the origin to the entry point of a particular beam, and to use the point dose
cursor to examine the central axis dose by dragging it down that central
axis. The origin is sct by selecting the “Origin” mouse function button in the
maim window, and dragging the mouse (with the left button down) to the
point where the origin is required. As the user drags either the origin or the
cursor, the relative position of the cursor and the origin are continuously
updated in pixels (image scale) and in em. Figure 5.9 shows the axial view
of the sphere with a dose distribution, and both the origin point (a small

white cursor), and the point dose cursor (larger red cursor).

It 15 often convenient to know where the maximum dose or “hot spot”
is. In order to find it quickly, a “Hot Spot” pop-up menu is available for each
view. The user may choose between the hot spot for that particular slice, or
for the entire volume If the particular slice displayed does not contain the
volume hot spot, no point is shown. If a hot spot is found, the hot spot voxels

are displayed in pink. In addition, the hot spot value is displayed in the
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Figure 5 8 Viewer orthogonal windows drsplaying the anatomical data, the beam outline, and
the resulting dose distrbutions after a calenlation run The caleulution (128128 points) and
display of the 1sodose distributrons on the SGI take approxtmately 20 second s
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information window. Instead of simply not displaying the hot spot is it were
not contained within the current slice, one might think to have the system
simply find the volume hot spot and alter the slice selection to display it.
This can not easily be implemented as there are usually multiple points
within the volume that all have the same maximum dose and each view
may only display one slice at a time. Figure 5.10 shows information window
displaying the cursor position relative to the origin both in pixels and in cm,

as well as the current slice hot spot value.

Figure 5.9: Aual view showing anatomy, beam outline and distribution. Note also the
presence of the white cursor which 1s the relocatable origin, and the red cursor which
serves as a pont dose cursor.
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Figure 5.10: Information window displaying cursor related wnjormation, dose distribution
color legend, and current Z slice hot spot Bottom line usually serves as a general status
information line throughout the operation of the program

Once the dose distribution is displayed and evaluated, the user may
wish to change any of the dose parameters in order to modify the plan. This
can be dose at any time and the dose may be recalculated simply by pressing
the “Calculate All” button in the dosimetry window. If the user wishes Lo
make numerous fine adjustments in the axial view, the best interactive
placement can be achieved by selecting “Calculate One” instead of
“Calculate All”. This will ask the system to only calculate and display the
dose distribution for the one axial slice. This feature dramatically shortens
response time by restricting the system to a 2-D distribution This may be
used for some fine positioning and the full volume may be calculated at any

time.

At any time during the planning process, the user may export
images of either of the three views with dosimetry information. It is often
desirable to have a high resolution dose distribution for this purpose. The

resolution may be raised to 256X256 (equal to the image resolution) by using
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the menu in the dose information window, and pressing "Calculate All"
again. The user then exports the image by selecting “Image” from the
“Export” menu in the main window The user is prompted for a file name
and for the view that is to be exported. The image is saved 1n the Alias “pix”
format which can later be converted to a variety of formats including the
TIFF format. If a dose volume has been calculated, an image of the
distribution that resembles a film may also be exported. The image will
have gray values equal to the dose to each pixel of the slice exported. Figure
5.11 shows the gray level dose distribution image of the slice shown in

Figure 5.9.

Figure 5.11: Gray scale output of the dose distribution shown in earlier diagrams. This
image can be compared to a inearity corrected image of a film used to verify the system.

5.4 Summary

This chapter provided a detailed description of the functionality of the
final software program. It was shown that the visualization techniques
chosen were effective in conveying the anatomy, beam position and finally
the dose distribution while using information from all three dimensions. In
addition, the effectiveness of these techniques in providing an interactive
environment and the addition of specialized tools for the planner have
shown how such a system can be made to function in an effective and

intuitive manner.
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Chapter 6

Technical Specifications

61 Introduction

Chapter 5 described the functionality of the treatment planning
system. This chapter will describe in detail, the memory structures and
algorithms that comprise the final software. This will begin with a
description of the image formats, memory management and algorithms
used to generate the anatomical display. Technical details explainimg how
the beam trajectory information 1s obtained and how il is used to draw the
beam outline will then be presented Finally, the memory structures and
important algorithms that pertain to the dosimetry will be presented.
Throughout the chapter, emphasis will be placed on how these techniques
may differ from the most st:raightforward techniques in order to improve
the response of the program, including some changes i how we apply the
Milan-Bentley method to calculate the dose distribution in a three

dimensional grid.

6.2 Image Volume Display

The image information in ¢ simple system, which originates as a
series of slices, is read in and stored in a three dimensional array. In order
to generate the orthogonal views, selected pixels are copied from the 3-1)

volume onto 2-D screen buffer arrays. Recalling Figure 4.8, subsets of the
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volume data arc segmented and used to create three orthogonal views. In
order to maximize the redraw speed, some optimization techniques can be

used in the manner the data is stored and accessed, and in the organization

of the redraw techniques
6.2.1 Raster allocation

A technique to accelerate the generation of the axial and coronal
views was implemented by using a novel memory pointer scheme. Instead
of storing the points as a standard 3-D grid of pixels, the volume was
grouped as a series of rasters. Figure 6.1 shows how one NxN pixel slice is
broken into a series of N rasters of N pixels each. These rasters are the
basic building blocks for the axial and coronal display. Figure 6.2 illustrates
how the axial and coronal views can be generated by moving a series of
rasters. As the images are read in, raster memory blocks are allocated and
a complex sct of pointer arrays are generated for each view. Figure 6.3
schematically demonstrates the relationships and operation of the pointer
arrays. These arrays are designed to minimize the steps involved in sifting
and moving the data from the volume array to the 2-D view arrays. The
improvement in speed can be largely attributed to the increased efficiency
in using pointer arithmetic and pointer dereferencing in determining the
addresses of the pixels to be moved, as opposed to calculating the pixel

addresses using an array base address and x y z offsets.
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Figure 6.1° Diagram showing how the volume pixels (voxels) are consulted ta create the
three orthogonal views.

6.2.2 Redraw organization

Using the pointer arrays generated during image loading, it is «a
simple matter to quickly move the data about. It is important to consider all
the information and how it is to be viewed before organizing the redraw
routines. When the user interacts with anything that changes the display
(e.g. changing a slice view or moving a beam on the screen), the three
orthogonal views must be updated to reflect the new scene. Figure 6 4 shows
a simple redraw sequence for the three orthogonal views. This series of

operations is performed every time the user interacts with the program.

Despite the optimization of the anatomical data display, 1t still is one

of the longest tasks to perform. One way to improve system response is to
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eliminate any redundant processes in the redraw sequence. If one
considers all the actions that can generate a redraw event, one can see that
few interactions actually involve the anatomical display. Figure 6.5 shows a

modified redraw sequence.
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Figure 6 2. Example of how the rasters are used to create the axtal and sagittal views.

Page 91



Axial View

1§ oxtititet
2 JOXTHIt e .
' 3 Loxsint O & n Slices
1 . : ~ N o ‘~ e R \
, n '.Sllce : e
i Pointers : : qm»:::;: TS
H M ; . G ]
; i | ; N Rasters
PV . o v ver wiierere ) ‘ I I :::::“\.] ¢
s - nArrays- --
; . .
i OxftitttH -3-
: Oxitttete .
. OxIftr
;  NRaster
. Pointers :

Ox ittt

‘ Coronal View

1_Joxstttt . - i
7 foxtti = s, AR e
3 Joxtutett |, S

; N Slice % G e >N
> Pointers : { = -
; : :L'Q = N Rasters

“ny
1

ié
'i
00

‘ N Arrays ;

) OXTFTFA
OxTTITFHT

OxtiffetH

n Raster
Pointers

essssuuny

|

Figure 6.3: Pointer arrays and their relationships with rasters that are used to draw axial

. and coronal views

Page 92



on redraw all {
copy pixels to axial screen buffer
copy pixels to coronal screen buffer
copy pixels to sagittal screen buffer

draw beam indicators

if (beamDisplay=on) then
calculate beam entry & exit coordinates
calculate beam corner coordinates
calculate & draw axial beam outline
calculate & draw coronal beam outline
calculate & draw sagittal beam outline
end if

if (doseDisplay=on) then
contour & draw axial isodoses
contour & draw coronal isodoses
contour & draw sagittal isodoses
end if

if (cursorDisplay=on) then
draw cursor in current window
update info window

end if

update cube display

Figure 6 4: Pseudocode of a generic redraw sequence required to update the screens in the
treatment planning system.
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on slice selection change
if (theWindow=axial) then
copy rasters from volume to axial memory buffer
end if
if (theWindow=coronal) then
copy pixels from volume to coronal memory buffer
end if
if (theWindow=sagittal) then
copy rasters from volume to sagittal memory buffer
end if
redraw all

end slice selection change

on beam interaction
calculate beam entry & exit coordinates
calculate beam corner coordinates
redraw all

end beam interaction

on dose calculatio:
calculate doses
contour axial view-> store contours in pointer list
redraw all

end dose calculation

on cursor movement
calculate new cursor coordinates
redraw all

end cursor movement

(continued...)

Figure 6.5: Decentralized event oriented redraw scheme Despie the inerease i code
quantity, this technique in much faster due to t's increased intelligence. The longest
operations are the pixel or raster moves when consulting the volume to update the
anatomical displuy, and determining the beam entry and exit potnts Both these operations
are removed from the redraw loop and are performed only when necessary
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on redraw all
block copy from axial memory buffer to axial screen buffer

block copy from coronal memory buffer to coronal screen buffer
block copy from sagittal memory buffer to sagittal screen buffer

draw slice indicators

if (beamDisplay=on) then
calculate & draw axial beam outline
calculate & draw coronal beam outline

calculate & draw sagittal beam intersection

end if

if (doseDisplay=on) then
draw axial isodoses
contour & draw coronal isodoses

contour & draw sagittal isodoses

end if
if (cursorDisplay=on) then
draw cursor in current window

update info window

end if

update cube display

end redraw all

Figure 6.5: (Continued)
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The main change is that the averall approach is decentralized. For
example, anatomical views are first created in an intermediate buffer
before being copied into the actual screen memory. This nmieans that the
anatomical data updating and the screen redraws are independent When
the program changes anything to do with the anatomucal display, it updates
the display buffer and then asks for a complete redraw event The redraw
event simply copies the buffer directly into the screen RAM without
consulting the volume. The advantage is that any other interaction that
requires a screen redraw that does not involve the anatomical mformation
(e.g. changing the beam angle or generating isodose values) need not
consult the volume information. Another advantage to this is that the Gl
library has a rapid block copy from RAM to the screen buffer, and that this
copy operation can incorporate integer scaling This rases the work
involved in offering an image zoom featurc. Similarly, the beam routines
were separated into independent updating and drawing routines along the
same decentralization scheme. Even though there 1s considerably more
program code 1n the new scheme, the actual execution is considerably

faster due to better organization.

6.2.3 Look-up table (LUT) methods

As discussed in chapter 5, the user may change the gray brightness
level of the image. There arc two ways of implemerting this operation. One
would be to actually change the gray values in memory, either in the
volume array itself, or by adding the offset to cach pixel during the copy

process. The other way would be to change the look-up table. The latter
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method is substantially faster, as it only needs to modify 256 values once,

and preserves the original data. Figure 6.6 shows how the LUT ramp can be

moved up or down.

Since the display uses 256 gray levels and the images are 8 bit (gray
scale), raising the brightness level may cause some of the brighter areas to
saturate, as they are moved up the LUT ramp. The user must decide which
structures are more important. This phenomenon does not affect the
operation of the surface detection algorithms discussed later, as they

always examine the actual volume data, not the brightness corrected

image.
256 - | - 256
g
128 - - 128
Screen Screen
Gray Value { Gray Value
0 128 256 0 128 256
Pixel Value Pixel Value

Figure 6 6 Modifving the LUT ramp table to increase brightness. Note that the brighter
arcas of an image may be saturated in the process.

6.3 Beam Display Algorithms

In the current version of the software, the beam geometry was
limited to square or rectangular beams. In order to properly represent these
beams in the orthogonal views, many variables had to be considered. These

include the beam 1socenter, the SSD, the entry and exit points, and finally
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the beam angles (gantry and couch angles). In order to be able to update the
beam outline in real time, and allow the user to interactively modify any of
the beam parameters, a fast method of determining the beam entry and exit
points was required. In addition, the routines that calculate and display the

intersection of the beam and each slice had to be developed.

6.3.1 Beam entry/exit points

Figure 6.7 shows a simplified 2-D example of how the beam entry
point is found The process is started by calculating the pixel coordinates
along the beam central axis for increasing r (the ray from the isocenter to
the calculation point) toward the beam source. If a pixel value of zero was
found at that point, 1t is assumed that a tissuc-air transition was
encountered. That point is then stored and r is increased again This
continues until the ray from the isocenter reaches the edge of the image
The last tissue-air threshold is taken to be the surface of the object. By
continuing to the edge of the image, the system ensures that it does not
mistakenly take an air bubble within the volume as the suiface of the ohject.
Similarly, a ray is projected along the beam central axis away from the

source, to determine the beam exit point.

In reality, these calculations are performed in the three dimensional
volume. The x, y, z coordinates of the pixel in image space, given the
isocenter coordinates X.ff, Yoff, Zoff, the gantry angle 0, and the couch angle

¢ (refer to Figure 3 5), can be determined using the equations:

Page 98



x = -r*$in(0)cos(9) + X
y=r#cos()+yq
z=r*sin(0)sin(@) + z

6.1

The calculation of the entry-exit points are performed continuously

when the user is either moving the beam isocenter, or changing the angles

0 or ¢. This permits the user to see how the variation of any parameter will

affect beam placement in real time.
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Figure 6 7 Simple 2-D example of how the beam entry and exit points are found. Note that
the algorithm searches until it has reached the edge of the image to avoid interpreting a

tissue-gas threshold as a surface awr threshold.
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6.3.2 Beam outline drawing

Once the beam entry and exit coordinates have been established, the
beam outline may be drawn. The shape of the beam volume can be
considered to be a pyramid. The 8 corners are determined by the entry and
exit coordinates, the beam width and length at the entry point, and by the
SSD. The SSD determines the divergence of the beam. With the ability to
modify both 6 and ¢, the beam can intersect with any slice within the

anatomical volume in many different ways.

Figure 6.8 illustrates how a pyramid shaped beam can intersect with
a slice. The program uses lines to represent the intersection of the heam
volume with the slice. In order to represent this, the points that make up
the edges or that outline must be found. The intersection can have as little
as three, and as many as six points of intersection, depending on how the

slice cuts into the beam volume.

The program routine that determines the edge lines of the
intersection can be broken down into two sections. The first section
determines if there is an edge line along the top and/or bottom of the heam
pyramid (Figure 6.9a). It does so by determining if any perimeter edges of
the upper or lower squares or the beam pyramid go through the slice. If it
does, the intersection point is stored. The result is a pair of points whose

coordinates are the end points of the intersection line.
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3 Points 4 Points 4 Points
4 Points 4 Points
4 Points 6 Points

Figure 6 8: All the combinations of intersections of the beam volume and the anatomical
sliece cutting plane.
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Figure 6.9: A) shows how the top and bottom sections of the beam 1s examuned for
intersections. B) shows how the center edges and their neighbors are exanuned for
intersections with the slice plane.

The second section is more complex. It determines if there is an
intersection point along any of the beam’s vertical edges (Figure 6.9b). I 1t
finds one, it scarches all the connected edges to find the other intersection
point that will complete the slice intersection line. In the case where there
are 3 points of intersection (Figure 6.8), there are two intersection lines that
use the same vertical intersection point. The algorithm takes this into
account. When the algorithm is complete, a series of lines that describe the

intersection of the beam volume with the slice plane are obtained.

6.4 Dose Calculation

Once the beam information is entered, the dose calculation may be
performed. As explained in chapter 3, the model implemented is a modified

version of the Milan-Bentley technique. The modifications were to enable
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the calculation of dose using an inherently 3—D coordinate system, to
accommodate patient surface curvature, and to simplify the model by

assuming a homogeneous volume.

6.4.1 3-D beam coordinates and simplifying assumptions

In the original Milan-Bentley technique[1], the off-axis ratio (OAR)
points of mecasurement were taken along fan lines that followed the
divergence of the beam. In effect, the horizontal spacing of the points
decreased as the depth of measurement increased (Figure 6.10a). In order
to calculate the dose to a volume and to permit the summing of doses from
multiple beams, a uniform OAR grid was adopted (Figure 6.10b). In order to
minimize the measurements and database sizes for the OARs, they are
assumed to be square symmetric. When one requires the OAR for a point in
the dose grid, the coordinate transformation described in chapter 3
(Equation 3.6) is used to obtain the off axis distances (x & y) and the effective

depth (z). This depth must then be corrected for surface curvature.

6.4.2 Surface curvature correction grid calculation

The Milan-Bentley technique uses a user-defined contour to
determine the surface curvature correction values that are the distance of
the actual surface to the effective SSD. These values are used to correct the
effective depth to a true depth value for looking up the percent depth dose
(PDD), OAR values, and in an inverse square law correction (see Equation

3.2 of chapter 3). Their technique only required a 1-D array of corrections for
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Figure 6.10: Comparison of the grids used to hold the off-axis ratios (OARs) for A) The
standard Milan-Bentley method, and B) the modified technique for calculations in a 3-1D
griud.
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Figure 6.11: Comparison of the surface correction matrices for A) The standard 2-D Milan-
Bentley technique, and B) Our modified 3-D technique.
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a 2-D dose array (Figure 6.11a). In order to account for surface curvature in
a 3-D dose volume, a 2-D array of surface correction values is required

(Figure 6 11b) and an algorithm was developed to obtain it.

When the user requests a dose distribution calculation, the system
calculates the correction grid for each beam. According to the coordinate
systems described in chapter 3, a 2-D grid may be set up in beam space at
the entry point of the beam into the volume (z=0), with the size equal to the
size of the heam area at this point. The resolution of the grid is set to equal
the resolution of the dose grid. For each point on this grid, a ray is traced
away from the starting point along or against the beam direction. Each
point along the ray is converted to a point in.patient space and the
corresponding pixel in the anatomical volume is examined. The
coordinates (x, y, z) of a point in image space can be determined given a

point in beam space (x, y, z) using the equations:

X = (x*cos(0)cos(¢) + ysin(¢) + zsin(8) cos(¢)*G + X,
y = (x*sin(0) — zcos(6))*G +y, 6.2
z=(-X*cos(0)sin(@) + ycos(¢) — zsin(8)sin(¢))*G + z,

where the variables are as described in Figure 3.5.
If that point is 0 (air) then the length of the ray is increased by 1 pixel,
If it is not 0, the starting point is assumed to be within the volume, and the

length is mcreased in the negative direction by 1 pixel. This operation

continues until the tip of the ray encounters threshold change that signifies
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if it has encountered the surface from either direction. These distances are

stored in the array for use in the dose calculation.

6.4.3 Calculation volume optimization

In a generalized dose volume, not all voxels within that volume may
fall within the exposed volume for every beam. In order to reduce the
number of needless calculations, the coordinates of the beam are used to
create a smaller volume for calculation for cach beam. The most
sophisticated system might use interpolation in all three dimensions to
precisely define the beam volume, however the extra overhead involved
might outweigh the benefits. A simple method is to quickly create bounds by
comparing the 8 points that define the corners of the beam By tuking the
minimum and maximum points in all three dimensions, an upright
cubical volume that contains the beam volume is created. The efficiency of
this technique depends on the orientation of the beam. Figure 6.12

illustrates the concept in a two dimensional example.

When the gantry angle is a multiple of 90°, the number of necdless
calculations is minimized, as there are few points within the arca of the
square that are not within the beam area. The simplification is least
efficient when the beam is at a multiple of 45°, as the upright square

contains many points that are not contained within the volume.
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Figure 6.12° Optimuzation of the dosimetry calculation by decreasing the number of
unnecessary calculations. this simple technique requires little calculation work but is often
effective.

6.5 Summary

In order to be able to provide as much real time information as
possible, a variety of optimizations are required both in the organization of
the information, and in the actual algorithms that perform the tasks. This
chapter has shown the more notable examples used in this project. The
complete package was written with real time display and interactivity in

mind, which resulted in a fast and efficient system.
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Chapter 7

System Verification

7.1 Introduction

When a new tool is introduced that performs calculations and
provides results, care must be taken to ensure that the results given are
accurate. Computerized treatment planning is no exception. In order to
ensurc that the system is performing properly, computer calculated data
must agree with experimental data. This chapter presents results obtained
from an experiment whose technique is outlined by Stern et. al., [1]. This
experiment uses film dosimetry in a water equivalent phantom to verify the
computer results by placing the film in the beam's eye view (BEV), which is
perpendicular to the beam. These films can then be used to obtain profiles at
various depths directly, or by interpolating between two film
measurements. This procedure uses a percent depth dose curve along the
beam central axis to help limit errors when using film dosimetry. The film
response curve will be shown first, followed by the profiles from both the

computer calculations and film dosimetry for comparison.
7.2 Film Response curve
Figure 7.1 shows the film calibration curve obtained for the

Theratron 60Co unit, Kodak X-Omat V film and the film processor.
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Film H&D Curve for Co-60 Radiation
& Kodak X-Omat V Film
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Figure 7.1: Film H&D curve for 60Co radiation, SSD=80cm, 10Cm2 freld for Kodak X-
Omat V film and processor, and the transmission film scanner combination

Although this curve is the usual method of presenting film response, a
curve with the axes transposed is required to relate the pixel value to the
corresponding exposure. Figure 7.2 shows this data. A logarithmic
transformation was used to fit the data.. The logarithmic fit (Equation 7.1)

was used to convert the profile data into relative exposure.

Exposure = MO + M1*log(Pixel Value) 7.1

where:
MO -81.729894057
M1 -209.1631365
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Co-60 Response (Transposed Axes)
For Kodak X-Omat V Film
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Figure 72 Transposed H&D curve to allow for the log curve fit to yield an exposure value
groen a puel value The fit 1s used to convert the profiles to relative exposure

7.3  Profile comparison

Figure 7.3 compares profiles from the film dosimetry results and the
computer calculated results at four different depths. These profiles were
taken from the center of each beam. That is, each profile crosses the beam
central axis Another set of profiles was taken off the axis. Figure 7.4 shows
the locations from which the profiles for the first and second set were taken

form Figure 7.5 shows the second set of profiles.
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Beam Profiles at Various Depths
Through Beam Central Axis
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Figure 7 3: Profiles taken across the beam central axis from the film data and the computer
calculations from the treatment planning system
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F.gure 7 4. Depths of the film measurements and the positions of the profiles extracted from
‘ each film with respect to. the beam central axis.
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Beam Profiles at Various Depths
3cm off Beam Cenral Axis
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Figure 7 5. Profile compartsons for film and computer treatment planning system for
profiles taken off the beam central axis (see Figure 7.4b).

7.3 Summary

This experiment has shown that the interactive RTP system we
implemented can successfully predict the dose distributions within a
homogeneous volume within 5% for the geometries presented. It should be
noted that if support for more beams and more complicated set-ups is to be
added (e.g., beam blocks, wedges and rectangular beams), this verification
technique should be repeated for each variation from the simple model

demonstrated here.
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Chapter 8

Conclusion

11 Summary

Many visualization techniques are commonly used in computer
imaging, and computerized treatment planning is no exception. Many
techniques can do an adequate job at relating the significant variables but
some do so at a higher cost than others. This project examined techniques
such as surface and volume rendering, reformatting of data, wire frame
outlines and contouring. The examinations initially focused of the
visualization of the anatomical volume, where the information is most
relevant and potentially involves the most work in data preparation. The
other variables to be represented are the beam position and the dose
distributions. The techniques used for these were selected to work best with
the modality chosen for the anatomical data, which was reformatting of
data. The beam position was thus displayed as a wire frame of the
intersection of the beam volume and the anatomical slice, and the dose

distributions were displayed as isodose contours.

In addition to the visualization techniques, a novel graphical user
interface (GUI) was developed to promote interactive experimental use. The
system was designed to provide as much real time updating as possible
given the computer available for a reasonable amount of money. The result

is a <ystem that successfully helps the user create and evaluate treatment
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plans with the potential for more experimentation which can lead to better

plans, and thus a better treatment.

A 3-D film verification technique was examined and attempted in
order to show the accuracy of the treatment planning system. The
technique showed that it was capable of determining if a system 1s
performing within acceptable accuracy (5%) while minimizing the work

involved in taking measurements.

1.2 Future work

This system has the potential to expand in many areas. The two main
areas are in calculation technique and in visualization techniques. As
available systems become faster and more affordable, improvements can be

made in both areas without sacrificing real time response.

There currently exists many other techniques to calculate dosc
distributions other than the Milan-Bentley technique used here Many of
these take the surface inhomogeneity into account, but they also take into
account the inhomogeneity within the volume. These vary from the
equivalent path length technique, to various other techniques that improve
on the estimate of scatter from the inhomogenous volume surrounding the
point of calculation. These new techniques can be added to the software by
adding a new menu in the dosimetry control window that would select the
preferred method given the situation, and the amount of time permitted for

calculation. This would allow the user to either select the technique that is
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hest suited for a particular case, or even use several methods for a gives

case to compare cach different prediction.

As with the system presented by Rosseman et. al. [1], Other
visualization techniques may be used in tandem with one another to help
the user visualize the variables. Figure 8.1 is an example of this technique.
Note that the usual reformatting of data display is present with all of it's
associated tools, and a new window with a contoured surface rendered
image of the outline contour is also present. If automatic segmentation of
the inner structures were available, it could be included with little extra

work required by the user.

The system developed for this project has provided much insight into
current visualization techniques, dosimetry calculation methods and in
verification. It's best use is in it's potential for becoming a suitable test
platform for future imaging techniques such as hybrid images using
multiple modalities (i.e., CT anatomy and MRI spectroscopy), or testing new
calculation techniques for both photons and electrons. The system may be
taken into a more clinical direction by exploring treatment plan evaluation

tools such as dose volume histograms and other mathematical evaluation

tools.
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