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Abstract 

An efficient and productive radiation treatnH'nL plannIng" (RTP) 

system must make use of bath appropriatc visualization t('chniqups and 

good user interface design. The suitability of sl'vl'ral visualizallOl1 

techniques have bcen examined in the con tcxl of :1-D rad 1(\t \('11 tn'atnwnt. 

planning. These techniques includc wirc frame, surfacl' ,'pndl'rillg", VO)llIlW 

rendering and a subset of volume rendering: l'c!orm,l t ti Ilg of' data A 

rudimentary computerizcd RTP syslem was wnttt'n llsing tilt' Il10St. 

appropriate vlsualization techniques cxamined carllpr TIH'Sl' tcchniqut,:-; 

were used to display thc anatomical data acquired t'rom (,olllput.ed 

tomagraphy (CT) scanners, the beam position withll1 tlH' Hnat.Oll1y, and 

finally, the dose distributions resulting from the cntcree! plan. '1'111' program 

was written in ANSI C and runs on a Silicon GraphIes Pe!'son:d 1 ns UNIX 

workstation. The system makes use of effcctlve user m!,(·rlilC(· tools ancl 

efficient code which results in an efficient and IIlteradivt' syslt'Ill. 'l'hl' 

accuracy of the system is verjfied by comparing dose profiles ohlall1l'd with 

film dosimetry and from the computer calculalions . 
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Résumé 

Un système de planification de traitment par radiation doit se servir 

de techniques de visualization appropriées et d'une interface à l'utilisateur 

efficace. Plusieurs techniques de visualisation graphiques ont été 

examinées dans le contexte d'un system de planification de traitement par 

radiation. Ces techniques incluent les modèles "fils de fer", le rendement de 

surface, le rendement de volume, et la restructuration des données. Un 

systè.nc rudimentaire de planification de traitement par radiation a éte 

conçu en se servant des techniques que nous avons trouvées les plus 

appropriées. Ces techniques sont utilisées pour visualiser l'anatomie 

dérivée d'un Tomogramme Axial, la position du champ de traitement dans 

l'anatomie, et la distribution de dose qui résulte d'un traitement. Le logiciel 

a été écrit en "ANSI C" sous le système d'exploitation UNIX et fonctionne 

sur un ordmateur "Personal Iris" de Silicon Graphies. Ce système se sert 

aussi d'un interface à l'utilisateur qui est efficasse et intuitive. La précision 

du système est vérifié er. faisant la comparaison de profils de dose derivés 

de films ct de profils obteI!us :b logiciel. 
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Original Contribution 

Various visualization techniques for the display of anatomical data 

in the context of interactive 3-D radiation treatment planning are evaluatcd. 

Reformatting of data was determined to be the best suited for this task duc 

to it's Iow processor requirements, low preparation work load, and it's 

ability to work effectively in tandem with other visualization techniques. 

A complete 3-D treatment planning system was written in C 

operating on a Silicon Graphies Personal Iris workstation under the UNIX 

operating system utilizing a novel graphical user interface (GUI). The 

software uses a derivative of the Milan-Bentley method of calculating dose 

from a photon beam. An algorithm was developed to providc the ahility to 

automatically detect and account for surface curvaturc in the dosimctry 

without the need for manual contouring. The software uses reformatting of 

data for the anatomical display, wire frame outlines for the beam 

representation and outline contours for dose distribution visualization. 

The system stresses interactive real time response and included an 

assortment of tools to aid in the evaluation of the plan. These tools inc1 ude 

calculation of dose to one axial slice or the entire volume, a cursor which 

gives dose as weIl as geometrical information and a slice or volume hot spot 

indicator . 
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Chapter 1 

Introduction 

1.1 General Introduction 

External beam radiotherapy has been an indispensable tool for the 

treatment of cancer for many years. During this time, the techniques have 

become more sophisticated and generally more successful in delivcring the 

desired dose to the target tissue while minimizing the dose to the surrounding 

healthy tissue. Often, these new techniques are more complicated to cvnluate 

and to implement. In order to evaluate a treatment before it is actually 

performed, dose calculations have to be made that account for th\.! treatmcnt 

technique and the patient anatomy. These calculations help dctcrmine the 

expected effectiveness of a treatment, and to help the radiatIOn oncologist 

correct the technique for the particular patient's anatomy. One of the major 

tools that has helped the radiation oncologist and physicist is the computer. 

The computer is useful both in rapidly calculating ùose distributions and in 

presenting the results in a manner that accelerates the evnluation and th us 

the implementation process. This work examines the capabilities of current 

computer 3-D visualization techmques as applied to interactive treatment 

planning, and uses the suitable ones by creating an interactive computerized 

radiation treatment planning (RTP) system . 
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1.2 Thesis Organization 

Chapter 2 introduces treatment planning by briefly tracing the history 

of computers in this field. This will start with early 2-D mainframe applications 

to current implementations by other investigators using modern computer 

workstations. Emphasis will be placed on significant advances made in the 

visualization techniques used and in the improvement of plan evaluation. The 

issue oftreatment planning system verification will also be discussed. 

Chapter 3 presents the equipment and the experimental procedures 

used in our studies. This will include descriptions of aIl the computer hardware 

and software (both commercial and custom developed), the techniques used to 

acquire and simulate anatomical data sets, and how the data is transferred to 

the computer. The experimental techniques used to verify the final system's 

accuracy will also be presented. 

Chapter 4 describes and evaluates the various visualization techniques 

availahle on typically affordable computer workstations. These techniques 

include surface and volume rendering and reformatting of data. Particular 

emphasis will he placed on the suitahility of these techniques as applied to 3-D 

treatment planning by accounting for the computer processing requirements 

and in the work requireà in data preparation by the user. 

Chapter 5 gives a functional description of the final treatment planning 

system that we developed after the evaluation process. This is accomplished 

by creating an exarilple treatment plan. This begins with entering an 
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• anatomie al data set of a sperical phantom, creating and positioning one 

treatment beam, and calculating and evaluating the resulting dose distribution 

using the available tools. 

• 

• 

Chapter 6 provides a technical description of our software package. 

Particular emphasis is given to how the memory structures and alg01;thrns 

differ from typical implementations in arder ta improve the system responsc. 

Chapter 7 presents the results of a film technique uscd to vcrify system 

accuracy. The film is used to obtain a 3-D distribution of dosirnctry data in 

order to compare it to the computer predictions for the same treatrnent 

parameters . 

Chapter 8 summarizes the conclusions of the visualization technique 

evaluations, the software implementation and the system verification 

techniques. The chapter also proposes future enhancements to the software in 

order to increase it's functionality both as a treatment planning system, and 

as a tool ta implement and evaluate new visualization techniques . 
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Chapter 2 

Evolution of computerized treatment planning 

2.1 Introduction 

External beam therapy machines have provided medical personnel 

the flexibility to use radiation for treatment of a variety of conditions. By 

placing single, or multiple beams in different arrangements, complex 

raùiation dlslributiüns can he ohtained. These are used tü achieve two goals: 

First tn deliver a specified dose within ±5% to a specifie target volume (e.g., 

a tumor), and second to minimize the dose to surrounding healthy tissue. 

In order to use the available equipment efficiently and effectively, one must 

he able to accurately calculate and evaluate the dose distribution within the 

volume of intcrest resulting from a proposed treatment. 

In early radiation therapy, planning the treatment was achieved by 

either manually performing the calculations and plotting the results for 

evaluation, or by fitting the patient case to a standard case where the 

calculations were previously performed. This meant that the planner had to 

evaluate the qua lit y of a plan with very littIe calculated information, or that 

only plans that fit "standard" models eould be prescribed. In the late 1950's 

the developmcnt of the computer had advanced signifieantly, enabling it to 

be applied in treatment planning. The two most obvious contributions 

computers can make in radiation treatment planning (RTP) are in dose 

calculation and in image display as a visual aid during the planning 
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process. As computers have become more powerful, more elaborate and 

higher resolution calculation schemes have been adopted. In addition. the 

techniques to visualize both the patient anatomy and planning results haVl' 

become equally elaborate. 

As treatment modalities become more complex, the role of 

computers in treatment planning has become increasingly llnportantll]. 

This chapter will introduce computerized treatment planning by traeing 

the evolution of computer use in this field from parly m:1mfnlllH' 

applications to sorne current examples of 3-D graphies workslalions. :3-D 

visualization techniques including wire-frame outlincs, surface and 

volume rendering, and beam's eye view (BEV) will be presenled. Finally, 

methods of verification of the accllracy of a 3-D RTP system will lw 

examined. 

2.2 Evolution of computerized radiation treatment 

planning 

2.2.1 Early mainframe computers 

As early as 1958, Tsien used compllters to hclp in dose calculatiolls 

for rotational beam therapy[2]. The benefits of gcncral computcrized 

planning were still qllestioned, given the time and cos tH thcy ihen involvcd. 

In the 1960's, Bentley[3] developed a system rllnning on a mainframe 

computer, where the plan and relevant data wcrc cntcrcd using punch 

cards for batch processing. The results wOllld arrive hours laier and would 

have to be repeated if the plan was not successful, or an daia input error 
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occurred. This turnaround time made it difficult or impossible to use these 

systems in an interactive manner, and the output device was a line printer 

which was not well suited for the task of printing graphies. 

2.2.2 Dcdicated mini-computers 

In order to decrease the turnaround time of plan calculation, mlm 

computers were employed. This began with a program functioning on a 

Programmcd Console (PC) by Cunningham and Milan in 1969 at 

Washington Univcrt>ity in St. Louis, U.S.A. The system was improved by 

Bentley and Milanf 4] in 1971 with a two dimensional system operating on a 

Digital EqUlprncnt PDP-BI and various peripherals. Their system was based 

on the earher PC but made use of inereased computing power made 

available on the PDP-8I. As with many computerized planning systems to 

come, their system improved on past ones in the following areas: 

calculation complexity and speed, display techniques, and in user interface. 

The computer system would typically perform the dose calculation at 

1000 points 111 n uniform grid superimposed on the patient outline within a 

minute- or two. Once the dose array was calculated, the user could enter 

isodose values that required display. A contour would then be calculated 

and displaycd on an oscilloscope screen (Iater to be referred to as a vectored 

display) along wit.h the patient contour, and any eritical organs previously 

outliner by the user. After examination of the results, the user could modify 

t.he plan by chnnging any of the entered treatment parameters, including 

bcam widt.h, length, energy, wedge weighting and gantry angle. The new 

results were calculat.ed and again examined on the screen. This ability to 
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modify any parameter(s) and Vlew the results within a fcw minutes 

provided the user with an interactive treatment planning system. The final 

results were reeaieulated at a resolution of about 3000 points and printed on 

a pIotter, whieh was better suited for graphieal printing that the line 

printer. 

With the improvement of diagnostic imaging tooIs, notably the 

computerized tomography (CT) scanner[5], and improvements in raster 

graphie displays, an improvement in the display of tlH' patient data and 

dose distributions was aehieved. The Target computeriz('d treatment 

planning system introdueed in the carly 1980's (GpJ1eral Eledric Corp.) 

uses a raster graphies screen, whieh can displny gray scalp Images 

obtained from a CT scanner, as weIl as text information The system 

combines the graphies sereen and improved calculation capabIiity to 

increase it's functionality. 

The system uses the CT data to faeilitate the contouring process, and 

displays a CT sliee on the screen with the patient contour, as weIl as the 

dose distributions obtained after calculation. This enables the user to view 

more completely, the relationship between the patient structurcH and the 

dose distribution within those structures. The faster computer is also 

capable of either obtaining the dose values faster or converscly, obtain dose 

points on a finer grid, increasing accuracy. The system also provides for 

better interactivity by using an improved user interface, more interactive 

toois and faster response . 
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Up ta very recently, computerized treatment planning systems have 

still only replaced manual calculation. That is, the final result is a great 

improverncnt in tiroe efficiency, but comparatively little improvement in the 

quality and quantity of information available have been achieved. When 

manual dose planning was performed, the planners were almost always 

restricted t,o a two dimensional set-up. Often the plane of calculation was 

chosen to cut the treatment volume along the beam central axis and the off 

axis dosirneLry was either ignored, approximated or calculated at a few 

points for verification. The introduction of the computer replaced the 

manual calculations, but the results were still restricted to 2-D. The 

manufadurers and users chose the advantage of quick system response in 

2-D insLead of performing 3-D calculations. Furthermore, the hardware and 

software required ta display 3-D results in an adequate manner was either 

not availahle, or was prohibitively expensive. Sorne inherently 2-D systems 

do provide for the calculation of the dose distribution for a few parallel 

slices, but the display tools are still based on displaying one slice at a time 

on a single plane. These are sometimes refered to as 2.5-D systems. 

2.2.3 Three dimension al treatment planning 

The recent availability of inexpensive and powerful computers, 

namely mini computers, computer graphies workstations (e.g., SUN & 

Silicon Graphies), and the improvement of the already inexpensive micro 

computers (e.g. IBM & Apple Macintosh) have ehanged the present 

situation. These computers provide at least an order of magnitude higher 

performance in CPU power, and superior 3-D graphies capability, when 

campared to mini computers of a few years ago. With these computers 
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readily available, 3-D visualization in treatment planning is becoming more 

common. Presently, one can purchase one of many potential 3-D treatment 

planning systems, produced both within the rescarch and teaching sector, 

as weIl as from computer or medical equipment manufacturersI6]. Many of 

these systems run on different hardware platforms and use a wide variely 

of display and user interface techniques, each attempting lo attract the 

attention of their target market. When examining a particular system, one 

should pay particular attention to how appropriate the visuallzalion 

techniques are to display the anatomical, beam and dose distributions, the 

calculation techniques, the anatomical data pre-processing required and 

finally the interactive response and hardware/software design of Uw system 

as a whole. 

2.3 Three dimensional visualization techniques 

The ultimate goal in computer visualization is to communicate a 

message to the user[7]. In treatment planning, that message is whether the 

proposed plan will or will not provide the desired dose distribution withm 

the organs or volume of interest. An imaging technique must b(~ ahle to 

convey the message in a clear and rapid fashion. Since the variahleH 

involved are inherently 3-D, a 3-D technique is likcly to he the most suitahle. 

In order to choose the right technique or combination of techniques, a 

general understanding of the relative strengths and weaknesHcH of aIl thc 

available techniques is required. 
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2.3.2 Wire frame techniques 

The WIre frame technique was one of the first 3-D techniques 

implemented in computer visualization. Wire frame reqUlres 

comparatively little memory capacity and processor power to render on the 

screen. In addition, this simple display can clearly convey the spatial 

relationships bctween the objects on the sereen. For these discussions, a 

technique will be referred to as wire frame when an object is displayed as a 

series of lines that represent the edges of that object in 3-D, or a projection of 

that 3-D object onto a 2-D plane. When the outline of a slice of the object is 

shown (e.g., outline of a single CT slice) this will be referred to as a contour 

and not a wire frame . 

Wire frame displays are used in many current 3-D systems. One 

such system is described by Mohan et al. [8, 9] which uses a wire frame 

display to show the relative positions of the gantry, collimator and couch 

positions for a given treatment. Wire frame displays of the patient anatomy 

and beam trajectory are displayed when the system is using it's beam's eye 

view (BEV) technique to be discussed later. The wire frame technique is also 

used to display patient anatomy and dose distributions, either by isodose 

surface or colour coded by dose to the surface of an organ. 

One treatment planning system described by Jacky[10] relies heavily 

on wire frame display techniques to satisfy the visualization requirements 

(the description discussed other more elaborate visualization techniques, 

but no examples are given). Although wire frame images are often simple 
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to examine and manipulate, it can bec orne cluttered. It can be difficult for 

the user to derive precise and useful information about the spatial 

relationships because the wire frame attempts to depict an inhcrently 3-D 

scene by projecting the outlines on a 2-D surface: the screen. Figure 2.1 

shows an example of a cluttered image. The image shows patient anatomy, 

multiple beam trajectories, wedges and isodose distributions. With ail the 

overlapping lines, it is difficult to visualize what is actually going on. This 

often i::. eased by rotating the view around so the user may men tally 

integrate the series of views and better understand w ha t is bei ng disp layed. 

Wire frame visualization is used in a variety of ways hy many more 

investigators including Gotein et a1.[11], Chin et a1.[12] and McShan, FransH 

and Lichter[13]. Each of these systems use this technique in concert with 

other techniques discussed later. 

It is important to note that the information required to generate the 

wire frame images is often obtained after extensive work by the user. Most 

of the anatomicai information used in 3-D treatment planning is obtained 

using CT or magnetic resonance imaging (MRl) scanners. In order to 

produce wire frame files from these scans, the user must contour every 

organ of interest and the treatment volume for every slice available. MOf-;t of 

this work is done manually using a variety of input devices including 

computer mice, digitizing tablets and Iight pens. Sorne software packages 

try to automate the process as much as possible[8J by providing edge 

detection toois for the most obvious thresholds, but the task is still extremcly 

time consuming and often requires the aid of a physician for delineation of 

complicated or subtle structures. Although rnuch work is being donc to 
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accelerate this process, no purely automatic segmentation and contouring 

system is available at this time . 

Figure 2.1: Example image shown by Jacky et. al.[10l. Although there is a lot of 
information in this image, il is very cluttered, making il difficult to visualize the data. 

2.3.3 Surface rendering 

Many of the early computer aided design (CAD) systems used wire 

frame displays for visualization. As in medical imaging, wire frames were 

used primarily because the technology for a superior visualization 
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technique was not yet available. As the technology improved, CAD system 

designers improved on their existing systems by filling in the gaps between 

the wire frames, and displaying their objects by rendering the actual 

surfaces. 

An excellent example of the step from Wlre frame to surface 

rendering is given by Goitein[11]. Figure 2.2a is an example which shows 

the advantages and disadvantages of this technique in one image. Thc 

image easily shows the general spatial relationships betwccn thc 

structures, but some of the information is not visible because the largcl' 

structure in front obscures the rear objects. Ful'thermore, theil' system 

takes approximately 8 seconds to generate each vicw so l'cal or near real 

time image manipulation was not pObsible at that time. Anticipatcd 

improvements included faster hardware for faatcï illl~ge generation, and 

the use of transparency in the surfaces to allow the user to sc~: through the 

objects that obscure others. Until transparency is implemenled, Fig 2.2b 

shows an interim solution. The obscuring object is displayed in wire frame 

without any of the surface patches. This enables the user to see through the 

structure to the other objects behind it. 

Another group examining the uses of surface rende ring in medical 

imaging is Rosenman et a1.[14]. They have devised a series of tool8 that use 

edge and threshold detection to help automate the contouring proceHS for 

outer contours and internaI organs that have a high contralit gradient with 

the surrounding tissue. Their techniques use Gouraud[15j and Phongl16] 

shading to enhance the quality of the surface characteristics . 
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In general, surface rendering can yield informative images but 

require the same extensive work at contouring the structures before being 

able to view the images as was the case in wire frame techniques. 

Furthermore, hy having to segment the data before being able to plan, 

structures that rnay require attention may not have been contoured because 

their significance may not have been obvious at the start of the process. This 

can rcsult in important organs being exposed to unnecessary doses because 

they werc not present on the screen and thus not in the mind of the 

dosinl<,trist during the planning process. Surface rendering reqUlres a 

powcrful processor in order to allow real or near real time processing 

which may stIll may not be generally affordable at this time. 

2.3.4 Volume rendering 

Although surface rendering and volume rendering may look similar 

to each other, the two are distinctively different. While surface rendering 

uses information about the surface of an object (i.e., the normal or 

orientation of a surface polygon with respect to the light source and viewer) 

volume rendering derives the image from the average value of a set of 

voxels along a projection line or ray, and displays that value on the screen. 

Another volume tC'chnique is to characterize aIl the voxels in a volume into 

a pl'cdetcnnined set of categories, e.g., bone or tissue. The result is a display 

that uses the characteristics of the entire volume, not just the surface 

boundary information. One of the obvious benefits of this approach is that 

the user no longer needs to outline the objects of interest before viewing the 

results. This eliminates the possibility of accidentally omitting any 

important organs from being monitored du ring the plan. 
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Although no real or near real time volume rendering is yet avnilnblc, 

their availability is subject to the improvement of current computer 

hardware, which is inevitable, either in graphies co-processor design, or in 

parallel processing techniques. In anticipation of this event, Rosenman ct 

a1.[14] have examined the usefulness of a volume rendcring based syst('m. 

To generate the anatomical volume display, their system examines the CT 

number of each voxel within the volume and assigns them a probability of 

being a certain tissue type (e.g., bone, muscle, 01' air). The user thcn misigns 

a particular colour and transparency to each tissue clasH The dORP 

distribution is displayed as a separate series of colours and transparl'ncy 

values displayed within the anatomical volumc. Figurc 2.3 is an sample of 

what this display technique yields when displaying both the anatomy and 

the dosimetry simultaneously . 

Although the quality of this display technique is obvious, particularly 

when compared to surface rendering, it is currently difficult or expcnsive to 

implement it in a real time interactive environment. Furthcl'morc, the 

author states that this technique is intended as a complimentary display ln 

help give the planner an "understanding at a glance". This techniquc is 

intended to function in tandem with a more conventional displny like 

reforrnatting of data . 
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/l'I/.:/lr(' 2.2: AJ Sur(ace rendered Image presented by Goitein et. al.{ll], which shows one 
dlsadv(Jf/la/.:e o( sllr(aee 1 el/derlllg (or vlsllallzatWIt B) Tlus image shows a simple 
:;olullOl/ IlIlhe proh/elll pre.·enied III A 

Figure 2.:1' VolulI/c rl'f/derlllg dlsplay presented by Rosseman et. al.[14]. Notice that the 
saillI' l'IsualtwtlOl/ I{'c!zll/que IS /lsed (or balh the anatomical display and the dose 
dlslrl bill IOI/S 
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2.3.5 Reformatting of data 

We have seen that both surface and volume rendering can yield 

images that are far superior to that of wire frame techniques. Howevt:'r, 

surface rendering requires that contouring of aIl the structures he 

performed, and volume rendering is still far from being implemt:'nted in an 

interactive environment. If an examination is performed on the 

shortcomings of conventional 2-D treatment planning systems, the most 

cornmon complaint would he the inability to work or analyze the data in 3-D. 

The most logical step would be to crcate a display that is capable of 

displaying any one of a series of slices from a CT or MR scanner. If thcse 

contiguous slices were grouped together, a volumetrie data Het would he 

obtained. By interactively reformatting and displaying the data as 2-D 

suhsets, a 3 dimensional fcel can he conveyed to the user. In addition tn the 

standard axial slice view, sagittal and coronal sliccs can easily he formaUed 

and displayed. This technique is known as reformatting of data. 

Many of the imaging systems that use surface or volume rendering 

use thern as a cornplimentary display. The display that is most often the 

"default" or "fallhack" technique is reformatting of data There are 

significant advantages of this technique: The data need not be segrncnted by 

contouring which saves time, accidentaI omission of organs in the 

contouring process can nat occur; and reasonably fast interactive reHponHC 

can be achieved. One example of this is the treatment planning system by 

Mahan et a1.[8], described earlier. Wire frame is used in their beam'H cye 

Page 17 



• 

• 

• 

view display (BEV), but axial, sagittal and coronal slices are also available 

as reformatted data. 

Another advantage of the reformatting of data is ifs inherent ability 

to be combined with other visualization techniques. Many systems overlay 

the beam outIine on the reformatted data slices to aid in heam positioning. 

By using two different techniques to simultaneously show two related yet 

different data sets (often refered as a hyhrid technique), their relationships 

can be seen without risk of getting them confused. If we examine Figure 2.3 

again, it can be seen that the same imaging techniques are used to show the 

dose distributions and the anatomical data. If a hybrid technique were used 

here, it would be easier to see the difference between the anatomy and the 

dosirnetry, while having an excellent view of their spatial relationship. By 

observing three orthogonal views simultaneously, and by cycling through 

several slices in each view, a 3-D analysis of the entire volume may he 

accomplished. 

Reformatting of data may also be used in a perspective view. That is, 

the slices need not be orthogonal to each other, but rather a perspective view 

along any arbitrary direction, say along the beam central axis may be 

generated in real or near real time. This method may be used in a BEV 

display, aiding in beam positioning and in custom beam block design. 

2.3.6 Beam's Eye View 

Although the BEV display is not a fundamental visualization 

technique but rather a specifie application of other techniques (e.g., wire 
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frame and reformatting of data), it merits mention here. Most techniques 

offer the ability to set up a perspective view. This view is produced by setting 

of the perspective view position within the volume to coinside with the view 

of the beam. The resulting image would be exuctly what the beum would sec 

within the volume it encompasses, enabling the planner to automatically 

see exactly what is within the beam and what is not. 

The BEV technique is used by rnany systems including thosc by 

Mohan et a1.[8], Jacky[lO], and Goitcin and Abrams111J. A mathcmatical 

treatment on how to generate BEV images from the volumetrie data is 

presented by Mohan et a1.[9]. Figure 2.4a is an example of the BEV using 

wire frame, and Figure 2.4b is an example of BEV using rcformatting of 

data . 

2.4 Verification of 3-D treatment planning system 

accuracy 

Although the computer can make millions of calculations a second, 

the results are only as good as the algorithm that generated them in the 

first place. There are two types of errors that can be eneountercd whcn 

using a computer: A program code error and a program design error. 

Code errors occur wh en a particular piece of program code has an 

unintentional flaw or "bug" in it such as a typing error. These errors can 

sometimes get through the de-bugging stages and cause either system 

crashes or erroneous results. Obviously system crashes arc easier to detect, 
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A) 

B) 

Figure 2.4. Examples of beam 's eye uiew (BEV) uisualization presented by Mohan et. 
al.[9J. A) BEV usmg wire frame data. B) BEV image using reformatting of data . 
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while erroneous results can go undetected, particularly if the en'ors are 

small or within the range or appropriate values the user might have 

expected, 

Design flaws can occur when the software is being used in a 

situation that was not considered by the designer(s). WeB written software 

should inform the user whenever it is requested to function outside its 

accepted parameters. When this does not oc CUl', it may again gpnerate a 

system crash, or more likely provide erroneous rcsults. Thcsp types of 

errors are difficult to detect, as they may occur only in Home obscure 

situations. 

For these reasons, it is important to pcrform acceptance testing when 

introducing a new treatment planning system, or cvC'n introducing a 

software upgrade. McCullough and Krueger[171 have prC'Hcnted a 

verification protocol for treatment planning systems for cxternal photon 

beam. The goal of their protocol is to ensure that the data used by thp 

program is consistent and dependable, and it covers the accuracy of the 

system for single and multiple beams for a variely of typical treatments. It 

specifies what characteristics of the beam mcrit close scrutiny. The prolocol 

also attempts ta familiarize the user with the limitations of the system, 

reducing the probability of encountering a design errol". This protocol dOCfi 

not propose any special techniques for 3-D treatrncnt planning fiystcms. 

In order to perform acceptance testing on a 3-D trcatrnent planning 

system, Stern et a1.[18] have devised a method of generating a truc 3-D data 
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set. Instead of attempting to use an ionization chamber to measure aIl the 

points in a volume, film is placed in a water equivalent phantom at various 

depths in the BEV plane. The density of the film is converted to dose by 

ohtaining a film calibration curve, and by normalizing the dose from each 

film to the dose on the beam central axis as measured by an ion chamber. A 

3-D matrix is created hy interpolating the dose between slices. This matrix 

of values can be compared to the matrix obtained by performing the 

equivalcnt experiment on the treatment planner. 

This process can he repeated for several different set-ups. Variations 

ln beam energy, wedge values, and position parameters can generate 

several sets of data in order to find out if the system is accurate over a 

variety of cxperimental conditions. The authol's present a method of using 

differential dose volume histograms as an aid in determining system 

accuracy . 
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Chapter 3: 

Materials and Methods 

3.1 Introduction 

The implementation of a 3D interactive treatment planning system 

involved many steps. First, various visualization techniqueH were {'xaminNI 

and evaluated. This involved acquiring anatomical data, pl'Ocessing it to 

conform to the requirements of each technique and evaluating the resultH. 

The processing often required writing custom softw[\n' to ohtain 

information from the raw data and arrange il to conform to a format 

compatible with the imaging software. Once the techniques were evaluated, 

the actual treatment planning system was written and tested 'l'his chapter 

will describe the techniques, hardware and software us('d to accomplish 

these goals. First, a general description of the hardware used for ail the 

studies will be presented followed by a description of anatomical data 

acquisition and pre-processing. Data processing and data simulation for 

each individual technique will be explained, including descnptions of the 

function of aIl custom software developed fol' these studICs, as weil as of 

various commercial packages. FinaIly, a description of the developmcnt 

environment for the actual treatment planning system, dosimctry 

techniques, coordinate systems, and the experimental set-ups and 

procedures for the verification of this system WIll he presenteu. A detailed 

description of the functionality of the final system will he prcsented in 
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cnapter ~, ;1 r)(~ a description of the algorithms used in the system will he 

presented m chapter 6. 

3.2 Equipment layout 

Figure 3.1 shows the general layout of the various equipment used 

during thcse studies and their role in them. Real anatomical data cornes 

from a Toshiba 900 SIF computed tomography (CT) scanner whose files are 

convcrtcd to a disk format readable by PC computers. The images are then 

brought to the 386 tower for further processing before arriving via Ethernet 

network to the Silicon Graphies Personal Iris (SGl) UNIX workstation for 

analysis . 

3.2.1 386 Tower PC 

The 386 tower contained a Matrox IM-1280 image processing board 

(Matrox Corp., Montreal) which was capable of performing a series of 

image processing functions. The board had 8MB of RAM enabling it to 

process and display multiple images at once. A software product, Visilog 

software (Nocsis Vision Inc., France) functioned as an interface hetween 

the user and the cardo 

3.2.2 Silicon Graphies Pers on al Iris (SGI) workstation 

The SGI workstation was the computer platform used for aIl the 

imaging evaluations, and ultimately the system used for the actual 
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Figure 3.1' Overall layout of the lmaging system (a) CT scanner (b) IBM PC / A l' wLlh 
magnette tape reader and floppy drwes to conver! the lmages to btnary format. (c) .186 
tower PC wdh the IM-1280 imaging board, and (c) SCI UNIX worhstfltwlL. 
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treatment planning system. The computer was an SGI Personal Iris 

4D/20G wlth a 24 bit Z buffer dlsplay, 16MB of RAM and a 300MB hard disk. 

SIlicon GraphIes computers use a custom hardware/software graphies 

li brary (GL) whieh enables them to manipulate and display 3-D graphies 

quiekly. The computer is eqUlpped with an Ethernet network port and a 1/4" 

tape cartndgc driv0 for file VO. 

3.3 Anatomical data 

3.3.1 Acquisition 

'l'wo data sets were obtained from the CT scanner, one a series of 

slices of the head (18 slices), the other slices of the abdomen (9 sliees). Both 

data sets were 512x512 pIxels resolution with 12 bits in depth. These 12 bits 

contained büth the image information, and separate text information which 

represcnted the patient and examination information overlaid on the 

image The images were transferred to the IBM PC/AT where the software 

cOI1verted them tü binary 8 bit images. These files were moved to the 386 

tower and resampled to 256x256. 

3.3.2 Surface rendering data preparation 

Twü software packages were used to examine surface rendering. The 

first was Alias Studio V3 0 (Alias Research Inc., Toronto, Canada) in which 

wc examined the process of contouring and surface generation, as weIl as 

the visuahzation of the results. Alias Studio is used by designers in 
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manufacturing to create and visualize a variety of obj('cts during initial 

design stages, and is also used by several universitil's for Il1('dical 

illustration. It was hoped that the techniques used tn crea te objl'cts for 

design visualization could be easily adapted for our purpORt's. The ot.lH'r 

software package used was SolidView (Silicon Graphies Inc , CA) which is 

primarily a finite element analysis program. This softwan' l"t'quirN! that 

polygon files be provided by sorne other source (e.g., by R011H:' otlwr program 

or custom software) in a SolidView compatible file format. 

In order to create the polygons to be stored SolidView formatR, 

software had to found or created to first gcneratC' the contours requirl'd 

from each slice, and then the polygons that accurately rcpn'sl'llL the surface 

boundary. The outer contours were obtaincd automatically uSlIlg a rnodificd 

version of software developed to segment ultrasouncl Imagcs/ll. The 

modification was done to allow for variable resolution, and a simplified 

output format. 

There are many techniques available ta convcrt a set of contouri-> to a 

set of polygons[2, 3]. At this stage of evaluations, it ii-> not neccssary lo 

generflte objects more complex than the outer surface of a patipnl, so a 

simple algorithm was adopted. The algorithm assurned· 1) 'l'hc numher of 

points may vary from one contour to the ncxt, and 2) Thal the obJect is 

simple enough that there will be only one contour pcr objecl pcr slicc. The 

second assumption is a simplifying assumption that would not hold for 

complex objects thal bran ch off such as fingcrs attachcd tü a hand, but will 

hold for outer surfaces of the abdomen, and for the outer surface of the head 
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with a rersonable degree of accuracy. Figure 3.2 shows how polygons are 

generated from two contiguous sets of contour points. 

The algorithm ma1ces two passes around the contour pair. The first 

pass generates a series of triangles with the base of each triangle being a 

pair of points on the upper contour (Figure 3.2b). The third point is chosen 

from the ncighboring contour such that it is closest to the middle of the line 

bctween the first two points. The second pass patches the holes left by 

gcncrating triangles with the bases being on the lower contour (Figure 

3.2c). In order to acrount for an unequal number of points between the two 

contours, the algorithm compares side 3 of each new triangle with si de 1 of 

the neighboring triangle created in the first pass (FiI:,ure 3.2d). If they do not 

match, th en an addltional triangle is created with the base on the next set of 

points in contour two. This ensures that there will be no overlap between 

polygons, and no gaps left in the surface. Once the polygons are generated, 

it is a simple matter to store them in a format compatible with SolidView 

for analysis. 

3.3.3 Reformatting of data 

The data structure used in reformatting of data is the image file format 

used by the Visilog software residing on the 386 tower. In order to speerl up 

response and minimize disk space requirements, the original 512 X 512 

images were rcduced to 256 X 256, which corresponds to at least double the 

rcsolution of the actual dose calculations. These images were then 

transferred to the SGI for use by the custom software which can 

accommodate the Visilog file format. 
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Figure 3.2: Creating a series of polygons from a sel of contiguous conl()ur sltce.'l 
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3.4 Simulating uniform density phantoms 

Sorne of the Iater studies involved using water equivalent phantoms. 

In arder ta easily represent these on the computer, the drawing tools of 

Visilog were used to create a uniform gray box (128x128 pixels), and a blank 

image. By replicating these images, a volumetrie data set of a cube was 

created. 

Figure 3.3a shows how a series of blank and gray square images can 

be combined to create a cube within a volume. In order to create a spherical 

phantom, a series of circles of varying size with the radius calculated using 

the following equation: 

(3.1) 

Where x is the slice number, t is the slice thickness in pixels, R is 

the radius of the sphere, and r is the radius of the circle of slice x. Figure 

3.3b shows the combination of a series of circular slices to form a sphere. 

3.5 Software development platform 

In order to create custom s'lftware ta perform a task, a programming 

development environment had to be selected. The SGr includes a propritary 

graphies library (GL) designed to rapidly process and display graphies. 

These functions are available using either C or C++ languages, which are 
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(surroundmg air) . A spherical phantom was created by replicatw/J blanll and varUlble 
circle Images . 
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also available on the SGI. Since aIl the software to be designed are 

calculation intensive and not suitable for object oriented programming 

(C++), standard C was used. 

When writing software that requires an interface with the user, a set 

of tools that create a standard set of interface tools is desirable. A software 

library cnlled FORMS[4] was used for many of these interface 

requirernents. This provided sorne of the tools required to easily create an 

interface that was both intuitive, and consistent. The library also 

accelerated the process of software design. 

:3.6 Dosimetry Data 

During sorne of the initial tests as weIl as in the final software, dose 

distributions had to be calculated given the target shape and beam 

parameters During the initial examinations, these calculations were 

performed by an external program that saved the results in a file that was 

compatible with the imaging software. These routines were later modified 

and incorporated into the integrated treatment planning system. Although 

many calculation schemes exist (e.g., Milan-Bentley, pen cil beam, Monte

Carlo etc ... ), a simple measurement based technique was adopted for 

evaluation purposes. Figure 3 4 shows the relationship between the 

variahles in a typical Milan-Bentley[5] set-up for acurved contour . 
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Figure 3.4: General set-up used to illustra te the relatwnshlps between the variables {or 
calculation of dose withm a volume. 

The dose at any point within a volume can be represented by: 

(SSD + d)2 
D(d,x) = D(dn)*PDD(SSD,E,A,dc,x)*OAR(SSD, E,A,d ,x)-! , (02 

~ (SSD+d+hr d.) 

where SSD is the source to surface distance (taken along the beam central 

axis), dis the effective depth of the calculation point, dc is the truc depth of 

point p correcting for the surface curvature, dm is the depth of maximum 

dose along the beam central axis within the volume, E is the bearn cnergy, h 

is the true surface to effective surface distance (d-de ), and A IS the beam 

are a at the surface. PDD(SSD, E, A, de) is the percent depth dose for the 

given parameters, and OAR(SSD, E, A, de, x) is the ratio of the dose at point 
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P tü the central axis dose at depth dc. This technique can be extended into 3-

D by measuring the off axis ratio for the complete area of the beam for any 

given dcpth, or by assuming square symmetry for that beam area. If square 

symmetry is assumed, the OAR term in equation 3.2 is replaced by: 

OAR( SSD,E ,A,dc,x)*OAR(SSD ,E,A,dc,y) (3.3) 

whcre x and y are the coordinates of point p in the beam plane. 

3.7 Coordinate Systems 

In the final system, there are four distinct coordinate frames. The image or 

couch frame, the isocenter frame, the beam coordinate frame and the dose 

coordinate frame. Figure 3.5 shows the relationship of the first three 

systems. The dose coordinate frame shares the same origin and orientation 

as the image frame, with the only difference being that the grid spacing or 

resolution of the dose coordinate frame is different. 

The coordinates (x, y, z) in the dose frame can be found given the 

coordinates in the image frame (Xli Yb Zi) by: 

~ 0 0 
G 

(x Y Z}=(X, Y, Z,) 0 ..!.O 
(3.4) G 

0 O..!. 
G 
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Where G is the scaling factor between the image and dose grids. A 

scaling factor of 2 would indieate that the dose grid reso!lltion is half the 

resolution of the image grid. 

The final software requires the ability to map a point in the isoecnt.cr 

frame (xc, Ye, zC> to a point in the image frame. This ean bl" achit'vcd by 

multiplying the isoeenter coordinates with the conversion mntrix: 

[

COS(4)) 0 SII1(4))] 
(xyz)=(xc Yc zJ 0 0 0 +(XUII Yu" ZUtI) 

-sin( 4» 0 eo,>( 4» 
G~.5) 

Where the variables are those deseribed in Figure 3.5. The most common 

transformation to he used is from a point in the dose frame (Xd, Yd, zd) t.o the 

he am frame, which can be obtained using: 

[ cos( e) co,( if» sint if» ,in( O)cos( if» ] 
~ 0 0 
G 

(x Y z) = (xd Y d Zd) sine e) 0 -eos( e) + (Xh Yb lI» O~ 0 
Ci 

-cos( 8)sin( 4» cos 4> -sm( O)SII1( q,) o 0 
(J (:~ fi) 

Where (Xb, Yb, Zb) are the eoordinates of the beam entry point in the image 

frame . 
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Plgure 35. 1IlllstraflOns of the relatwnships of the three dlstmct coordinate frames. (A) 
shows the overall l'elatwllshlpS between the lmage, lsocenter and the beam coordinate 
li ames (8) shows the l'ole of the angle f/J whlch is the couch rotation angle. (C) shows the 
gantl'y rotatwn angle 8 between the isocenter frame and the beam l'rame . 
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3.8 Verification 

In order to ensure that the results provided by the computC'r are 

accurate, experimental verification of the system is required. Becausl' of the 

amount of data involved in a 3-D dose distribution, film dosimC'tl'y was uspd 

The procedure followed the method outlined by Stern et. all61 which involvl'd 

using both film placed in the beam's eye view (BEV) plane and normalizing 

each film with the central axis dose. 

3.8.1 Film dosimetry considerations 

When using film as a dosimeter, it is required that an H&D curve b~ 

obtained tü relate exposure or dose ta optical density. The cUl've is unique fol' 

a given type of film (or even lot #), the processor llspd and the film 

measurement technique. If any of these parametel's change during th(' 

experiment or between sessions, a new curve should be obtai ned. Il is 

advisable to always obtain a new curve betwecn sessions as LIU' film 

prücessor conditions may vary slightly over time, duc Ln temperaturc 

variations and changes in the chemistry conccntratlOIls through use. 

3.8.2 Film parallel to the beam using 60Co radiation 

Figure 3.6 shows the general set-up and phantom configuration w;ed 

to obtain the film cahbration curve. The radiation source was a T7HO f)(}Co 

unit (Theratronics International Ltd., OntarIo Canada) The phélntom was 

a series of water equivalent polystyrene sheets, which enabled easy 
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variation of the depth of exposure by varying the number of sheets on top of 

the film. Kodak X-Omat V film was used due to it's slow speed and the 

convenience of having them in a light tight "Ready Pak" envelope. The film 

processor was a Kodak X-ray processor used routinely in the Radiology 

department at the Montreal General Hospital. 

A sheei of film was placed in the phantom at dmax (0.5 cm). The field 

size was set to 10xlO cm at SSD which was itself set to 80 cm. The film was 

exposed for 0.07 minutes (un-corrected for shutter error). After exposure, 

the film was rcmuved and replaced by a fresh one. It was also exposed, but 

for 0.12 minutes. This process continued for aIl the times listed in table 3.1. 

The films wcre proccssed and kept for later examination with a film 

scanner . 

In order to ensure that the difference in the attenuation 

characteristics of the film and phan tom do not affect the measurements, 

the film was placed perpendicular to the beam (BEV), as performed by Stern 

et al.[61. These films can be scanned profiles extracted for comparison, or 

interpolaied into a 3-D volume for comparison with the 3-D volume derived 

from ihe computer software. 

With ihe SSD and field size unchanged from above, a sheet of film 

was placed ai a depih of 0.5 cm in the center of the beam. Alignment with 

the beam was achieved by using the light field in the collimator head of the 

unit. The film was then exposed for 0.32 minutes and promptly removed. 

Other pieces of film were similarly exposed in different positions within the 

phantom as illustrated in Figures 3.7. The exposures were done separately 
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to avoid one film being exposed to a beam that may be perturbed by tilt' 

presence of another film in its vicinity. Table 3.2 shows tht' film label 

numbers and their corresponding depths of exposure. 

Once aIl the films were exposed, they were dt'vt'lopl'd in UH' 

automated processor. The processed films were then ready to be scnnned. 

The scanner was an AGFA ARCUS film scanner with the transmission 

light cover option, eonneeted to a Macintosh IIei computer via n sl11all 

computer systems interface (SCSI) cable. The seann('r could LH' controlll'd 

using a "desk aceessory" utility software or clriven clin'cUy t'rolll Adohl' 

Photoshop softwareby use of a Photoshop "plug-in" softwarp driver pnlvidl'd 

with the scanner. Figure 3.8 shows the set-up for film scanning, and tlll' 

general principle behind the transmission film scanner . 

Hlm placed '---------
al dmax 

Figure 3-6: General set-up of the T780 Cobalt-60 umt and plULntom (()r film caltbralum 
curue measurements . 
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A) Film in BEV plane at 
depth d .. lU 

Film 

Sheots ~ ~=~~ 

B) Film in BEV plane at 
various depths 

Fl{..!/Jl e ,'J 7 Ftlm !)()slltons for both the film response curve, and for the BEV plane 
IIlI'(Lsureml'nls 

'l'ab/I' 3-1 Ftlm label numbers and exposure tlmes for film response curve for 60Co 
radiation 

Filnl # Exposure (Min) 

5-1 0_08 

5-2 0.13 

1h3 0.18 

5-4 0.23 

5-5 0.27 

5-6 0.32 

'l'abl!' :J 2 Film lahel llumher and depths of exposure for films placed in the BEV plane. AU 
(dms !V!!1I! expo<;ed (or tune of 0.28 mm (un-corrected (or shutler error) in a lOcm2 beam, 
/IIlth an SSD of ROrf1/ 

Fihn # Depth (Cm) 

6-1 0.5 

6-2 5.0 

6-3 10.0 

6-4 15.0 
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Various gamma values, shadow, and highlight settings WCl'r tripd 

with the films in order to ohtain settings that allowcd the scanner to dl'tect 

the film fog while maintaining a good dynnmic range throughout tlH' rangt.' 

of possible film densities. The settings that gave the best results wert:> 

Gamma=l, Highlights=30, Shadows=100. AlI the films werp scanlH'd at a 

reso!ution of 100 dots per inch, and with the above exposurc scttings. 

A) 

B) 

Moving Light 
Source & Cover 

~ 

Scanner 

Light 
Source"'_~ ..... 

, 
Llght 

Detector 

Macintosh IIci 

ilm 

Figure 3.8· A) General set-up of the equlpment used !m film SCWWl/lg 'l'hl' computer wwd 
was a Macintosh IIct and an AGFA ARGUS flatbed .~caftner wlth Cl lraftSml.,>swlt s()urce 
option. B) The general prznctple of operatwn of (L tranc;mlsswn scanner 

In order to obtain the data rcquircd to gencrate a film response (II&D) 

curve, the pixel value at the center of each film was obtained by averugJng 

the pixel values in the central region (1 cm 2) of eaeh response curve film 
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(films 5-1 to 5-6). In addition, the exposures films 5-1 and 5-2 were repeated 

in order to verify reprodueihility in both the exposure and in the film 

proeessing The results of these, and the resulting response curve are given 

in ehapter 7 

When examining the films, it is important to preserve the relative 

geometries and seales of the films. In order t.o achieve this, eaeh film was 

cropped to extract ihe exposed area from the rest of the film. Figure 3.9 

dcmonstrates this procedure. These cropped films were resampled to a 

common size of 256x256 pixels by 8 bits. These files were saved in a binary 

(someiimes referred to as RA W) format for easy manipulation. A utility 

program was written in C on the Macintosh to extract profiles from the 2-D 

images, and store them in an ASCII column format to faeilitate importing 

thcm in io an annlysis program. The program can extract any horizontal 

profile from files of varying resolutions. 

The film exposure profiles can he converted to dose profiles in a few 

sieps. The first stcp is to eonvert the pixel values of eaeh profile to relative 

exposure us mg the film response curve. In order to increase the accllracy, 

each profile was then normalized with respect to the expüsure value at the 

benm center for thnt pnrticular film. This nürmalized profile can be 

multipliC'd by the percent depth dose at the depth of that film. The resulting 

profile is the relative dose profile for that depth. In chapter 7, we will 

present thcse profiles and compare them tü those calculated by our system . 
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Original 
Images 

, --,.' ... ~--_ . 
Cropping 
Markers 

Cropped and 
Cenlered 

Ceometrically 
Alligned 
Profiles 

Flgure 3.9: Procedure of croppuzg scanned tmages to obtain geometrical allHIUllI'nl /01 titi' 
proftles. 

Our computer RTP program has an export fenture that can CXpOl't 

2-D slices of either the image (anatomical, beam and dose dIstrIbutions as 

seen on the computer screen) or a gray seale image of the dose dIstributIOn 

analogous to the exposed films discussed earlier. 'l'he do!>(! imag(~s have a 

gray pÏJrel value equal to the relative dose calculatcd at that pixd. 'J'his 

means that a pixel value of 100 corresponds ta a relative d(JSC (Jf 100% T1H!se 
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Images werc similarly cropped and converted ta the binary format as 

performed on the film scans. Profiles were extracted using the same 

program as used for the binary film images, and plotted. These results are 

;-;hown again in chapter 7 . 
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Chapter4 

Visualization of AnatoDlical Data: Technique 

Evaluation 

4.1 Introduction 

During the initial design phase of the treatment planning system, 

various visualization techniques ta view the anatomical data were 

considered. In order ta be able to make informed decisions as to the final 

techniques to be implemented, sorne preliminary work with these 

techniques was in order. This chapter will show sorne of the advantages 

and disadvantages of surface and volume rendering by first going through 

the steps involved in creatmg a medical image with surface rendering, then 

by examining the computer requirements ta implement real or near real 

time volume rendering. The surface rendering study will begin by 

cxtracting the surface boundary information from the source anatomical 

data using a commercial high quality l'endering package and viewing the 

n'sults During this process, relevant points regarding the implementation 

of this technIque to trea tment planning will be discussed. Another 

tt'chniquc which involved writing custom software to automatically extract 

Rurface contours and create a polygon set compatible for real time display 

will also l)(~ clcscnbecl. Aftel' examining volume l'endering, a subset 

technique of volume rendel'ing, l'eformatting of data will be presented . 
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4.2 Contouring and Surface Rendering Using High 

Order Equations 

4.2.1 Contouring the anatomie al data 

In order to represent the shape of an object using surface rendering, 

the proper information must be supplied to the rendering software. Alias 

Studio can crea te or accept non uniforrn rational B-spline (NURHS) filt's to 

mathematically describe the surface of an objert In orcier to cn'llLc a thrpl' 

dimensional object from a series of CT images, each image 111 ust 1)(' 

contoured, and these must be interpolated into a surface. Figure 4 1 shows a 

screen on the SGI running Alias Studio with a typical CT imagl' during 

contouring . 

A prograrn was written to convert the Visilog format CT image filc to 

a "pix" format used by Alias. With the image displaycd in the background, 

standard drawing tools were used to draw the contour of an outcr surface 

Since sorne of the surface generating algorithms require tha t ench COlltou r 

have the same number of points, the most complex ouUII1(! was spl('('t(!d 

first. To speed up the process, thls contour was duplicat('d a ne! nd.Jwited to 

fit the next outlinc. This process of duplicating and adjustmg contours was 

performed for each slice of the study. In order to spuce these contours III the 

third dimension, the slice thickness of the study was noteci and converted to 

thickness in pixels. The contours were spaced accordmg to UH' thickness 

before attempting to generate a surface. FIgure 4 2 shows li perspectIve view 

of aIl the contours before creating a surface. 
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Obitlt,;( 
Too Is 

Fl~ ·1 J KHll/lfllc of AIras Stuc/(() software wlth a background image to be used as a 
lemplllie li". (,()/II()lllïllf.! 
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Flgure 4,2: Perspectwe uww of 13 conlours of a /zeau ohlal1/f'rl U'..tllg CT data as S()IJfI'(' 

materwl, 
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4.2.2 Generating a surface using the "patch" technique 

Alias Studio can create surfaces using a variety of techniques. The 

technique tü be used is dependent on the nature of the Hnes used to describe 

the surface and the overall shape of the object to he represented. In the case 

of an outer contour surface, two techniques may be suitahle: the patch and 

the skin techniques. The patch technique is designed ta create a surface by 

cmating a series of bridge lines between two guide lines. Figure 4.3a shows 

the wire frames of the surfaces created when each pair of contour lines 

were patched. Figure 4.3b shows a quick-render of the wire frame. 

The resulting image usmg the patch technique is obviously not 

suitable for the types of data encountered. The technique fails in two areas: 

Fin.;t, thcre is a lack of conti nuit y of the surface from one slice pair to 

another, which renders it almost indistinguishable. The other problem lies 

in the way Alias builds the patch surfaces from the points along the 

contour. Figure 4.4 shows how the algorithm fails. Alias takes one point on 

ca ch curve and joins them. Then it follows along both bounding curves and 

joins each pair of points \Vith a line. As more point pairs are joined, their 

positions wIth respect to each other on the curves may shift due to a 

dlfferent Humber of points or a change in complexity in one of the curves. 

This shift tendH to show up as a wrinkle or wave distortion on the surface of 

the object. 
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prJ" c 
ob j ect 

Flgure 43a Penpectwe utew o{ a wu"e {rame /(!fJu' ..... ('n/al/()1l fil tl/(' //1'(1(/ 1'h(' WII"(' 1f'(lIt11' 
was generaled by USLTlg the "patch" technlq Ile sllcce<;<;trwly (m l'CU'" fJW r {JI ('OlLt(J/J f'<; 
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FINI/rI' ·1 :lb AlIas "qlllc/~ Rel/(ier" of the patch set. This technique generates the least 
nllfl/bt'l" olpo//Ils bl'callsl' II only .I0111S two contours at a time, but the resultmg image lacks 
COl/tll/lIlty b('/ll'een the surlace patehes 
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Object exampIe: View 1: 
Goblet Smooth curves 

A) 

Simpler lines II~~ 
B) 

View 2: 
Jagged lines 

Line with mure 
points 

(higher complexity) 

Figure 4.4: Illustration of how the patch technique lS not slulable for this type of olJjeet 
generation. The two l'easons are A) The lack of eontwuily between patehes. B) 'l'hl' 
algorithm's inability to adequately handle cu rues of dlfferent eomplexity (1 e., lhe numlJl'r 
of points to describe any section of il). The lalter can cause surface wrinlde U/ ttfacls in thl' 
image . 
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4.2.3 Generating a surface using the "skin technique" 

In ordcr to obtain an image that has smooth transitions from slice to 

slice, the skin techmque was examined. This technique uses information 

from ail the contours when creating the surface boundary lines, resulting 

in lincs Wl th a high order of accuracy. Figure 4.5 shows the resulting 

surface from thc samc set of contours as used in the patch example. Note in 

FlgUJ't~ <1.5a how many lines were created using this technique. Although 

the final rendercd image is very realistic (Figure 4.5b), the inefficieney of 

the algorithm rcsults In extremely poor response time. The inefficiency in 

the algonthm can }W l'xplained in the following manner. Figure 4.6a shows 

:1 lincs (wlth thelr v('rtex pomts) that are about to be "skinned". Figure 4.6b 

shows the connecting lines théJ.t are created in the skinning process. Note 

thnt although rélch line has the same number of points, and that the points 

lie at approximately on the smne place on each lin~, the algorithm projects 

each point onto the other lmes and creates new points at each projection 

point, rC'gal'dlcss of how close that point eomes to an already existing point. 

The l'l'sulb are thnl the complexity of each line, that is the number of points 

that dl'fïne any glven lire, is unnecessarily increased depending on how 

many other ]mcs are participating in the skinning process. If the 12 slice 

spt shown he,.e is a typical set, this algorithm used 1'2 lines to define a 

st'ction of surface whcre 1 would have been sufficient . 
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Figure 4.5(1 'l'Ize /VIre {ruine Ill/age 01 the head Il.~/f/R th(' .~/(/1/1ItIlU "'l'hll/(/II(', AIi/IUIIII" lhl' 
resultulg Image qualtty 18 g()()d, tlze UllIullnt ollull' .... (,"'(lt('ri tu Il'/)f('.''('11/ 1111' . .,tlf /((('(' .~h(Jw', fi 

lot of redulldunc.:y . 
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F//Illll' ·[!lh Ra\' 1 l'CIl 'l' /ll/a,g1' of' thl' "sinn" surface shown ln Flgure 4.5a. The aeeuraey lS 
N0o" hllt thl'/(' C/I,' 100 I/It/I/), l'l'dlllldallt l/Iles . 
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Originallines 

• 

• 

• 

• 

Desired result: Minimal smooth lines 

• 

• 

• 

\ 
\ 

Actual resu1t: Smooth Hnes & extra redundant points 

Fzgure 4.6: Illustratwn showmg the problems encountered using the "slunnlllg " tee/wH/III' 
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After examining these two techniques, it can be stated that neither of 

thcm Üi suitablc for our necds given the type of data available. The patch 

technique minimizcs the number of points and lines used ta define the 

surface but lackf1 the continuity between slices required ta properly 

reprcsent the data. Skinnmg provides very accu rate images but the 

algonthm clearly was not dcsigned to create surfaces from the type of data 

set provided used herc The resulting wire mesh contains an order of 

maj-{nitudu more' lincs than is required to represent the data. 

4.3 Automatic Image generation 

Given thp results of the prevlOUS section, a different technique is 

nceded io gcnrratc and rcpresent the surface boundary information. This 

tl'chniqu(' must be more suitable to the type of data given and capable of 

repn'sl'nting Il accurately Another commercial (public domain) surface 

rendcrtng softwarc package availablc to us was SolidView. Instead of using 

hlgh ordt'r polYl1omials or NURBS to smoothly represent data, this package 

uscs a Het of polygons. In order to view images in this manner, that polygon 

Hl't, must be cr('ated. 

4.:~.1 Automatic segmentation of surface boundary information 

flincp softwar(' had to be written to segment the image, attempts were 

made to provlde 80111(' Hutomatic segmentation of data. Although it is not yet 

pOSSible to <lUlo1l1utÎcully s('gmcnt anatomical data within the volume of 

int('rpst, partlcularly low contrast objects such as a tumor, automatic 
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segmentation of the outer surface was attempted. AIl the' contollring waR 

performed on the 386 tower llsing software thnt was a l'omblI1ation of 

command scripts running under Visilog and the IM-12HO board, and a 

custom C progr'am to format the output. 

4.3.2 Creation of a polygon set from contour points 

Once a set of points were obtained for e'(lch contour and ston'd in a 

single image file, software was written to creatl' a set or p()lygo\1S storpt! in 11 

file format that .. /ould be compatible with SolldVll'w 'l'IH' Hll10unl of 

polygons created depended on the resolutioll of th(' contours providt'd. 

Figure 4.7a shows a SolidView wire frame vipw obtained by W"i\llg the 

polygon creation program . 

4.4 Surface Rendering using Polygonal Data 

4.4.1 Surface Rendering Using SolidView 

Once the polygonal data was obtained, surface rendered rl'sults ('(Juld 

be viewed. The image could he rnanipulated in l'cal tinH' with only a sllght 

delay. This delay is dependent on the numher or polygoIlS us('d Ln repl'(lsent 

the surface of the object. The quality or Uw image also dPIH'rHh'd Oll UH' 

quantity of polygons used. In order to provide a .·('asonabh· looking image 

and preserve the l'cal time manipulations, a ('ompromlse resolut]()/l was 

selected, which was around 5000 polygons pel' imag(!. Figure 1 7h shows Uw 

image displayed using a skin user matcrial to dictate the surface 
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F/~/III' 170 WI1I' /10/1/1' l'/eW of the head generated uSlng allr segmentatlOn software, and 
0111 IlOt\'~OIl Ml'lIaatlO/I soltware. AltllOllgh the accuracy lB good, one can often notice a 
('1'1 tU'ut S('OII/ Il'l!e,.e the COl/tolll 18 c/osed . 
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Figure 4 7b Split VieU! o{tl!e sUlface reluir'red l1IUl!-{I' a1ll11he 10"" 1111 n/(' 1I~('d lu !-{1'/II'mll' 

tt. The response o{ the system durtng 1I!wupu!alwII .\/wws l!Jal Il lilli/lld IJI' .\/lllahl,· lm /l'al 
tmIe analysls The rOlighlleo.;s o{ the IIIU/IIC suglI('sls Ihai ilIOn' . .,1/1'1'" (11(' I/('('d('d 1(0' (III 

opllmum Image 
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/<'1J.!llll' ., 7" AI/ 1'\(lIl/plc data ... l'f pl (JlI/(Jec/ wlth the SolidVww software paclwge shows the 
pO/I'II/1U1 0/ 8111/(/('1' l't'l/dt'/'II1N fuI' l'ISU(l!tzatlOlL No fully automatlc segmentatlOll techntque 
1." /llt'sCI/II\' (//1(//lal1ll' lu pel'/i)rm Illls las/{, lllluch lIIalles the uallie of thlS type of system 
Mll't'Il tl/l' 1/'(/1/,' llll'ole'cd, slIlycclluC' 
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characteristics, and Figure 4.7c shows an example image of an upp('r body. 

This data set was provided with the SolidView software tü demonstrat(' lt':.; 

surface rendering abilities. 

After performing the se tests, it was determincd that this techniqUl\ 

could be suitable for certain applications in treatrncnt planning given it':.; 

information quality and it's capability for real brnc manipulation only if 

automated or rapid manual segmentation of the peltinent structul"l'S Wt'n' 

possible. 

4.5 Volume rendering 

Volume rendering promIses to provide the most informativp and 

most flexible 3-D display, due to the availability of aIl the data acquir('ù {"Of" n 

given volume at aIl times. This contrast greatly wit h surface f"('IH!Ning 

which undergoes acon touring stage which du.;ca .. ds Inosl of t1H' 

information within the volume. Despite lhis advantage, it hm; senous 

drawbacks in terms of memory and processor requirernents when 

manipulating any of the display parameters. 

Although surface rendering can provlde a Himple and clear di:..;play 

of the spatial relationships between the Rtructures thnt have heen 

contoured, sorne of the detail may be lost by contouring. Volume rendm·mg 

provides a display thal consults every data point wlthlll 1IH! VOlllffi(! when 

generating an image. The result IS an image that truly ùqJlcts the volume 

of interest with a11 the structures withm IL '1'0 generate a clear image, 
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manipulation of the parameters which control the visibility of each pixel is 

rcquired In order ta highlight desired structures and subdue others. 

ThIS display capahIhty has an inherent cost. In a typical volume data 

set generatpd bya CT scanner, 512x512 pixels by 30 slices may be generated. 

This resultH lJ1 7.86 mIllIOn points to be stored and manipulated at aIl times. 

With an 8 Illt pixpl (256 col our or gray values), this results in a data storage 

rpquirement of over 7.8 MB per volume set. In a graphIcs workstation, 

sLoragl\ of thiH volume is not atypical, but in order to manipulate the display, 

cach one of thes(' points must Iw C'onsulted. If the data sei is reduccd to 

2fiGx2fi6 pIXels, the volume set would still contain 1 97 million points. Even 

with the reduced points, an extremely fast computer, or parallel 

proeessor(s) would 1)(' required to he able to manipulate and display it in a 

l'eal LIme fa~hi()n At thls tnne, no reasonably affordahle system is available 

to perform this task with acceptable speed. 

In orcIer Lo obtain a dis play that maintains the entire volume for 

viewing, reformatLll1g of data was cxamined. This technique preserves a11 

the volUIlH' data in memory for display, but only 2-D subsets of this data are 

dIsplnyed at any givpn time By slll1ultaneously generating several different 

vicws lhat are aIl subsets of the volume, a 3-D feel to the volume may be 

obtained, wIlhout the procl'ssing requirements described earlier. 

Figure <1 R cxplallls how the volume data is reformatted to create the 3 

orthogonal \'lews. The axial view (a) sim ply cycles through the slices 

origlllally provided by the user. Each axial shce image displays the full 
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Coron al View 
(N X n Pixels) 

Anatomical Image 
Volume 

N Pixels 

Axial View 
(N X N Pixels) 

Figure 4.8' Example of how a 3-D volume data set can be segmented lo (Li.~/}l{/y :/ 
orthogonal vtews. Thts technique ts commonly referred to as refo/ ITllltll1lf.[ ()f eLala . 
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256x256 resolution. Any given coronal slice (b) will only have 256x#slices 

pixels to dlsplay, so each slice must be given a thickness in pixels according 

to the CT slicc thickness, resulting in an a disp1ay with the proper scale. 

The sagittal view (c) is handled in the same way as the coronal view, except 

the imagc is stretched in the vertical plane according to the slice thickness. 

4.6 Summary 

We have examined and attempted 3 different implementations of 

surface rendering, and have found that among these, polygonal data 

reprcsentaLÏon is best suited for viewing of anatomical data. Although this 

technIque works weIl, wc have a1so found that any surface rendering 

techlllquc rC(luircs extensive work by the user in extracting the boundary 

informatIOn for each structure, cven wh en much of the work is automated. 

We have al80 found that real or near real time volume rendering is not 

pradieal at this time given the amount of data involved, and the capabilities 

of typically affordable computers. A1though full volume rendering is not 

practlcal, wC' have round that reformatting of data provides much of the 

advantagl's of volume rendering, namely the constant availability of aIl the 

volume data t'or cxamination, while still enabling real time manipulation of 

UH' image . 
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Chapter 5 

3-D Treatment Planning System 

5.1 Introduction 

Chapter 4 described the work pcrformcd In evaluating OH' vnnom; 

techniques avmlable for viewing anatomical data. Afü'r an undpl'standlllg 

of the viability of each techniqu(-' has bccn ohtnined, tllt' ndual ln'at nH'nt 

planning system was constructed. In order for the systl'm lo fu nd,101l 

effectively, the visualization techniques uSl'cl for ('uch d:lta spt hat! tu sat.ls(v 

iwo cnteria: '1'0 be able to rcprcsent the data set ch'ady ancl nq)J(lIy) and bl' 

able to do so wiihout interfenng \Vith other tl'chniqtl('s tl1:1L may Il(' ust·cl 

simultaneously. In order to accomplish this, some comprom 1 SPS may Iw 

required in order to achieve the besL balance for the syst.t'm us a whole 

This chapter will describe the functions implempnted in ollr 

interactive RTP system. This will be accomplishcd by pn'sentillg an 

example anatomical data set (spherical phantom) and going lhrough aIl 

the steps involved in usmg this data for a trealnH'nt plan Partlcular 

emphasis will be placed on dcscrihing how t1H: syst(~llI Iwhav(~s ln an 

interactive environment. This chapter deals m:llnly WI th the funetionallly 

of the software. A detailed description of the data ~truduJ'(!s and Ow 

algorithms used will he rescrved for chapter 6. FigUl (! G 1 shows the bHSic 

steps involved in using the treatrncnt planning system 

Page 69 



• 

• 

• 

Sel up Analonlical Volume 
- En ter image Iist 
- Enter pixels/ cm 
- Enter slice thickness (cm) 

Sel Beams 
- Crea te a new beam(s) 
- Position lsocenter 
- Set beam size and angll's 

Calcula le doses 
- Enter iso do~e values 
- Select calculatiol1 grid re~olu tinn 
- Press "Calculate AlI" or "Cakul.lte One" 

Eval uate Results 
- Cycle through slices in 3 vicws 
- Find dmax 

- Verify point doses at cursor 

1 
Completed 

Plan 

-

Refine 
Plan 

FIgure 5.1: general fZow dtagram of the operatIOns performed {or a lyptl'Ullf'l'ulml'ltt plan 
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In the fol1owing example, a project file will he created and images 

that comprise the anatomical volume (uniform sphere phantom) entered. 

Once the vol ume is set up, a beam will he placed to simulate a treatment. 

This will provide the opportunity to demonstrate the beam placement tools, 

and how the visualization techniques work together. Once the beam is in an 

mitial position, lsodosc values will be entered and a dose calculation will he 

pcrformcd Ail the optlOns availahle for dose calculation and display will 

then be prcsentcd The isodosc values will be examined and the plan will he 

refirH'd hy modifying beam parameters. Another calculation at a higher 

resolutlOll wIll be pcrformcd, and there results will be evaluated using a 

varicty of utdltlCs 

5.2 Starting the software 

Figure 5.2 shows the Viewer mam window. It eontains general 

controls and menus that are in use during the en tire operation of the 

program The software was designed to have multiple windows that open 

only when required, which reduces clutter on the sereen and helps make 

the softwnrp more intuitive and easier to use. The top text line contains the 

name of the CUITent project in memory. The software ean be started up 

through a standard UNIX shell hy typing 

viewer <file name>[Enler] 

If a file name is specified, the software will start up, and immediately 

load a previously saved projeet of name filename assuming that the UNIX 
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shell is at the directory where the file is kepL If no file naIne is speeifil'd. tilt' 

program will initialize the required data structures to crl'alc n IH'W projl'l't. 

Other general controls include a senes of buttons thnl govl'J-n tlH' 

function of the mouse. The mouse car. be uscd to pcrform any of a Hl'ril'H of 

functions over the three orthogonal views. The user seh'cls from UH'Sl' by 

pressing on any of these buttons. Note that the progrnm will not. allow lIw 

user to select any beam related function (e.g. Iso-CentN) wlH'1l lhe heam 

window is nol open . 

Figure 5.2: Vwwer software main screcn contauuug gen('l'Cl{ menus anri filOUS/' {unctiolt 
buttons . 
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5.3 Anatomical volume 

5.:-:1.1 Entering an image set 

For lhis cxample, a spherical phantom data set was created as 

cxplaincd in chapter 3. Figure 5.3 shows the file list window where the file 

narnes and pnths are f'ntered into the system. The user types in the path 

and n filc' namc The Add button is pressed and the file name is ent.ered 

into the h:-;t By Lypmg cach file name and pressing Add one at a time, the 

image IJsL IS buill The file name i8 appended at the end of the list unless the 

user highllghts one of the files already on the list. If a name i8 highlighted, 

any IH'W filps arc mserlc'd into the list before the highlighted file. The order 

of th<.: tiks in the li:-:;t dctcrmine the order in which they will be comhined 

I11to a volume set The user may also highlight and remove files from the 

list by pn'SSI ng the Remoue button. In addition to the names and path tü 

OH' image files, the user must enter the number of pixels/cm for the image 

group and the shcc thickness in cm This enables the system ta relate the 

VOIUIlW of pixels Lo a volume in cm, and determine the slice thickness in 

pix('ls. Onc(' the entries are complete, pressing OK begins the process of 

image Ilnporting. 

5.~~.2 Visualizing the volume 

Once the anatomicnl data has been entered, it can he visualized. 

Rcformatting of data was used as the primary technique for the anatümical 

• di~plny, which has the advantage of not requiring contouring of the 
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structures within the volume as is required in surface rcndcring. Figure 

5.4 shows the three orthogonal slices an cutting into the ('(>ntl'l' of tiw 

sphere. Note that in the coronal and sagittal windows, Uw thickn('f-\H or l'ad, 

slice is observable as steps along the outer pcrimetcr of the ~ph('rü. 

Figure 5.3: Vzewer lister screen to comptle the image lt.~t, and enter M'altng r(lr:t(),..~ 
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In addition to the image windows, there is a window showing a 

perspective outlinc of a cube. The cube ouUine represents the volume, while 

the three blue planes cutting into the cube represent the relative positions of 

the Hlicp plnrH'H of the thrce orthogonal views. The 3-D axis is displayed at 

the boUom aH a rcferencc to the 2-D axes displayed ln each of the image 

windows The relative window level (gray level brightness) of the image 

may be altered by manipulating a RlIder bar located at the bottom of the cube 

referencl' wll1dow. This rnablcR the user to optimize the brightness to help 

bnng out ally obscure structures within the image It should be noted that 

tht' wlI1dow width (relative contrast) may not be altered here because the 

'l'oRhiha fil(· transfer software reduces the contrast to 7 bits during the 

procl'SS, which rail he adcquately represented with the SGI screen without 

requiring window width acljustments 

The scroll bar at the boUam of the window is used to select the slice to 

he (iIsplayed. The user mny drag the slider to cycle through the volume or 

use Uw arrOWR at elthrr end tü maye precisely slice by slice. The image, 

perslwt'llve l'ube and sllcr indicator bars are updated automatically and in 

I"l'nl time A pop-up menu is available that can adjust the zoom of the 

image. By selccting a factor of two, the image doubles in size, namely to 

512x512 pixels . 
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Flgure 54' VIl'wel' III/age willdows Tlze,.,I' ll/drule .'1 IJllh()j.folllll <;/11'1' /111'(0<; alld (1 

perspectLVI' cuhe VleW 10 f(H:tlrlale ortl'lIlalll)/l 'l'Ir l' ,.,1/(11'1 1)(11 (Jf fhl' f}()ffu/II o/I'rwry sIl l'l' 
wlndow conti ol the currenl sIl ce, w/u('1z arl' r//..,p[rrYr'1! {1" hlur' 111l1''> 1111 Ihl' 1It/II'I ~ 

orthogonal Vte us The ,;luier ()I/ the cube (lWW cOl/flo/s thl' J.11ay h'liI'llJ/lj.flttl/l'SS 
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5.4 Bearn Manipulation 

5.4.] llcam visualization 

In order to bcst reprcscnt the position of the beam within the volume, 

an Cllltline of thp intcrsection of that beam with each slice is displayed as a 

lm(' contour overlaid on the anatomical dlsplay. This technique effectively 

shows what part of the anatomical volume is encompassed by the beam 

WJthouL ohscul"1ng the anatomy. This tcchmque is also extremely fast to 

perform, l11lJ11J11lzing rcsponsc Lime. Figure 5.5 shows the three orthogonal 

views displaylllg the anatol1l1cnl data as weil as the beam outline. Note that 

111 addl tlOn lo the heam oulline (shawn in bIue), the isocenter position is 

shown (in gr('(~n) when n sliec dlsplayed coincides with iL In addition, the 

projectIOn of the heam c('nlral axis (shown in red) on each slice is also 

dlsplnyl'd ln nid in beum posltiomng. 

5.4.2 Crcating and Manipulating beams 

In arder to place a beam, tne user mU5t create a new one. This is 

donc hy selccting "New Bearn" from the "Bearn" menu in the main window. 

Figure' 5.fi shows the beam information window. The user must select a 

beam energy, 88D, and size that coincides with previously entered bearn 

data fih's. 'l'1H'8(, files conlain PDD and OAR data for varying 88D, bearn 

PIlcrgy and arCH. The position information can be entered manually by 

typing in tlll' values, or interactively by rnanipulating it on the screen . 
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Flgure .5 5 Orthogonal UteW windows dlsplaYlIlIJ thl' (J/HI/OII/II'a! II/fOrll/lIllon (.~llhl'n' 
phan tom) as well as the heall/ oullllle The green ('f'(J~s del/o/es thl' I)j'am lM/II'II/I'1 whfl'h 
may be placed mteractwely, 
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The bcum isocenter may be positioned by selecting "Isocenter" from 

the mousc function buttons on the main window. Wher. the user places the 

mouse OVPf an image and presses and holds the left mouse button, the 

iso~ 'nter indlcatol' will truck the mouse cursor. The user may use any of 

the three WI ndows tn place the isocenter. During positioning, the other Lwo 

windows automatically modify their slice display ta track the isocenter 

position, as the mOllse IS moved. While the display is being modified, the 

program .t!:-,o calculates the beam entry and exit points within the 

anatollllcal volume, and displays the outline of the beanl intersection with 

each sI in' lJl l'pal time. When the mouse is released, the last position 

IJl~coml'S the jsocentl'I'. 

By selecting the "Theta" mouse function button C0 in Figure 3.5), the 

user may use thp mouse to set the beam entry angle. Again, this is done by 

moving tlw 1ll0USl' over an lmage Cusually the axial display) and pressing 

and holding t1H' Icft mousc button. The beam outlinc will again be generated 

by deterlllll1JI1g the entry and exit points within the volume, and the 

inten,t'clIOn of that beam with each slice. This allows for interactive beam 

placpmpnL. 

In arder to adjust the couch rotation (~ in Figure 3.5), the "Phi" hutton 

is selected l'rom the mouse function selection. In order to interactively set it, 

the mouse Illust bc positioned over the coronal or sagittal windows. The 

angle is sl'l by the relntive horizontal position of the mouse to the window 

whill' tilt' Id't button is being held down. The leftmost position is taken as 0 

dcgrc('s, whilp tlH' rightmost position is taken to he 360 degrees. As hefore, 
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the three Vlews are continuously being updatcd ln l'cal tUlle, as tlll' U~l'r 

drags the mouse back and forth over the image . 

Figure 5.6: General beam pa/(lflleter Wlllc!O/U 'l'hl' wwr may enler a/l thl' IJI'am /)(/1//111"/"1"'; 

manually, or mampulate sallie of' them by IIwlllpulallllg the 1)('(111/ 01/ tlU' IU.,.('('I/ /II/Ih th" 
mouse. Dunng malllpulatlOn, Ihe uailles lI/ lhlS /lllIU/O/U arl' cOl/slul/lly updat,'d 

5.5 Dosimetry 

Once the beam(s) are in place, the dosim(·try control window can be 

opened by selecting "Dosinletry ... " l'rom the "Beams" menu in the main 

window. Figure 5.7 shows the dosimctry control window ThIs window 

allows the user tü set many dosimetry related parameters, and la start UH' 

calculation process. In a typical example, the user seleds wlH'UH'1' th(! 

system should calculate the dose distribution for the selecled heam(s) 

(highlighted from the beam list in the beam window) or for ail the heamB 

entered. The user then selects the dose grid rpsolution from the resolution 

menu. The user can select from various axial resolutions from ;~2x:~2 up to 
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:2Gf)x:2fi6. T}H~ thl1rl dimension is always the number of sIices present in the 

sy:-,tem Th,' us(~r lh(m enter;.,; the list of isodose values to be dlsplayed. This 

IS cTlt(~r('d ln advallœ for the pre-contouring of the axial isodose display. The 

system autornatlcally asslgns a color to the value and displays the legend in 

the Jl)fOrmatlOI1 window The user can choose to have the relative doses 

wilh respet:t lo lhe dose al dmax or to have the dose matrix normalized to the 

maxilnurn dose Pllcountered. The calculation proeess is started by pressing 

"Calcu)ate AIl" for the' entire volume, or for the current axial sliee by 

prt'sslllg "CalclllaLc One". 

5.5.1 Dose distribution visualization 

Or1<' can rmploy many different techniques to display the dose 

dn.;tnbutio!1s. In order to effcctively show the distribution within the 

anatomy, isodose contours were used. As in the beam representation, this 

tpchniqllp romplpJl1ents anatomical reformatting of data weIl. Sorne typical 

fïnite C'lell1l'nt analysis software (e.g. SolidView) will show data 

clJstri bUt.lOllS as fillcd contours wIth mther diserete or continuous color 

dIstnbutwI1 ln eitht'r case, the filled contours tent to obscure the other data 

sels bei ng displayed, which is the anatomical and beam data in our case. In 

the case of continuons filled contours, the user may obtain a good general 

fl'el of the dIstnbution, but WIll encounter difficulty in trying to obtain exact 

dose valtl('s at. discretc points or exact dose threshold lines because it is 

difficult tD Judgt' the exact colom' of a particular pixel and match it with the 

ll"'gend In ordpr for the software to know which contours to display, the 

user cnters the values prior to calculation. Figure 5.8 shows the familiar 3 

orthogonal vicws \Vith anatomical information, the beam outline, and the 
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relative dose distribution ealculated usmg the system. Th(' fourt h window 

shows where the slices were taken within the volume. 

FLgure 5.7' Vlewer dOSlmetry control /Olndow 'l'hl' 1I~I'f rnl'~ Illls IIIll1dli/ll Iii ('flll'" (//1 
pertment parameters f'or doc;e mlel/laliOn, (l/ul t() (''(('cut!' tl/l' d().~1' m/mlallOns 

In order to minimizc the rc:sponsc lime of the dosinwtr'y display, the 

contour information for the axial vicw is calculalpd and slor<-d imBl('dl;tLl'ly 

after the dose calculation proccss and before updaLlng Uw VJ!->u;d display 

Sinee the resolution of the sagittal and coronal dlsplays are llSIJ:llly /lI1lCh 

lower than the axial display, the SGI enn contour and displ;ty tlH'm i li rcal 

time, thus the contouring is not donc in advance as in the axial (hsplay. 

Once the calculation and contouring are donc, the results art- {1Jsplayed. 

The user may interaet with the display touls to exam ine the dose 

distribution throughout the volume. 
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5.5.2 Evaluation Tools 

In additIOn to the ability to Vlew the dose distribution within the 

volume for all silces and for ail views, sorne tools are provided to enable the 

user to better evaluate the quality of the plan. By selecting the "Point" 

mouse function ImUon in the main window, the user may drag a point dose 

eursor over any of the windows The software correlates the cursor position 

wlth t1w dose maU'ix and displays the dose to the voxel in the information 

window Tlw windl W (Ibo clisplays position of the cursor relative to the 

ol'igin, which IS also re locatable One functiün for this wüuld be tü relocate 

the ongil1 to the entry point of a particular beam, and to use the point dose 

('ursor tn ('X:lll1lne the central axis dose by dragging it down that central 

axis. The origm is set by selecting the "Origin" rnouse function button in the 

mam window, and dragging the mouse (with the left button down) to the 

point wJ1l'rl' LIU' origin is required. As the user drags either the origin or the 

l'UI'SOI', li\(' relative positIOn of the cursor and the origin are continuously 

updatl'd in IHx('ls (I1nage scale) and in cm. Figure 5.9 shows the axial view 

of t1H' spl1('r(' with a dose distribution, and both the origin point (a small 

w}lJte clII'sor), and the point dose cursor (larger red cursor). 

Tt 18 onen convenient to know where the maximum dose or "hot spot" 

is. In ordrr Lo tind it quickly, a "Hot Spot" pop-up menu is available for eaeh 

view. TIll' user mny cboose between the hot spot for that particular slice, or 

for LlH' pntirl' volullw If the partieular sliee displayed does not contain the 

volume hot spot, no point is shown. If a hot spot is found, the hot spot voxels 

arl' d.lsplayt'd 111 pink. In addition, the hot spot value is displayed in the 
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the res/lltlllg dose drslrzbutlOllS (l{tr/' a calclIlallOlI /1/1/ The ('alclllalw" (128(" 12R IJ()''''~) amI 
dlsplay of the lsodose dudl1blltlOlIs on IIU' SGI fulu' Clll/Hynwmfely 20 !l1'((II/"" 
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information window. Instead of simply not displaying the hot spot is it were 

not contained within the current slice, one might think to have the system 

simply find the volume hot spot and alter the slice selection to display it. 

This can not easily be implemented as there are usually multiple points 

wJthin the volume that aIl have the same maximum dose and each view 

may only display one slice at a time. Figure 5.10 shows information window 

diRplaying the cursor position relative to the origin both in pixels and in cm, 

as weIl as the current slice hot spot value . 

Figure 5.9: A\lal VleW showwg anatomy, beam out/me and distribution. Note also the 
presence of the wh ite Cllrsor whtch LS the relocatable origin, and the red cursor which 
serves as a pOl1lt dose CI/l'sor . 
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Figure 5.10: In(ormatwll window dlsplaylflg CII1·So/ re[atcc! 111/~;'·II/CltioT/. dose distributIOn 
color legend, and currellt Z sllce hot spot Bollom ltl/C usunlly serues as a gellera! status 
informatwn lwe throllghout the operatIOn of the plOgHll1l 

Once the dose distribution is displaycd and evaluated, the user may 

wish to change any of the dose parameters in ordcr tü modify tilt' plan. This 

can be dose at any time and the dose may hfl recalculnted sim ply by pr·eHsing 

the "Calculate AlI" button in the dosimctry wmclow. If the user wishcH tu 

make numerous fine adjustmcnts in the axi:-d vicw, thl' bl'st interactive 

placement can be achieved by selecting "Calculatc Onp" instead of 

"Calculate AlI". This will ask the system tü only calculate and display the 

dose distribution for the one axial slicc. This fcature dramatH.:ally !'.ho:tens 

response tirne by restricting the system tü a 2-D dIstribution This rnay he 

used for sorne fine positioning and the full volume rnay be ca1culated at any 

time. 

At any time during the planning process, the user may export 

images of either of the three views with düsirnetry information. It is often 

desirable tü have a high resolution dose distribution for this purposc. Thc 

resolution rnay be raised to 256X256 (equal to the image resolutlOnJ hy using 
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the men li in the dose information window, and pressing "Calculate AIl" 

again. The user then exports the image by selecting "Image" from the 

"Export" menu in the mam window The user is prompted for a file name 

and for the vicw that is to be exported. The image is saved In the Alias "pix" 

format which can later be converted to a variety of formats including the 

'l'IFF format. If a dose volume has been calculated, an image of the 

dlHLribution that resembles a film may also be exported. The image will 

have gray values equal to the dose to each pixel of the slice exported. Figure 

G.II shows the gray level dose distribution image of the slice shown in 

FIgure 5.9 . 

Plgure 5.11: Gray seale output of the dose dlstnbutwn shawn in earlier dtagrams. This 
If/wge ('(/fI be eompared to Cl lmeanty eorreeted lmage of a film used ta verity the system. 

5.4 Summary 

This chaptel' provided a detailed description of the functionality of the 

final software program. It was shown that the visualization techniques 

chosen \Vere effective in conveying the anatomy, beam position and finally 

the dose distribution while using mformation from aIl three dimensions. In 

addition, tllt' cffectiveness of these techniques in providing an interactive 

t'nVIronment and the addition of specialized tools for the planner have 

shown how such a system can be made to function in an effective and 

intuiti"e manner. 
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Chapter 6 

Technical Specifications 

6.1 Introduction 

Chapter 5 described the functionality of the treatnwnt planning 

system. This chapter will describe in detail, the nWl1lory Ht.ructUI'l'H and 

algorithms that comprise the final sonw:1l'e. ThiH will Iwgin wlth n 

description of the image formats, 11H'll10ry management and algorithll1H 

used to generate the anatomical dlsplay. Technical details t'xplainlllg how 

the beam trajectory informatIOn 1S obtainC'd and how iL is lIspd Lo drmv tlH' 

beam outline will then be presented Finally, the nH'Il10ry slrllCLIIf'('S and 

important algorithms that pertain to the dOHimelry wlil 1)(· pn·s('nt(~d. 

Throughout the chapter, emphas1s will be placed on how UH'se {,('chniqups 

may differ from the most st: aightforward technH!lICH in orel!,1 1.,0 Improv(' 

the response of the program, including some changl's III how wC' "pply t1H' 

Milan-Bentley method to calculatc the dose dlstrihution in 11 thrcp 

dimension al grid. 

6.2 Image Volume Display 

The image informatIOn in (" simple system, w/lleh originales a:-; 11 

series of slices, is read in and stored in a threc dimensional array. In ordcr 

to generate the orthogonal views, selected pixels arc copied from the :{-J) 

volume onto 2-D sereen buffer arrays. Reealling Figure 4.8, suhscts of the 
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volume data arc segrncnted and used to create three orthogonal Vlews. In 

order tü rnaximizc the redraw speed, sorne optimization techniques can be 

used in the manner the data is stored and accessed, and in the organization 

of the rcdra w techniques 

6.2.1 Raster allocation 

A technique to accelerate the generation of the axial and coronal 

ViCWR was implcmented hy using a novel mernory pointer scheme. Instead 

of storing the points as a standard 3-D grid of pixels, the volume was 

groupcd (lS a sNies of rasters. Figure 6.1 shows how one NxN pixel slice is 

brokcn into a series of N rasters of N pixels each. These rasters are the 

basic buildmg blocks for the axial and coron al display. Figure 6.2 illustrates 

how the axial and coronal views can be generated by moving a series of 

rasters. As the images are rend in, raster memory blocks are allocated and 

a complpx set of pointer arrays are generated for each view. Figure 6.3 

schematically dcmonstrntes the relationships and operation of the pointer 

arrnys. TIll'sC arrays n1'e designed to minimize the steps involved in sifting 

and moving the data from the volume array to the 2-D view arrays. The 

improvcmcn t in speed can be largely attributed to the increased efficiency 

in using pointel' arithmctic and pointer dereferencing in determining the 

addr('sses of the pixels to be moved, as opposed to calculating the pixel 

addl'(,ss('S using an arrny base address and x y z offsets . 
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FIgure 6.1' Dtagram showwg how the volume pixels (lI(J.t('l.~) (l/(' cOllsltl/cd ln ('I"I'(I/t' the 
three orthogonal views . 

6.2.2 Redraw organization 

Using the pointer arrays generated during image loading, il is a 

simple matter to quickly move the data about. It is important to consid<'f ail 

the information and how it is to be viewed before organizillg LIll' n~draw 

routines. When the user interacts with anything tlwt changl's th(' dlsplay 

(e.g. ehanging a sliee view or moving a bcam on the scn~en), U](! thrc(' 

orthogonal views must be updated to ref1cct the ncw sel'nt'. FIgure fi t1 shows 

a simple redraw sequence for the threc orthogonal VleWI->. ThIS seril's of 

operations is pcrformed every time the user interads with t.he program. 

Despite the optimization of the anatomical data display, Il stiJl is one 

of the longest tasks to perform. One way to improvc system response is to 
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eliminate any redundant processes in the redraw sequence. If one 

considers a1l the actions that can generate a redraw event, one can see that 

few interactions actually involve the anatomical display. Figure 6.5 shows a 

modified redraw sequence. 
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Figure 62. R\Gmpll' of halO the rasters are used to create the axwl and sagittal views . 
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Flgure 6.3: Pointer arrays and their relatwnshlps wlth rasters lhat art! used lu clraw flxwl 
and coronal Vlews 
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on redraw ail 

copy pixels to axial screen butfer 

copy pixels to coronal sereen buffer 

copy pixels to sagittal sereen buffer 

draw beam indieators 

if (beamDisplay=on) then 

end if 

ealeulate beam entry & exit eoordinates 

caleulate beam corner coordinates 

ealculatc & draw axial beam ouUine 

calculatc & draw coron al beam outline 

ealculate & draw sagittal beam outline 

if (doseDisplay=on) then 

end if 

contour & draw axial isodoses 

contour & draw coronal isodoses 

contour & draw sagittal isodoses 

if (cursorDisplay=on) th en 

draw cursor in current window 

update info window 

end if 

update cube display 

Figure 64: Pseuc/ococ/e of a genenc redraw sequence required to update the screens in the 
treatment pla 11 11 lllg system . 
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on slict' selection change 

if (theWindow=axinl) then 

copy rasters from volum{' to axial nll'mory huffl'r 

end if 

if (theWindow=coronal) then 

copy pixels from volume to coronnl ml'lllOry buffe.' 

end if 

if (theWindow=sagittal) then 

copy rasters from volume to sagittal memOl'y buffl'r 

end if 

redrawall 

end slice selection change 

on beam interaction 

calculate bcam entry & exit coordinates 

calculate beam corner coordinates 

redraw aIl 

end beam interaction 

on dose calculatiot 

calculate doses 

contour axial view-> store contours in pointer list 

redraw aIl 

end dose calculation 

on cursor movemen t 

calculate new cursor coordinates 

redraw ail 

end cursor movement 

(continued, .. ) 

Figure 6.5: Decentrahzed event orwnted redraw scheme Dmqnle the Lncrea . .,e tn codl' 
quantity, thls technique lit much (aster due to li'8 tncrea.'>l'd 1tl11·lllgl'lU'l'. 'l'hl' lmLg(! .... t 
operations are the ptxel or raster moues when consultllll: th" vol Ufftl' 'f) uprLall! thl' 
anatomzcal dlsplay, and detel mining the beam entry and extt pOlT!l.'i BotlL lIwse opemllOns 
are removed {rom the redraw loop and are per(ormed only wlwn nel·,", .... 1l/ y 
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on rcdraw aH 

block copy from axial memory buffer to axial screen buffer 

block copy from coronal memory buffer to coronal screen buffer 

block copy from sagittal memory buffer to sagittal screen buffer 

draw slicc indicators 

if (beamDisplay=on) then 

end if 

calculate & draw axial beam outline 

calculate & draw coronal beam outline 

calculatc & draw sagittal beam intersection 

if (doscDisplay=on) then 

draw axial isodoses 

end if 

contour & draw corona1 isodoses 

contour & draw sagittal isodoses 

if (cursorDisplay=on) then 

end if 

draw cursor in current window 

updatc info window 

update cube display 

end redraw ail 

Figure 6.5: (Colltl1wed) 
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The main change is that the ovcrall approach is decl'ntralizl'd. FOI" 

example, anatomical views arc first crc>,üed in an inkrnH'diate bllfTt'r 

before being copied into the actual screen mpmory. ThIs 11lt':lnS t hal Ill{' 

anatomical data updating and the scrcen redrnws an' indqH'lldl'nt Whl'l1 

the program changes anything to do with the analom lC,ll (hsplay, Il lIptlall's 

the display buffer and then asks for a complete redr.lw ('vent TIlt' n'draw 

event simp1y copies the buffcr directly into t1H' Sen'l'Il nAl\1 \vitllOut 

consulting the volume. The advantagC' is that any othel mtt'rad Hlll t hat 

requires a screen redraw that clOCH not il1vo1vl' the anatomi(':d I11fol'I1WtlOll 

(e.g. ehanging the beam angle or gC'I1l'raling lS()(.loSl' vallll's) nl'('(\ Iloi 

consult the volume information. Anothcr advantag(! to tlll~ is th;d. t1H' CL 

library has a rapid black copy from RAM ln the sen'('1l hunt,l', ane! that. this 

copy operation ean incorporate integcr scalmg This 'as('s thl' work 

involved in offering an image zoom featurc. Simllady, Lhp 1)(';1111 l'ollt.ines 

were separated into inclependent updating and drawing )'OUt.llH'S a!ong t.ht' 

same decentralization scheme. Even though thcl'(' JS cOllsidNa!>ly more 

program code ln the new scheme, the aclual cxceulioll is consl()L'/ ttbly 

faster due to better organization. 

6.2.3 Look-up table (LUT) methods 

As diseussed in chapter 5, the user may change Uw gray brightness 

level of the image. Thcre are two ways of implemcrting UliS o(H!ratlOn. OU(! 

would be to actually change the gray values in memory, (!JtheT' in the 

volume array itself, or by adding the off~ct tü cach pixel during the copy 

process. The other way would be to change the look-up table. Th(~ Jatte!f 
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method is suhstantially faster, as it only needs to modify 256 values once, 

and prcservcs the original data. Figure 6.6 shows how the LUT ramp can be 

moved up or down. 

Since the display uses 256 gray levels and the images are 8 bit (gray 

Healc), raislI1g thc brightness level may cause sorne of the brighter areas to 

saturate, as thcy arc moved up the LUT ramp. The user must decide which 

structures are more important. This phenomenon does not affect the 

operation of' the surface detection algorithms discussed later, as they 

always exall1ll1C the actual volume data, not the brightness corrected 

Image . 

256 

128 
Scrccn 

Gray Value 

o 
Pixel Valuc 

256 

128 
Sereen 

Gray Value 

o 128 256 

Pixel Value 

FI;Jlll'l' () (j ModlfYlll;J the ~UT ramp table ta increase brightness. Note that the brighter 
((rcas of a fi lll/alI!' l1lay be sa turated zn the process. 

6.3 Bearn Display AIgorithms 

In the CUITcnt verSlOn of the software, the heam geometry was 

limitcd to square' or rectangular heams. In order to properly represent these 

be'ams 111 the orthogonal views, many variables had to he considered. These 

includp tlw beam lsocenter, the SSD, the eutry and exit points, and finally 
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the beam angles (gantry and couch angles). In order to 11l' able to updatt' t.he 

beam outhne in rcal time, and allow the USl'l' LO il1Ll'raetively 11100lIry nny or 

the beam parameters, Cl fast method of dptl'rmining the Iwam entry and l'xiI. 

points was reqmred. In addition, the routines that calculatt' and (hsplay tllt' 

intersection of the beam and each slice had to be developpd. 

6.3.1 Bearn entry/exit points 

Figure 6.7 shows a simplified 2-D example of how tlH' )('al11 pntry 

point is found The process is started by calculating UH' pixel ('(lordll1at(·s 

along the beam central axis for increasing r (the ray from OH' iS()('l'nLp!' (,0 

the calculation point) toward the beam sourcr. If a pixel valut' of Z('ro was 

found at that point, lt IS assumed that a tissue-air transitlOll was 

encountered. That point IS then stored and r is incrl'éls("\ again This 

continues untd the ray from the isocentcr l'radH's the edgp of t.h" illwge 

The last tissue-air threshold is ta ken to be the surface of the ohJ('cL Hy 

eontinuing to the edge of the image, the system ensures that iL d()('s not 

mistakenly take an air bubble within the volume as the ~Uf l~lC(' of t.he obj(·eL 

Similarly, a ray is projected along the beam central axis away from the 

source, to determine the beam exit point. 

In reality, these caleulations arc performed in the three di menslOnal 

volume. The x, y, z eoordinates of the pixel in image space, given the 

isocenter coordinates Xoft, Yoff, Zoff, the gantry angle 0, and t!w couch angle 

~ (refer to Figure 3 5), ean be determined using the equnLlOns: 
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x = -r*sin(O )cos(~) + X off 

y = r-l<co!>(O) + Yoff 

Z = r*sin(e)sin(~) + Zoff 
6.1 

The calculation of the entry-exit points are performed continuously 

when the user is either moving the beam isocenter, or changing the angles 

e or <». This permits the user to see how the variation of any parameter will 

affect beam placement in real Lime . 

FIgure 6 7 SI/tipi!' 2·D example of 110W the beam entry and exit points are found. Note that 
the a/gan/hlll ~earches Il ntt! il has reached the edge of the image ta avoid interpreting a 
tlssue·gas threshold as Cl surface au' threshald . 
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6.3.2 Bearn outline drawing 

Once the beam entry and exit coordinates have l)('en C'stablislH'd, tlH' 

beam outline may be draw!l. The shape of the beam VOlUllH' can hp 

considered to be a pyrarr.id. The 8 corners are dctcrmincd by tilt' ('nt!'y and 

exit coordinates, the beam width and length at the entry pOll1t, and ily UH' 

SSD. The SSD determines the divergence of the beam. Wlth Ult' abilit.y to 

modify both e and <1>, the beam can intersect with any slicC' withll1 the 

anatomical volume in many different ways. 

Figure 6.8 illustrates how a pyramid shapcd beam can inten;ecl with 

a slice. The program uses lines to represent the intenwction of t.he henm 

volume with the slice. In order to represent this, thl' pOll1ts that mnke up 

the edges or that outline must be found. The intersection can hav(~ as liUlp 

as three, and as many as six points of intcrf:ection, depending on how the 

slice cuts into the beam volume. 

The program routine that determines the edgc lines of the 

intersection can be broken down into two sections. The first sectIOn 

determines if there is an edge li ne along the top and/ol' boltom of the h(~am 

pyramid (Figure 6.9a). It does so by determining if any perimC'ter cdges of 

the upper or lower squares or the beam pyramid go through the slice. If it 

does, the intersection point is stored. The result is a paIr of points whosc 

coordinates are the end points of the intersection line . 
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4 Points 6 Points 

Figure 68: Ali the combmatzons of intersections of the beam volume and the anatomical 
slwc cutting plane . 
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A) B) 

Flgure 6.9: A) shows holU the top and botlom sections of the !Jefllll IS C'.tflllltned lin 
mtersections. B) shows /tow the center edges and thelr 1l1.'1l.fhbors (l/"(' l',((lI/wu'li IiI, 
intersectwlls wlth the slLce plane . 

The second section is more complex. It determines if thcrc iH an 

intersection point along any of the beam's vertieal edgcH (Figun! fi.9h). Ir It 

finds one, it se arches a11 the connected edges lo find the other lIltt!r!-ipctioll 

point that will complete the slice intersection line. In the case whp!"l' UH're 

are 3 points of intersection (FIgure 6.8), there are two inlt'rsed,lon lilws that 

use the same vertical intersection point. Tlw algorithm taJ~Ys UliS Il1to 

account. When the algorithm is complete, a series of lines lhal dp!-icrihe th(~ 

intersection of the beam volume with the slice plane arc ohlained. 

6.4 Dose Calculation 

Once the beam information is entered, the dose calculation may he 

performed. As explained in chapter 3, the model implemented is a modi fied 

version of the Milan-Bentley technique. The modIfications were tü enahle 
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the calculation of dose usmg an inherently 3-D coordinate system, to 

accommodate patient surface curvature, and to simplify the model by 

assuming a homogeneous volume. 

6.4.1 3-D beam coordinates and simplifying assumptions 

In the original Milan-Bentley technique[l], the off-axis ratio (OAR) 

points of measurement were taken along fan lines that followed the 

divergence of the beam. In effect, the horizontal spacing of the points 

decreascd as the depth of measurement increased (Figure 6.10a). In order 

to calculate the dose ta a volume and to permit the summing of doses from 

multiple beams, a uniform OAR grid was adopted (Figure 6.10b). In order to 

minimize the measurements and database sizes for the OARs, they are 

assumed to be square symmetric. When one requires the OAR for a point in 

the dose grid, the coordinate transformation described in chapter 3 

(Equation 3.fi) is used ta obtain the off axis distances (x & y) and the effective 

depth (z). This depth must th en be corrected for surface curvature. 

6.4.2 Surface curvature correction grid calculation 

The Milan-Bentley technique uses a user-defined contour to 

determine the surface curvature correctioll values that are the distance of 

the actual surface to the effective SSD. These values are used to correct the 

effective' depth to a true depth value for looking up the percent depth dose 

(PDD), OAR values, and in an inverse square law correction (see Equation 

3.2 of chapter 3), Theil' technique only required a l-D array of corrections for 
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Figure 6.10: Comparison of the grids used to hoid the off-axis ralws (GARs) for A) Thl' 
standard Milan-Benlley method, and B) the modified technique for caiclI/ations lit CI :J.]) 
grtd. 
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Figure 6.11: Comparison of the surface correction matrices for A) The standard 2·D Mtlan
Bentley technique, and B) Our modified 3-D technique. 
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a 2-D dose array (Figure 6.11a). In arder to account for surface curvature in 

a 3-D dose vol ume, a 2-D array of surface correction values is required 

(Figure 6 lIb) and an algorithm was developed to obtain it. 

Wh en the user requests a dose distribution calculation, the system 

calculates the correction grid for each beam. According to the coordinate 

systems described in chapter 3, a 2-D grid may be set up in beam space at 

the entry pomt of the beam into the volume (z=O), with the size equal to the 

sizl' of the heam area at this point. The resolution of the grid is set to equal 

the rcsolution of the dose grid. For each point on this grid, a ray is traced 

away from the starting point along or against the beam direction. Each 

point along the ray is converted to a point in. patient space and the 

corresponding pixel in the anatomical volume is examined. The 

coordinates (x, y, z) of a point in image space can be determined given a 

point in beam spuce (x, y, z) using the equations: 

x = (x*cos(8)co~(~) + ysm(~) + z~in(8)cos( ~»*G + Xb 

y = (x*sÎn(8) - zcos(8»*G + Yb 

Z = (-x'j:co~(8)sÎn(~) + ycos(~) - zsin(8)sin(~»*G + Zb 

wherc the variables are as described in Figure 3.5. 

6.2 

If that point is 0 (air) then the length of the ray is increased by 1 pixel, 

If it is not 0, the starting point is assumed to be within the volume, and the 

length is lIlcrcased in the negative direction by 1 pixel. This operation 

{'ontllluPS until the tip of the ray encounters threshold change that signifies 
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if it has encountered the surface from either direction. Thesc distances are 

stored in the array for use in the dose calculation. 

6.4.3 Calculation volume optimization 

In a generalized dose volume, {lot aIl voxels within that volume may 

fall within the exposed volume for every beam. In ordl'r to recluce the 

number of needless calculations, the coordinatps of the lwam are wwd to 

create a smaller volume for calculation for each IlPam. The mORt 

sophisticated system might use interpolation in ail ihree dimem;iolls ln 

precisely define the beam volume, however the extra ovprlH'ad involv('c! 

might outweigh the benefits. A simple method il" to qUlckly crl'at(· houndH hy 

comparing the 8 points that define the corners of the bcam By t.akin~ thl' 

minimum and maximum points in aIl threc dimensIOns, an upnght 

cubical volume that contains the beam volume is created. The pfficiency of 

this technique depends on the orientation of the heam. Figure H.12 

illustrates the concept in a two dimensional examplc. 

When the gantry angle is a multiple of 90°, the number of needleHs 

calculations is minimized, as there are few points wiihin the area of the 

square that are not within the beam area. The sImplification iH least 

efficient when the beam is at a multiple of 45
0

, as the upri~ht square 

contains many points that are not contained within the volume . 
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Calculation 
Area 

Figure 6,12' OptlmlzatzolL of the dosimetry calculation by decreasing the number of 
unnecessary calculatLOns. thts simple technique requires llttle calculation work but is often 
effectl/Je . 

6.5 Summary 

In order to be able to provide as much real time information as 

possible, a variety of optimizations are required both in the organization of 

the information, and in the actual algorithms that perform the tasks. This 

chapter has shown the more notable examples used in this project. The 

complete package was written with real time display and interactivity in 

mind, which resulted in a fast and efficient system . 
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Chapter 7 

System Verification 

7.1 Introduction 

Wh en a ncw tool is introduced that performs calculations and 

provides results, care must be taken to ensure that the results given are 

accurate. Cornputerized treatment planning is no exception. In order ta 

ensure that the system is performing properly, computer calculated data 

must agrce with experimental data. This chapter presents results obtained 

from an cxperirncnt whose technique is outlined by Stern et. aL, [1]. This 

expcrirncnl uses film dosimetry in a water equivalent phantom to verify the 

computer results by placing the film in the beam's eye view (BEV), which is 

perpcndicular tü the beam. These films can then be used to ob tain profiles at 

various depths directly, or by interpolating between two film 

measuremcnts. This procedure uses a percent depth dose curve along the 

bcam central axis tu help limit errors when using film dosimetry. The film 

rcsponsC' curve will be shown first, followed by the profiles from both the 

computer calculations and film dosimetry for comparison. 

7.2 Film Response curve 

Figure 7.1 shows the film calibration curve obtained for the 

Thcratron GO Co unit, Kodak X-Omat V film and the film processor . 
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Figure 7.1: Film H&D curue {or 60Co radwtwn, SSD=HOcm, lOCm::! IU'lcl lilr K()clah ){. 
Omat V film and processor. and the tranSlnlSSlOn {IIm SCWl1Il'l' ('omhll/(llllll/ 

Although this curve lS the usual method of prcscntIng film /"(!s!)()I1SP, a 

curve with the axes transposed is requircd to relate the pixel valu{' to tlw 

corresponding exposure. Figure 7.2 shows this data. A loga ri th III ie 

transformation was used tü fit the data .. The logarithmlc fit (Equation 7.1) 

was used to convert the profile data into relative cxposure. 

Exposure = MO + Ml*log(Pixpl Villul') 7.1 

where: 

MO -81.729894057 

Ml -209.1631365 
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7.3 Profile comparison 

Figure 7.:3 compares profiles from the film dosimetry results and the 

computer calculatcd rrsults at four different depths. These profiles were 

takl'Il l'rom the center of each beam. That is, each profile crosses the beam 

Cl'11 tral aXI~ AnothC'1' set of profiles was taken off the axis. Figure 7.4 shows 

tilt' locatiol1:-' t'rom which the profiles for the first and second set were taken 

t'onn FIgurp 7.5 shows the second set of profiles . 
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FIlJure 75. Pra(tle camparlsans (al' (dm and computer treatment plannmg system (or 
pra{t/l's ta/~ell of( the beam central aXIs (see Figure 7.4b). 

7.3 Summary 

This experiment has shown that the interactive RTP system we 

implemented can successfully predict the dose distributions within a 

homogeneous volume within 5% for the geometries presented. It should be 

noted that if support for more beams !lnd more complicated set-ups is ta be 

added (e.g., beam blocks, wedges and rectangular beams), this verification 

technique should be repeated for each variation from the simple model 

del1lonstratcd herc. 
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Chapter8 

Conclusion 

11 Surnmary 

Many visualization techniques are commonly used in computer 

imaging, and computerized treatment planning is no exception. Many 

techniques can do an adequate job at relating the significant variables but 

Home do so at a higher cost than others. This project examined techniques 

such as surface and volume rendering, reformatting of data, wire frame 

outlines and contourmg. The examinations initially focused of the 

vlsual!zation of the anatomical volume, whE.!"e the information is most 

relevant and potentially involves the most work in data preparation. The 

other vanables to be represented are the beam position and the dose 

distributions. The techniques used for these were selected to work best with 

the modality chosen for the anatomical data, which was reformatting of 

data. The beam position was thus displayed as a wire frame of the 

inte>rsection of the beam volume and the anatomical slice, and the dose 

distributionB were> displayed as isodose contours. 

In addition to the visualization techniques, a novel graphical user 

interface (GUI) was developed to promote interactive experimental use. The 

system was designed to provide as much real time updating as possible 

givcn the computer available for a reasonable amount of money. The result 

is a "ystem that successfully helps the user crea te and evaluate treatment 
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plans with the potential for more experimentation which ean lend 1,0 bettel' 

plans, and thus a better treatment. 

A 3-D film verification technique was examined and attpmpted in 

order to show the accuracy of the treatment plannll1g system. l'Ill' 

technique showed that it was capable of detcrmining if a systt\lll 18 

performing within acceptable accuracy (5%) while mll1imlzing UH' work 

involved in taking measurements. 

1.2 Future work 

This system has the potential to expand in many areas. The two mnin 

areas are in calculation technique and in visualization techniqucs. As 

available systems become faster and more affordable, improvl'ments can hl' 

made in bath are as without sacrificing l'cal Lime response. 

There currently exists many other tcchniques to calculalc! dose 

distributions othel' th an the Milan-Bentley technique used lH're Mally of 

these take the surface inhomogeneity inta account, but they also take i nto 

account the inhomogeneity within the volume. These vary {'rOlll the 

equivalent path length technique, ta various othel' techniqups Lha!' IITlprOV(' 

on the estimate of seatter from the inhomogenous volume surrounding the 

point of calculation. These new techniques can be added to the! software hy 

adding a new menu in the dosimetry control wmdow that would ~(dect the 

pl'eferl'ed method given the situation, and the amount of tIm(! permitted for 

calculation. This would allow the user to either select the technique th<1t is 
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best suited for a particular case, or even use several methods for a gives 

case to compare each different prediction. 

As with the system presented by Rosseman et. al. [1], Other 

visualization techniques may be used in tandem with one another to help 

the user visualize the variables. Figure 8.1 is an example of this technique. 

Note that the usual reformatting of data display is present with aIl of it's 

associatcd too]s, and a new window with a contoured surface rendered 

image of the outIinc contour is also present. If automatic segmentation of 

the inner structures were availahle, it could he included with little extra 

work required by the user. 

Th(' sy~t('m developed for this project has provided much insight into 

current visualization techniques, dosimetry calculation methods and in 

verification. It's best use is in it's potential for becoming a suitable test 

platfonn for future imaging techniques such as hyhrid images using 

multiple modalities (i.e., CT anatomy and MRI spectroscopy), or testing new 

calculation techniques for both photons and electrons. The system may be 

takcn into a more clinical direction by exploring treatment plan evaluation 

tools Ruch as dose volume histograms and other mathematical evaluation 

1,ools . 
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