1. Introduction

The transport of chemicals, contaminants and particulates in the geosphere due to groundwater movement is an important component in the assessment of geoenvironmental hazards associated with human activity in the form of pollutant spills, release of leachates from contaminated landfill, discharge of toxic materials from mine waste tailings ponds, agricultural pollution due to fertilizer use and aquifer contamination due to migration of bacteria and fine particles [Ogata and Banks, 1961; Lindstrom et al., 1967; Bear, 1972; Greenkorn, 1983; Rubin, 1983; McDowell-Boy et al., 1986; de Marsily, 1986; Bear and Verruijt, 1990; Bear and Bachmat, 1992; Fetter, 1993; Appelo and Postma, 1993; Banks, 1994; Yukovich, 1997; Ingham and Pop, 1998; Domenico and Schwarz, 1998; Bedient et al., 1999; Massel, 1999; Charbeneau, 2000; Vulliet et al., 2002; Selvadurai, 2006]. In addition, natural release of chemicals and their resulting transport can result from changes in groundwater flow patterns, created by construction of hydro-reservoirs, influences of climate change and from the extraction of water and energy resources, including oil, natural gas and coal [Philips, 1991; Oelkers, 1996; Ingebritsen and Sanford, 1998]. The complete study of chemical and contaminant transport in fluid-saturated media becomes a very complex problem when aspects of chemical influences on the transport and mechanical properties are taken into consideration. In many instances, the interactions and the resulting changes cannot be defined with precision, largely owing to the wide variety of geochemical reactions that can take place at different rates, an absence of information on the migrating chemical species, the geochemistry of the porous medium and the attenuation characteristics of the porous medium itself. The prudent approach has been to consider canonical models of chemical and contaminant transport through porous media so that the parameters required to obtain results from the modeling are kept to a minimum. This allows more attention to be focused on the variabilities in the basic parameters that are perhaps more relevant for practical use and environmental decision making. The typical processes of advection, diffusion, attenuation, etc., are clearly such canonical representations of complex transport processes of chemicals and contaminants in the geosphere. When such basic processes concerning the transport of chemicals in a porous medium are identified for a particular geoenvironmental problem, the issue of hydro-mechanical movement within the domain of practical interest has to be examined by recourse to reliable computational techniques. In this regard, the purely advective transport of the species in the absence of diffusive-dispersive phenomena governed by concentration gradients or hydrodynamic effects, presents an extreme test case for assessing the reliability and accuracy of any sophisticated computational scheme. The research dealing with the computational modeling of the purely advective transport problem is extensive and no attempt will be made to provide a comprehensive survey of the field. The reader is referred to the volumes by Huyakorn and Pinder [1983], Bear and Bachmat [1992], Sun [1996] and Zheng and Bennett [2002] and the articles by Yu and Heinrich [1986], Ohtake [1998], Pereira and Pereira [2001], Hauke and Dowdeird [2005] and Selvadurai and Dong [2006a, 2006b] for further articles dealing with the computational modeling of both advective and advective-diffusive transport problems. In addition, finite volume methods and particle tracking techniques [Neuman, 1981, 1984; Douglas and Russell, 1982; Morton, 1998; LeVeque, 2002] and boundary element methods [Teighbenu, 1999; Young et al., 2000; Singh and Tanaka, 2000; Boztosun and Charafi, 2002] have also been applied to investigate both advective and advective-diffusive phenomena.

The standard analytical solution used for purposes of calibrating computational schemes is usually the advective
transport in a one-dimensional region of finite extent, in the presence of a flow velocity that is temporally constant and a boundary concentration that remains time invariant. Such a standard analytical solution has been used by Noorishad et al. [1992] and Wang and Hutter [2001] to test the accuracy of several computational schemes proposed for analyzing the purely advective transport problem. Only recently have analytical solutions been developed to examine two-dimensional and axisymmetric situations involving advective transport problems [Selvadurai, 2002, 2003, 2004a, 2004b, 2006]. Even with these solutions, simplifications have to be made with respect to the time-dependency in the flow velocities and boundary concentrations to enable the development of the relevant analytical solutions. The rationale for focusing on the purely advective transport problem is clear; the absence of a diffusive term in the governing partial differential equation implies the presence of discontinuous chemical concentration profiles as the front moves through the porous medium. The performance of a computational scheme is judged in particular by its ability to model this discontinuous propagation front without numerical diffusion, oscillations and, most importantly, without the development of negative concentrations in the numerical solution. The standard one-dimensional solution used to calibrate numerical schemes is open to improvement, particularly through the incorporation of features that can account for time-dependent flow velocities and concentration boundary conditions that can exhibit time variability. Such extensions are considered useful additions to the catalog of benchmarking exercises, particularly since the time discretization algorithms in the numerical schemes have also to account for time variability in the dependent variable, namely the chemical concentration. Surprisingly such extensions are not available in the literature. The purpose of this paper is to present a catalog of exact closed form analytical solutions that can be used to test the accuracy of computational algorithms available in the literature for the solution of advection dominated transport phenomena in porous media.

2. Governing Equations

We consider a cylindrical prismatic region of a fluid-saturated porous medium of arbitrary cross section where the plane ends are perpendicular to the axis of the region. The Dupuit-Forchheimer hydraulic conductivity of the porous medium is denoted by \( k \). Flow in the porous medium can be initiated by imposing boundary potentials at the plane ends. When constant Dirichlet boundary conditions are prescribed for the flow potential at the plane ends and homogeneous Neumann conditions are prescribed on the prismatic surface, the flow is one-dimensional irrespective of the cross-sectional shape of the prismatic cylindrical region [Weinberger, 1965; Selvadurai, 2000]. Therefore the one-dimensional problem has applications to three-dimensional geometry of a computational domain. Considering Darcy flow in the porous medium, the flow velocity \( \mathbf{v}(x) \) is given by

\[
\mathbf{v}(x) = -k \nabla \varphi(x),
\]

where \( \nabla \) is the gradient operator, \( x \) is a position vector and \( \varphi(x) \) is the flow potential. Considering fluid mass conservation, we can show that

\[
\nabla^2 \varphi(x) = 0,
\]

where \( \nabla^2 \) is Laplace’s operator. For potential flow to take place in the one-dimensional porous medium, the flow domain should be finite. Note that the steady state flow velocities can exhibit a time-dependency only if the constant boundary potentials over the cross-sectional plane ends of the one-dimensional domain exhibit time variations. This type of flow can be encountered in a “falling head” type one-dimensional device for measuring the permeability of a porous medium.

We now assume that a chemical introduced into the porous medium moves with the fluid without altering its mass density and transport properties. The equation of mass conservation for the chemical species gives the advective transport equation

\[
\frac{\partial C}{\partial t} + \nabla \cdot (C \mathbf{v}) = -\xi C,
\]

where \( C(x, t) \) is the chemical or contaminant concentration per unit volume of the fluid, \( \xi \) is an attenuation (decay) factor and \( \nabla \cdot (\cdot) \) is the divergence operator. The velocities in (3) are determined from (1) and the advective transport problem requires the solution of (3) subject to suitable initial and boundary conditions. The uniqueness of the solution to this linear initial boundary value problem is discussed by Selvadurai [2004c].

3. Analytical Results

The development of analytical solutions for linear, hyperbolic initial boundary value problems is standard fare in pure and applied mathematics. The methods applicable to the development of analytical solutions range from the method of characteristics to integral transform techniques that use Laplace transform techniques extensively. While these methods are certainly relevant to the development of classical analytical results, they are not considered routine techniques for situations involving unconventional boundary conditions, particularly those that are time-dependent. In these circumstances, it is possible to consider trial function approaches, and suitable transformations that will reduce the hyperbolic problem to the solution of a single ordinary differential equation. A technique of this type was used by Selvadurai [2004b] to develop an exact closed form solution to an initial value problem associated with the advective transport equation. The approach adopted in the development of the present catalog of solutions for these unconventional linear hyperbolic initial boundary value problems basically follows the heuristic approaches advocated by Selvadurai [2004b]. The final requirement for the solution is that it must be void of any requirement for extensive computations for the development of the analytical result; i.e., the solution should be in exact closed form. The availability of a catalog of exact closed form solutions, albeit for the linear advective transport equation, particularly
with time-dependent boundary concentrations and time-dependent velocities, presents an added dimension to calibration exercises, since the nondimensional Courant Number ($Cr = |v| \Delta t/h$, where $|v|$ is the velocity, $\Delta t$ is the time step and $h$ is a characteristic length) and the Peclet Number ($Pe = |v|h/D$, where $D$ is a diffusion coefficient) will now be time-dependent. Analytical solutions have always provided useful approaches not only for benchmarking computational approaches but also as a means of conducting preliminary calculations in the absence of precise data or data that can exhibit wide variability. The earlier work of Ogata and Banks [1961], Lindstrom et al. [1967], Lindstrom and Stone [1974a, 1974b], Lindstrom and Oberhettinger [1975], van Genuchten [1981] (see also Pang and Hunt [2001] for other references) develop a catalog of solutions relevant to the advection-diffusion problem but largely focus on flow velocities which are constant. The solutions developed in this article introduce a time-dependent velocity which is an extension that will be important to the calibration exercises.

[7] We now consider the one-dimensional equivalent of (3), where the spatial coordinate is assumed to be in the $x$ direction. The reduced advective transport equation is given by

$$\frac{\partial C}{\partial t} + v(t) \frac{\partial C}{\partial x} = -\xi C. \quad (4)$$

The initial boundary value problem is solved by considering the governing equation (4), subject to different types of boundary conditions and different time-dependent variations in the spatially constant advective flow velocity.

### 3.1. Plug Flow Problem

[8] This is the standard result where the initial boundary value problem is defined by the partial differential equation

$$\frac{\partial C}{\partial t} + v_0 \frac{\partial C}{\partial x} = 0 \quad (5)$$

subject to the boundary condition

$$C(0, t) = C_0 \mathcal{H}(t), \quad (6)$$

where $\mathcal{H}(t)$ is the Heaviside step function, $C_0$ is a constant and $v_0$ is the advective flow velocity. For a contaminant-free initial state, the initial condition takes the form

$$C(x, 0) = 0. \quad (7)$$

As indicated, the initial boundary value problem posed by (5) to (7) can be solved in a variety of ways, including the method of characteristics applicable to hyperbolic equations as well as through the use of Laplace transform techniques [Selvadurai, 2000]. The exact closed form solution to the basic plug flow problem is given by

$$C(x, t) = C_0 \mathcal{H} \left( t - \frac{x}{v_0} \right). \quad (8)$$

### 3.2. Plug Flow Problem With Natural Attenuation

[9] In this case the partial differential equation is given by

$$\frac{\partial C}{\partial t} + v_0 \frac{\partial C}{\partial x} = -\xi C, \quad (9)$$

and the boundary and initial conditions are given by (6) and (7) respectively. The exact closed form solution obtained using the methods described previously is

$$C(x, t) = C_0 \exp \left( -\frac{\xi x}{v_0} \right) \mathcal{H} \left( t - \frac{x}{v_0} \right). \quad (10)$$

### 3.3. Plug Flow Problem With Attenuation and Exponentially Decaying Boundary Concentration

[10] The partial differential equation and the initial condition governing the advective transport problem are identical to (9) and (7) respectively and the boundary condition takes the form

$$C(0, t) = C_0 \exp(-\beta t), \quad (11)$$

where $\beta$ is a constant. The exact closed form solution to the initial boundary value problem posed by (9), (7) and (11) takes the form

$$C(x, t) = C_0 \exp \left( -\left[ t - \frac{x}{v_0} \right] \beta - \frac{\xi x}{v_0} \right) \mathcal{H} \left( t - \frac{x}{v_0} \right). \quad (12)$$

As $\beta \to 0$, this result reduces to (10).

### 3.4. Plug Flow Problem for a Velocity Field With Exponential Time Decay

[11] The initial boundary value problem is defined by the partial differential equation

$$\frac{\partial C}{\partial t} + v_0 \exp(-\lambda t) \frac{\partial C}{\partial x} = 0 \quad (13)$$

subject to

$$C(x, t) = C_0 \mathcal{H} \left( \frac{1 - \exp(-\lambda t)}{\lambda} - \frac{x}{v_0} \right). \quad (14)$$

### 3.5. Plug Flow Problem for a Velocity Field With Exponential Time Decay, Natural Attenuation, and Natural Attenuation of Boundary Concentration

[12] The partial differential equation governing the advective transport problem is given by

$$\frac{\partial C}{\partial t} + v_0 \exp(-\lambda t) \frac{\partial C}{\partial x} = -\xi C. \quad (15)$$

The initial condition is given by (7) and the boundary concentration varies with time according to

$$C(0, t) = C_0 \exp(-\xi t). \quad (16)$$
The exact closed form solution for the initial boundary value problem defined by (15), (16) and (7) takes the form

\[ C(x,t) = C_0 \exp(-\xi t)H\left(\frac{1 - \exp(-\lambda t)}{\lambda} - \frac{x}{v_0}\right). \]  

(17)

3.6. Plug Flow Problem for a Velocity Field With Exponential Time Decay, Natural Attenuation Within the Domain, and an Idealized Time-Dependent Boundary Concentration

The partial differential equation and the initial condition governing the chemical transport problem are given by (15) and (7) respectively and the time variation in the boundary concentration takes the form

\[ C(0,t) = C_0 \exp\left(-\xi \left(\frac{\exp(-\lambda t) + \lambda t - 1}{\lambda}\right)\right)\cdot H\left(\frac{1 - \exp(-\lambda t)}{\lambda}\right). \]  

(18)

The exact closed form solution for the resulting initial boundary value problem is given by

\[ C(x,t) = C_0 \exp\left(-\frac{\xi x}{v_0} - \xi \left(\frac{\exp(-\lambda t) + \lambda t - 1}{\lambda}\right)\right)\cdot H\left(\frac{1 - \exp(-\lambda t)}{\lambda} - \frac{x}{v_0}\right). \]  

(19)

4. Computational Schemes

The exact closed form solutions presented here for a range of one-dimensional advective transport problems provide valuable benchmarking examples for testing the accuracy of computational schemes used to solve advective transport problems. There are a number of computational schemes available in the literature and a detailed discussion of these is perhaps not warranted within the context of this paper. We shall present here the salient features of three techniques used extensively to model advective transport problems. For brevity, we shall consider the homogeneous...
form of the advective transport equation and consider the application of the Euler time integration scheme along with the trapezoidal rule: i.e.,

$$\frac{C^{n+1} - C^n}{\Delta t} + \mathbf{v} \nabla C^{n+\theta} = 0,$$

where $C^{n+\theta} = (1 - \theta) C^n + \theta C^{n+1}$, and $\theta \in (0, 1)$ is the time weighting.

4.1. Streamline Upwind Petrov-Galerkin Method

[15] A smart upwind scheme can be introduced to the conventional finite element method by considering an asymmetric weighting function. The initial upwind finite element technique presented by Christie et al. [1976] for the one-dimensional advection-diffusion equation used a modified weighting function to achieve the upwind effect (i.e., the upstream element of a node was weighted more than the downstream element). The asymmetric weighting functions can be constructed by adding a perturbation to the standard Galerkin weighting function. Since such a perturbation needs to be incorporated only in the vicinity of a discontinuity in the solution or in a region with a high spatial gradient of the dependent variable, it should be related to the gradient of the weighting function $w$. Also, in order to avoid cross-wind diffusion in multidimensional problems, this perturbation should also be added in the flow direction. Hughes and Brooks [1982] developed the Streamline Upwind Petrov-Galerkin (SUPG) technique for the computational modeling of the advection equation; the weighted-residual integral form can be written as

$$\int_V \left( w + \frac{\alpha_P h}{2||\mathbf{v}||} \mathbf{v} \cdot \nabla w \right) \left( \frac{\partial C}{\partial t} + \mathbf{v} \cdot \nabla C^{n+\theta} \right) dV = 0$$

where $(\alpha_P h/2||\mathbf{v}||) \mathbf{v} \cdot \nabla w$ is the perturbation added to the classical weighting function $w$. $h$ is a characteristic length of an element in the discretization scheme and $\alpha_P$ is a non-dimensional upwind parameter. The results obtained by Christie et al. [1976] indicate that an optimum solution can be obtained by setting $\alpha_P = 2/\sqrt{15}$. This result has also been confirmed by Raymond and Garder [1976] on the basis of a Fourier analysis conducted on the spatial discretization of the governing equation. (For example, for the case of the steady state advection diffusion equation, the SUPG will be nodally exact on a piecewise element with the definition $\alpha_P = \coth(\text{Pe}) - (\text{Pe})^{-1}$.) Other discontinuity
capturing techniques have been incorporated into computational schemes to improve the performance of the SUPG scheme [Hughes and Mallet, 1986]. This involves the use of a term of the form \( a_0 \frac{v_P}{C_1 r} \), where \( a_0 \) is a parameter and \( v_P \) is defined as the projection of \( v \) on to the direction of \( r \) with respect to the Riemann metric and is given by

\[
v_P = \begin{cases} 
\frac{(v \cdot \nabla C)}{\|\nabla C\|^2} & \text{if } \nabla C \neq 0 \\
0 & \text{if } \nabla C = 0,
\end{cases}
\]

which is a function of the gradient of the dependent variable, which in turn converts the original linear problem to a nonlinear one. In the computational results presented here only results derived from the regular SUPG scheme will be presented.

### 4.2. Taylor-Galerkin Method

[16] An alternative approach for developing a stabilized form for the advection equation is to consider a Taylor series expansion in time for the dependent variable to obtain a higher-order correction in time [Lax and Wendroff, 1960] and to use the Galerkin approach to generate a Taylor-Galerkin weighted integral form [Donea, 1984; Donea et al., 1984]. For example, considering a Taylor series expansion of the dependent variable, at the \((n+1)\)th time step, we have

\[
C^{n+1} = C^n + \frac{\partial C^n}{\partial t} \Delta t + \frac{1}{2} \frac{\partial^2 C^n}{\partial t^2} (\Delta t)^2 + \frac{1}{6} \frac{\partial^3 C^n}{\partial t^3} (\Delta t)^3 + O((\Delta t)^4). 
\]

When terms up to the second-order of the above expansion are considered, a stabilized equation of the following form is obtained:

\[
\frac{C^{n+1} - C^n}{\Delta t} + v \cdot \nabla C^n = \frac{\Delta t}{2} \|v\|^2 \nabla^2 C^n. 
\]

Applying a standard Galerkin technique to the above equation gives a weak form of the second-order Taylor-Galerkin method.
Galerkin scheme for the solution of the advection equation, expressed as

\[
Z V \frac{C_{n+1} - C_n}{\Delta t} + \int_V \left( \nabla \cdot \mathbf{v} \right) \frac{\nabla C_n}{\Delta t} dV = 0.
\]

Similarly, if terms of order up to the third in \( \Delta t \) are considered, the resulting stabilized equation can be expressed as

\[
1 - \frac{(\Delta t)^2}{6} \| \mathbf{v} \|^2 \nabla^2 \left( \frac{C_{n+1} - C_n}{\Delta t} \right) + \mathbf{v} \cdot \nabla C_n = \frac{(\Delta t)^2}{2} \| \mathbf{v} \|^2 \nabla^2 C_n,
\]

and the corresponding weak form of the advection equation takes the form

\[
\int_V \left( \nabla \cdot \mathbf{v} \right) \left( \frac{C_{n+1} - C_n}{\Delta t} \right) dV + \int_V \left( \nabla \cdot \mathbf{v} \right) \left( \nabla C_n \cdot \nabla \phi \right) dV = 0.
\]

It is evident from (27) that an artificial diffusion term is added to the original advection equation owing to the Taylor expansion scheme. From (27) it is evident that the expansion scheme also gives an artificial convection term in the residual integral form (second integral of (27) due to the incorporation of higher-order terms in (23).

4.3. Least Squares Method

A third approach for deriving a weighted-residual integral of the form (21) proposed by Carey and Jiang [1987a, 1987b, 1988] and Jiang [1998] considers the least squares functional of the residual integral of the advection equation, which can be written as

\[
J(C_{n+1}) = \frac{1}{2} \int_V \left( \frac{C_{n+1} - C_n}{\Delta t} + \mathbf{v} \cdot \nabla C_n \right)^2 dV.
\]

Using the stationary condition \( \delta J = 0 \) with respect to the arguments \( C_{n+1} \), and replacing the variation in the dependent variable \( \delta C_{n+1} \) by the weighting function \( w \),
we can construct a weighted-residual integral form of the advection equation, which can be written as

\[
\int_V \left[ w + \theta(\Delta t) \mathbf{v} \cdot \nabla \mathbf{w} \right] \left( \frac{C^{n+1} - C^n}{\Delta t} + \mathbf{v} \cdot \nabla C^{n+\theta} \right) dV = 0. \tag{29}
\]

In comparison to the classical Galerkin technique, a perturbation with the form of \( \theta(\Delta t) \mathbf{v} \cdot \nabla \mathbf{w} \) is added to the weighting function and the corresponding scheme can give rise to a symmetric form of a matrix equation, which has advantages in the solution of problems involving nonlinear transport phenomena.

[18] The Symmetric Streamline Stabilization technique proposed by Wendland and Schmid [2000] for strongly advection dominated processes, introduces an upwind term into the least squares technique to obtain a better computational performance in advection-dominated processes. This is equivalent to using different perturbation parameters in the least squares scheme for the temporal and spatial terms of the advection equation. The resulting weighted integral form can be written as

\[
\int_V \left[ w + \theta(\Delta t) \mathbf{v} \cdot \nabla \mathbf{w} \right] \left( \frac{C^{n+1} - C^n}{\Delta t} \right) dV + \int_V \left[ w + \alpha \theta(\Delta t) \mathbf{v} \cdot \nabla \mathbf{w} \right] \mathbf{v} \cdot \nabla C^{n+\theta} dV = 0. \tag{30}
\]

In (30), \( \alpha \) is the upwind parameter that can be determined using a Fourier analysis, which ensures optimal numerical performance of the Modified Least Squares scheme for the advection equation. Further discussion of these aspects are given by Selvadurai and Dong [2006a, 2006b].

5. A Comparison of Analytical Results and Computational Estimates

[19] The computational performance of the procedures described in section 4 was examined using the analytical solutions presented in section 3. The computational domain

![Figure 5. Calibration of the computational schemes for the plug-flow problem with natural attenuation, natural boundary attenuation, and exponential time decay in the flow velocity.](image-url)
is set at a finite value of \([0, 30 \text{ m}]\) and the flow velocity is set at \(v_0 = 0.5 \text{ m/sec}\). The domain is discretized into 60 elements of length \(h = 0.5 \text{ m}\). The time step is taken as \(\Delta t = 1.0 \text{ sec}\), such that the Courant number \(Cr = \frac{v_0 \Delta t}{h} = 1\). Figures 1 and 2 illustrate the comparisons for the plug flow problem with constant boundary potential either in the absence or in the presence of natural attenuation. Also in Figure 2, the natural attenuation factor is taken as \(x = 0.02\).

The computational results derived from the Taylor-Galerkin scheme and Modified Least Squares scheme show an accuracy of approximately 0.5% compared with the exact closed form analytical result. A Fourier analysis [Selvadurai and Dong, 2006b] of the Modified Least Squares scheme indicates that an optimum performance of the scheme indicated by (29) is obtained when \(\alpha = 3/2\) and \(\theta = 1/3\). These figures also present results derived from the Petrov-Galerkin technique where the value of \(\alpha_P\) in (21) is set to \(2/\sqrt{15}\) and \(\theta\) is set to 1/2. The results derived from the Streamline Upwind Petrov-Galerkin (SUPG) scheme exhibit oscillatory behavior in regions to the rear of the discontinuous front and numerical dissipation ahead of the discontinuous front. In the case of the classical plug flow problem (Figure 1), the observed oscillations give rise to discrepancies of approximately 21.66% between the SUPG solution and the classical analytical result, at the termination of the computations at 40 s. When natural attenuation is present (Figure 2) the discrepancy between the SUPG result and the analytical result becomes as large as 33.33% at the 40 s mark. The computational results also display a progressively diffusive pattern at the discontinuous front although there is no simple measure that can be used to quantify the diffusive pattern. Figure 3 illustrates comparisons for the advective transport problems where there is natural attenuation and a decay in the boundary concentration specified at \(\beta = 0.01\). The comparisons indicate that the results derived from the Taylor-Galerkin and Modified Least Squares techniques compare to within an accuracy of approximately 0.5% with the analytical solution. The results derived from the SUPG scheme displays oscillatory and dissipative phenomena, respectively, to the rear and ahead of the discontinuous front, with the peaks differing from the analytical solution by as much as 21% at the 40 s mark. Figure 4 illustrates the results for the plug flow problem where the advective flow velocity exhibits 

\[\text{Figure 6. Calibration of the computational schemes for the plug-flow problem with natural attenuation, exponential boundary attenuation of concentration and exponential time decay in the flow velocity.}\]
6. Concluding Remarks

[20] The development of reliable computational schemes for the modeling of advection-dominated problems is important to the application of such methods to practical situations involving the water borne migration of contaminants, chemicals and particulates in fluid-saturated porous media. The reliability of most computational schemes is usually assessed through their ability to model purely advective transport problems that often give rise to concentration profiles involving a discontinuous contaminant migration front. The conventional discontinuous advective transport involves the one-dimensional plug flow problem. This paper presents new one-dimensional solutions for the plug flow problem that incorporate natural attenuation, time-dependent boundary concentrations and time-dependent advective flow velocities. These analytical solutions are used to assess the computational predictions of three computational schemes involving the Taylor-Galerkin, the Streamline Upwind Petrov-Galerkin and the Modified Least Squares methods. The comparisons indicate that the Taylor-Galerkin and Modified Least Squares techniques provide better computational simulations of the plug flow problem with a discrepancy of less than 0.5% between the analytical and computational estimates. In contrast, the conventional Streamline Upwind Petrov-Galerkin scheme gives rise to both dispersive and oscillatory concentrations in the neighborhood of the discontinuous front. The discrepancies can range from peaks that are between 21.66% and 33.33% of the exact solution, for a simulation that lasts 40 s, depending on the particular initial boundary value problem that is being examined. Furthermore the discrepancies will be amplified when the simulations are performed for a longer duration. The analytical results presented provide a departure from the traditional plug flow problem that is void of features related to other time-dependent effects, including time variable velocities, time variable boundary inputs and natural attenuation, which can have a significant influence the performance of the computational approach.
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