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RÉSUMÉ

Nous étudions les propriétés à l'équilibre et la dynamique de relaxation d'hétéropoly­

mères aléatoires en trois dimensions en considérant d'abord un hétéropolymère isolé,

c'est-à-dire sans solvant explicite, avant d'étudier différents types d'hétéropolymères

dans un solvant. Les données numériques sont obtenues en effectuant des simula­

tions de dynamiques moléculaires hors-réseau. Un "diagramme de phase" est tracé

pour chaque système moléculaire, ce qui nous permet de trouver une température

caractéristique qui sépare la phase étendue de la phase globulaire. Cette température

est une fonction croissante de la force de l'interaction aléatoire ainsi que de la den­

sité de solvant et nous permet de déterminer des températures initiales et finales

appropriées pour la trempe d'une conformation étendue à une conformation globu­

laire. L'écroulement d'un hétéropolymère est un processus en deux régimes temporels

distincts, en particulier pour les longues chaînes isolées. C'est deux régimes tem­

porels sont énergétiquement de la forme d'une exponentielle étirée. Nos simulations

démontrent la nature du processus de relaxation qui débute par la formation de petits

regroupements locaux suivie par l'agrégation globale de ces petits regroupements. En­

fin, nous déterminons l'effet d'un solvant explicite sur la dynamique de l'écroulement

d'un hétéropolymère aléatoire. Nous comblons l'écart entre un solvant implicite et un

solvant explicite en deux étapes. D'abord, nous considérons un hétéropolymère avec

une interaction aléatoire entre les monomères en immersion dans un solvant pure­

ment répulsif. Nous trouvons que la vitesse d'écroulement augmente avec le force

de l'interaction aléatoire mais demeure presqu'indépendante de la densité du solvant

pour des valeurs élevées de la force de l'interaction aléatoire. Ensuite, nous examinons

un hétéropolymère avec une interaction aléatoire entre les monomères et les particules

du solvant et nous observons que la vitesse d'écroulement croît légèrement mais elle

est presque constante à faible densité. À densité plus élevée, la tendance change et la

vitesse d'écroulement diminue. De plus, lorsqu'une restriction angulaire est ajoutée à

la chaîne, une augmentation marquée du temps d'écroulement est observée. Cet effet

associé à l'augmentation de la rigidité de la chaîne semble être plus important à des

densités plus élevées du solvant car une augmentation de la densité a un effet plus

important sur le ralentissement de la dynamique de l'écroulement d'un polymère qui

possède des restrictions conformationnelles.

vu



ABSTRACT

We investigate the equilibrium properties and the relaxational dynamics of random

heteropolymers in three dimensions. We proceed by studying an isolated random

heteropolymer without an explicit solvent before studying different types of random

heteropolymers in a monomeric solvent. Both equilibrium and relaxational data were

obtained by performing extensive off-Iattice molecular dynamics simulations. An equi­

librium "phase diagram" is determined in aIl cases which facilitates the determination

of a characteristic temperature separating extended states from collapsed states of the

heteropolymer. This temperature is an increasing function of the strength of the ran­

dom interactions and of the solvent density. It allows us to determine the appropriate

initial and final temperatures to be used for the quenches from an extended coil to a

collapsed globule. In particular for long isolated chains the heteropolymer collapse is

a process which involves two distinct time regimes; both are energetically of stretched

exponential form. Our simulation clearly shows the nature of the relaxation process

where the formation of locally collapsed clusters takes place first followed by a global

aggregation of the local blobs leading to the two collapse time regimes. FinaIly,

we determine the effect of an explicit solvent on the collapse dynamics of a ran­

dom heteropolymer. We bridge the difference between implicit and explicit solvents

in two steps. First, we consider a heteropolymer with random interaction between

the monomers, immersed in a purely repulsive solvent and we find that the rate of

collapse increases with the strength of the random interaction but remains almost

independent of the solvent density for higher values of the strength of the random

interaction. Secondly, we look at a random heteropolymer with random interaction

between the monomers and the solvent particles and we find that the rate of collapse

increases slightly with density but is almost constant at low densities. At higher

densities, the trend is reversed and the rate of collapse starts to decrease. Adding

a bending restriction to the fully flexible chain results in a marked increase in the

collapse time. Furthermore, the effect related to an increased stiffness of the chain

seems to be most pronounced at higher solvent density since an increase in the density

has a considerably stronger effect on the slowing down of the collapse dynamics of a

conformationally restricted polymer chain.
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1

INTRODUCTION

It is weIl known that natural proteins fold into their native structures remarkably

easily in spite of the enormous number of possible physical configurations (Creighton

[92]; Levinthal [68)). It is believed (Go and Abe [81]; Shakhnovieh et al. [91]; Wolynes,

Onuchic and Thirumalai [95)) that protein sequences are "optimized" such that there

is not only a stable and unique structure for the ground state, but also a funnel­

like energy landscape which leads to efficient folding kinetics (Go and Abe [81]; Sali,

Shakhnovich and Karplus [94)). A principle of minimal frustration was proposed

(Bryngelson and Wolynes [87)) to enforce a selection of the interactions between

monomers such that as few energetie conflicts as possible occur and thus folding can

take place efficiently. It has also been suggested that such folding takes place as a

two step process: a rapid folding to a "molten globule" intermediate configuration

which is partially folded but more expanded than the compact native configuration

and then a slow folding to the native configuration itself. 1 The rapid folding is mainly

controlled by environmental influences such as the presence of water (hydrophobie in­

teraction) and the slow folding depends on the specific sequence of the chain. Among

other research work in this field, considerable theoretieal effort has been devoted to

constructing appropriate models for protein folding and investigating various sequenc­

ings which lead to fast folding kinetics. Due to the immense complexity of the protein

folding problem, much of our understanding and intuition have been obtained from

various computer simulations based on lattice models (Honeycutt and Thirumalai

[90]; Honeycutt and Thirumalai [92]; Shakhnovich and Gutin [90)).

Protein folding is a complex process, but it has been postulated that the initial

stages of this process can be described qualitatively by heteropolymer collapse. In

1 For a discussion of the molten globule model, see the contribution of Baldwin [94].

1



1: INTRODUCTION 2

this dissertation, we use numerical simulation to study heteropolymer collapse by

examining both their equilibrium properties and their collapse kinetics via temper­

ature quenches. According to Xu [96], a polymer is "a large molecule built up by

the repetition of small, simple units, which are linked to each other through co­

valent bonds". Furthermore, the structure of a heteropolymer can be represented

by multiple repetition of different types of these units (monomers). More specifi­

cally, we will study random heteropolymers (RHP) which have a random term in the

monomer-monomer or monomer-solvent interaction. It was Shakhnovich and Gutin's

analysis of the relationship between random heteropolymers and protein sequences

(Shakhnovich and Gutin [90]) that motivated us to study random heteropolymers. In

particular, they pointed out that since there are 20 amino-acids involved in protein

sequences, there are 210 different pairwise interactions. Such a large number of inter­

action parameters gives a motivation for the use of a completely random distribution

of mutual interactions between monomers. In fact, according to Pande, Grosberg

and Tanaka, sequences of real proteins are close to random since only extremely

sensitive statistical tools can detect any correlations present (Pande, Grosberg and

Tanaka [00]). Although random heteropolymers fold on a longer time scale than real

proteins (Bryngelson and Wolynes [89]), the heteropolymer models themselves are

interesting in their own right and also because they may possess similar features to

proteins. Indeed, much intuition concerning the equilibrium and kinetic properties

of proteins has been obtained by investigating heteropolymers. Furthermore, from a

polymer physics point of view, heteropolymers are interesting since they may behave

completely differently to homopolymers and most of the theoretical work on polymer

collapse has been done on homopolymers. Moreover, even less is known about ran­

dom heteropolymers since their random nature renders them even more difficult to

study.

The first theoretical work on homopolymer collapse is due to de Gennes who used a

mean-field approach for dynamics near the 8-solvent conditions (de Gennes [85]). He

proposed that the polymer initially collapsed into a "sausage" shape, after which the

effect of diffusion caused a uniform thickening of the "sausage" as the ends contract.

Grosberg, Nechaev and Shakhnovich [88] followed de Gennes' lead and included the
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effects of topological constraints on later stages of the collapse in order to improve the

original model. Many other analytical approaches have been considered with various

degrees of success. Another significant analytical approach that is worth mention­

ing is the Gaussian Self-Consistent theory proposed by Dawson and his colleagues

to describe both the collapse dynamics of homopolymers (Timoshenko, Kuznetsov

and Dawson [95]; Kuznetsov, Timoshenko and Dawson [96b]) and heteropolymers

(Timoshenko, Kuznetsov and Dawson [98]). In their work on heteropolymer collapse,

it becomes apparent that the collapse is driven by a complicated process which is

strongly dependent on the sequence of the chain. However, the various theories pro­

posed up to now do not agree in their interpretation of the collapse process nor on

the scaling laws related to it.

The experimental picture for polymer collapse is also not clear because of the

numerous difficulties encountered in the laboratory. One such difficulty is due to

the competition between the collapse of the individual chains and the aggregation of

several polymers (i. e., the strong coupling of the intrachain collapse with the inter­

chain aggregation) during polymer collapse. In order to successfully study collapse

dynamics in dilute solutions of non-interacting polymers, the aggregation time of the

polymers must occur on a much longer time scale than the polymer collapse itself.

Another difficulty is related to the submillisecond time resolution needed to study

chain collapse which is not accessible by conventional experimental techniques. As a

result, there are only a few experimental studies of the kinetics of collapse of individ­

ual chains (Chu, Ying and Grosberg [95]; Wu and Zhou [96]; Nakata and Nakagawa

[97]; Pollack et al. [01]). Chu, Yu and Grosberg looked at the two-stage kinetics

of single chain collapse by dynamic light scattering. Wu and Zhou performed the

first observation of the molten globule state of a single homopolymer chain by laser

light scattering. Nakata and Nakagawa did static light scattering measurements on

poly(methyl methacrylate) to look at the coil-globule transition. Pollack very recently

observed the collapse of a folding protein by means of small angle x-ray scattering.

Furthermore, with the increased activity of the biotechnology industry of the past

few years, experimental methods have progressed significantly and we should expect

even more interesting experimental results in the field of polymer collapse.
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The above considerations show that, in spite of extensive activity in this area, a

complete picture of the kinetics of polymer collapse has yet to emerge. The search

for such a picture is motivated primarily by the intense current interest in the protein

folding question (Creighton [92]; Pande et al. [98]) because early stages of protein fold­

ing are thought to proceed in the same way as the collapse of flexible homopolymers.

Because of the difficulties related to the theoretical and experimental aspect of the

folding kinetics of polymers and the lack of consensus concerning the collapse picture,

many physicists and chemists have used numerical simulation methods. We have also

chosen sorne of these methods for our investigation of random heteropolymers. The

application of numerical simulation techniques to polymer science has led to a wealth

of information regarding both the kinetics of formation and the equilibrium properties

of synthetic and biological macromolecules. These techniques include the Metropolis

Monte Carlo (MMC) simulations on self-avoiding walks using a variety of algorithms

such as the crankshaft algorithm and the bond fluctuation algorithm; direct MMC

simulations using physically motivated Hamiltonians such as the Edwards-De Gennes

Hamiltonian (Laradji, Guo and Zuckermann [94]; Soga, Zuckermann and Guo [95];

Soga, Guo and Zuckermann [96]; Miao, Guo and Zuckermann [96]); and the Langevin

dynamics (LD) and molecular dynamics (MD) methods (Baumgartner [87]; Grest

and Murat [95]; Grest and Murat [93]). MD simulations evaluate forces to deter­

mine the acceleration from Newton's second law. Using an integration algorithm,

it is possible to obtain atomic positions and atomic velocities. The Langevin equa­

tion is a stochastic differential equation in which two force terms have been added

to Newton's second law to approximate the effects of neglected degrees of freedom.

One term represents a frictional force, the other a random force. We shall discuss

LD in more detail in the following chapter. Instead of evaluating forces to determine

incremental atomic motions, Monte Carlo simulation simply imposes relatively large

motions on the system and determines whether or not the altered structure is en­

ergetically favorable at the temperature simulated (using Boltzmann probabilities).

The system jumps abruptly from conformation to conformation, rather than evolving

smoothly through time, and this only depends on the relative energy of the confor­

mations before and after the jump. Because MC simulation samples conformation
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space without a true "time" variable or a realistic dynamics trajectory, it does not in

principle provide time-dependent quantities. However, it is sometimes much better

than MD in estimating average thermodynamic properties for which the sampling of

many system configurations is important. The most interesting aspect for physicists

is the use of simple models in conjunction with numerical methods for the under­

standing of the universal behavior of polymer systems in the limit of N ---+ 00, where

N is the number of effective monomers per polymer. Another useful technique is the

simulated annealing method which is a special case of either MD ("quenched" MD),

LD, or MC simulations in which the temperature is gradually reduced during the

simulation according to a cooling schedule. Often, the system is first heated and then

cooled. Thus, the system is given the opportunity to surmount energetic barriers in

a search for conformations with energies lower than the local-minimum energy found

by direct energy minimization. This improved equilibration can lead to more realistic

simulations of dynamics at low temperature (Steinbach and Brooks [94]).

In this dissertation, we mostly apply a Langevin dynamics computational method

to the study of the equilibrium and collapse properties of random heteropolymers

which have a random term in the monomer-monomer or monomer-solvent interac­

tion. Sorne of these random heteropolymers will be isolated while others will be

immersed in an explicit solvent. Few comparable simulation studies of polymer col­

lapse dynamics employing explicit-solvent models have been carried out because of

the high computational cost related to such a problem. 1 Rather, many techniques

have been used in order to reduce the computational demands related with studying

the influence of the solvent on the conformation of a polymer. An example is the

technique of dissipative particle dynamics (DPD) which consists in coarse graining

the description of the fluid (Kong et al. [97]). Other methods include the density

IThe high computational cost associated with a model including an explicit solvent is related to
the necessity to consider a large system: One must employ a sufficiently large number of solvent
particles to satisfy the two conditions that the solvent density is high (the realistic limit), and that
the simulation œIl side is large enough to exclude the possibility that the polymer can directly
interact with periodic images of itself. Note that this constraint leads to minimum system sizes (see
Section 2.1.3) which increase rapidly with polymer length. We also note that it is significantly more
difficult to attain the dilute limit in which the polymer does not interact with periodic images of
itself via the long-range hydrodynamic forces, a point which has been noted by Dünweg and Kremer
[91]. In addition to system size constraints, many mns must be performed and averaged in order to
obtain reliable statistics in simulation studies of polymer collapse (see Chapter 5).
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functional theory (Takahashi and Munakata [97]) and the polymer-solvent integral

equations theory for the correlation functions for the polymer and the solvent(Gan

and Eu [98]). Nevertheless, it is important to simulate polymer collapse in an explicit

solvent since other studies using an explicit solvent have discovered interesting effects,

notably the solvent-induced entropie polymer collapse transition observed in hard­

core models. 1 As anticipated, the collapse behavior for models including an explicit

solvent usually differs qualitatively from that observed in simulation studies of iso­

lated chain systems, or even from theories which include the effect of hydrodynamic

interactions.

ln their Monte Carlo study of an isolated heteropolymer composed of 15 monomers

with a large degree of quenched disorder, lori et al. ([91]) discovered a stretched ex­

ponential relaxation behavior in the collapse kinetics. It is thus interesting to ask

if the stretched exponential relaxation behavior discovered by lori et al. is generic

and whether the exponent f3 is dependent on the parameters of the particular system

studied or whether f3 is a universal number. Aiso what is its precise value? Chap­

ter 3 addresses these generic questions. Furthermore, we examine the effect of an

explicit solvent on the equilibrium properties of a random heteropolymer (Chapter 4)

and on the collapse of a random heteropolymer (Chapter 5). We study two types

of random heteropolymers in a solvent. In the first case, random interactions are

imposed between the monomers themselves and in the second case, they are taken

to be between the monomers and the solvent particles. We also examine the effect

of adding stiffness to the heteropolymer chain by introducing angular restrictions.

Chapters 3, 4 and 5 each contain summaries and discussions of their contents. The

details of the microscopie models and the molecular dynamics method used for the

numerical simulations are presented in Chapter 2. The dissertation is concluded in

Chapter 6 with a summary of our results and proposaIs for new projects.

1Dijkstra, Frenkel and Hansen [94]; Dijkstra and Frenkel [94]; Frenkel and Louis [92]; PoIson [99];
Khalatur, Zherenkova and Khokhlov [98]; van der Schoot [98]; Luna-Barcena et al. [96]; Suen,
Escobedo and Pablo [97]
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MüDELS AND METHüDS

The purpose of this chapter is two-fold. In the first section, the various three­

dimensional microscopie models used in this thesis for the numerical simulation of

random heteropolymers are described in detail by specifying the interactions involved

in our system as weU as the environment characterizing it. The molecular dynamics

method used for the numerical simulations are presented in the second section.

2.1 Models

AU the models used in this thesis are off-Iattiee in the sense that both the monomers

of the polymer and solvent are not constrained to lie on the sites of a crystalline

lattiee, but rather they can move in a three-dimensional continuum. This assures

that no artifacts due to the lattice structure will be introdueed. This is partieularly

important in the case of polymer coUapse sinee coUapsed polymers in a bad solvent

can encounter ergodicity problems (i. e. the polymer chain can become stuck in a given

configuration). However, this means that we will not benefit from the advantages of a

lattice algorithm which can significantly speed up the simulation sinee it uses integer

arithmetic.

Sinee we are looking for generic properties of random heteropolymers, we chose a

polymer model whieh does not inc1ude specific details of the monomers whieh repre­

sent several chemical groups. Instead the polymer is modeled by the multiple bead

and spring model shown in Figure 2.1, and the excluded volume effect is modeled by

means of a short range repulsive interaction between monomers. The beads represent

the monomers and the harmonic springs model mimics the covalent bonds linking the

monomers. In Chapter 3 the polymer is taken to be freely jointed and the properties

of random heteropolymers are modeled in the absence of an explicit solvent. Here the

7
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unstretched length of the springs are equivalent to the Kuhn length which is the length

scale for angular correlations (see Figure 2.2). The kinetics of this model correspond

to Rouse dynamics where hydrodynamic effects are absent. The monomers interact

via a repulsive Lennard-Jones potential and an r-6 interaction with coefficients which

are randomly generated from a Gaussian distribution. The latter interaction can be

either repulsive or attractive and it gives rise to the collapse of the random heteropoly­

mer below a characteristic temperature known as the theta point. In Chapters 4 and

5, an explicit solvent is introduced as a set of soft spheres interacting with each other

and with the polymer in one of two possible ways. First the model of Chapter 3 for

the random heteropolymer is used and the solvent particles interact with each other

via uniform Van der Waal's interactions. The monomer-solvent interaction is a repul­

sive Lennard-Jones potential. We will call this model Model A. In the second model,

Model B, the monomers of the polymer interact with one another via uniform Van

der Waal's interactions as do the particles of the solvent. The random interactions

are introduced via a r-6 interaction between the solvent particles and the polymer.

This is a more realistic modeling of the hydrophobie effect which is the driving force

for protein folding. In Sections 4.4 and 5.3, stiffness is added to the polymer chain by

introducing angular restrictions such as bending curvature and torsion as shown in

Figure 2.3. This simulates the effect of the side chains of the amino-acid residues of

proteins. Furthermore, a longer Kuhn length results from the addition of stiffness. We

need to consider the position of three adjacent monomers in order to determine the

bending angle and of four adjacent monomers to determine the rotational angle. Note

that throughout this dissertation, we refer to Model A to describe any system with a

single random heteropolymer with or without an explicit solvent, where random in­

teractions are imposed between the monomers. Furthermore, we refer to Model B to

describe any system with a single random heteropolymer which can be either flexible

or semi-flexible with or without an explicit solvent, where random interactions occur

between the monomers and the solvent particles.

It should be noted that the Kuhn length for the secondary sequences of proteins is

of the order of 18 A which corresponds to 5 - 7 links (Grosberg and Khokhlov [94]).

The coil diameter is of order rv 100 A, the persistence length is of order rv 10 A and
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Figure 2.1: Rouse-like multiple bead-spring model.

9

E Ra--

Figure 2.2: Two monomers and a bond modeled by two beads and a spring with spring constant k
and equilibrium length Ro.

the bond length is of order l'V 1 A. The order of magnitude of the time required for the

motion of a segment of Kuhn length is 10-8sand therefore the collapse time of a long

polymer is of the order of a few milliseconds which is now accessible by smaIl angle x­

ray scattering (Pollack et al. [01D. The Kuhn length and hence the persistence length

can be used to describe the degree of polymer chain flexibility (i. e., the distance for

which the memory of the direction prevails). Note that these quantities are of the

same order of magnitude.

2.1.1 Hamiltonian

In this section we give a general expression for the Hamiltonian which inc1udes aIl

the interactions used in Chapters 3 to 5. This is given by:

(2.1)

where UMM is the total potential energy due to the interactions between monomers,

UMS is the total potential energy due to the interactions between monomers and

solvent partic1es, Uss is the total potential energy due to the interactions between

solvent partic1es, KM is the total kinetic energy of the monomers and K s is the total

kinetic energy of the solvent particles. As in most molecular dynamics simulations,

our empirical energy function is developed so as to approximate the potential energy

of the system.

Two types of random heteropolymers were studied. In the first case, the random

interaction was taken to be between the monomers, while in the second case, it was
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Figure 2.3: (a) Freely rotating chain and (b) the bending angle.

10

irnposed between the rnonorners and the solvent particles. In sorne cases, an explicit

solvent was present. The general expressions for UMM, UMS and Uss , in Models A

and B are as follows:

(1). Model A,

N-l N N N N

UMM = L USpring (rij) + L LURLJ (rij) + L LUDis (rij, 17ij) (2.2)
i=l,j=i+1 i=l j>i i=l j>i

(2). Model B,

N Ns

UMS = L L URLJ(rij')
i=l j'=l

Ns Ns

USS = L L ULJ(ri'j')
i'=l j'>i'

(2.3)

(2.4)

N-l N N N-2

UMM = L USpring(rij) + L L ULJ(rij) + L UBend(Oi) (2.5)
i=l,j=i+l i=l j>i i=l

N Ns N Ns

UMS = L L URLJ(rij') + L L UDis (rij',17ij')
i=l j'=l i=l j'=l

(2.6)
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Ns Ns

U SS = L L ULJ(ri'j')
i'=l j'>i'

11

(2.7)

Here, non-primed indices are used to identify a specifie monomer of the polymer chain

and primed indices are used to identify a specifie solvent particle. AIso, Tij = Ti - Tj,

Tij' = Ti - Tj' and Ti'j' = Ti' - Tj' where Tij is the distance between the ith monomer

and the lh monomer, Tij' is the distance between the i th monomer and the lh solvent

particle and similarly Ti'j' is the distance between the i th solvent particle and the lh

solvent particle. Furthermore, rij = ITijl, rij' = ITij,1 and ri'j' = ITi'j'I. N is the

number of monomers and Ns is the number of solvent particles.

USpring is the harmonie interaction between neighboring monomers on the het­

eropolymer chain and is given by

(2.8)

where Ra is the length of the unstretched bond between monomers and k is the spring

constant. Here, j = i + 1 since only adjacent monomers are linked by springs.

The fluctuations in bond length can be estimated by using the equipartition the­

orem: ~ ((rij - Ra?) = ~kBT therefore ((rij - R a?)1/2 = Jk~T.

Van der Waal's interactions are due to the fluctuations of the electron cloud of a

neutral atom around its positively charged nucleus. The fluctuations in neighboring

atoms become correlated, inducing attractive dipole-dipole interactions. The equilib­

rium distance between two proximal atomic centers is determined by a competition

between this attractive dispersion interaction and a core-repulsion interaction that

reflects electrostatic repulsion and the Pauli exclusion principle. The Lennard-Jones

potential models the attractive interaction as a r-6 tail and the repulsive one as r-12 :

U,;(ri;) = 4, [(:.J' -(:.J + (~)' - (~r]; ri; < r,

= 0; rij 2: r C· (2.9)

The parameter CJ is the equilibrium separation distance and E is the weIl depth (or

the coupling constant). What is the origin of this '6-12' form for the van der Waal's

interaction? The application of quantum perturbation theory to two weIl separated
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hydrogen atoms in their ground states yields an interaction energy that decays as r-6
,

and the r- 1Z term is easy to calculate from the r-6 term. Lennard-Jones interactions

are usually modeled as effectively pairwise additive: the potential energy UtJBC of

three adjacent particles A, B, and C is the sum of the three energies for each particle

pair: UtJBC = Ul1B + Ul~C + UtJc. However, the effective pairwise additivity is only

an approximation. 1 By setting r c = 21
/

6 (J, which is the position of the minimum in

the Lennard-Jones two-body potential, a purely repulsive Lennard-Jones potential

URLJ is obtained. URLJ is a soft-sphere potential (Figure 2.4) and it is frequently

used to model homopolymers in a good solvent (Grest and Murat [93]).

(2.10)

Setting rc = 2.5(J preserves the long-range attractive tale of the form (-l/rt), a

negative weIl of depth f, and a steeply rising repulsive wall at a distance less than

r t"V (J (Figure 2.4).

(2.11)

The term UDis represents a random interaction between each pair of monomers

(Figure 2.5).

(
'TJij )

U Dis (rij, 'TJij) = f (rijl(J)6 '

where 'TJ is a Gaussian random number with ('TJij) = 0 and

(2.12)

(2.13)

Hence the "strength" of the random interaction is measured by the parameter a. For

clarity, a will be used to represent the strength of the random monomer-monomer

interactions while a' will be used to represent the strength of the random monomer­

solvent interactions. lori, Marinari and Parisi [91] point out that, for application to

protein folding, 'TJij represents a series of complex biological interactions such as the

1In general, the potential energy can he divided into terms depending on the coordinates of indi­
vidual partic1es, pairs, triplets etc. Since adding non-additive terms in the potential would have a
high computational cost, most simulations in the literature are performed with an "effective" pair
potential. This pairwise approximation is quite satisfactory for studying the properties of the liquid
phase since the average three hody effects can he partially inc1uded in the "effective" pair potential
(see section 1.3.2 of Allen and Tildesley [87]).
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Figure 2.4: The purely repulsive Lennard-Jones potential, URLJ and the Lennard-Jones potential
truncated at rc = 2.5a, ULJ.
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Figure 2.5: The random interaction potential UDis for 'TJij = 0, ±l, ±3 and ±6.
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interactions between different groups of amino-acids and the interactions of these

groups with the solvent (e.g. an aqueous solution).

UBend is the bending potential which is modeled by a harmonic interaction and is

given by

(2.14)

where ko is the spring constant, cPi is the angle formed by monomers i, i+1 and i+2

and (Ji = 1r - (h We choose cPo and (Jo as follows based on the angle between C-C

bonds in a saturated alkane chain: cPo ::= 109.47 deg ::= 1.91rad (the tetrahedral angle)

and (Jo = 1r - cPo. The value of (J can be calculated by evaluating the following equation

and taking the inverse cosine of the following expression.

Ti - Ti+l Ti+! - Ti+2
cos (Ji=. (2.15)

ITi - Ti+! 1 ITi+! - Ti+21

The angular fluctuations can be estimated by the equipartition theorem. The result-

ing relation is (((Ji - (JO)2)1/2 = Jkf
o
T .

2.1.2 Forces

With the above Hamiltonian, the force acting on the i th monomer/solvent particle

due to the lh monomer/solvent particle can be evaluated with the following equation.

(2.16)

where U is the potential energy due to the interaction between particles i and j. The

resulting forces are straight-forward to evaluate and are given by

(2.17)

(2.18)

(2.19)
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For the bending force, each angle (Ji contributes a force on three monomers, i, i + 1

and i + 2.

f1jJend = _ OUBend((Ji)
~ ori

OUBend(Bi) OBi o(cosBi)
OBi o(cos Bi) or i

ke(Bi - Ba) o cos Bi
J1 - cos2 Bi ori

ri+! - ri+2 ri - ri+!--------- - cos Bi -------,---
Iri+! - ri+21lri - ri+! 1 Iri - ri+! 1

2

f Bend __ OUBend(Bd
i+2 - ~r

u i+2
OUBend(Bi) OBi o(cosBi)

OBi o(cos Bi) or i

ke(Bi - Ba) OCOS(Ji

J1 - cos2 (Ji ori+2
ri - ri+! ri+! - ri+2.,-----------,--------.,. + cos Bi --------,---

Iri+! - ri+21l r i - ri+! 1 Ir i+l - ri+212

By symmetry,

f Bend (fi + fi+2 )i+l = - Bend Bend .

This last calculation was also performed by using

which gives the same results as Eq. (2.22).

(2.20)

(2.21)

(2.22)

(2.23)

2.1.3 Ensemble and boundary conditions

The natural ensemble for molecular dynamics is the microcanonical ensemble (NVE)

in which the total energy, volume and particle number are constant parameters. That

is, E is fixed and T fiuctuates about an average value as energy is exchanged between

the kinetic energy and the potential energy. In a conventional molecular dynamics

simulation, the Newtonian equations of motions of a system of N particles in a peri­

odic volume V are integrated numerically. In the absence of external perturbations,

the total energy E and the total linear momentum pare conserved. Henee, if the
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system is ergodic, time averages along a trajectory in phase-space are equivalent to

averages in the microcanonical, constant-momentum (NVE,p) ensemble. However,

such an ensemble is often not the most convenient for the problem in hand. Since

Newton's equations lead naturally to the microcanonical ensemble, any extension to

a different ensemble involves sorne degree of artificiality. Furthermore, there is no

well defined way of deriving the modified equations of motion. Various schemes have

been proposed by Andersen, Parrinello-Rahman, Nosé- Hoover, Langevin and others,

sorne of which we now summarize.

Andersen (Andersen [80]) introduced one or more degrees of freedom that are

additional to the degrees of freedom of the particles of the physical system (extended­

system). In the specifie case of Andersen, the extra coordinate was the volume V. A

change in V corresponds to a homogeneous scaling of all the center-of-mass positions.

Associated with the extra coordinate is a new momentum and a new mass. Newton's

equations are then solved for the extended system. The conserved quantity is no

longer the total energy of the system but a quantity closely related to the total

enthalpy H of the system resulting in an (NPH) ensemble. Andersen also used a

stochastic method to describe a constant temperature system (NPT).

Parrinnello and Rahman [80] proposed a scheme that allows for fluctuations in

shape as well as in volume of the periodic cell. This is useful for the study of struc­

tural phase transitions of crystalline solids since the periodic boundary conditions

(PBe) for one phase could not be used for the other phase. Furthermore, they gen­

eralized their method to simulate solids subjected to external stress. They basically

generalized Andersen's (NPH) method except that a mass tensor is associated with

the dynamics of the unit cell. We, however, have chosen to work in the canonical

(NVT) ensemble in which temperature, volume and particle number are constant

parameters. There is exchange of energy between the system and a heat bath to keep

the average temperature constant at equilibrium. We use two methods for sampling

the constant (within fluctuations) temperature ensemble. The first method consists

of adding a friction term to the equation of motion which simulates contact with

a heat bath. This method is called Langevin dynamics. The second method is an

extended-system method which consists of adding a term which represents the heat
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bath to the Lagrangian of the system. This is called a Nosé-Hoover thermostat. Both

of these methods will be discussed in detail in section 2.2.

The choice of ensemble becomes irrelevant in the thermodynamic limit but this

is not always true for the small system sizes used in computer simulations. Most

experimental observations are performed in the (NPT) ensemble, sometimes in the

(ILVT) ensemble, in which the chemical potential, the volume and the temperature

are constant parameters, and occasionally in the (NVT) ensemble. Experiments in

the (NVE) ensemble are very rare due to the difficulty related to maintaining the

energy constant since contact with the outside world is easier if the temperature

is kept constant. It is therefore preferable to perform our simulations at constant

temperature. Even though constant pressure experiments present no problem in the

laboratory, they are more difficult to perform with computer simulations since they

involve rescaling the simulation box regularly.

We use two types of boundary conditions in our simulations. For an isolated

polymer without an explicit solvent, an infinite system was studied and no boundaries

were required. In the case of a polymer in an explicit solvent, a volume had to

be determined to contain the system. A box of volume V with periodic boundary

conditions was used (Allen and Tildesley [87]). The cubic box used allows us to define

a number density p = (N+~s)a3 for our system.

In order to overcome surface effects, periodic boundary conditions were chosen.

The cubic box is replicated throughout space to form an infinite lattice. As a molecule

moves in the original box, its periodic image moves in the same way in the neigh­

bouring boxes. Therefore, as a molecule leaves the central box, one of its images will

enter through its opposite face. There are no walls at the boundary of the central

box and no surface molecules.

It is important to ask if the properties of an infinite periodic system and the

macroscopic system which it represents are the same. This depends both on the range

of the intermolecular potential and the phenomenon under investigation. For a fluid

of Lennard-Jones partic1es, it is possible to perform a simulation in a cubic box of side

60" without a partic1e being able to sense the symmetry of the periodic lattice (Allen

and Tildesley [87]). However, if the potential is long range (i.e. u(r) l'V r-v
, 1/ ::; d



2: MODELS AND METHODS 18

(2.24)

where d is the dimensionality of the system) there will be a substantial interaction

between a particle and its own image in neighbouring boxes, and consequently the

symmetry of the cell structure is imposed on a fluid which is in reality isotropie. For

example, we have u'" r-1 for charged ions and u '" r-3 for dipolar molecules. Even

for short-range potentials, the periodic boundary conditions can induce anisotropies

in the fluid structure, especially for small systems (Ns ~ 100).

The use of PBC inhibits the occurrence of long-wavelength fluctuations. For a

cube of side L, the periodicity suppresses any density wave with a wavelength greater

than L. Thus it is impossible to simulate a liquid close to the gas-fluid critical point

where the range of critical fluctuations are macroscopic. Furthermore, transitions

which are known to be first order often exhibit the characteristics of higher order

transitions in a small box because of the finite size effect. For the polymer in a box,

we have always used '" (60" + max(span)) for minimum box size where max(span) is

the maximallength of the polymer in a given direction.

2.2 Molecular dynamics methods

Between the purely stochastic Metropolis Monte Carlo method and the purely deter­

ministic molecular dynamics method, there is a range of methods that have different

degrees of stochastic and deterministic characteristics (Slater [93a],Haile [92]). We

use two of these methods in this dissertation, the Langevin stochastic dynamics and

the Nosé-Hoover deterministic dynamics. Except for special cases, these thermostats

give the correct Maxwell-Boltzmann velocity distribution for the canonical ensemble:

(
1 )3/2 mv

2

P(V) = e-2kBT.

27fmkB T

The equation of motion of the particles is described either by the Langevin phe­

nomenological equation or the Nosé-Hoover equation. The advantage of the more

deterministic methods like molecular dynamics and Langevin dynamics is that it

allows for a direct study of questions regarding the dynamics of the system.

2.2.1 Langevin dynamics

Most equilibrium and relaxation data were obtained in this work by implementing a

Langevin dynamics (LD) method described by Grest and Murat [93] in which each
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particle is coupled to a heat bath via a friction coefficient. The Langevin equation

is a stochastic differential equation in which two force terms have been added to

Newton's second law to approximate the effects of the neglected degrees of freedom.

One term represents a frictional force, the other a random force (noise). For example,

in the absence of explicit solvent particles, the system being simulated needs to be

approximated. To do so, a frictional drag on the solute as well as random kicks

associated with the thermal motions of the solvent particles are introduced. Since

friction opposes motion, the first additional force is proportional to the velocity of

the particle and oppositely directed. Langevin's equation for the motion of particle i

is then given by:

(2.25)

where ri is the position of the particle, t is the time, Fi is the total force acting on par­

ticle i by other particles explicitly present in the system, f is the friction that couples

the particle to the heat bath (collision frequency) and Wi(t) describes the random

force acting on particle i (white noise). The friction coefficient is related as follows

to the random force by the fluctuation-dissipation theorem (see Appendix A.1):

(Wi(t)) = 0,

! (Wi(O)Wj(t))dt = 6kBTmf.

(2.26)

(2.27)

In simulations it is often assumed that the random force is completely uncorrelated

at different times. That is, assuming Gaussian white noise, the above equation takes

the form:

(2.28)

The temperature, T, of the system is maintained via the relationship between Wi(t)

and f. On the basis of Eq. (2.28), we generate the random force Wi(t) with a Gaus­

sian random number generator with width J2k BJ.tr , where Llt is the selected time

step. From Einstein's relation, the isolated monomer/solvent particle diffusion con­

stant is D = ':':il. The jostling of a solute by a solvent can expedite barrier crossing,

and hence Langevin dynamics can search conformations better than Newtonian MD

(f = 0). Furthermore, Langevin dynamics is particularly advantageous in the study

of isolated heteropolymers like proteins since it mimics the viscous environment of
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amino acids in water which makes the motion on the scale of a single amino acid over­

damped. A more detailed description of the Langevin equation using kinetic theory

can be found in Appendix A.1.

The molecular dynamics simulation proceeds by integrating Eq. (2.25) using a

suitable algorithm with an appropriate choice oftime step D.t. A weIl tested algorithm

is due to Verlet and uses information from two previous time-steps. This simple yet

very stable algorithm has been used for both atoms and molecular liquids and has

shown itself to be better or at least the equal of other more complicated algorithm

(Ciccotti, Frenkel and McDonald [87]). We begin by evaluating the Taylor series for

positions from time t forward to time t + D.t:

and backward to time t - D.t:

Eqs. (2.29) and (2.30) are now added together and the foIlowing equation, which has

a local truncation error that varies as D.t4 , is obtained.

The first-order central difference estimate is then used to evaluate the particle veloc­

ities.
Ti(t + D.t) - Ti(t - D.t)

Vi(t) ~ 2D.t

Eq. (2.25) can be rewritten as foIlows:

(2.32)

(2.33)

From Eqs. (2.31) to (2.33), we obtain the following expression for Ti(t+D.t):

Ti (t+D.t) = l+{rD.t {2Ti(t) - [1 - r~t] Ti(t-D.t) + [Fi(t):Wi(t)] D.t2
}. (2.34)

Verlet's algorithm is a two-step method because it estimates Ti(t + D.t) from the

current position Ti(t) and the previous position Ti(t - D.t). This algorithm is not

self-starting at t = 0, and the value of Ti( -D.t) is required.
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Molecular dynamics simulations can be speeded up considerably by the use of

neighbour lists to evaluate the inter-partic1e forces. For each solvent partic1e, a list

of neighbours with which it interacts, is defined, and this list is updated periodicaUy.

The neighbours of a particular partic1e are the partic1es contained within a sphere of

radius ri = rc + !lr, where reis the potential cutoff distance, and !lr is the thickness

of a "safety" buffer. As !lr is increased, the list needs to be updated less often but

the number of neighbours becomes larger. The choice of !lr is thus a compromise

between CPU time and memory usage.

2.2.2 Nosé-Hoover dynamics

The original Nosé method (Nosé [84]) considers an extended system with an additional

degree of freedom, s, which acts like an external reservoir interacting with the system

by scaling aU the velocities of the partic1es:

. Pi
Vi = sri =-.

ms

The Hamiltonian for the extended system is given by:

(2.35)

(2.36)

where 1-lo is the Hamiltonian for the original system and 1-ls is the Hamiltonian of

the heat-bath with

{
P~ }1-lo = ~ 2ms2 +U(ri) ,

1-ls = Ks + Us,

p~
K s = 2Q'

and

Us = (g + l)kB T ln s.

The parameter 9 is related to the number of degrees of freedom (d.o.J.).

9 = d.aI - 1 = 3(N + N s ) + 1 - 1 = 3(N + N s )

(2.37)

(2.38)

(2.39)

(2.40)

(2.41)

Q is called the "mass" of the heat bath even though it has the units of (energy .

time2
). A smaU value of Q corresponds to low inertia of the heat-bath (i.e. rapid
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temperature fluctuations) and causes a strong perturbation in the dynamics of the

system. On the other hand, a large value of Q will result in little change in the

dynamics of the system but it gives rise to a slow response to a temperature jump and

the rate of equilibration will be slow. Q will have an effect on the diffusion constant

but it is a much smaller effect than the one that is observed for the Andersen's

thermostat which is based on a stochastic collisions scheme which leads to sudden

decorrelation of particle velocities. This decorrelation effect will increase the decay of

the velocity autocorrelation function which will in turn change the diffusion constant

(the time integral of the velocity autocorrelation function). We then conclude that the

Nosé-Hoover thermostat is "softer" than the Andersen thermostat. Furthermore, the

velocity distribution Eq. (2.24) is independent of the coupling constant Q. Hamilton's

equations for the Nosé-Hoover thermostat are given by:

(2.42)

(2.43)

(2.44)

(2.45)

using Eqs (2.36) to (2.40). The following equations of motions, for all variables

including s, can be now obtained from these results.

and
.. Pi 2PiS Fi 2'hs
ri = -- - -- = -- - --

ms2 ms3 ms2 s

(2.46)

(2.47)

These equations of motion are not easy to integrate but Hoover was able to simplify

them (Hoover [85]). He used t' = JJ d; so that dt' = ~ and rewrote Nosé's equations

of motion as follows:



2: MODELS AND METHODS

dTi dTi Pi P~
-=s-=-=-
dt' dt ms m

ds ds Ps- = s- = -s = XS
dt' dt Q

23

(2.48)

(2.49)

(2.52)

dX =!- dps =!- {~Lp; - g+l kBT} = 2- {L p'; - (g+ l)kBT} = <p (2.50)
dt' Q dt Q S3 i m s Q i m Q

dp~ = ~ (Pi) = s~ (Pi) = dpi + sp.~ (~) = Fi _ Pi Ps = Fi - XP~ (2.51)
dt' dt' s dt s dt ~ dt s s Q ~

X = ~ represents the friction due to the thermostat and <P = Q~ is the force acting

on the thermostat.

The motion of the system can now be determined without reference to s. The

variable ~ is a function of p' only, so the complete description of the system can be

given in terms of T, p' and real time t'. We have eliminated P, s, Ps and t. Now let

( be the coordinates of the thermostat so that X = ~. This gives

! rds
(= Xdt' = Jo --; = lns.

In the Hoover representation of the equations of motion, s has been eliminated thus

the number of degrees of freedom goes from 3(N + Ns ) + 1 to 3(N + Ns ) and conse­

quently 9 = 3(N + Ns ) - 1. The Hoover Hamiltonian is

'2 1p. 2
llH = ~ 2:n +U(T) + 2"Qx + (g + l)kB T( (2.53)

~

A good source of information on the Nosé-Hoover thermostat can be found in Tox­

vaerd [93],Evans and Morriss [90],Martyna et al. [96].

The Nosé-Hoover equations of motion were integrated with a Verlet leap-frog

algorithm which is implemented as follows:

(1). Calculate the initial thermostat force from Eq. (2.50)

(2). Perform a full coordinate advance and a velocity half-advance

Ti(t + ~t) = Ti(t) + Vi(t)~t + ~ {F~t) - X(t)Vi(t) } ~t2

(
~t) ~t {Fi(t) }Vi t +"2 = Vi(t) +"2 ---;;;;- - X(t)Vi(t)

(2.54)

(2.55)



2: MODELS AND METHODS 24

(3). Similarly, advance the thermostat coordinate and half-advance its friction

1 <P (!lt) 1 <P((t + !lt) = ((t) + X(t)!lt + "2 Q!lt2x t + 2 = X(t) + "2 Q!lt (2.56)

(4). Provisionally advance the velocities and the friction term

vf(t+!lt) =Vi (t+ ~t)+ ~t {F~t) -x(t+ ~t)Vi~+ ~t)}XP(t+!lt)(2.57)

= X (t+ !lt)+ <P !lt (2.58)
\ 2 Q 2

(5). Evaluate the provisional forces Ff and <pp at t+!lt. After this, the advancement

of the velocities and friction needs to be corrected by first evaluating the time

derivatives.
<pp

X= Q"Vi = Ff - xP x vf (2.59)

These derivatives are then used to advance the velocities by a half time step.

(
!lt) !lt . ( !lt) !lt .vf(t + !lt) = Vi t + 2 + 2ViXP(t + !lt) = X t + 2 + 2 X (2.60)

The whole procedure is repeated until convergence of the velocities and the

thermostat friction are achieved.

Note that initial velocities are assigned so as to refiect equilibrium at the desired

temperature T (a Maxwellian distribution), without introducing a net translation or

rotation of the system. Finally, a good test for this thermostat is to check if the total

energy of the extended system is conserved.

2.2.3 Physical quantities and parameters

Fundamental quantities and units

Lennard-Jones units of mass (m), length (0"), energy (E) and time (70 = O"[iif) are

used throughout this work. m is the mass of one Lennard-Jones partic1e, 0" is the

distance to zero in Uej(rij) and E is the energy at the minimum in Uej(rij). The units

will be set so that m = 0" = E = 1 and consequently 70 = 1.

The Lennard-Jones potential was fitted to experimental data for liquid argon and

its parameters were evaluated: ElkB ~ 120K and 0" ~ 0.34nm (Haile [92],Allen and

Tildesley [87]). Furthermore, the atomic mass of argon is m ~ 7 x 10-26kg and

therefore 70 ~ 2 X 10-128. Even though our system is not composed of liquid argon,

these parameters can still give us an idea of the order of magnitude.
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Simulation parameters

Since we work in the (NVT) canonical ensemble, the number ofparticles (N monomers

and Ns solvent particles), the volume ofthe simulation box, V, and the average tem­

perature, T, of the system are fixed. We can then determine a fixed number density

for the system given by p = (N+~S)0"3.

For an our simulations, we used a time step ~t = 0.005To (~t ~ 10-148 for liquid

argon) and checked that this value is compatible with the stability of the integration

of the equation of motion. The value of r was fixed at r = 0.5To-1 (r ~ 0.25 x 10128-1

for liquid argon).

Physical quantities at Ume t

(1). System

(a). The total kinetic energy, lC(t) = lCM(t)+lCs(t) where lCM(t) = ~m E~l v;(t)

is the total kinetic energy of the monomers and lCs(t) = ~mEf,~l v;,(t) is

the total kinetic energy of the solvent particles.

(b). The total energy, E(t) = U(t) + lC(t).

(c). The temperature at time t, T*(t) as calculated by the equipartition of

kinetic energy theorem. Each component of the average kinetic energy

makes the same contribution to the temperature, kBT* = 3/2(KJ2Ns) ' as

calculated from the equipartition theorem.

(2). Polymer

(a). The radius of gyration square: Rgy
2 = ~ E~l(Ti - TeM)2 where TeM is

the coordinate of the centre of mass of the polymer.

(b). The end-to-end distance square: R;nd = ITN - Tl1 2
•

(c). The number of contacts between monomers nMM and monomers and sol­

vent particles nMS. The number of contacts is the number of monomers/ solvent

particles that are within a distance of 1.50- of each other.
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Statistical quantities monitored in the simulations

Statistical physics usually treats infinite systems (N -----t 00) for which boundary

conditions play no role. According to the ergodic hypothesis: given a Hamiltonian

1-l(Xi) and a physical quantity A = A(x), we have A = (A) where A is the ensemble

average and (A) is the time average:

- 1 r
A = z Jo. A(x)f(1-l(x))dx,

11t
(A) = Hm - A(x(t))dt.

t-+oo t 0

Here, Z is the partition function:

Z = ln f(1-l(x))dx,

f(1-l(x)) = e-fm,.

(2.61)

(2.62)

(2.63)

(2.64)

However, the partition function is not available from our MD simulations since we

follow real dynamics for a long time (t > relaxation time), and we therefore measure

the value of A along this natural path. Hence our averages will all be time aver­

ages. Since we do not sample continuously in time we need to replace the integral in

Eq. (2.62) by a summation:
1 Nt

(A) = N L A(tn )
t n=l

(2.65)

In practice, we always have A l'V (A) because the ensemble integral is always

approximate and/or the integration over time is not infinite. The initial conditions

can also create ergodicity problems, and so we need a sufficiently long warm-up of

the system before starting the data collecting process. This information can be found

in Slater [93a] [93b] and Haile [92]. We next describe the specifie equilibrium and

relaxational quantities measured in the simulations.

(1). Equilibrium properties (time average)

We study the equilibrium properties of our random heteropolymer in order to

determine a "phase diagram" which allows us to find a characteristic tempera­

ture, referred to as the "theta point" Te, which separates the extended coil state

from the collapsed state. In most models similar to ours, the collapse transition
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is driven by a variation in the temperature or by a change in the strength of

the hydrophobie force. Such a transition is considered to be second-order-like

(or higher) in the limit of long polymers (Zhou et al. [97]). Without a "phase

diagram" it would be difficult to perform systematic quenches in order to study

the relaxational properties of a random heteropolymer. The following quantities

are also calculated in our equilibrium simulations:

(a). The time average of the temperature (T*) ~ T where T is the temperature

parameter from Eq. (2.28).

(b). (R~y) and (R~y)coil where (R~y) coil is the (R~y) of the coil conformation,

i. e. the maximal (R~y).

(c). The time average of the end-to-end distance square (R~nd)'

(d). The time average of the number of contacts between monomers (nMM) and

the number of contacts between monomers and solvent particles (nMS)'

(e). The pressure of the system, P, which is calculated from the virial equation:

(2.66)

where d is the dimensionality of the system, d=3 throughout this disser­

tation. The time average quantity is the virial.

(f). Some equilibrium properties of polymers are known. For example, in the

case of a single polymer in a solvent, we have the following asymptotic

behavior as N -t 00:

(2.67)

where v is a universal scaling exponent. For a poor solvent v = l/d, for

a 8-solvent (a solvent at the theta point) v = 1/2 and for a good solvent

v > 1/2.

One of the basic properties of an isolated polymer chain is its size and shape

under various solvent conditions. In poor solvent the monomers attract one

another, and an isolated chain forms a compact globule, roughly spherieal

in shape, whieh minimizes the surface area between monomers and solvent.
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In a 8-solvent there is screening of the excluded volume effects and the

chain conformation is described by a random walk (RW). For completely

flexible chains in good solvent the monomers effectively repel one another,

favoring contact with the solvent, and a swollen coi! is formed. This is a

equivalent to a self avoiding walk (SAW) problem which cannot be solved

exactly, except in one dimension. Flory obtained the following mean field

expression v = d~2 where d is the dimensionality of the system. This

result turned out to be exact for d = 1, d = 2 and d ;::: 4 (in which case we

have a RW). The best simulations in three dimensions give v = 0.588....

Furthermore, the amplitude ratio of the radius of gyration and the end­

to-end distance also approach universal value in the limit N ---+ 00:

(R~y) rv 1

(R~nd) - (2v + 1)(2v + 2)'
(2.68)

This is valid for two limits, v = 1 and v = 1/2. For convenience, we define

(2.69)

For a quasi ideal chain! in the limit of infinite chain length, des Cloizeaux

and Jannink obtained ç = l(des Cloizeaux and Jannink [90]). For chains

with excluded volume interactions (self-avoiding chains), Sanchez predicted

ç = 1.07 with a pseudo-Gaussian model (Sanchez [69]). Computer simu­

lation studies show ç = 1.06 (Domb and Hioe [69]) and renormalization

techniques give ç = 1.05 (Witten and Schafer [78]). des Cloizeaux and

Jannink predict ç = 1/3 for the collapsed state of an isolated chain in a

poor solvent (des Cloizeaux and Jannink [90]).

(2). Relaxational properties (ensemble average)

Once the theta point is located, we perform systematic quenches in order to

examine the relaxation properties of the random heteropolymer. As with all

problems involving stochastic properties, we averaged over several quench runs

1We have a quasi ideal chain when the second virial coefficient is zero. There is no binary excluded
volume interactions (i. e. 8-solvent condition). We say that we have a completely ideal chain when
aU virial coefficients are zero.
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(i. e. several random number generator seeds or several "replieas" ) for the same

initial conditions (i. e. same {TJij}) to calculate the thermal average. We also

performed averages over different realizations of the random interactions {TJij}

(i. e. different random sequences) for a given 0:. Averages for the following

quantities were calculated:

(a). E(t) = U(t) + JC(t)

(b). T*(t)

(c). nMM(t)

(d). Rgy(t)

(e). t50 is the time needed for nMM(t) or Rgy(t) to increase/decrease by 50%

of its range of values, i.e. by 50% {nMM(O) - nMM(t ~ oo)} or

50% {Rgy(O) - Rgy(t ~ oo)}.

(f). t 90 is calculated similarly to t 50 but in this case, we consider 90% of the

range of values.

Note that in the context of temperature quenches, we will drop the bar to indicate

the ensemble average to facilitate the writing of the labels on graphies.

ETror analysis

In our work, there are both systematic errors mostly due to the simulation techniques

used and statistical errors which are mostly related to the time limitations for com­

puting the data. The systematic errors affect the accuracy of our results while the

statistical errors affect their precision.

(1). Systematic errors

The most obvious source of systematic error is the finite size-effect. Thermo­

dynamic properties of macroscopic size systems are defined in the limit of large

systems (large number of degrees of freedom). Fortunately, this effect usually

decreases as the inverse of the number of molecules and can be reasonably easily

included within the statistical uncertainty.
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As we have mentioned previously, the use of the Verlet algorithm contributes

a local truncation error that varies as (ô.t)4. Furthermore, a round-off error

can be associated with the implementation of this algorithm. These errors are

affected by the number of significant digits kept at each stage of the calculation

and by the order in which the calculation is performed. Smaller values of ô.t

reduces the error accumulated over the entire calculation but it increases the

accumulation of round-off errors and vice-versa. It is important to choose the

time step wisely.

The periodic boundary conditions can induce anisotropies in the fluid structure

for small systems. Therefore we have made sure that our system was much

larger than the recommended size of Ns ~ 100 (Allen and Tildesley [87]). Our

system has at least 1000 solvent particles except for the very low density cases.

Due to the short-range nature of our interactions, we did not have to consider

other possible effects related to the periodic boundary conditions.

We have verified that the choice of our thermostat was not important to study

the equilibrium of our system. Nevertheless, it does influence the kinetics of

relaxation in sorne instances. We shall discuss this matter more deeply in Chap­

ters 4 and 5 .

(2). Statistical errors

(a). Calculation of averages

In order to avoid seriaI correlations in our time averages, we performed our

statistical sampling by coarse graining the computed phase-space trajec­

tory into segments whose durations are longer than the relaxation time for

the property that we are concerned with. This random sampling scheme

can therefore be described by the Gaussian error distribution from which

we can calculate the standard deviation a.

an-l =
t (Xi - x")2
i=l n - 1

(2.70)

where Xi is the ith measurement of a given quantity X, x is the average of

X and n is the number of measurements we performed. The probability of
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having a given measurement faU within a of the mean value is about 68%

and the probability of having a given measurement faH within 2a is 95%.

As a convention we will always describe the uncertainties on our statistical

measurements as being a (Xi ± a). Furthermore, the standard error of the

mean is ;n (x ± ;n).
(b). Curve fits

We used the least-squares fitting method which minimizes the weighted

sum of the squares of the deviations, X2
. We will not describe this method

in detail since we used commercial graphies programs to fit our curves.

A good description of this method including the uncertainty calculations

on the parameters of the fitted function can be found in Bevington and

Robinson [92].
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RANDOM HETEROPOLYMER WITHOUT SOLVENT

Various studies of the collapse kinetics of short random heteropolymers as a model

for protein folding kinetics can be found in lori, Marinari and Parisi [91]; lori et al.

[92], Struglia [95] and Fugugita, Lancaster and Mitchard [92]. One motivation for

studying random heteropolymers is that while homopolymers exhibit a coi! and a

collapsed or globule phase, random heteropolymers exhibit an additional glassy phase

just like proteins. They found that the properties of this glassy phase are completely

different from the globule phase resultingfrom the homopolymer coil-globule transi­

tion. Furthermore, according to lori, Marinari and Parisi [91] the globular phase of

a homopolymer has no particular shape, whereas the glassy phase of a random het­

eropolymer has a definite frozen shape which is a "closed globule". It is possible to

make an analogy between the glassy phase of random heteropolymers and the unique

native conformation of proteins in that the number of corresponding energy levels are

few and have considerably lower energy than the globular states of homopolymers.

lori et al also investigated the collapse kinetics using Monte Carlo simulations of

a heteropolymer model composed of 15 monomers with a large degree of quenched

disorder. The internaI energy of the system as a function of Monte Carlo time was

monitored when the temperature is quenched from a high value to a lower one. It

was found that the time course of the internaI energy fits very weIl to a stretched

exponential form for quenches to a final temperature which is not too low. The values

of the stretched exponent, 13, were found to he 13 ~. 0.54 and 13 ~ 0.38 respectively

for two sets of the final temperature, with the smaller 13 corresponding to the lower

of the two final temperatures. The same fitting procedure yielded a pure exponential

kinetic behavior for the equivalent homopolymer, i. e., 13 = 1 if there are no random

interactions. lori et al. [92] also made a Langevin analysis for the relaxation to the

32
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collapsed phase and again found a stretched exponential behavior for the relaxation

to the collapsed phase on short time scales (compared to the experimental work on

proteins of Iben et al. [89] which predicts time scales of the order of seconds).

While the previous calculations give us considerable intuition into the physics of

the collapse kinetics of heteropolymers, there are nevertheless many questions which

remain unclear. First of aIl, we expect that the relaxation kinetics of a heteropolymer

with random interactions between monomers should depend on the final temperature

which can be characterized in several regimes. One can easily imagine that quenching

the temperature from above Te but remaining above, from above to below, and

from below to below, should lead to different forms of the relaxation. Secondly,

from a statistical physics point of view, we believe that the most useful approach to

understand the kinetics of protein or heteropolymer collapse is based on the search

for universal features in the collapse process. Such universal properties which are

generally related to the scaling regime do not depend on details of the chemical nature

of the individual monomer groups (de Gennes [79]; Zwanzig [95]). Skorobogatyy, Guo

and Zuckermann [97b] made a general study of such features as the dependence of

the collapse time on the energy level structure and the level spacing distributions for

a simple protein folding model.

In this chapter we use molecular dynamics simulations as described in Chapter 2

to examine in detail the kinetics of formation of random heteropolymer conformations

in the absence of an explicit solvent by applying temperature quenches (Villeneuve,

Guo and Zuckermann [97]). The Hamiltonian for this case can be obtained directly

from Eqs. (2.1) and (2.2) and is given by:

1{=UMM +KM
N-l N N N N

L USpring(rij) + L LURLJ(rij) + L L UDis(rij, 7]ij) + KM' (3.1)
i=l,j=i+l i=l j>i i=l j>i

This Hamiltonian is similar to that ofIori et al. [91]; [92] and eonsists of the following

interactions: a harmonie term between nearest neighboring monomers of the het­

eropolymer given by Eq. (2.8), a purely repulsive Lennard-Jones potential between

aIl monomers given by Eq. (2.10) and an additional 1/r6 potential whose coupling

constant is chosen from a Gaussian distribution of width, Œ, as given by Eq. (2.12).
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This Gaussian represents the degree of quenched random interactions between the

monomers.

In order to investigate the collapse kinetics after a temperature quench, we first

make a study, in Section 3.1, of the "phase diagram" of the random heteropolymer as

a function of both temperature, T, and the strength of the random interaction, a. In

particular we ca1culate the "phase line" between the extended state and the collapsed

state which gives the locus of the theta point, Te. Once this "phase line" is located,

the relaxation kinetics are studied in Section 3.2 by performing systematic temper­

ature quenches from the extended "phase" to the collapsed "phase" for which two

time relaxation regimes were observed. Both relaxation processes were characteriz­

able by stretched exponentials, one of which was found to be generic. Section 3.2 also

gives details of the related conformations of the random heteropolymer. Section 3.3

contains a summary and concludes this chapter.

3.1 Equilibrium considerations

In this section we present results obtained from equilibrium simulations for several

values of a ranging from 0 to 6. In particular we ca1culate Te as a function of the

strength of the random interactions, a. Since we are primarily interested in the

relaxational dynamics and since the location of Te gives us an indication of where

temperature quenches should be performed, we calculated values of Te which are

accurate enough for our purposes. A precise determination of this quantity requires

considerable computer time and is beyond the scope ofthis work. For a homopolymer,

the theta point was located by Grest and Murat [93] by studying the scaling of the

radius of gyration, Rgy , of the polymer as a function of the polymer length N. The

relevant scaling law in the homopolymer case is given by R~y oc N 2v. Above Te,

v = 3/5; at Te, v = 1/2; while below Te, v = 1/3. Here we use the same procedure

to locate Te for the random heteropolymer.

In aIl the ca1culations reported here, the value of the unstretched bond length was

taken to be Ra = 1.50- and the value of the coupling constant, k, for the harmonie

interaction of Eq. (2.8) used in the simulations was chosen as k0-2/f. = 30. The

number of monomers per heteropolymer used to study the equilibrium conformations
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in order to determine an approximate "phase diagram" by locating Te was varied

from N = 30 to N = 200 for values of a ranging from 0 to 6. AU quantities described

below will be in Lennard-Jones reduced units. Distances are expressed in terms of a,

temperatures in terms of kBlE, and time in terms of Jma21E where m is the mass of

each monomer.

The initial polymer conformation was taken to be a self avoiding random walk for

aU simulations reported in this chapter. Next molecular dynamics simulations using

the Langevin method described in Chapter 2 and involving the interactions given

by Eq. (3.1) were performed. The random heteropolymers were equilibrated using

3 x 106 time steps per monomer for N ::::: 100 and 106 time steps per monomer for

N = 30. Several physical quantities were coUected at equal time intervals for time

averaging after equilibration. TypicaUy these quantities were saved every 3000 time

steps per monomer up to a total of 1000 sets of data.

When a = 0, the Hamiltonian of Eq. (3.1) reduces to the Hamiltonian for a

homopolymer in a good solvent as described by a repulsive L-J interaction. The

theta point in this case is therefore zero. To verify that our simulation method

gives the correct scaling in the homopolymer limit, we computed (R~y) for N =

30, 75, 100, 150, 200 for a = 0 and for two temperature values. We found that

(R~y) ex: aN2
v with li ~ 0.586 for T = 4, and li ~ 0.607 for T = 0.1, as expected.

Since the theta point is zero for a = 0, the existence of a non-zero theta point for

a # 0 for our random heteropolymer model is entirely due to the random interactions.

Figure 3.1 (a) shows the logarithm of (R~y)IN as a function of N for a = 3 and for four

different values of T. In this case values of N = 50, 75, 100, 125, 150, 175 and 200

were used. The figure shows that the theta point should have a value close to T ~ 2.

Figure 3.1 (b) shows the result for a = 6. For this and other larger values of a, it is

difficult to obtain a precise value of Te due to large fluctuations in the data. However

from the figure it is reasonable to assume that it lies in the neighborhood of T = 8. For

both a = 3 and 6 we found that (R~y) ex: aN2
v with li ~ i for temperatures above the

theta point and that li ~ ~ for temperatures below it, provided that the temperature

is not too low (for which case the simulation is hampered by metastable states). Near

the theta point, we find that li ~ ~, as expected. The presence of a theta point, Te, is
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Figure 3.1: (a) Average radius of gyration versus N for random heteropolymers with Œ = 3 for
N = 50 to 200 and for temperatures T = 8 (*), T = 4 (0), T = 3 (0) and T = 2 (D). T = 8, 4, 3
are above Te, where (R;y) <X N 2v with v ~ 0.59. T = 2 is lower than Te. The theta point lies
between T = 2 and T = 3. (b) Average radius of gyration versus N for random heteropolymers with
Œ = 6 for length N = 30 to 200, and for temperatures T = 10 (0), T = 8 (D), T = 7 (0) and T = 6
(.6.). T = 10 is above Te with (R;y) <X N 2v where v ~ 0.57. T = 8 is close to Te with v ~ 0.50.
T = 7, 6 are below Te.

also consistent with the behavior of (Rgy ) as a function of temperature. Furthermore

we confirmed that in the neighborhood of the theta point, (Rgy ) changes from a small

value below Te to a much larger value above Te, indicating a conformation change

of the heteropolymer from a compact to an extended structure.

Although it is quite difficult to determine a precise value of Te, it is to be expected

that the effective value of Te as determined by our simulation procedure increases

considerably with increasing a. This is shown in the inset of Figure 3.2 where (Rgy ) is

shown as a function of temperature for several values of a fixing N = 100. From this

graph we operationally take Te as the temperature at which (Rgy ) = 6.0, this being

in the mid-point of its values. The values of Te deduced in this manner from the

inset of Figure 3.2 are shown in Figure 3.2 which thus serves as a "phase diagram" for

the heteropolymer model studied here. The nature of the equilibrium conformation

can be examined directly from the final structures of the heteropolymer and we have

confirmed that these structures are consistent with the "phase diagram". Finally, in

order to test the stability of our simulations we calculated the average bond length of

the polymer as a function of T, N and a. We found that the bond length increases

with T in aIl cases but remains bounded below by 2.00" up to T = 10. Henee the
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Figure 3.2: Te versus a: for N = 100. The values of Te were measured at the points of infiection of
the inset and the error bars were estimated by using Figure 3.1, and related results for a: = 1 and
a: = 5. This plot serves as an effective "phase diagram". The solid line is a guide to the eye. Inset:
Average radius of gyration as a function of temperature for N = 100 and a: = 1 (.6.), 3 (D), 5 (<»,
and 6 (*). The horizontal line at (Rgy ) = 6.0 corresponds to the point of infiection at which we
measured Te for different values of Œ. The solid lines are guides to the eye.

average bond length remains reasonably close to its initially chosen value of 1.50' and

exhibits no unusual behavior throughout the entire simulation procedure.

In the next section we study the relaxational dynamics of the heteropolymer after

temperature quenches in various regions of the "phase diagram" of Figure 3.2.

3.2 Kinetics of relaxation

The relaxational dynamics of the random heteropolymer described by Eq. (3.1) is

investigated by quenching the temperature from an initial value TI to a final value at

TF, and monitoring the time evolution of the relevant physical quantities. Our "phase

diagram" allowed us to examine the relaxation behavior by choosing the temperatures

TI and TF systematically for the related quenches. The quenches were performed by

first bringing the polymer to thermal equilibrium at TI and then quenching to TF,

To study the relaxational dynamics after a temperature quench, for a given initial

equilibrium conformation, 105 time steps per monomer were used and the relaxation

process was monitored. The results were then averaged over 100 to 500 independent

quench runs for the same initial condition. Finally, up to 16 impurity averages for

different realizations of {'TJij} for a given Cl! were performed for a given set of the
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remaining system parameters.

In the homopolymer case where a = 0, exponential relaxation behavior was always

observed as expected. For the random heteropolymer case where a # 0, we examined

polymers of length N = 30 for a = 2,3,4, S, 6 and N = 100 for a = 6. As mentioned

previously, 100 to SOO independent quench runs were averaged for a given {'T/ij} to

reduce fluctuations in the data since the only difference between each quench run is

the thermal noise. The total energy E(t) of the polymer was calculated as a function

of time t and was fitted to a stretched exponential form given by

(3.2)

Here the time t was measured in units of 70. One unit of time is thus equivalent to

200 MD steps. The parameters ao,;3, 7 and al were obtained by using a chi-square fit.

These values were then impurity averaged l . For N = 30 we performed an impurity

average over 8 different realizations of the random interactions {'T/ij} for a given a,

while 16 such realizations were used for N = 100. We found that impurity averaging

was vital in determining a reasonably accurate value for the relaxational exponent ;3.

Exponential relaxation behavior (;3 = 1) was always observed when both TI and

TF were chosen to be in the extended "phase", i.e. above the theta point. This

is shown in Figure 3.3 for N = 30, a = 6, TI = 16 and TF = 10. The values

of ;3 and 7 are tabulated in Table 3.1 and for quenches above the theta point, ;3 is

consistently close to unity for aIl values of a used. We in fact showed that the data for

N = 100 and a = 6 were also weIl fitted to a pure exponential above the theta point.

This behavior is understandable since above the theta point, the heteropolymer in

question is extended and thus the random interactions {'T/ij / rrj} play only a small

role because they decay quickly for monomers far away from one another in this case.

Under these circumstances the random heteropolymer should therefore behave like a

homopolymer.

The quenches of interest for the problem of random heteropolymer collapse are

those performed across the line of theta points in the "phase diagram", i. e. from

the extended to the collapsed states. For this case TI was chosen to be weIl above

1For a given set of random interactions {'TJij}, many quench runs were performed in order to obtain
the thermal average. The relaxation of the energy E(t) was then averaged over several independent
sets {'TJij} ..
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Figure 3.3: Energy versus time for a random heteropolymer after a temperature quench with pa­
rameters Cl: = 6, N = 30, TI = 16 and TF = la. Both temperatures are above the theta point.
From the stretched exponential fit we find (3 ~ 1.01 and r ~ 1.63. Hence this relaxation is a pure
exponential. The solid line is the fit to Eq. (3.2).

Te while TF was below Te. It turned out that if TF was too low, the simulations

were hampered by metastable states and the polymer could not relax to a collapsed

equilibrium conformation. Hence we chose the value of TF to lie not too far below

the theta point and monitored the final conformation to ensure that the system was

not trapped in an extended metastable state.

We examined the relaxation to equilibrium for quenches over the theta point for

long polymers in order to investigate the collapse process in detai1. In particular

we examined the case of a random heteropolymer of length N = 100 in detail for

Œ = 6, TI = 16, TF = 6. As before, the energy E(t) was calculated as a function

of t and fitted to Eq. (3.2) and the results are summarized in Table 3.2. Out of the

16 realizations of {17ij}, we found that 15 data sets exhibited two relaxational time

regimes: a fast relaxation from which partial collapse resulted, followed by a crossover

to a considerably slower regime at the end of which the collapse process was complete.

The relaxation behavior in both regimes could be fitted to a stretched exponential

of the form given in Eq. (3.2). In the first time regime, as shown in Table 3.2, a

stretched exponent (3 ~ 0.7 with time constant T f'.J 1.2 was determined. These are

completely consistent with the values found for N = 30 and Œ =1= 0 to be reported

below. In the second relaxation regime (3 was found to be approximately 0.2, a very

small value indeed. Figure 3.4 gives relaxation data which showed the two regimes
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for one simulation together with the fits using Eq. (3.2).

Why are there two relaxational time regimes? To answer this question we drew

typical conformations of the polymer during the relaxation process at various time

intervals, as shown in Figure 3.5. At early times, from t = 0 to t = 30, where

the stretched exponent {3 ~ 0.7, the conformations show that the collapse is only

local, where the overall conformation is still extended while locally the monomers

collapse into separate "blobs". If we now calculate (Rgy ) at t = 30, its value is still

close to that of an extended polymer. By examining all the 15 simulations which

exhibit two relaxation regimes, we concluded that the first time regime was due to

the local collapse. After the first time regime, the collapse process enters a crossover

regime where the local blobs coalesce to form larger blobs, as shown in the figure

corresponding to t = 75 in Figure 3.5. At this stage the polymer has not completely

collapsed but is certainly not extended, and from the point of view of protein folding

this may be regarded as being analogous to a molten globule conformation. Finally

the collapse process enters the second time regime, which goes approximately from

t = 100 to the end of our simulation where the polymer is completely collapsed,

with an exponent {3 ~ 0.2. We conclude that the second relaxation regime, with a

small stretched exponent {3 ~ 0.2, is due to the collapse of local blobs to the final

compact equilibrium state. Clearly, because blobs are much more difficult to move,

the collapse of local blobs should be much slower which is refiected by the small value

of {3. Finally the only one among the 16 simulations which did not exhibit a second

time regime appeared to be trapped in the crossover regime. This could be due to

anomalous arrangements of the random interactions {ryij}. However, our simulations

mostly show that the relaxation during a temperature quench from an extended to

a collapsed state is a two stage process in which each process is characterized by a

stretched exponential form.

How generic is the value of the stretched exponent? We examined this question

by performing temperature quenches over the theta point for a number of values of

the strength of the random interactions, a = 2 to 6. As the simulations were found

to be computationally intensive, we have used shorter chains of N = 30. For these

shorter heteropolymers we did not always observe two regimes and sorne relaxations



3: RANDOM HETEROPOLYMER WITHOUT SOLVENT 41

across the a=2, TI = 4,TF =0.5 a = 3, TI = 4,TF = 1 a = 4, Tl = 6,TF = 1 a = 5, Tl = lO,TF = 4 a=6, Tl = 16,TF =6"theta point"

<~> 0.75 ±0.03 0.70 ±0.02 0.65 ±0.04 0.68 ±0.05 0.62±0.06
~_._- ... ---_ .. _.. .. _.. _-- ------- ----- ----- ----------------------- --_ .. __ ...... _....-.. ------ ....................-....................-- ................. _-----------_.

<'t'> 1.41 ±0.04 1.54 ±0.05 1.54 ±0.04 1.43 ±0.06 1.0 ±0.2

within the
extended a =2, TI = 4,TF = 2 a = 3, TI =10,TF = 4 a=4, Tl =6,TF =4 a=5, Tl = lO,TF =7 a=6, Tl = 16,T~ 10

phase

<~> 0.97 ±0.02 1.02 ±O.02 0.88 ±0.08 0.9 ±0.2 1.01 ±0.05
--- .. _.. _------ -- .. -----------------_ .. ------------------------ ............................................ ---_ .. ---- --------_...... .. .. -_ .........................................

<'t'> 1.42 ±0.02 1.51 ±0.02 1.6 ±0.1 1.5±0.1 1.59 ±0.05

within the a=2, TI = 1,TF =0.5 a= 5, TI = 4,TF = 2 a= 6, TI = 6,TF=4
Irolded phase

<~> 0.38 ±0.05 0.49 ±0.07 0.32 ±0.06
-----_ ......... -- -----_ .... --_ .............. --- .... -------- _. --------_ .... -- .. -- --- ----------- .. _- ---------------_..........- ---------- .... ---------_ .. -

<'t'> 3±6 7±1 4±1

Table 3.1: ((3) and (7) resulting from the average over eight realizations of the random interaction
{'T]ij} for N = 30. The first row consists of results from relaxations across the theta point. The
second row presents the relaxations within the extended states. The third row results from quenches
within the collapsed states. TI and TF are the initial and final temperatures respectively.

across the a=6,T,=16,TF =6, a=6,T,=16,TF =6,
"theta point" 1=01030 1= 100 10 500

<I3> O.69±O.O2 O.19±O.O2

<'t> 1.17±O.04 25±5

Table 3.2: ((3) and (7) resulting from the average over several realizations of the random interaction
{'T]ij} for N = 100. All quenches were performed across the theta point. Times t = 0 to t = 30
corresponds to the first relaxation regime, and t = 100 to t = 500 corresponds to the second time
regime. ((3) and (7) were averaged over sixteen realizations for the first relaxation regime and fifteen
realizations for the second regime.
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Figure 3.4: Energy as a function of time for a random heteropolymer after a temperature quench
with parameters a = 6, N = 100, TI = 16 (above the theta point) and TF = 6 (below the theta
point). Two relaxation regimes are found. (a) First time regime, from t = a to 30. The stretched
exponential fit gives (3 ~ 0.73 and T ~ 1.19. The inset shows the complete relaxation curve from
t = a to 500. (b) Second time regime, from t = 100 until the end of the simulation. Fitting to
Eq. (3.2) gives (3 ~ 0.25 and T ~ 8.71 for this heteropolymer simulation in the second regime. Solid
lines are the fit to Eq. (3.2).
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Figure 3.5: Snapshots of conformations for a random heteropolymer (the same polymer as used in
Figure 3.4) at various times after a temperature quench, with parameters a = 6, N = 100, TI = 16
and TF = 6. The first plot labeled t = 0 is the equilibrium conformation at TI = 16 which serves
as the conformation just before the quench. Other plots represent conformations at different times
during the relaxation process. Local collapse is clearly seen before t = 75. The polymer is essentially
collapsed at t = 500.
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took place in a single regime. Since the chains are quite short, sorne of the chains

manage to avoid local collapse relax directly to their compact conformations. The

results for these simulations are summarized in Table 3.1 which clearly shows that

{3 ~ 0.7 for aIl values of a studied for the first time regime. Typical relaxation data

are shown in Figure 3.6 which gives E(t) as a function of time for a single simulation

and three values of a. The three sets of parameters were a = 2, TI = 4 and TF = 0.5;

a = 4, TI = 6 and TF = 1; and a = 6, TI = 16 and TF = 6.

Another question of interest is whether the overall shape of the relaxation curve

as given by Eq. (3.2) and the value of the stretched exponent, {3, depend on the

simulation parameter r-1 which gives the characteristic time for coupling to the heat

bath in the simulation. This question is clearly relevant for the first relaxation regime.

To investigate this point, we performed quenches using N = 30 and a = 6 for several

values of r, i.e. r- 1 = 0.870,1.3370,1.070 and 4.070 in addition to 2.070. For all

the simulations we found the stretched exponent {3 ~ 0.7, independent of r. Hence

the stretched exponential relaxation has a generic behavior. On the other hand, we

expected that the time scale 7 of the first relaxation regime would be affected by r;
we in fact found 7 to be a linear function of r-1 as shown in Figure 3.7. Finally we

found no detectable r dependence for the results of the second relaxation regime.

We also examined the second time regime observed in sorne of the relaxation curves

for short chains with a = 6 for the simulation shown in Figure 3.6. In this case we

found that the relaxation could be characterized by a stretched exponent {3 ~ 0.45,

in contrast to the case of N = 100 where {3 ~ 0.2. However we were not able to

determine the stretched exponent, {3, accurately for the second time regime for short

chains, because the second relaxation regime is due to the collapse of local blobs

as discussed above. This is because there is only a small number of blobs formed,

resulting in a faster relaxation (larger {3). For long chains, however, it is possible that

the exponent of the second time regime will be determined by the motion of the blobs

in a random environment, thus leading to a generic value of {3.

Finally, we comment that for extremely short chains such as N = 15, the second

time regime is not observed as there is essentially no local collapse and the entire

chain simply collapses with only one stretched exponent. This behavior was found in
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Figure 3.6: Relaxation curves for quenches across the theta point fitted with stretched exponentials
for N = 30. Only the first relaxation regime is shawn. (a) For a = 2, TI = 4 and TF = 0.5 we get
(3 ~ 0.69 and T ~ 1.26. (b) For a = 4, TI = 6 and TF = 1 we get (3 ~ 0.70 and T ~ 1.53. (c) For
a = 6, TI = 16 and TF = 6; we get (3 ~ 0.72 and T ~ 1.41. Each of these (3 and Tare only one of
the values used ta do the averages in Table 3.1. The solid lines are the fit ta Eq. (3.2).
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Figure 3.7: T as a function l/r. The slope of the linear fit is 0.788 ± 0.009 and the intercept is
-0.11 ± 0.02.

the work of lori et. al. [91]. To check this point, we performed MD simulations for

random heteropolymers of length N = 15 corresponding to the case investigated in

lori, Marinari and Parisi [91]. Using a = 6 and averaging 100 quench runs, the data

of E(t) was indeed fitted weIl with a single stretched exponential in agreement with

the results ofIori et al.. The value of the stretched exponent in this case was found to

be consistent with the value reported above for the first time regime for N = 30, 100.

Thus, as expected, the relaxation to equilibrium was rapid and occurred over 30 time

units for these random heteropolymers.

To examine the relaxational dynamics further, we performed temperature quenches

entirely below the theta point, i.e. with TI, TF < Te, using heteropolymer chains

with N = 30 and a = 2, 5, 6. A typical relaxation behavior of the energy is shown in

Figure 3.8 for parameters N = 30,a = 6, TI = 6 and TF = 4. In this case there was

only one relaxation regime which is understandable since the chain was only changing

from an already collapsed state to a more compactly collapsed state. Again the data

was weIl fitted to the stretched exponential form and the results are summarized in

Table 3.1. For these 'below-to-below' quenches, our data gave f3 ~ 0.4 for aIl values

of a used.

How can we interpret relaxation described by a stretched exponential? To examine

this question, we turn to the work of Lai [95] who studied the spectrum for the distri­

bution of the relaxation times that leads to the stretched exponential relaxation in the
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Figure 3.8: Energy versus time for a random heteropolymer after a temperature quench, with
parameters Ct = 6, N = 30, TI = 6 and TF = 4 (both below the theta point). The stretched
exponential fit gives (3 ~ 0.40 and T ~ 4.02 for this polymer.

context of the study of glassy behavior. Lai showed that slow stretched exponential

relaxation is due to a wide spectrum of relaxation times. We now follow Lai's analysis

to discuss a specifie case of interest to us where the relaxation function is the total

energy of the system E(t) = aoe-(t/T)f3 - al and the stretched exponents have values

of f3 "-J 0.7 and f3 "-J 0.4. The value f3 = 1 corresponds to the conventional Arrhenius

pure exponential relaxation with a single time scale T. The more complex stretched

exponential relaxation can be described as follows by a continuous distribution of

possible time scales, P (T'), and the presence of parallel relaxation processes:

(3.3)

where E(t) is normalized, i.e. E(O) = 1. Lai looked for the general form of P(T')

analytically for different values of the stretched exponent f3 as follows. By changing

variables in Eq. (3.3), we can write

where .c is the Laplace transform with .c[j(u)1- Joco f (u )e-SUdu, for sorne function

f (u). Thus we can obtain the distribution function of relaxation times via the inverse

Laplace transform.

(3.5)
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The inverse Laplace transform is difficult to calculate for general values of {3. Hence

Lai only computed the {3 = 1 and (3 = 1/2 cases. Nevertheless aIl the information

about P(T') can be computed from its moments.

(3.6)

Next, we use Eq. (3.6) to calculate the width of the relaxation spectrum W =
J(T,2) - (T')2. For {3 = 1, W = 0, for {3 = 0.7, W rv 0.9T and for (3 = 0.4, W rv 3T.

We have also checked to see if P(T') was a Gaussian distribution of time scales using

the following expression:

P( ') = 1 {_ (T' - (T'))2}
T ~exp W2'Wy27r 2

(3.7)

The values for W and (T') were estimated from Eq. (3.6). We evaluated Eq. (3.3)

numerieally before fitting the resulting curve with Eq. (3.2). For W and (T') estimated

for {3 = 0.7 we obtained a good fit with a stretched exponent {3 = 0.644 ± 0.001 and

T = 0.1042 ± 0.0002. This indicates that the Gaussian distribution of possible time

scales was an appropriate choice. However for (3 = 0.4, P(T) could no longer be fitted

by a Gaussian distribution.

Since protein denaturation is of great interest (Daggett and Levitt [92]), we also

examined the kinetics of "unfolding". To this end we studied a random heteropolymer

with N = 100 and Œ = 6. We initiated the polymer in an equilibrium conformation

at TI = 6 and abruptly changed the temperature to TF = 16. The energy was then

monitored as a function of time and fitted with Eq. (3.2). As expected in the absence

of an explicit solvent, the "unfolding" showed an exponential behavior ({3 = 1.O1±0.06

and T = 1.7 ± 0.1).

3.3 Summary

In this chapter, we first examined the "phase diagram" of a single random heteropoly­

mer in detai1. A clear idea of the equilibrium "phase" behavior is necessary for in­

vestigating the relaxational dynamies after a temperature quench since the dynamie

behavior is different depending on the temperature range. In our model, the random

heteropolymer is composed of N monomers connected by harmonie springs. The
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monomers mutually interact via a repulsive Lennard-Jones potential and the random

interactions between the monomers were included by means of a Van der Waals inter­

action whose coupling constants are chosen from a Gaussian distribution of width a.

First, the "phase diagram" was obtained from MD simulations and two states were

identified: a high temperature extended conformation where the random heteropoly­

mer is described in terms of a self-avoiding random walk; and a low temperature

collapsed conformation where the polymer takes up a closed compact conformation.

The two states are separated by a line of theta points whose temperature increases

with increasing a.

Knowledge of the "phase diagram" allowed us to perform systematic studies of ran­

dom heteropolymer relaxation processes. Relaxation to equilibrium for temperature

quenches inside the extended "phase" showed a pure exponential behavior whereas

relaxation processes to the collapsed "phase" exhibited a stretched exponential be­

havior. We found that the relaxation after a quench from above the theta point to

below could be characterized by a two-stage process. The first time regime is char­

acterized by a faster stretched exponential relaxation process with exponent {3 ~ 0.7.

This value does not depend on the values of a and is quite generic. In the first time

regime, the chains locally collapse into separate blobs but the entire chain is still

quite extended. In the second time regime the local blobs coalesce to form the final

compact structure, but with different stretched exponential form and a lower value of

the exponent {3. For very short chains such as those examined in lori, Marinari and

Parisi [91], the second time regime is absent as no local collapse takes place. Finally

for a quench from below the theta point to further below, the relaxation is a one stage

process which is also weIl fitted with a stretched exponential form.

Relaxation to equilibrium for quenches from the extended to the collapsed "phase"

are of the most interest to us due to their relation to protein folding. Figure 3.5 shows

that typical final polymer conformations for the first time regime (i. e. up to t = 30)

are extended with a few compact blobs along the chain which eventually coalesce at

longer time. The development of this growth and coalescence process occurs during

the crossover as can be seen from the conformation in Figure 3.5 near time t = 75.

This conformation shows that the polymer is now more compact but with the blobs



3: RANDOM HETEROPOLYMER WITHOUT SOLVENT 50

still connected by extended sections. For such short chains, N = 100, it is quite

difficult to determine if the blobs are distributed randomly along the chain or if they

mostly form near the terminal monomers. If the blobs are in fact randomly dis­

tributed, this result is in agreement with the Langevin (Kiernan, Green and Dawson

[95]) and Monte Carlo (Yu et al. [95]) simulations performed by Dawson and his

colleagues to study both the collapse of homopolymers and random copolymers with

degrees of polymerization up to N = 1000. In these cases, monomer aggregation was

reversible. Furthermore Dawson (Kiernan, Green and Dawson [95]) points out that

the neglect of hydrodynamics in the early stage of kinetics is justified by the local na­

ture of the c1uster growth mechanism. The effect of this approximation on the second

time regime is unc1ear since we need to know how the hydrodynamic modes affect

the basic mechanism leading to coarsening. Dawson further states that this should

be checked by adding the Oseen tensor, which would be a demanding calculation. On

the other hand, if the blobs mostly form near the terminal monomers, we can compare

our collapse mechanism to the one proposed by Ostrovsky and coworkers who consid­

ered an irreversible aggregation process as the basis for polymer collapse (Ostrovski

and Bar-Yam [95]; Crooks, Ostrovski and Bar-Yam [99]). These authors showed by

Monte Carlo computer simulations based on c1uster diffusion that the collapse of long

homopolymers (up to N = 1000 in two dimensions and 500 in three dimensions) and

certain heteropolymers is dominated by the nuc1eation and growth of large clusters

at the ends of the polymer coupIed with the coalescence of smaller c1usters inside

the polymer. Note that they also included the primary effects of hydrodynamics by

applying Stoke's law.

We propose that our relaxation data can be interpreted in terms of the molten

globule concept since we found an initial relaxation to an intermediate conformation

in the first time regime after a temperature quench from above to below the theta

point. We feel that this conformation is analogous to the "compact but extended"

structure discussed by Daggett and Levitt [92] for proteins. This relaxation regime is

then followed by a slower relaxation to a collapsed conformation1. Such behavior is

analogous to that discussed in the literature for protein folding. Finally we note that

1For a discussion of the molten globule model, see the contribution of Baldwin [94].
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the relaxation process studied here is quite different from that of the homopolymer

collapse which proceeds via a single exponential.



4

EQUILIBRIUM STUDY OF A RANDûM HETEROPOLYMER IN SOLVENT

Most simulation studies of polymer collapse dynamics, have been carried out with­

out any explicit solvent. Similar to what was done in Chapter 3, the solvent is most

often incorporated in an implicit way into the effective monomer-monomer interac­

tion in order to reduce the computational cost. Such an implicit solvent model can

contribute ample information about a given system, but it is important to determine

if the presence of an explicit solvent will significantly affect the static properties and

the qualitative nature of the collapse dynamics. It is expected that the complicated

hydrodynamic interactions between monomers will in fact modify the collapse dy­

namics. A more thorough discussion on the hydrodynamic effects will be reserved for

Chapter 5.

Among the few computational studies of polymers in an explicit solvent, PoIson

and Zuckermann [00] used molecular dynamics simulations to examine the equilibrium

properties and collapse dynamics of fully flexible Lennard-Jones polymer chains in the

presence of an explicit Lennard-Jones solvent in two dimensions. Both homopolymers

and random copolymers were considered. Furthermore, PoIson and Zuckermann [01]

have recently repeated this study for three dimensional systems and found that the

results were qualitatively consistent with the results for their two-dimensional system.

They concluded that the dimensionality of the system does not strongly affect the

qualitative behavior of either the equilibrium properties or the collapse dynamics of

their system. Comparison with PoIson and Zuckermann's three-dimensional results

will be made throughout the next two chapters. The only other study of polymer

collapse in an explicit solvent that we are aware of is the work by Chang and Yethiraj

[01]. They looked at the effect of an explicit solvent on polymer collapse dynamics

by means of systematic comparison between equivalent implicit-solvent and explicit-

52
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solvent systems. We will describe these simulations in more detail in Chapter 5.

In this chapter, we examine the statie properties of a random heteropolymer using

a three-dimensional model system in which the polymer is immersed in an explicit

Lennard-Jones solvent in order to find the effect of such a solvent on its equilib­

rium properties. The solvent is essentially a monomeric solvent in that the solvent

molecules have the same size and mass as the monomers of the random heteropoly­

mer. Three types of random heteropolymer in an explicit solvent were studied. In

the first case, the polymerie chain is fully flexible and the random interactions are

imposed between monomers (Model A). In the second case, the chain is also fully flex­

ible but there are now random interactions between monomers and solvent particles

(Model B with a flexible chain). The third case is similar to the second one, but this

time the chain is not fully flexible since angular restrictions are included (Model B

with a semi-flexible chain). The simulations are initialized using configuration on a

lattice which is allowed to melt at high temperature until aIl traces of the lattice have

vanished. Furthermore, a Gaussian distribution of the initial velocities, whieh yields

the correct initial temperature, was chosen, and the total momentum of the system

was set to zero.

The results presented below were obtained from equilibrium simulations for sev­

eral values of the strength of the random interactions, a, ranging from 0 to 6 and p

ranging from 0 to 0.9. The polymer length, N, varies between N = 20 and N = 100;

and special attention was paid to the case where N = 30. For shorter polymer chains

(N ::; 40), the number of solvent particles, N s , was chosen so that N s + N = 512 for

low densities and Ns + N = 1000 for densities higher than p = 0.3. Larger values of

N s were used for longer polymerie chains (N > 40), i.e. N s + N = 2197 for p::; 0.5

and Ns + N = 3375 for p > 0.5. The characteristic temperature, Te, was calculated

as a function of both the strength of the random interactions, a, and the number

density, p. As in Chapter 3, we will only be concerned with making a good estimate

of Te which will allow us to perform systematic temperature quenches. Since an

extensive discussion on the matter of Te was presented in the previous chapter, the

emphasis will now be shifted to the effect of the solvent on the value of Te. In aIl

of the calculations reported here the value of the time step is .6.t = 0.005To, and the
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coupling friction between the particles and a heat bath is r = 0.570' Furthermore,

the unstretched bond length was taken to be Ro = a, and the value of the coupling

constant, k, for the harmonie interaction of Eq. (2.8) used in the simulations was

chosen as ka2 JE = 500. Note that these parameters are different from the ones used

in Chapter 3. In particular, the bond lengths are shorter and stiffer so as to be able

to compare with the work of PoIson and Zuckermann (PoIson and Zuckermann [00]

[01]). Since very long simulations are required to obtain accurate measurements of

statistical quantities such as (R~y), (R~nd)' (nMM) and (nMS), a single random het­

eropolymer sequence was used for each measurement. Further averaging over various

random heteropolymer sequences is not expected to change the qualitative nature

of the equilibrium results. This random sequence should be seen as a sequence of N

monomers which interact with each other or with the solvent molecules through a ran­

dom r-6 potential. The sequence is defined before starting the simulation by randomly

generating the coefficients of the r-6 interactions between the pairs of monomers or

between the monomers and solvent molecules via a Gaussian random number gener­

ator of width a and mean value of zero. AH quantities described in the rest of this

chapter are given in Lennard-Jones reduced units. Distances will be expressed in

terms of a, temperatures in terms of kBjE, and time in terms of Jma2 JE, where m is

the mass of each monomer and each solvent particle, as discussed in Chapter 2.

Section 4.1, which presents a study of the Lennard-Jones solvent, was included for

completeness. This was done in order to convince the reader that our calculations for

the pure solvent did indeed reproduce known and accepted results from the literature.

The equilibrium results are presented in Sections 4.2 to 4.4. These sections contain

"phase diagrams" for the coHapsed versus the extended "phase" of the random het­

eropolymer immersed in a Lennard-Jones solvent over a broad range of temperature

T, random interaction strength a, and density p. For the results of Section 4.2, the

monomers of the heteropolymer interact directly via random interactions in the pres­

ence of an explicit solvent As stated in Chapter 2, we refer to this case as Model A.

In Sections 4.3 and 4.4, the monomers of the heteropolymer interact with the sol­

vent particles via random interactions. This model will be refered to as Model B as

discussed in Chapter 2. Section 4.3 reports simulation results for the case where the
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heteropolymer is freely jointed (Model B with a flexible chain) whereas an angular

restriction between neighbouring bonds on the heteropolymer has been included in

the simulations reported in Section 4.4 (Model B with a semi-flexible chain). Finally,

Section 4.5 contains a summary and concludes the chapter.

4.1 Pure Lennard-Jones soivent

For the results reported in this section, the Lennard-Jones solvent is a monomeric

solvent where the particles have the same size and mass as the monomers on the

polymer. The semi-empirical Lennard-Jones interaction is described by Eq. (2.11)

and Eq. (2.9), and can be visualized in Figure 2.4. By setting the cutoff to rc = 2.5a,

an attractive tail of the form (-l/rYj), a negative weIl of depth E, and a steeply

rising repulsive wall at a distance less than r rv a can be observed. The simulations

were performed for 125 solvent particles (Ns = 125). The Lennard-Jones solvent was

equilibrated using 105 time steps per solvent particle after a warm up of 103 time

steps for T < 3.5, in reduced units, and using 5 x 105 time steps per solvent particle

after a warm up of 103 time steps for T ~ 3.5, in reduced units. Statistical data were

calculated at an interval of 102 time steps in both cases.

A truncation and a shift were applied to the Lennard-Jones potential since the

Lennard-Jones potential is short-range, and the error due to interactions with par­

ticles at larger distances was minimized by choosing rc sufficiently large. There are

considerable advantages of a computational nature to such a truncation. If periodic

boundary conditions are chosen, and a cutoff is selected so that it is less than half

the size of a side of the simulation box, L, only interactions between a given particle

i with the nearest periodic image of a second particle j need to be considered. Since

the potential is not precisely zero for r ~ 1.0, there is the possibility that truncation

related systematic errors may occur. If the interaction decays rapidly, a tail contribu­

tion can be added to correct the potential. Since the correction is about 1/60th of the

weIl depth, and the details of the solvent did not concern us, we opted to further re­

duce computational time by omitting this correction. Following the truncation of the

potential, it is necessary to shift this potential in order to make the potential vanish at

the cutoff. In this way, discontinuities in the intermolecular potential can be avoided,
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Figure 4.1: Lennard-Jones liquid: (a) P versus p for T = 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0
(isotherms) where temperature increases from the lower curve to the upper curve. (b) P versus T
for p = 0.1,0.2,0.3,004,0.5,0.6,0.7,0.8 (isochores) where the density increases from the lower curve
to the upper curve.

and hence no impulsive corrections to the pressure are needed. AIso, intermolecular

forces remain finite which is essential since the Verlet algorithm used to integrate the

equations of motion cannot accommodate impulsive forces. The phase diagram is

slightly modified by such a truncation and shift, but as long as the system is not close

to a critical point, it is straightforward to keep it in the liquid phase. The results

for the truncated and shifted Lennard-Jones potential with Tc = 2.5 can be found in

Smit [92]. In this paper, Smit estimates the critical point at Tc = 1.085 ± 0.005 and

Pc = 0.317 ± 0.006.

We first verified that the single-component Lennard-Jones solvent displayed the

expected behavior by comparing our results to the work of Luna-Barcena et al. [97]

and Cottin and Monson [96]. Figure 4.1, shows (a) several isotherms and (b) several

isochores, and Figure 4.2 combines these isotherms and isochores into a three dimen­

sional "PpT" plot. Furthermore, we were careful to ensure that the solvent remains

in the fiuid phase by choosing the appropriate values of temperature and density from

the well-known temperature-density phase diagram of a single component Lennard­

Jones system. This phase diagram can be found in a myriad of books and papers like

Frenkel [96] for instance.

The negative pressures seen in Figure 4.1 and Figure 4.2 are related to the fact that

the system is in a metastable state at low temperature and high density. Thus, it is in
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Figure 4.2: Lennard-Jones liquid PpT diagram which gives isochores and isotherms on the appro­
priate axis.

a two-phase (liquid-vapor coexistence) region of the phase diagram. Furthermore, by

comparing these results to the Lennard-Jones phase diagram, there are other points

with positive pressure that are in the two-phase region. This can be seen for almost

the whole range of density at T = 0.5 and up to p = 0.6 for T = 1.0. For densities

inside the coexistence region, the pressure is expected to be constant and equal to

the saturated vapor pressure. However Figure 4.1 (a) shows that the pressure is not

constant in the coexistence region. These anomalies were found because molecular

dynamics simulations of smaIl systems are not weIl suited to study coexistence be­

tween two phases. This is a weIl known difficulty which can also be observed in Monte

Carlo simulations of finite systems (Frenkel [96]). In a finite system, a relatively large

cost in free-energy is associated with the creation of a liquid-vapor interface. This

free energy can be sa large that for very smaU systems, it is favorable for the system

not to undergo phase separation. Hence, the system becomes metastable. These

problems are more important if the system is smaIl, and if the interfacial free-energy

is large. This is the reason why standard NVT simulations are not recommended

to study the vapor-liquid coexistence region or any other strong first-order phase
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transition. However, for our work, using the NVT ensemble does not cause problems

of this nature since the simulations are performed in the one-phase regions of the

phase diagram.

The addition of the polymer does not change the properties of the solvent signif­

icantly. This has been verified by our group, and the change in the pressure of the

system at a given temperature and density is of the order of a few percent. Therefore,

it is safe to refer to the usual Lennard-Jones phase diagram to make sure that the

system is in the fluid phase.

4.2 Random monomer-monomer interactions (Madel A)

Random heteropolymers similar to the ones of Chapter 3 will be studied in the next

three sections but they will now be immersed in a Lennard-Jones solvent identical

to the one presented in Section 4.1. The Hamiltonian for this case can be obtained

directly from Eqs. (2.1)-(2.4), and is given by:

Ji = UMM +UMS +USS +KM+Ks
N-l N N N N

L USpring (rij) + L LURLJ (rij) + L LUDis (rij, TJij)
i=l,j=i+l i=l j>i i=l j>i
N Ns Ns Ns

+ L L URLJ(rij') + L L ULJ(ri'j') + KM + Ks (4.1)
i=l j'=l i'=l j'>i'

Non-primed indices were used to identify a specific monomer of the polymer chain,

and primed indices were used to identify a specific solvent particle. This Hamiltonian

consists of the following interactions: a harmonie term between nearest neighbor

monomers of the heteropolymer given by Eq. (2.8), a purely repulsive Lennard-Jones

potential given by Eq. (2.10) and a 1/r6 potential whose coupling constant is chosen

from a Gaussian distribution ofwidth a, as given by Eq. (2.12), between aIl monomers.

In addition to this, there is a purely repulsive Lennard-Jones interaction between

monomers and soivent particles, whieh is given by Eq. (2.10), and a Lennard-Jones

interaction between the solvent particles, Eq. (2.11).

Figure 4.3 shows the temperature dependence of (R~y) and Figure 4.4 shows the

corresponding temperature dependence of (nMM) and (nMS) for random heteropoly­

mers of length N = 30 as functions of the strength of the random monomer-monomer
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Figure 4.3: (R~y) versus T for a Model A type random heteropolymer of length N = 30 in an explicit
solvent of density (a) p = 0 and a = 1,4,6, and (b) p = 0.7 and a = 2,4,6.

interactions a at fixed density (a) p = 0 and (b) p = 0.7. Many similar calculations

were performed for various values of p and a, but only a few of these are shown so as

to illustrate the general behaviour of these curves. Note that there are no qualitative

differences between the results for the two solvent densities shown here. The error

bars were not included but a few examples will be presented in order to give a sense of

their magnitude. The errors on (R~y) for p = 0.7 and a = 6 were of 0.006, 0.03, 0.09

and 0.05 for T = 2, 6, 8 and 16 respectively. Sufficiently long runs were performed

in order to keep the errors for (R~y) below 0.1. Near Te, longer simulation runs were

required to lower the errors since the system is less stable and the fluctuations in the

measured quantities are larger. The errors for (nMM) were 0.1, 0.2, 0.2 and 0.8, and

the errors for (nMs) were 0.2, 0.3, 0.3 and 0.2, for T = 2, 6, 8 and 16 respectively,

again for p = 0.7 and a = 6. In both cases, (R~y) decreases as the temperature T is

lowered. A corresponding increase in (nMM) and a corresponding decrease in (nMs)

were also observed.

At higher T, (R~y) approaches a value which will be denoted (R~y)coii. At these

temperatures, the polymer chain forms an extended coil (i. e. the good solvent condi­

tion), and the number of monomer-monomer contacts is small, whereas the number

of monomer-solvent contacts is large. As the temperature is decreased, the value of

(R~y) drops abruptly until it reaches a plateau (R~y)globule at low temperatures. At

this point, the polymer chain is collapsed and forms a globule. The value of (nMM) is
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Figure 4.4: Average number of contacts versus T for a Madel A type random heteropolymer of
length N = 30 in an explicit solvent of density (a) p = 0 and a = 1,4,6, and (b) p = 0.7 and
a = 2,4,6.

large, while the value of (nMS) is small. One should be careful when defining the state

of the collapsed polymer at very low temperatures (T ::; 0.75), since the dynamics

of the system at such low temperatures can be very slow, and the chain is probably

frozen inside a metastable state.

The transition from the extended coil conformation to the globular conformation

is not sharp, i. e. there is a range of temperatures over which the transition occurs.

Increasing the solvent density increases the width of the transition as weIl as the

value of the characteristic temperature Te. Increasing the value of the strength of the

random monomer-monomer interactions a also increases the width of the transition

as weIl as the value of Te. Similarly, Figure 4.4 shows how changes in p or a affect

the width of the transition and the value of Te.

This transition is thermally driven and results from the definition of the free energy:

F = E - TS, where E is the energy, T is the temperature and S is the total entropy

of the system. (R~y) assumes the value that minimizes F. The energy E favours a

decrease in (R~y), while the total entropy S favours an expanded coil, and therefore an

increase in (R~y)' T controls the relative strengths of the two terms. The translational

part of the total entropy S favors a more compact state, and therefore helps to "drive"

the transition, but the conformational contribution to the entropy is the important

part.
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Furthermore, high density solvents slightly compress the polymer coil at high tem­

perature (i. e. in the athermal limit). Sorne simulations and theories predict that

entropy-driven collapse transition can be observed in athermal environments (Frenkel

and Louis [92]; Dijkstra and Frenkel [94]; Dijkstra, Frenkel and Hansen [94]; Luna­

Barcena et al. [96]; Escobedo and Pablo [96]; Suen, Escobedo and Pablo [97]; PoIson

[99]). However, this has never been observed using an additive-potential, in conjunc­

tion with an off-Iattice model in a simulation. In the paper by Escobedo and Pablo

[96], the hard-sphere solvent compresses the conformation of the hard-sphere poly­

mer in order to maximize the entropy. We observed similar behavior in our system.

At zero or low density, the chain assumes a particular average size (R~y) where the

entropy, S, is maximum, i. e. there are many more conformations available to the

chain when it is more spread out than when it is compressed. If an explicit solvent

is incorporated, the chain compresses, whieh means that it loses conformational en­

tropy. This appears to be a paradox but this is not the case since by cornpressing

the polymer slightly, the free volume available for the solvent is increased, and thus

the translational entropy of the solvent increases by more than enough to offset that

which was lost by the chain.

Figure 4.5 illustrates this relation between (R~y)coil and p quantitatively for 0:' = 6

and two chain lengths, N = 30 and N = 60. This figure shows that the size of the

polymer coil is proportional to the solvent density with a negative proportionality

constant whieh depends on the polymer length. PoIson and Zuckermann [01] have

also observed a decrease in the polymer size with increasing solvent density. It is

interesting to note that the compression of the polymer coil becomes more important

for a longer polymer chain. This can also be explained by the entropie effect as

discussed above. In the same athermallimit, Escobedo and Pablo [96] studied a hard­

sphere polymer immersed in a monomeric solvent, in a homopolymer melt and in a

deformable network. A decrease in the polymer size with increasing solvent density

is also observed in their work. We follow their lead and develop a scaling argument

of the form (R~y)coil ex 'T}-', where 'T} is the packing fraction which is proportional to

the solvent density p. At first glance, this power law does not seem to agree with

the linear relation seen in Figure 4.5. In fact, if we fit this curve to a function of the
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Figure 4.5: (RZ y ) coil versus p for a Model A type random heteropolymer in an explicit Lennard­
Jones solvent for N = 30 and N = 60. Œ = 6 in both cases. AU the (RZ y ) coil were measured at
T = 16. The error bars are aU smaUer than the size of the symbols, i.e. they are aU smaUer than
0.4. The dashed line is a fit to Ap-' where we obtained 'Y = 0.25 ± 0.06

form Ap-1' , for p ~ 0.2 (dashed line in Figure 4.5), we obtain a satisfactory fit with

'Y = 0.25 ± 0.06. Unfortunately, Escobedo and coworkers did not fit their results for

a polymer in a monomeric solvent to such a power law. Nevertheless, our value of 'Y

is exactly in accordance with their results for a polymer immersed in a homopolymer

melt which could make one suspect that only the quality of the solvent (good or poor)

is important to obtain this scaling law.

Figures 4.6 and 4.7 correspond to scaling tests which have been performed on the

polymer. More specifically, Figure 4.6 shows a plot of (R~y) versus N on a log-log

scale for a random heteropolymer with a = 6. We examined both an isolated polymer

(p = 0) and a polymer in an isolated solvent of density p = 0.5. The lines drawn

through the data sets are given by (R~y)cx.N211 (see Chapter 2 for a discussion about

the Flory exponent). At high temperature, T = 16, polymer coils were observed with

1/ = 0.608±O.006 for p=O, and 1/ = 0.59±0.02 for p=0.5, which correspond to the value

expected for a Flory coil. For low temperature, T = 2, globules with 1/ = 0.313±0.004

for p=O and 1/ = 0.35 ± 0.01 for p=0.5 were obtained. These values also correspond

to Flory's predictions. Therefore adding an explicit solvent to the system does not

change the scaling laws predicted by Flory. Thus, a temperature quench from a high

temperature to a lower temperature involves a transition from an extended coil to

a collapsed globule. We did not study Flory scaling more extensively in order to
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Figure 4.6: Radius of gyration squared (R~y) vs. number of monomers N for a Model A type
random heteropolymer with 0: = 6 in a solvent of density, p = 0, (no solvent and no boundary
conditions) and p = 0.5. The empty symbols correspond to p = 0 and the filled symbols correspond
to p = 0.5. For both densities, two temperatures were used, T=2 (0) and T=16 (0). The solid lines
are fits, with v fixed as a free parameter, that predict Flory's scaling relation in three dimensions
(R~y)r:xN2V. T=2 corresponds to a globule with v = 0.313 ± 0.004 for p=O and v = 0.35 ± 0.01 for
p=0.5. T=16 corresponds to a coil with v = 0.608 ± 0.006 for p=O and v = 0.59 ± 0.02 for p=0.5.

determine the characteristic temperature Te, as this would be computationally too

demanding. Rather we chose to estimate Te by examining the requirements of the

present figures of (R~y) versus T. This method is sufficiently accurate for the project

since only an approximate estimate of Te is needed in order to perform systematic

temperature quenches.

We next studied the parameter ç = ~f1~:~ in a similar way to Luna-Barcena et al.

[97]. Three states can be identified for the random heteropolymer in terms of ç

in three dimensions. For good solvent conditions in three dimensions, ç = 1.05 ­

1.07, for the 8-solvent condition, ç = 1, and for a collapsed chain (poor solvent),

ç = 1/3. Figure 4.7 shows ç as a function of solvent density for a Model A type

random heteropolymer. Different isotherms are shown for N = 30 and a = 6. These

simulation results give the expected values for ç depending on the state of the polymer.

We can easily make a connection between this figure and figures like Figure 4.3 which

shows (R~y) as a function of temperature for various solvent densities.

Finally, the characteristic temperature Te was estimated by determining the points

of infiection of the graphs of (R~y) versus T (Figure 4.3). The point of infiection was

defined as the temperature at which the value of (R~y) is mid-way between (R~y)globule
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Figure 4.7: ç = ~fi~~; as a function of solvent density for a Model A type random heteropolymer. ç =
1 denotes quasi-ideal polymer behavior (attractive and excluded volume interactions are balanced).
Different isotherms are shown for N = 30 and CI: = 6.

and (R~y)coil' The uneertainties were estimated by visual inspection of the (R~y) vs.

T graphs, and by comparison with the related graphs for nMM and nMS vs. T. 1

For example, the uneertainties for p = 0 are smaller than for p = 0.7 sinee the

(R~y) vs. T curves have a sharper transition for lower solvent densities. This allowed

us to construct useful "phase diagrams" for random heteropolymer chains of length

N= 30.

Figure 4.8 (a) shows a plot of Te as a function of the random monomer-monomer

interactions strength a for p = 0 and p = 0.7. An increase in a results in an

increase in Te, thus favoring the globular "phase". The empty symbols correspond

to Ra = 1.0a and k = 500. The filled symbols correspond to the "phase diagram"

from Chapter 3 (with Ra = 1.5a and k = 30) and they were included in order to

evaluate the effect of changing the bond length and the value of the spring constant

on the system without an explicit solvent (p = 0). From the inset of Figure 4.8

ITo evaluate Te and its error bars:

1- Draw a horizontalline at (R~y)globule+ ~((R~y)coil- (R~y)globule) on the (R~y) versus T curve.
The intersection of this Hne with the curve gives the estimate for Te.

2- Determine the distance between the closest data point that cornes before Te and the closest
data point that cornes after Te and estimate an error on Te. Obviously, a sharper transition
as weIl as a smaller interval between the data points, will reduce the error estimate.

3- FinaIly, compare the values of Te and its error bars to those which would be obtained from
the nMM and nMS versus T curves, and adjust the initial error estimates accordingly.
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Figure 4.8: "Phase diagrams" for Model A type random heteropolymer chains of length N = 30
in an explicit Lennard-Jones solvent. The values of Te were measured at the points of infiection
of the (R~y) versus T curves (Figure 4.3) and the uncertainties were roughly estimated by visual
inspection of these same curves. (a) Te versus Q; for p = 0 (0) and p = 0.7 (0), the empty symbols
correspond to Ra = LOo" and k = 500 and the filled symbols correspond to Ra = 1.50" and k = 30
(from Chapter 3). The inset shows the p = 0 and k = 500 curves for Ra = LOo" (0) and Ra = 1.50"
(*). (b) Te versus p for Q; = 6.

(a), it was possible to verify that the effect related to increasing the spring constant

and decreasing the bond length was completely dominated by the increase in the

spring constant. Increasing the spring constant reduces the value of Te gradually as

a increases. Why would increasing the spring constant favor the coil state? Why is

the effect dependent on a? An increase in the value of the spring constant, k, will

reduce the fluctuations in the positions of the monomers which will in turn render

the monomer-monomer interactions less effective. This also explains why the effect

was amplified for larger values of a. Softer springs (i.e. smaller values of k) allow for

greater mobility to sampIe binding forces. Figure 4.8 (b) shows a plot of Te versus

p for a = 6. As the solvent density is increased, the coil conformation becomes

progressively more compact due to entropie effects (Figure 4.5), which in itself favors

the polymer collapse.

Figure 4.9 shows several snapshots of the various conformations of a random het­

eropolymer with a = 6 and length N = 30 in a solvent of density, p = 0.7, for several

temperatures. The characteristic temperature is approximatively Te = 7.5 (see Fig­

ure 4.8). The first column shows the conformations on the same scale whieh allows us

to compare the size of the polymer. The second column shows us the equivalent con-
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formations, but on an ideal scale to visualize the detail of the conformations. Finally

the solvent particles were included in the third column.

The effect of the thermostat on this system was investigated by repeating sorne

of the calculations for p = 0 and p = 0.7 using a Nosé-Hoover thermostat (see Sec­

tion 2.2.2 for a discussion on the Nosé-Hoover thermostat). For p = 0.7, aIl the

equilibrium results reproduced those obtained with the Langevin dynamics method.

However, in the absence of an explicit solvent (p = 0), the results were slightly

different from the Langevin equilibrium results. Based on the discussion on the Nosé­

Hoover thermostat in Frenkel [96], it is likely that the discrepancy is related to ergod­

icity breaking. Sometimes, use of the Nosé-Hoover thermostat gives rise to ergodicity

problems, and the desired Maxwell-Boltzmann velocity distribution Eq. (2.24) is not

achieved. A well-known pathological case is the one dimensional harmonie oscilla­

tOI. The dynamics of the oscillator are not sufficiently chaotic to sample phase space

and therefore A =1= (A). Other pathological cases include smaIl systems or systems

with high vibrational modes for which the Nosé-Hoover thermostat fails to generate

a canonical distribution. A possible solution to alleviate this problem for our small

heteropolymer systems is to use Nosé-Hoover chains (Martyna, Klein and Tuckerman

[92]). This is a scheme in which the Nosé-Hoover thermostat is coupled to another

thermostat or to a whole chain of thermostats. It allows the thermostats to fluctuate,

and recovers the ergodicity of the system.

4.3 Random monomer-solvent interactions (Model B with

a flexible chain)

The Hamiltonian for this case can be obtained directly from Eqs. (2.1),(2.5),(2.6),(2.7)

and is given by:

1-l = UMM +UMS +Uss + KM + Ks
N-l N N N Ns

L USpring(rij) + LLULJ(rij) + L L URLJ(rij/)
i=l,j=i+l i=l j>i i=l j'=l

N Ns Ns Ns

+ L L UDis(rij','fJij/) + L L ULJ(ri'j') + KM + Ks (4.2)
i=l j'=l i'=l j'>i'
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Figure 4.9: Snapshots of the conformations of a Model A type random heteropolymer in equilibrium
in a solvent of density, p = 0.7, at temperatures, T = 12, T = 8, T = 6 and T = 2. The polymer has
30 monomers and the strength of the random interactions is 0: = 6. The characteristic temperature
is approximatively Te = 7.5 (see Figure 4.8). The first column shows the various conformations on
the same scale which allows us to compare the size of the polymer. The second column shows us the
equivalent conformations, but on an ideal scale to visualize the detail of the conformations. Finally,
in the third column, we have include the solvent particles. Since it is very difficult to visualize a
polymer in a solvent in three dimensions, we have only included the neighbouring solvent particles.
We have also chosen various rotation angles to optimize the visualisation of the shape ofthe polymer.
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Figure 4.10: (R~y) versus T for a Model B flexible random heteropolymer of length N = 30 with
random monomer-solvent interactions of strength (a) a' = 1 and (b)a' = 6. The number density of
the system varies from p = 0 to P = 0.9 for both graphies.

The non-primed indices identify a specifie monomer of the polymer chain, and the

primed indices identify a specifie solvent particle. The hydrophobie effect is explicit

in Model B. The hydrophobie monomers tend to be located in the interior of the

collapsed polymer, while the hydrophilic monomers are usually located on the outside

of the globule in order to maximize contacts with the solvent particles. Note that in

this case, p = 0 corresponds to a polymer in a good solvent.

Figure 4.10 shows the temperature dependence of (R;y) for a random heteropoly­

mer of length N = 30, and Figures 4.11 and 4.12 show the corresponding tempera­

ture dependence of (nMM) and (nMS) respectively. The number density ofthe system

varies from p = 0 to P = 0.9 in each ofthese three figures. Figure 4.10 (a), Figure 4.11

(a) and Figure 4.12 (a) correspond to a random heteropolymer with 0/ = 1, while

Figure 4.10 (b), Figure 4.11 (b) and Figure 4.12 (b) correspond to 0/ = 6.

A decrease in (R;y) is again observed as the temperature, T, is lowered. A cor­

responding increase in (nMM) is also observed as weIl as a decrease in (nMS)' For

a' = 6, some unexpected behaviour was found between T = 4 and T = 6. This

is shown in Figure 4.11 (b) and Figure 4.12 (b) for (nMM) and (nMS) respectively.

In particular, (nMM) increases with increasing T in a non-monotonie manner and

reaches a local maximum whereas (nMs) decreases non-monotonieally with increas­

ing T and reaches a local minimum between these temperatures. The reason for this
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Figure 4.11: Average number of contacts between monomers versus T for a Model B flexible random
heteropolymer of length N = 30 with random monomer-solvent interactions of strength (a) a' = 1,
and (b)a' = 6. The number density of the system with random monomer-monomer varies from
p = 0 to P = 0.9 for both graphies.
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Figure 4.12: Average number of contacts between monomers and solvent particles versus T for a
Model B flexible random heteropolymer oflength N = 30 with random monomer-solvent interactions
of strength (a) a' = 1 and (b)a' = 6. The number density of the system varies from p = 0 to P= 0.9
for both graphies.
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behavior can be determined by examining the conformations of the heteropolymer at

lower temperatures. Due to the nature of the random interactions, the solvent tends

to repel the hydrophobie monomers more strongly while the attraction between the

solvent and the hydrophilic monomers increases as a' is increased.1 Furthermore, the

related random interaction is of longer range than the short range excluded volume

interaction.

Therefore, for high values of 0/, the hydrophilic monomers are on the outside layer

of the polymer after the initial collapse, and there is a strong attraction with the

solvent which tends to "stick" to the the surface of the globule (Figure 4.13). This

leads to an increase in (nMS) at low temperatures. This effect is more pronounced

at low solvent densities. The strong interactions of the hydrophilic monomers at the

surface of the globule with the solvent is also responsible for a slightly larger collapsed

globule and as a result it leads to an increase in (R~y) and a decrease in (nMM) at

lower temperatures.

At higher T, (R~y) approaches (R~y)coii as defined on page 59. At these tem­

peratures, the polymer chain forms an extended coil, and the number of monomer­

monomer contacts are smaIl, while the number of monomer-solvent contacts are large.

As the temperature is decreased, the value of (R~y) drops abruptly until it reaches

a plateau at low temperatures. At this point, the polymer chain is collapsed and

forms a globule of size (R~y)globule' The value of (nMM) is large, while the value of

(nMS) is smaIl, except in the cases where the solvent particles "stick" to the collapsed

globule. The transition from the extended coil conformation occurs over a range of

temperatures. Increasing the solvent density increases the width of the transition as

weIl as the transition temperature Te. AIso, at higher solvent density the coil size

is compressed thus reducing the values of (R~y)coii' This slight reduction in the coil

size in the athermal limit (i. e. high T) is due to the entropie effect. EssentiaIly, the

system assumes an average size (R~y) which will maximize the entropy. A compressed

chain will have less conformational entropy than a more spread out chain, but it will

increase the translational entropy by increasing the free volume available for the sol­

vent. GeneraIly, the entropy of the solvent increases by more than enough to outweigh

IThe hydrophobie monomers of the heteropolymer have a random repulsive interaction with the
solvent, whereas the hydrophilie monomers and the solvent particles randomly attraet one another.
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a' 1

a' = 6

Figure 4.13: Snapshots of the conformations of a Model B flexible random heteropolymer in equi­
librium in a solvent of density, p = 0.2, at temperature, T = 1. The polymer has 30 monomers, and
the case where the strength of the random monomer-solvent interactions is a' = 6 is compared to
the one where it is ci = 1. Each conformation in a column as been plotted on same scale in order to
simplify the comparison.the first column shows globular conformations without showing the solvent
particles. The second column shows us the equivalent conformations, but this time, the neighbouring
solvent particles (i.e. solvent particles within a radius of Jf5a from the center of the globule and
within 2a from the the edges of an imaginary box constructed from the coordinates: Xmin, Xmax ,

Ymin, Ymax, Zmin and Zmax of the polymer) were shown. Finally, in the third column, a radius,
"fila of solvent particles were included around the polymer, while keeping the same conditions for
the distance from the imaginary box.
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Figure 4.14: "Phase diagrams" for Madel B flexible random heteropolymer chains of length N = 30
in an explicit Lennard-Jones solvent. Te versus p for a' = 1 (0) and a' = 6 (0). The values of
Te were measured at the points of inflection of the R~y versus T graphies (Figure 4.10) and the
uncertainties were again roughly estimated by visual inspection of these same graphies.

the loss in conformational entropy. A larger solvent density will offset a greater loss

in conformational entropy therefore resulting in a smaller coil size.

Finally, the characteristic temperature, Te, was estimated by determining the

points of infiection in the curves of (R~y) versus T (Figure 4.10) by using exactly the

same method as the one described in the previous section. The uncertainties were

again approximately estimated from the width of the transition in Figure 4.10 and

comparison with Figures 4.11 and 4.12. This information was then used to construct

the necessary "phase diagram" (Figure 4.14) used in Chapter 5 to perform systematic

quenches across the "phase boundary". Figure 4.14 shows the characteristic tempera­

ture Te as a function of solvent density p for ci = 1 and ci = 6. The increase in Te as

a function of increasing density, p, can be observed for both 0/ = 1 and a' = 6. The

effect of increasing the random monomer-solvent interactions strength, a', is more

prevalent at higher solvent densities. Te is independent of a' for low densities of

p :S 0.5, but increases with increasing a' at higher densities p > 0.5. Thus, the effect

of inereasing a' is ta stabilize the globule "phase". The value of a' has little effeet at

Iow soivent densities, sinee a' is relevant only for monomer-solvent interactions, and

since the driving force of the collapse is mostly the attraction between monomers.

As the solvent density is increased, the coil conformation becomes progressively

more compact (Figure 4.10) which in itself makes the polymer collapse at higher
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temperatures. Furthermore, the long-range repulsive part of the monomer-solvent

random interaction also contributes to the collapse of the polymer to a globule. A

larger solvent density will increase the effective repulsion on the polymer, which in

turn will increase Te. In a similar fashion, increasing the strength of the random

interactions will also progressively increase the value of Te at higher solvent densities.

4.4 Effect of chain stiffness (Model B with a semi-ilexible

chain)

We briefly examine the effect of adding stiffness to the heteropolymer chain by intro­

ducing angular restrictions in the form of a bending angle (Figure 2.3). This simulates

the effect of the side chains of the amino-acids constituting a protein. Longer persis­

tence lengths are expected to result from this added stiffness. The position of three

adjacent monomers needs to be considered in order to determine the value of the

bending angle. Free rotation will be allowed, and our attention will be focused on the

bending effect which is modeled by an harmonie oscillator of spring constant k(J = 500

and an equilibrium angle 8 0 = 109.47 deg. k(} was chosen to be high enough to re­

strict angular fluctuations to within a few degrees for aIl the temperatures studied,

and low enough so as to not require an extremely short time step. 8 0 was chosen

somewhat arbitrarily, but close to values for hydrocarbon chains. This may not be

directly relevant to proteins.

The Hamiltonian for this case can be obtained directly from Eqs. (2.1),(2.5),(2.6),(2.7)

and is given by:

1i = UMM + UMS +Uss + KM + Ks
N-l N N N-2

L USpring(rij) + L LULJ(rij) + L UBend((}i)
i=l,j=i+l i=l j>i i=l

N Ns N Ns Ns Ns

+ I: I: URLJ(rij') +I: I: UDis(rijl, rJijl) +I: I: ULJ(ri1j') + KM + Ks (4.3)
i=l j'=l i=l j'=l i'=l j'>i'

Non-primed indices were again used to identify a specifie monomer of the polymer

chain, and primed indices were used to identify a specifie solvent particle. This is

exactly the same system as in Section 4.3 with the added bending restriction on the
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Figure 4.15: (R;y) versus T for a Model B semi-flexible random heteropolymer of length N = 30
with random monomer-solvent interactions of strength, Cl' = 1, in an explicit solvent of density
p = 0,0.2,0.5, 0.7,0.9.

polymerie chain. The results of this section can therefore be compared directly to

those of Section 4.3.

The angular restrictions have the effect of swelling the coil conformation and there­

fore (R~y) (Figure 4.15) approaches a higher plateau value (R~y)coil at higher tem­

peratures. For the same reason, (nMM) (Figure 4.16) approaches a lower plateau,

and (nMS) (Figure 4.17) approaches a higher plateau at higher temperatures. As

the temperature is reduced, (R~y) collapses to a globule conformation which does not

seem to be affected by the angular restrictions.

Using the same method as the one described in the two previous sections, the

characteristic temperature, Te, was evaluated from Figure 4.15. Figure 4.18 shows

a plot of Te versus p for a' = 1, with and without bending restriction. The curve

that corresponds to the case without bending restriction is simply the same as the

one shown in the previous section (Figure 4.14). At higher density (p > 0.5), Te is

smaller because of the angular restrictions which stabilize the coil "phase".

4.5 Summary

In this chapter, we have studied the equilibrium properties of various systems consist­

ing of a random heteropolymer in an explicit solvent. For an systems, the size of the

polymer (i.e.(R~y)) decreases as the temperature is lowered. Consequently, (nMM)
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Figure 4.16: Average number of contacts between monomers versus T for a Model B semi­
flexible random heteropolymer of length N = 30 with ex.' = 1, in an explicit solvent of density
p = 0, 0.2, 0.5, 0.7, 0.9.
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Figure 4.17: Average number of contacts between monomers and solvent particles versus T for a
Model B semi-flexible random heteropolymer of length, N = 30 with ex.' = 1, in an explicit solvent
of density p = 0, 0.2, 0.5, 0.7, 0.9.
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Figure 4.18: "Phase diagrams" for Model B random heteropolymer ehains of length N = 30. The
values of Te were measured at the points of infiection of the R~y versus T graphies (Figure 4.15)
and the uncertainties were roughly estimated by visual inspection of these same graphics. Te versus
p for a' = 1, with (empty circles) and without (filled circles) angular restrictions.

increases while (nMS) decreases as the temperature is lowered.

The size of the extended coil, which is quantified by (R~y)coil, decreases as the

density of the solvent is increased, in both the case where the random interaction

is between the monomers of the heteropolymer (Model A) and the case where the

random interaction is between the monomers and the solvent atoms (Model B). At

low solvent densities, the entropy of the system is dominated by the conformational

entropy of the polymer and thus the system favors an extended coil conformation

in order to maximize the conformations available to the chain and the total entropy

of the system. At higher solvent densities, the translational entropy related to the

solvent particles becomes more important and the system favors a slightly compressed

coil conformation for the polymer in order to increase the free volume available for the

solvent. Thus the translational entropy of the solvent increases by more than enough

to offset that which was lost by the chain. Furthermore, the size of the polymer coil

is inversely proportional to the solvent density with a proportionality constant which

depends on the polymer length. It is interesting to note that the compression of the

polymer coil becomes more important for a longer polymer chain. This can also be

explained by the entropic effect. The linear relation between (R~y)coil and p, seen in

Figure 4.5, is quite different from the relation obtained by Escobedo and Pablo [96],

in the same athermallimit.
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(R~y)coii also decreases as a function of the strength of the random interactions

between monomers while it does not seem to significantly depend on the monomer­

solvent random interaction. Furthermore, the angular restrictions have the effect of

swelling the coil conformation thereby increasing the value of (R~y)coii' As for the size

of the collapsed globule, (R~y)globule' it was difficult to determine if it varies with p,

a, or angular restrictions. We can only affirm that if (R~y)globule does indeed depend

on p, a, or angular restrictions, it is a very weak dependence.

The transition from the extended coil conformation to the globular conformation

is thermally driven and results fram the system selecting conformations which will

minimize the free energy, F = E - T S, of the system. T contraIs the strengths of

the two terms contributing to the free energy. A globular conformation (a decrease

in (R~y)) is favored by the energy term, E, while an expanded coil (an increase in

(R~y)) is favoured by the total entropy term. The total entropy can be divided into

translational entropy and conformational entropy. The translational part favours

a globular state, but the conformational contribution is the dominant part, and it

favours an expanded coil conformation.

Increasing the solvent density increases the value of the characteristic temperature,

Te. As the solvent density is increased, the coil conformation becomes progressively

more compact which in itself makes the polymer collapse at higher temperatures.

Furthermore, the long-range repulsive part of the monomer-solvent random interac­

tion also contributes to the collapse of the polymer to a globule. A larger solvent

density increases the effective repulsion on the polymer, which in turn increases Te.

Increasing the value of the strength of the random monomer-monomer interactions,

increases the value of Te, thus favoring the globular "phase". Increasing the value

of the strength of the random monomer-solvent interactions increases the value of

Te progressively, at higher solvent densities. Thus, the effect of increasing a' is to

stabilize the globule "phase". The value of a' has little effect at low solvent densities,

since a' is relevant only for monomer-solvent interactions, and sinee the driving force

of the collapse is mostly the attraction between monomers. Furthermore, the addition

of a bending restriction to the chain reduces the value of Te, at higher densities, sinee

the angular restrictions stabilize the coil "phase".
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The appropriate "phase diagrams" are now available to perform systematic quenches

across the "phase boundary" separating the coil conformation and the globular con­

formation. These will be presented in the next chapter.

Model A is doser in spirit to the effective pair potential approach, sinee the hetero­

geneity is incorporated into the monomer-monomer interactions, while for Model B,

these are incorporated into the monomer-solvent interactions. By choosing to study

Model A and Model B, we were basically making our system gradually more realistic.

We went from the study of a random heteropolymer with an implicit solvent to the

study of a random heteropolymer immersed in an explicit solvent in two steps.
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COLLAPSE KINETICS OF A RANDOM HETEROPOLYMER IN SOLVENT

In this chapter, we examine the collapse kinetics of a random heteropolymer in an

explicit solvent on the basis of the equilibrium properties examined in the previous

chapter. This is in contrast to the collapse kinetics examined in Chapter 3 where the

effect of a solvent is included implicitly in the random heteropolymer model via the

monomer-monomer interactions. The inclusion of an explicit solvent is clearly more

realistic and the collapse kinetics of polymers immersed in an explicit solvent are

expected to be qualitatively different from the case of isolated polymers, where the

solvent is implicit. For the sake of completeness, we again give a brief introduction to

polymer collapse in general and in the presence of an explicit solvent before examining

the particular case of the collapse kinetics of random heteropolymers.

The polymer collapse problem has been quite popular since the 1980's and many

analytical and computational methods have been used to further the knowledge in

this field. Considerably more is known about the collapse dynamics of homopolymers

because of their relative simplicity compared to the more complex heteropolymers.

Because of the high computational demands associated with the study of models

which include an explicit solvent, the solvent is most often incorporated implicitly

into the effective monomer-monomer interactions.

The work of de Gennes [85] is the first theoretical study of homopolymer collapse.

This work used a mean-field scheme for dynamics near the 8-solvent conditions. De

Gennes observed a two-stage collapse where the polymer initially collapsed into a

"sausage" shape by forming connected blobs of locally collapsed monomers. A slower

collapse follows when the effect of diffusion (or hydrodynamic friction) causes a uni­

form thickening of the "sausage" as the ends contract until the polymer becomes

almost spherical. The effects of topological constraints, on later stages of the col-

79
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lapse, were later examined by Grosberg, Nechaev and Shakhnovich [88]. Dawson and

his colleagues proposed another analytical method, the Gaussian Self-Consistent the­

ory employing the Langevin equation, which was used to describe both the collapse

dynamics of homopolymers (Timoshenko, Kuznetsov and Dawson [95]; Kuznetsov,

Timoshenko and Dawson [96b]) and heteropolymers (Timoshenko, Kuznetsov and

Dawson [98]). Their results show that the collapse of a heteropolymer is a compli­

cated process which strongly depends on the sequence of the chain.

Various computer simulation methods were also used to study polymer collapse.

Ostrovsky and Bar-Yam [95]; [94] studied homopolymers using Monte Carlo simula­

tions in two and three dimensions. Their model used irreversible monomer aggrega­

tion. They observed the formation of a pearl necklace and the graduaI diffusion of

large pearls from the chain ends. Dawson and his colleagues used Langevin (Kiernan,

Green and Dawson [95]) and Monte Carlo (Yu et al. [95]) simulations to study both

the collapse of homopolymers and random copolymers. In these cases, monomer ag­

gregation was reversible. They observed that upon collapse, long chains form local

c1usters (or pearls) at random positions along the chain at short times, which coalesce

at longer times. This is the same mechanism which was observed in Chapter 3.

PoIson and Zuckermann (PoIson and Zuckermann [00]) used molecular dynamics

simulations to study the equilibrium properties and collapse dynamics of homopoly­

mers and random copolymers in two dimensions. They went further than their pre­

decessors by incorporating an explicit solvent. In the case of homopolymers, they

found that the collapse rates increase monotonically with increasing hydrophobicity,

and decreases with increasing solvent density. They also found that the degree of

hydrophobicity had similar effect on the collapse times of homopolymers and random

copolymers, except at very low degrees for hydrophobicity. Furthermore, PoIson and

Zuckermann [01] have recently repeated this work for three dimensional systems and

among other interesting results, they showed that the relationship of the collapse

rates to the weIl depth (i. e. to the degree of hydrophobicity) is not strongly affected

by the dimensionality of the system. Very recently, Chang and Yethiraj [01] have

published a computer simulation study of the effect of the solvent on the collapse

dynamics of neutral homopolymers. First, they used Brownian dynamics simulations
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to examine the case where the solvent was incorporated implicitly via a pairwise

additive attraction between the monomers. Next, they used molecular dynamics sim­

ulations to study the case where the solvent is incorporated explicitly. The objective

of their work was to compare these two systems by using an integral equation theory

to map the homopolymer-solvent system unto the two-body monomer-monomer po­

tential model for an isolated homopolymer. In the work of Grayce [97], it is shown

that a many-body potential would be better to perform such a mapping. In both

Brownian dynamics and the molecular dynamics cases, the homopolymer collapsed

in two stages. The first stage is rapid and consists in the formation of local blobs

that eventually grow and coalesce to form a "sausage" shape. The second stage is

slow and consists in the thickening and shortening of the sausage until it becomes

a spherical globule. When the homopolymer is immersed in an explicit solvent, the

size of the polymer varies smoothly in time during the second stage while it varies

through discrete jumps in the case of the isolated homopolymer because it is getting

trapped in low energy local minima.

The studies described so far do not include hydrodynamic effects. However, the

complicated hydrodynamic interactions related to the addition of an explicit sol­

vent, as included in the Rouse-Zimm theory of equilibrium polymer dynamics (Doi

and Edwards [86]) result in dynamic properties which scale with polymer size in a

way which differs significantly from the case where the effects of hydrodynamics are

omitted. For example, the diffusion constant, D, and the relaxation time, TR, of a

free Rouse molecule scale with the number of beads, N, as follows: D ex N-1 and

TR ex N 2 . On the other hand, a Rouse-Zimm molecule has the following scaling

laws which are in agreement with experimental results: D ex N- 1/ 2 and TR ex N3/2.

Various research groups have verified these predictions numerically with constant en­

ergy simulations of single polymer in an explicit solvent (Dünweg and Kremer [91];

Pierleoni and Ryckaert [91]; Shannon and Choy [97]). As a result, the hydrody­

namic effect was included in work like Dawson's Self-Consistent analytical theory

(Timoshenko, Kuznetsov and Dawson [95]; [96]; [98]; Kuznetsov, Timoshenko and

Dawson [96a]; [96b]; Dawson, Timoshenko and Kuznetsov [97]), de Gennes' (Buguin,

Brochard-Wyart and de Gennes [96]) and Halperin's (Halperin and Goldbart [00])
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phenomenological models, and Pitard's (Pitard [99]) and Ganazzoli's (Ganazzoli,

Ferla and Allegra [95]) Langevin models.

Though the simulations of polymer collapse in an explicit solvent have a high

computational cost, it is worthwhile to study this problem sinee the collapse behav­

ior could differ qualitatively from that seen in simulations of isolated chain systems

(Chapter 3), or even from theories which include aIl of the effects of hydrodynamic

interactions. In contrast to most of the earlier work on collapse kinetics, we study het­

eropolymer collapse and our systems of interest are the same three systems described

in Chapter 4. AlI simulations will use a Langevin thermostat. The polymer length is

N = 30. The number of solvent particles Ns was chosen so that Ns + N = 512 for

low densities and Ns + N = 1000 for densities higher than p = 0.3.

Both a change in temperature T or a change in the strength of the random interac­

tion1 can drive the transition from the coil "phase" to the collapsed globule "phase",

but mostly temperature quenches will be implemented by using the characteristic

temperatures Te found in Chapter 4. The quenches are performed by first bringing

the polymer to thermal equilibrium at TI > Te and then quenching to TF < Te. The

initial state of the system was obtained by the equilibrium simulations of Chapter 4.

To study the relaxation dynamics after a temperature quench for a given initial equi­

librium conformation, 5 x 104 time steps per monomer (i. e. a time interval of 25070)

were used and the relaxational process was monitored by following the decay of a few

selected quantities. The results were then averaged over 20 independent quench runs

for the same initial conditions (i. e. for a given {'TJij}) to reduce fluctuations in the data

since the only difference between each quench run is the thermal noise. FinaIly, up to

10 impurity averages for different realizations of {'TJij} for a given Œ were performed

for a given set of the remaining system parameters.

In aIl of the calculations reported here the value of the time step is !:lt = 0.00570,

and the coupling friction between the particles and a heat bath is r = 0.570' The

value of r was chosen to be large enough so that the thermostat relaxation is fast

compared to the polymer collapse. Furthermore, the unstretched bond length was

taken to be Ro = (J, and the value of the coupling constant, k, for the harmonic

IThe strength of the random interaction, a, is also a measure of the polymer heterogeneity and of
the overall hydrophobicity.
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interaction of Eq. (2.8) used in the simulations was chosen as ka2/t = 500. As in the

previous chapters, aIl quantities described below will be in Lennard-Jones reduced

units. Distances will be expressed in terms of a, temperatures in terms of kB/t and

time in terms of vma2/t where m is the mass of each monomer and each solvent

particle.

In order to make our system gradually more realistic, we proceeded systematically

from the study of a random heteropolymer with an implicit solvent to the study

of a random heteropolymer immersed in an explicit solvent in two steps. In Sec­

tion 5.1, the random interactions are taken to be between the monomers (Model A).

In Section 5.2, the random interactions occur between the monomers and the solvent

particles (Model B with a flexible chain). In Section 5.3, the random interactions are

again taken between the monomers and the solvent particles but this time a bending

restriction is added to the polymerie chain which becomes semi-flexible (Model B

with a flexible chain). FinaIly, Section 5.4 summarises the results of the quenches

performed in this chapter.

5.1 Random monomer-monomer interactions (Madel A)

In this section, we consider the time-dependence of Rgy and nMM during a quench,

averaged over a few different random sequences. The temperature or the strength of

the monomer-monomer random interaction is abruptly changed from TI to TF or al

to aF respectively, and the system then undergoes a conformational change from an

extended coil to a globule state. As in the case of the equilibrium properties, we are

interested in the differences in the collapse behavior upon variation of the strength of

the monomer-monomer random interaction, a, and the value of the solvent density,

p.

5.1.1 Temperature-driven random heteropolymer collapse

In this subsection, we examine the effects of solvent density and of polymer hetero­

geneity (a) on polymer collapse driven by a sudden change in temperature. We first

investigate the effects of solvent density on the rate of polymer collapse.



5: COLLAPSE KINETICS OF A RANDOM HETEROPOLYMER IN SOLVENT 84

Effects of solvent density on the polymer collapse rate

Here we compare the polymer collapse times for the cases of Œ = 4 and Œ = 6. These

values of Œ were chosen from Figure 4.8 such as to have constant values of TI and

constant values of TF over the entire range of densities considered. TI has to be such

that we can select a time step which allows for reasonable computational time and

maintains the stability of the MD simulations. AIso, TF has to be sufficiently high

to avoid trapping the polymer chain in a local minimum of the energy landscape.

Polymer collapse is induced by performing temperature quenches from TI = 16 to

TF = 1 for Œ = 4 and TI = 16 to TF = 2 for Œ = 6. Figure 4.8 shows that the

polymer chain is in an extended coil conformation for these values of TI and in a

collapsed globule conformation for these values of TF.

Figures 5.1 and 5.2 give averaged values of (a) Rgy(t), (b) nMM(t) and (c) T*(t)l,

for random heteropolymers with random monomer-monomer interactions of strength

Œ = 4 and Œ = 6 for various solvent densities. As observed in Figure 4.5, the initial

equilibrium coil size is dependent on the solvent density. In general, the value of

Rgy(tI) decreases with increasing values of p and it follows that the value ofnMM(tI)

increases with increasing values of p, where tI is the time at which we started to

acquire data (t l = 5). Rgy (tI) does not however follow the trend for the specifie case

where Œ = 4 and p = 0.3. Furthermore, for quenches to the same final temperature

TF, which is under Te for the entire range of p, the final collapsed conformation size

Rgy(tF) tends to decrease slightly with increasing values of p while nMM(tF) increases

with increasing values of p. This is more obvious for nMM(t) than Rgy(t). Rgy(tF)

does not follow the trend for the specifie case where Œ = 6 and p = 0.9, as weIl as

the case where Œ = 4 and p = 0.3. The discrepancies in the trends of Rgy(t) at both

t = a and t = tF are most likely to be due to insufficient sampling of both initial

conformations and sequences. Note that tF is the final time of the quench and for

the work presented in this chapter, tF = 250. In fact, aIl that is important is that tF

is long enough so that the chain has equilibrated to its final globule size.

It is not straightforward to determine whether the decay is more or less rapid

for increasing solvent densities by just looking at Figures 5.1 (a) and (b) as weIl as

IT*(t) is the instantaneous kinetic temperature of the system as defined in Section 2.2.3
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Figure 5.1: Relaxation curves for a Model A type random heteropolymer of length, N = 30 and
random monomer-monomer interactions strength, Cl: = 4 for solvent densities p = 0, 0.2, 0.3, 0.5,
0.7,0.9: (a) Rgy versus t, (b) nMM versus t and (c) T* versus t (only p = 0.9). AlI the temperature
quenches were performed from TI = 16 to TF = 1. Each curve corresponds to an average over
20 independent quench runs for the same initial condition. FinalIy, up to 10 impurity averages for
different realizations of {TJij} for a given Cl: were performed for a given set of the remaining system
parameters.
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Figure 5.2: Relaxation curves for a Model A type random heteropolymer of length, N = 30 and
random monomer-monomer interactions strength, Œ = 6 for solvent densities p = 0, 0.2, 0.3, 0.5,
0.7,0.9: (a) Rgy versus t, (b) nMM versus t and (c) T* versus t (only p = 0.9). AlI the temperature
quenches were performed from TI = 16 to TF = 2. Each curve corresponds to an average over
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different realizations of {'f/ij} for a given Œ were performed for a given set of the remaining system
parameters.
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Figures 5.2 (a) and (b) since the curves do not start nor end at the same values. It

was therefore necessary to use a quantitative method in order to compare the rate of

collapse for various solvent densities. To do so, the curves were fitted to a stretched

exponential function:

(5.1)

to determine the collapse times t so and t90 as evaluated from the decay of both Rgy(t)

(Figures 5.3 (a)) and nMM(t) ((Figures 5.3 (b)). tso and t 90 are the 50% and the 90%

decay times defined in Section 2.2.3 and in Appendix A.2. Note that in Chapter 3,

we have fitted the total energy of the system to a stretched exponential. This was a

satisfying choice of a physical quantity to monitor during the polymer collapse since

it was weIl defined. On the other hand, with the added explicit solvent, the energy

to monitor was not weIl defined and it was more appropriate to study the effect of

the explicit solvent by monitoring the radius of gyration and the contacts between

monomers.

The collapse of random heteropolymers with a = 1 and various solvent densities

were studied in a similar manner by performing temperature quenches from TI = 16 to

TF = 1 for p > 0.5. The collapse times for this scenario is also included in Figure 5.3.

Note that it was not possible to perform the quenches at densities lower than p = 0.5

in this case due to the fact that TF = 1 is below Te for lower densities. One could

argue that we could have used TF = 0.1 for the entire range of densities but quenches

to such a low temperature as TF = 0.1 could lead to unreliable results. The dynamics

of the system at such low temperatures are likely to be very sluggish, and the chain

is usually in a glassy state (i. e. it is trapped in a local minima of the free energy

landscape). The rate of escape from a local minimum is probably extremely slow

which brings about ergodicity breaking.

Figure 5.3 shows a plot of tso and t90 as determined by the decay of both (a) Rgy

and (b) nMM. Appendix A.2 describes the calculations of the error bars which were

smaller than the size of the symbols. Note that the main source of the scatter in

the data is due to using small samples of both initial conformations and sequences.

From these figures, the collapse times are generally shorter for higher values of a,

i.e. increased heterogeneity leads to faster collapse. However, note that the values of
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Figure 5.3: t50 and t90 as a function of p for a Madel A type random heteropolymer with monomer­
monomer random interaction strength Œ = 1, Œ = 4 and Œ = 6. TI = 16 for aH values of Œ. TF = 1
for Œ = 1 and Œ = 4, and TF = 2 for Œ = 6. t50 and t90 were evaluated from: (a) the Rgy versus t

plots of Figures 5.1 (a) and 5.2 (a); (b) the nMM versus t plots of Figures 5.1 (b) and 5.2 (b). The
case where Œ = 1 was treated in a similar manner as for Œ = 4 and Œ = 6.

ct = 1 and ct = 4 cannot directly be compared with those of ct = 6 since we employed

a different value of TF for ct = 6. Furthermore, the curves are almost fiat, meaning

that varying the density of the solvent had very little effect on the rate of collapse at

least for ct = 4 and ct = 6. Conclusions concerning the ct = 1 curve should be treated

with caution due to the small range of densities. This is definitely a different result

from that obtained by PoIson and Zuckermann [01] where the collapse rate decreases

monotonically with increasing solvent density.

It should be remembered that the random heteropolymers considered in this sec­

tion are similar to the ones considered in Chapter 3 but with added solvent particles

which only interact via a short range repulsive interaction with the monomers of the

random heteropolymer. The density-independence of the collapse rate could suggest

that the collapse rate is determined by a competition of the monomer-monomer re­

pulsion and attraction with the monomer-solvent interactions, especially for the high

values of ct considered here. The interactions between the solvent particles could also

have an indirect effect though this should be relatively minor in comparison to the

monomer-monomer and monomer-solvent interactions. Another possibility is that

the independence of the collapse time on the solvent density is an artifact of the

Langevin thermostat. Using a high friction coefficient could indeed overdamp the
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~ 0.2 1 0.3 1 0.5 1 0.7 1 0.9 1ŒJo
a=4 f3 0.93 0.96 0.96 0.96 0.97 0.91

T 1.33 1.03 1.06 1.12 1.24 1.31

a=6 f3 0.87 0.99 0.98 0.98 0.98 0.96

T 1.34 1.07 1.08 1.15 1.25 1.38

Table 5.1: j3 and T for the thermal relaxation of a Model A random heteropolymer with a: = 4 from
TI = 16 to TF = 1 and a: = 6 from TI = 16 to TF = 2.

system and reduce the influence of the interactions with the solvent. Further studies

would be required to clearly determine if this is a thermostat-independent effect and

a real property of the "real" interactions of the system (i.e. the conservative forces

between particles). However, we expect that at higher solvent densities, the collapse

rate will decrease since the solvent will then act as an obstacle to the collapse of the

polymer chain. From Figure 5.3 we could thus argue that such an increase in the

collapse times occurs for p = 0.9 but the scatter of the data prevents us from making

a firm statement about this. As in the case of equilibrium average Rgy and nMM, we

find that the collapse time of the two quantities follow a similar trend over the entire

range of p for both systems. In sorne cases the values are in fact very close over most

of the range of p.

We plotted T*(t) (Figures 5.1 (c) and 5.2 (c)) in order to examine the relaxation

of the Langevin thermostat. Note that for clarity, these figures only show the result

for p = 0.9. T*(t) was fitted to a stretched exponential (Eq. (5.1) with t[ = 0) and

values of the stretched exponent f3 and the time scale T were obtained for various

values of p. These values of f3 and T can be found in Table 5.1. f3 is essentially

independent of p over the range of p = 0.2 to p = 0.7 and is very close to the value for

a pure exponential. In the special case where there is no solvent, the relaxation of the

thermostat is slightly slower since there are no explicit solvent atoms to diffuse away

the extra energy. On the other hand, the time scale appears to increase with increasing

solvent density except for the case without explicit solvent. In this latter case, the time

scale is comparable to the time scale obtained for p = 0.9, i.e. T(p = 0) ~ T(p = 0.9).

By doing further studies, we observed that f3 and Tare independent of the values of
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TI and TF' This applies to TF above and below Te.

Effects af palymer heterogeneity (0) on the polymer callapse rate

Next, we investigate the effect of polymer heterogeneity on the polymer collapse rate

for p = 0, p = 0.7 and p = 0.9. From Figure 4.8, TI and TF were chosen such

as to have constant values of TI and constant values of TF over the entire range of

a considered for a given solvent density. Furthermore TI was chosen to be greater

than Te to allow for an initial extended coil conformation, and TF was chosen to be

lower than Te to allow for a final collapsed globule conformation. Polymer collapse

is induced by performing temperature quenches from TI = 16 to TF = 0.1 for p = 0

and TI = 16 to TF = 1 for p = 0.7 and p = 0.9.

Figures 5.4, 5.5 and 5.6 show averaged values for (a) Rgy(t) , (b) nMM(t) and (c)

T*(t) for random heteropolymers with several random monomer-monomer interaction

strengths a without an explicit solvent (p = 0) (Figure 5.4) and immersed in an

explicit solvent of density p = 0.7 (Figure 5.5) and p = 0.9 (Figure 5.6). As observed

in Figures 4.3 and 4.4, the initial equilibrium coi! size is dependent on the strength

of the monomer-monomer random interactions a. At constant density, the size of

the coil decreases with increasing values of a. In other words, Rgy(tI) decreases with

increasing a, while nMM(tI ) increases with increasing a. We observe, however, a few

exceptions ta the trend of Rgy(tI ) for p = 0 and p = 0.9. Again, we argue that

this is related to insufficient sampling of both initial conformations and sequences.

Note that the coi! size depends much less on a than it does on p making it easier

to determine that the rate of collapse increases with a. Furthermore, for quenches

to the same final temperature TF, which is below Te for the entire range of a, the

final collapsed conformation size Rgy(tF) tends to decrease with increasing values of

a while nMM(tF) increases with increasing values of a. Again, a quantitative method

was used in arder compare the rate of collapse for various values of a. To do so, the

curves were fitted to a stretched exponential function (Eq. (5.1)) to determine the

collapse times t so and t 90 as evaluated from the decay of both Rgy(t) (Figure 5.7 (a)

and Figure 5.8 (a)) and nMM(t) (Figure 5.7 (b) and Figure 5.8 (b)). Appendix A.2

provides the calculations of the error bars which were smaller than the symbol size.

The main source of the scatter in the data is related to the small sampling of both
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Figure 5.4: Relaxation curves for a Model A type random heteropolymer. The length of the chain
was N = 30, the solvent density was p = 0 and the random monomer-monomer interactions strength
was a = 1, 2, 3, 4, 6: (a) Rgy versus t, (b) nMM versus t and (c) T* versus t (only for a = 1 for
clarity). AH the temperature quenches were performed from TI = 16 to TF = 0.1 for aH values of a.
Each curve corresponds to an average over 20 independent quench runs for the same initial condition.
FinaHy, 10 impurity averages for different realizations of {'f/ij} for a given a were performed for a
given set of the remaining system parameters.
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Figure 5.5: Relaxation curves for a Model A type random heteropolymer. The length of the chain
was N = 30, the solvent density was p = 0.7 and the random monomer-monomer interactions
strength was a = 1, 2, 3, 4, 6: (a) Rgy versus t, (b) nMM versus t and (c) T* versus t (only for a = 1
for clarity). AH the temperature quenches were performed from TI = 16 to TF = 1. Each curve
corresponds ta an average over 20 independent quench runs for the same initial condition. Finally,
10 impurity averages for different realizations of {'TJij} for a given a were performed for a given set
of the remaining system parameters.
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Figure 5.6: Relaxation curves for a Model A type random heteropolymer. The Iength of the chain
was N = 30, the solvent density was p = 0.9 and the random monomer-monomer interactions
strength was Œ = 1,2,3,4,6: (a) Rgy versus t, (b) nMM versus t and (c) T* versus t (only for Œ = 1
for clarity). AlI the temperature quenches were performed from TI = 16 to TF = 1. Each curve
corresponds to an average over 20 independent quench runs for the same initial condition. FinalIy,
10 impurity averages for different realizations of {1]ij} for a given Œ were performed for a given set
of the remaining system parameters.
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Figure 5.7: tso as a function of the strength of the random monomer-monomer interactions, 0: for
p = 0, p = 0.7 and p = 0.9. TI = 16 for all values of p. TF = 0.1 for p = 0, and TF = 1 for p = 0.7
and p = 0.9. tso was evaluated from: (a) the Rgy versus t plots of Figures 5.4 (a), 5.5 (a) and 5.6 (a);
and (b) the nMM versus t plots of Figures 5.4 (b), 5.5 (b) and 5.6 (b).

initial conformations and sequences.

From these figures (Figures 5.7 and 5.8), we can see that the collapse times gener­

ally become shorter for increasing values of a (i. e. with simultaneously increasing the

heterogeneity and the overall hydrophobicity of the polymer). This effect is clearer

for p = 0 than p = 0.7 and p = 0.9 but we should not compare the p = 0 case to the

others since the quenches were not performed for the same TF' We should interpret

the results for p = 0 carefully since, as can be seen in Figure 4.8, it was necessary to

perform the temperature quenches to very low temperatures such as TF = 0.1 in order

for TF to be below Te for the entire range of a. At TF = 0.1, the monomers which feel

an attraction quickly attract and stick together since the potential weIl depth is much

bigger than kBTF . This implies that the chain gets locked into conformations which

retain a high radius of gyration even though it is far from the free energy minimum.

This is the difficulty of a rough energy landscape, which is problematic when kBT

is much smaller than the weIl depths of local free energy minima. The increase in

the collapse rate as a gets larger could be amplified by the fact that, at such low

temperatures, the chain is more likely to get trapped in local free energy minima as

the chain tries to collapse. However, we can compare p = 0.7 to p = 0.9 and we find

that the collapse is invariably slower for p = 0.9. Aiso the difference between their

respective collapse rates remains almost constant and relatively smaIl for the entire
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Figure 5.8: t90 as a function of the strength of the random monomer-monomer interactions, 0: for
p = 0, p = 0.7 and p = 0.9. t90 was evaluated from: (a) the Rgy versus t plots of Figures 5.4 (a),
5.5 (a) and 5.6 (a)j and (b) the nMM versus t plots of Figures 5.4 (b), 5.5 (b) and 5.6 (b).

p=o f3 0.97 0.99 0.97 0.92 0.81

T 1.34 1.40 1.42 1.34 1.35

P = 0.7 f3 0.97 0.97 0.96 0.97 0.97

T 1.24 1.25 1.24 1.25 1.25

p= 0.9 f3 0.92 0.91 0.91 0.91 0.91

T 1.32 1.32 1.31 1.31 1.31

Table 5.2: j3 and T for the thermal relaxation of a Model A random heteropolymer with p = 0,
p = 0.7 and p = 0.9.

range of 0:. Furtherrnore, we find that the collapse tirnes for Rgy and nMM follow

sirnilar trends over the entire range of 0: for p = 0, p = 0.7 and p = 0.9. In sorne cases

the values are in fact very close over rnost of the range of 0:.

We plotted T*(t) for p = 0 (Figure 5.4 (c)) and for p = 0.7 (Figure 5.5 (c)). Note

that for clarity, we decided to show only the 0: = 1 case. T*(t) was then fitted to

a stretched exponential (Eq. (5.1) with tl = 0). The values of f3 and T for p = 0

and p = 0.7 can be found in Table 5.2 for various values of 0:. f3 and Tare also

essentially independent of 0:. For aIl cases, f3 ~ 1 and therefore the relaxation is

basically exponential. By doing further studies, we have observed that f3 and Tare
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independent of the values of TI and TF, This is true for both TF above and below

Te·

5.1.2 Œ-driven random heteropolymer collapse

Another way to induce collapse is to abruptly increase the value of a. In this subsec­

tion, we will compare a-driven polymer collapse to the previous T -driven polymer

collapse. In particular, we examine the effects of solvent density on polymer collapse

driven by an abrupt change in a from al = 1 to aF = 6 at constant temperature T.

The temperature used was T = 1.5 for p = 0 and p = 0.2, while T = 4 for p = 0.5 and

p = 0.7. These parameters were selected from Figure 4.8 to assure that the initial

conformation is always an extended coil and that the final conformation is always a

collapsed globule.

Figure 5.9 shows averaged values for (a) Rgy(t), (b) nMM(t), (c) T*(t) and E(t) ­

(UMM(t) +UMS(t) + J(M(t))/N for Model A type random heteropolymers at various

solvent densities. Unfortunately, it was not possible to use a common temperature

for the entire range of solvent densities (see Figure 4.8). Thus, it makes sense that

the collapse rates for p = 0 and p = 0.2 should be faster than for p = 0.5 and p = 0.7

based simply on the fact that the quench was deeper for the lower temperature cases.

Nevertheless, from Figures 5.9 (a) and (b), lowering the density increases the collapse

rate at a given temperature. The curves of t so and t90 versus p of Figure 5.10 also

confirm this trend.

The previous results of Figure 5.3 showed that the collapse times were roughly

independent of solvent density. However, those results were only obtained for a = 4

and a = 6 for the entire range of densities. a = 1 is considerably lower than these

values of a and therefore the monomer-monomer attractions and monomer-monomer

repulsions are both no longer quite so strong. As a result, lowering density increases

the collapse rate.

The temperature showed an initial sudden increase, especially at very low densities

(Figure 5.9 (c)), which can be explained by the fact that for an abrupt increase in a,

sorne monomer pairs that were not overlapping will suddenly be overlapping. There

will be enormous (and completely artificial) repulsive forces now present which will

push these monomers apart and the average velocity (temporarily) up, until the
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Figure 5.9: Relaxation curves corresponding to a constant temperature colIapse for a Model A type
random heteropolymer. The length of the chain was N = 30, the temperature of the system was
T = 1.5 for solvent densities p = 0 and p = 0.2, T = 4 for p = 0.5 and p = 0.7: (a) Rgy versus t, (b)
nMM versus t, (c) T* versus t and (d) E versus t. AlI the quenches were performed from a random
monomer-monomer interactions strength, al = 1 to aF = 6. Each curve corresponds to an average
over 20 independent quench runs for the same initial condition. FinalIy, 5 impurity averages for
different realizations of {'T/ij} for a given a were performed for a given set of the remaining system
parameters.
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Figure 5.10: t50 and t 90 as a function of p for an a driven collapse at constant temperature of a
Model A type random heteropolymer. The quenches were performed from al = 1 to ŒF = 6 at a
temperature of T = 1.5 for p = a and p = 0.2, and T = 4 for p = 0.5 and p = 0.7. t50 and t90

were evaluated from: (a) the Rgy versus t plots of Figure 5.9 (a)j (b) the nMM versus t plots of
Figure 5.9 (b).

(3 0.83 0.70 0.63 0.73

T 14.93 11.02 10.61 19.15

Table 5.3: /3 and T for the relaxation of the energy of a Type A random heteropolymer from al = 1
to aF = 6.

thermostat corrects the situation. The presence of solvent atoms tends to moderate

this effect. Unfortunately, due to the fact that the width of the transition increases

with density (Figures 4.3 and 4.4), it was impossible to collapse the polymer from an

extended coil to a globule at constant temperature by suddenly changing the strength

of the random interaction from al = 1 to aF = 6 for p > 0.7.

Figure 5.9 (d) shows the relaxation of the polymer energy E = (UMM + UMS +

lCM)/N. The stretched exponential (Eq. (5.1) with tI = 0) fits of these curves gave

(3 and T for various values of p. These values of (3 and T can be found in Table 5.3.

The values of (3 are comparable to those obtained in Chapter 3 while the values of T

are an order of magnitude larger than those obtained in Chapter 3.
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5.2 Random monomer-solvent interactions (Model B with

a flexible chain)

In this section, we describe a similar study of relaxational dynamics that was per­

formed in Section 5.1 but this time the random interaction are taken to be between

the monomers and the solvent particles (Model B with a flexible chain). This is a

more appropriate model for the hydrophobicity and hydrophilicity of the monomers

since it is entirely determined by the monomer-solvent interactions which give the

dominant contribution to polymer collapse in "real" systems. We are particularly

interested in the effect of solvent density on the random heteropolymer collapse dur­

ing a temperature quench from TI to TF. We required the initial conformation to

be an extended coil; therefore, from Figure 4.14, we have chosen a value of TI = 16

which is greater than Te for the entire range of solvent densities. Furthermore, to

ensure a collapse to a compact globule for the entire range of solvent densities, we

used TF = 1 which is below Te (Figure 4.14). The quantities that were monitored

during the polymer collapse were averaged over 20 independent quench runs for the

same initial conditions and over 10 (5 for p = 0) different realizations of {17ij} for a

given a' and a given set of the remaining system parameters.

Figure 5.11 shows averaged values of (a) Rgy(t) , (b) nMM(t), (c) T*(t) and (d)

E(t) =(UMM(t) + UMS(t) + J(M(t))/N for random heteropolymers with random

monomer-solvent interaction strength with a' = 1 and several solvent densities. In

this section, we used tl = 5 and tF = 250. As observed in Section 4.3, the ini­

tial equilibrium coil size decreases with increasing solvent density. The value of

Rgy(tl) decreases with increasing values of p (Figure 4.10) and it follows that the

value of nMM(tl) increases with increasing values of p (Figure 4.11). Furthermore,

for quenches to the same final temperature TF = 1, which is below Te for the entire

range of p, the final collapsed conformation size Rgy(tF) decreases with increasing

values of p while nMM(tF) increases with increasing values of p.

The collapse times tso and t90 were evaluated by fitting a stretched exponential

function (Eq. (5.1)) to Rgy(t) and nMM(t). Figure 5.12 shows a plot oftso determined

by the decay of both (a) Rgy and (b) nMM, and Figure 5.13 shows a plot of t90

determined by the decay of both (a) Rgy and (b) nMM. Appendix A.2 gives the
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Figure 5.11: Relaxation curves for a Model B type flexible random heteropolymer. The length of
the chain was N = 30, the random monomer-solvent interactions strength was o.' = 1 and the
solvent densities were p = 0, 0.2, 0.5, 0.7, 0.9: (a) Rgy versus t, (b) nMM versus t, (c) T* versus t
(only for p = 0.9 for clarity) and (d) E versus t (only for p = 0.9 for clarity). AlI the temperature
quenches were performed from TI = 16 to TF = 1. Each curve corresponds to an average over 20
independent quench runs for the same initial condition. Finally, 10 (5 for p = 0) impurity averages
for different realizations of {'T/ij} for a given a.' were performed for a given set of the remaining
system parameters.
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Figure 5.12: t5D as a function of p for a Model B type flexible random heteropolymer with random
monomer-solvent interactions with a' = 1. t5D was evaluated from: (a) the Rgy versus t plots of
Figure 5.11 (a); and (b) the nMM versus t plots of Figure 5.11 (b).

38 (a) 38 (h)

34 34

30 30

.J .J

26 26

22 22

18 18
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8

P P

Figure 5.13: t9D as a function of p for a Model B type flexible random heteropolymer with random
monomer-solvent interactions with a.' = 1. t9D was evaluated from: (a) the Rgy versus t plots of
Figure 5.11 (a)j and (b) the nMM versus t plots of Figure 5.11 (b).
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1 0.2 1 0.5 1 0.7 1 0.9 1[!Jo
T*(t) f3 0.98 0.99 0.98 0.96 0.92

T 1.39 1.07 1.15 1.23 1.32

E(t) f3 0.81 0.97 0.95 0.97 0.81

T 1.44 1.39 1.35 1.47 1.44

Table 5.4: f3 and T for the thermal relaxation and the relaxation of the energy of a type B flexible
random heteropolymer with a' = 1.

calculations of the error bars which were smaller than the size of the symbols.

At low densities, the rate of collapse increases slightly but is almost independent

of the solvent density, particularly for tso and t90 evaluated from Rgy(t). At higher

densities, the trend is reversed and the rate of collapse decreases with solvent density.

In this case, the collapse is driven by the attractive part of the Lennard-Jones interac­

tion between the monomers as weIl as the random interaction between the monomers

and the solvent particles. Note that the random interaction can be both attractive

and repulsive. For 0/ = 1, the solvent particles seem to only act as obstacles to

the collapse of the polymer. At low and medium densities, the collapse seems to be

almost solely driven by the attractive part of the Lennard-Jones interaction between

the monomers. Therefore, at low densities, the collapse times are basically constant

with at most a small contribution from the random monomer-solvent interaction fa­

voring a slightly shorter collapse time. At higher densities the "obstacle" nature of

the solvent particles due to the repulsive interaction part of the monomer-solvent

interaction takes over and reduces the rate of collapse. This was also observed by

PoIson and Zuckermann [01]. Note that these rates of collapse are in general much

faster than those of Section 5.1.

We plot T*(t) for 0/ = 1 in Figure 5.11. Only the case of p = 0.9 is shown for

clarity. T*(t) was then fitted in Figure 5.11 (c) to a stretched exponential (Eq. (5.1)

with t[ = 0) and a stretched exponent f3 and a time scale T were obtained for various

values of p. These values of f3 and T can be found in Table 5.4. As demonstrated

in Section 5.1, f3 is essentially independent of p and is again very close to a pure

exponential. On the other hand, the relaxation time increases with increasing solvent
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density. In the latter case, the time scale is comparable to the time scale obtained

for p = 0.9, i.e. T(p = 0) ~ T(p = 0.9).

Furthermore, we plotted E(t) versus t for ci = 1 (Figure 5.14 (d)). Again, since

the curves are quite similar, we show only the curve for p = 0.9. These curves were

fitted to a stretched exponential (Eq. (5.1) with tl = 0). Both a stretched exponent

f3 and a time scale T were obtained and are shown in Table 5.4 for various value of p.

5.3 Effect of chain stiffness (Model B with a semi-flexible

chain)

Both regular polymers and biopolymers such as proteins and DNA exhibit substantial

bending stiffness which makes compact conformations unfavorable. For this reason,

it is valuable to incorporate such a bending restriction into our model. Furthermore,

we expect sorne important effects due to the fact that the added stiffness of the chain

leads to more limited collapse pathways. Finally, in this section, we study the effect of

bending stiffness on the relaxational dynamics of the system described in Section 5.2

(Model B with a semi-flexible chain). Semi-flexible random heteropolymers have a

longer Kuhn length and introduce a new value of Te to the collapse of such a system

since the addition of bending stiffness favors extended conformations.

The temperature quenches were performed with TI = 16 and TF = 1. The mea­

sured quantities were averaged over 20 independent quench runs for the same initial

conditions and over 10 different realizations of {1'Jij} for a given ci and a given set of

the remaining system parameters. Figure 5.14 shows averaged values for (a) Rgy(t),

(b) nMM(t), (c) T*(t) and (d) E(t) - (UMM(t) +UMS(t) +J(M(t))/N for random het­

eropolymers with random monomer solvent interaction strength ci = 1 and several

solvent densities. As observed in Section 4.4, the initial equilibrium coil size decreases

with increasing solvent density. The value of Rgy(tl ) decreases with increasing values

of p (Figure 4.15) and it follows that the value of nMM(tl ) increases with increasing

values of p (Figure 4.15). Furthermore, for quenches to the same final temperature

TF = 1, which is below Te for the entire range of p, the final collapsed conforma­

tion size Rgy(tF) tends to slightly decrease with increasing values of p while nMM(tF)

increases with increasing values of p.
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Figure 5.14: Relaxation curves for a Model B type semi-flexible random heteropolymer. The length
of the chain was N = 30, the random monomer-solvent interactions strength was a' = 1 and the
solvent densities were p = 0, 0.2, 0.5, 0.7, 0.9: (a) Rgy versus t, (b) nMM versus t, (c) T* versus t
(only for p = 0.9 for clarity) and (d) E versus t (only for p = 0.9 for clarity). AH the temperature
quenches were performed from TI = 16 to TF = 1 aH values of p. Each curve corresponds to an
average over 20 independent quench runs for the same initial condition. FinaHy, 10 impurity averages
for different realizations of {T}ij } for a given a' were performed for a given set of the remaining system
parameters.
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Figure 5.15: tsü as a function of p for random monomer-solvent strength a' = 1. tsü was evaluated
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Figure 5.16: tgü as a function of p for random monomer-solvent strength ex' = 1. tsü was evaluated
from: (a) the Rgy versus t plots and (b) the nMM versus t plots. (0) corresponds to a flexible chain
and (D) corresponds to a semi-flexible chain. The insets show R gü vs. p (the ratio of tgü for the
semi-flexible chain relative to the fully flexible chain ).
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The collapse times tSD and t 9D were evaluated by fitting Rgy(t) and nMM(t) to a

stretched exponential function (Eq. (5.1)). Figure 5.15 shows a plot oftsD determined

by the decay of both (a) R gy and (b) nMM, and Figure 5.16 shows a plot of t gD

determined by the decay of both (a) R gy and (b) nMM. Appendix A.2 discusses the

method used for the calculations of the error bars which were smaller than the size

of the symbols. From Figures 5.15 and 5.16 it can be seen that the behavior of the

curves for the semi-flexible chain is quite similar to that observed for the flexible

chain except for a marked increase in the collapse time. This difference in the rate

of collapse is constant over a broad range of values of p, especially for t9D • However,

between p = 0.7 and p = 0.9, the difference in the rate of collapse becomes larger.

We quantified this difference using the quantity RSD which represents the ratio of the

collapse time tSD for the semi-flexible chain relative to the fully flexible chain, and the

quantity R9D which is the same ratio for the t 9D collapse time (see inset of Figures 5.15

and 5.16). Neither RSD nor R9D vary significantly for low values of p. Some anomalies

in tSD that were not present for the flexible chain were observed for the semi-flexible

chain at p = 0.5. It is not clear if this is only due to statistical fluctuations in the data

or if it is a real effect where the solvent enhances the collapse at medium densities.

Nevertheless, the ratios increase significantly at higher densities. For example, the

ratios at p = 0.9 are roughly between 1.5 and 1.65 times that of the ratios at p = 0.5.

Finally, our results for semi-flexible chains are qualitatively similar to those of PoIson

and Zuckermann [01], i. e. the collapse times are longer for stiffer chains, and the effect

of the stiffness is most pronounced at higher p. The increase in RSD and R9D with p at

higher solvent densities is related to the fact that an increase in the solvent density

has a considerably stronger effect on the slowing down of the collapse dynamics of a

conformationally restricted polymer chain.

We plotted T*(t) versus t for ci = 1 (Figure 5.14 (c)). Note that for clarity,

we only show the p = 0.9 case. The T*(t) curves were then fitted to a stretched

exponential (Eq. (5.1) with t I = 0) and a stretched exponent {3 and a time scale 7

were obtained for various values of p. These values of {3 and 7 are given in Table 5.5.

As demonstrated in Sections 5.1 and 5.2, {3 is essentially independent of p and is again

very close to a pure exponential. On the other hand, the time scale increases with
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~o 1 0.2 1 0.5 1 0.7 1 0.9 1

T*(t) f3 1.01 0.96 0.96 0.95 0.92

T 1.73 1.05 1.13 1.23 1.32

E(t) f3 0.82 0.80 0.83 0.75 0.70

T 1.58 1.29 1.19 1.12 1.20

Table 5.5: f3 and T for the relaxation of the thermostat and the energy of a type B semi-Hexible
random heteropolymer with o.' = 1 .

increasing solvent density except for the case without solvent which has a significantly

larger time scale.

We also plotted E versus t for a' = 1 (Figure 5.14 (d)). Again, since the curves are

extremely similar, we only show the p = 0.9 curve. The curves of E versus t were then

fitted to a stretched exponential (Eq. (5.1) with tI = 0) and the stretched exponents

f3 and T were obtained for various values of the solvent density (see Table 5.5).

5.4 Summary

Many attempts have been made to simulate polymer collapse using a variety of meth­

ods (MC, LD, MD). The related results have sorne limitations due to the absence of

hydrodynamics and the use of effective monomer-monomer pair potentials to regulate

hydrophobicity. These effective pair potentials are supposed to mimic the combined

effects of monomer-solvent, solvent-solvent and monomer-monomer interactions, but

are known to be insufficient for equilibrium properties of polymers (Grayce [97]).

Thus, they are also expected to be insufficient for the study of collapse dynamics. A

many-body effective interaction scheme would be required in order to describe sol­

vent effects in a satisfactory manner. The next step is to immerse the polymer in

an explicit solvent and/or include all hydrodynamic effects. Here, we focussed on in­

vestigating the effects of direct monomer-soivent and soivent-soivent interactions by

immersing our polymer in an explicit solvent, though the solvent-solvent interactions

were found to be less important.

In this Chapter, we have investigated the collapse transition properties of three

types of random heteropolymers immersed in a Lennard-Jones explicit solvent. The
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first model (Model A) consisted of a polymer with random interactions between the

monomers which could be both attractive and repulsive, and a solvent which had a

short range repulsive interaction between the monomers. The second model (Model B

with a flexible chain) was a polymer with a Lennard-Jones interaction between its

monomers, and a solvent that interacted via a random interaction with the monomers

which could be both attractive and repulsive. The third model (Model B with a semi­

flexible chain) is the same as the second one except for an added stiffness to the poly­

mer chain. Model A is closer in spirit to the effective pair potential approach, since

the heterogeneity is incorporated into the monomer-monomer interactions, while for

Model B, these are incorporated into the monomer-solvent interactions. By choosing

to study Model A and Model B, we were basically bridging the difference between

implicit and explicit solvent in two steps. In all cases, we chose to study the collapse

kinetics by making an abrupt change in T or a.

For our first model (Model A), an increase in the heterogeneity (and simultaneously

an increase in the overall hydrophobicity) of the heteropolymer leads to shorter col­

lapse times, but varying the density of the solvent had almost no effect on the rate of

collapse for high values of a and the range of p that was considered. PoIson and Zuck­

ermann [01] obtained a similar monotonie increase in the collapse rate with increasing

hydrophobicity. However, the density-independenee of the collapse rate is different

from that obtained for homopolymers in three dimensions by PoIson and Zuckermann

[01]. In their work, the collapse rate decreases monotonically with increasing solvent

density. If this is not an artifact of the thermostat, the density-independence would

suggest that the collapse rate depends on a competition of the monomer-monomer

repulsion and attraction with the monomer-solvent interactions, and indirectly with

the solvent-solvent interactions which plays a relatively minor role. This is in fact

possible sinee the monomer-monomer attractions and repulsions, for these high val­

ues of a, are very strong. Nevertheless, at very high solvent densities, we expect the

"obstacle" nature of the soivent atoms to interfere with the collapse of the polymer

chain and the collapse time to increase. Furthermore, the decrease in the collapse rate

most probably occurs at different soivent densities for different values of a. Unfortu­

nately, studying the effect of higher densities of solvent involves a significant increase
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in computational time and for this reason this is not part of this dissertation even

though it would be quite interesting to pursue it further. AIso, it is not clear that the

collapse rate decreases at densities for which the liquid phase is thermodynamically

stable with respect to the solid phase. Comparing the difference between the collapse

rates of a system with p = 0.7 and one with p = 0.9 shows that the difference remains

almost constant and relatively small for the entire range of a. FinaIly, the collapse

times for the constant temperature quenches which are driven by a sudden increase

in the value of a, decrease as the density is decreased. This is not the same behavior

that was observed for the temperature induced collapse where the collapse rate was

essentially independent of the solvent density. However, these results were obtained

for considerably lower values of a for the a-quenches than for the T -quenches and

therefore the monomer-monomer attractions and monomer-monomer repulsions are

both no longer quite so strong. As a result, lowering density increases the collapse

rate. We used Model A to study the effect of changing the polymer heterogeneity

and the overall hydrophobicity simultaneously. A future project would be to examine

these effects separately.

For our second model (Model B), the rate of collapse at low densities increases

slightly but is almost independent of the solvent density. At higher densities, the

trend is reversed and the rate of collapse starts to decrease. In this case, the col­

lapse is driven by the attractive part of the Lennard-Jones interaction between the

monomers as weIl as the random interaction between the monomers and the solvent

particles which can be both attractive and repulsive. For the strength of the random

monomer-solvent interaction used in the simulations, the solvent particles seem to

only act as obstacles to the collapse of the polymer. At low and medium densities,

the collapse appears to be almost solely driven by the attractive part of the Lennard­

Jones interaction between the monomers. The repulsive interaction of the solvent

particles on the hydrophobie monomers could also help the collapse but for our val­

ues of a' this contribution is quite weak. Therefore, at low densities, the collapse

times are basically constant while at higher densities the "obstacle" nature of the

solvent particles takes over and reduces the rate of collapse. PoIson and Zuckermann

also observed a slower decay from an extended coil to a globule with increasing p,
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at higher densities, for both a two-dimensional homopolymer and copolymer (PoIson

and Zuckermann [00]) and a three-dimensional homopolymer (PoIson and Zucker­

mann [01]). Finally, we observed an increase in the collapse times for stiffer chains,

and that the effect of the stiffness is most pronounced at higher p. Such an effect

related to an increase in the stiffness of the random heteropolymer chain was also

observed by PoIson and Zuckermann in their three dimensional molecular dynamics

simulations of the collapse dynamics of a homopolymer chain immersed in a Lennard­

Jones solvent (PoIson and Zuckermann [01]). They have explained that the stiffness

effect seems to be most pronounced at higher p since an increase in the solvent density

has a considerably stronger effect on the slowing down of the collapse dynamics of a

conformationally restricted polymer chain.

Furthermore, PoIson and Zuckermann showed that for their model, HP sequenc­

ing has practically no effect on the rate of collapse of HP copolymers (PoIson and

Zuckermann [00]). Nevertheless, they proposed that it should be possible to design

HP sequences that will collapse more rapidly. The sequence dependence of the col­

lapse rate of heteropolymers his generally accepted and an entire field of research

is concerned with designing fast folding proteins (Pande, Grosberg and Tanaka [00];

Khokhlov and Khalatur [99] [98]; Timoshenko, Kuznetsov and Dawson [98] [96]; Mélin

et al. [99]; Skorobogatyy, Guo and Zuckermann [97a] for example).

In this chapter, we have not included any snapshots of conformations following

the heteropolymer collapse since the polymer is so short that it is very difficult to

determine collapse mechanism such as the formation of blobs. In Chapter 3, we have

shown that we require a polymer of about 100 monomers in order to determine a

clear collapse mechanism. Indeed, a very important future project is to carefully

study finite size effect with an explicit solvent.



6

DISCUSSION AND CONCLUSION

In this dissertation, we investigated the equilibrium properties and the collapse dy­

namics of various types of random heteropolymers in three dimensions.The equilib­

rium and relaxational data were obtained by performing extensive off-Iattice molec­

ular dynamics simulations. We proceeded systematieally by determining an equilib­

rium "phase diagram" which allowed us to find a characteristic temperature Te which

separates extended states from collapsed states of the random heteropolymer. Such

"phase diagrams" allowed us to find appropriate initial and final temperatures for

the quenches from an extended coil to a collapsed globule. In our model, the random

heteropolymer is composed of N monomers connected by harmonie springs.

First, we considered a single fully flexible isolated random heteropolymer without

an explicit solvent. The solvent is incorporated implicitly in the monomer-monomer

interactions. The monomers mutually interact via a repulsive Lennard-Jones poten­

tial and the random interactions between the monomers were included by means of

a Van der Waal's interaction whose coupling constants are chosen from a Gaussian

distribution of width a. The equilibrium "phase diagram" shows that Te increases

with increasing values of a. Furthermore, relaxation to equilibrium for temperature

quenches inside the extended "phase" show a pure exponential decay of the total

energy whereas relaxation process to the collapsed "phase" exhibits a stretched ex­

ponential behavior of the total energy. We found that the relaxation after a quench

from above the theta point to below could be characterized by a two-stage process.

The first time regime is characterized by a faster stretched exponential relaxation

process with exponent f3 ~ 0.7. This value does not depend on the values of a and is

quite generic. In the first time regime, the chains locally collapse into separate blobs

but the entire chain is still quite extended. In the second time regime the local blobs

111
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coalesce to form the final compact structure, but with different stretched exponen­

tial form and a lower value of the exponent f3. For very short chains such as those

examined in lori, Marinari and Parisi [91], the second time regime is absent as no

local collapse takes place. FinaIly, for a quench from below the theta point to further

below, the relaxation is a one stage process which is also weIl fitted with a stretched

exponential form.

Furthermore, we have shown that for sufficiently long chains, a qualitative in­

spection of snapshots of the heteropolymer conformations upon collapse suggest that

the chains collapse by forming local blobs which later aggregate to form a collapsed

globule. This two-step collapse scheme leads to the two time regimes. We propose

that our relaxation data can be interpreted in terms of the molten globule concept

since we found an initial relaxation to an intermediate conformation in the first time

regime after a temperature quench from above to below the theta point. We feel that

this conformation is analogous to the "compact but extended" structure discussed

by Daggett and Levitt [92] for proteins. This relaxation regime is then fol1owed by

a slower relaxation to a collapsed conformation. FinaIly, we note that the relaxation

process studied here is quite different from that of the homopolymer collapse which

proceeds via a single exponential.

The next step was to immerse the polymer in an explicit solvent. We studied

the effects of direct monomer-solvent (and solvent-solvent which are less important)

interactions by immersing our polymer in an explicit solvent. We went from the

study of a random heteropolymer with an implicit solvent to the study of a random

heteropolymer immersed in an explicit solvent in two steps. First, we immersed a

polymer with random interactions between the monomers (similar to the one studied

with an implicit solvent) in a solvent which had a short range repulsive interaction

between the monomers (Model A). Then, we considered a polymer with a Lennard­

Jones interaction between its monomers immersed in a solvent that interacted via a

random interaction with the monomers.

We started by examining the equilibrium properties of several systems consisting

of a random heteropolymer in an explicit solvent before considering the col1apse dy­

namics. For aIl models studied, the size of the polymer decreases as the temperature
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is lowered. AIso, the size of the extended coil decreases as the density of the solvent is

increased, in cases where the random interaction is imposed between the monomers

(Model A) and the case where the random interaction occurs between the monomers

and the solvent atoms (Model B). At low solvent densities, the entropy of the system

is dominated by the conformational entropy of the polymer and thus the system favors

a spread out coil conformation in order to maximize the conformations available to

the chain, and maximize the total entropy of the system. At higher solvent densities,

the translational entropy related to the solvent particles becomes more important

and the system will favor a slightly compressed coil conformation for the polymer,

in order to increase the free volume available for the solvent. Thus the translational

entropy of the solvent increases by more than enough to offset that which was lost

by the chain. Furthermore, the size of the polymer coil is inversely proportional to

the solvent density with a proportionality constant which depends on the polymer

length. It is interesting to see how the compression (i.e., the reduction of the equi­

librium size due to the presence of the solvent) of the polymer coil becomes more

important for a longer polymer chain. This can also be explained by the entropic

effect. The size of the extended coil also decreases as a function of the strength of

the monomer-monomer random interactions while it does not seem to significantly

depend on the monomer-solvent atom random interaction. Furthermore, the angular

restrictions have the effect of swelling the coil conformation.

The transition from the extended coil conformation to the globular conformation is

thermally driven and results from the system selecting conformations which will min­

imize the free energy, F = E - TB, of the system. The temperature T, controls the

strengths of the two terms contributing to the free energy. A globular conformation

is favored by the internaI energy term while an expanded coil is favoured byentropy.

The total entropy can be divided into translational entropy and conformational en­

tropy. The translational entropy part favours a globular state, but the conformational

contribution which favours the expanded coil conformation is the dominant part.

Increasing the solvent density increases the value of the characteristic temperature,

Te. As the solvent density is increased, the coil conformation becomes progressively

more compact which in itself makes the polymer collapse at higher temperatures. Fur-
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thermore, the long-range repulsive part of the monomer-solvent random interaction

also contributes to the collapse of the polymer to a globule. A larger solvent density

will increase the effective repulsion on the polymer, which in turn will increase Te.

Increasing the value of the strength of the random monomer-monomer interactions,

a, increases the value of Te, thus favoring the globular "phase". Increasing the value

of the strength of the random monomer-solvent interactions increases the value of

Te progressively, at higher solvent densities. Thus, the effect of increasing a' is to

stabilize the globule "phase". The value of a' has little effect at low solvent densities,

sinee a' is relevant only for monomer-solvent interactions, and since the driving foree

of the collapse is mostly the attraction between monomers. Furthermore, the addition

of a bending restriction to the chain reduces the value of Te, at higher densities, sinee

the angular restrictions stabilize the coil "phase".

The appropriate "phase diagrams" are now available to perform systematic quenches

across the "phase boundary" separating the coi! conformation and the globular confor­

mation. The collapse transition properties of the three types of random heteropoly­

mers immersed in a Lennard-Jones explicit solvent mentioned earlier were investi­

gated by making an abrupt change in T or a.

For Model A, an increase in the heterogeneity, which in turn increases the overall

hydrophobicity of the heteropolymer, leads to shorter collapse times. This result

is in agreement with the work of PoIson and Zuckermann [01]. On the other hand,

contrary to their work which finds that the collapse rate decreases monotonically with

increasing solvent density, varying the density of the solvent had almost no effect on

the rate of collapse of our random heteropolymer for high values of a. Nevertheless,

at very high solvent densities, we expect that the "obstacle" nature of the solvent

atom will interfere with the collapse of the polymer chain and the collapse time will

increase. Our data have shown indications of this effect. Furthermore, the decrease

in the collapse rate will most probably occur at different solvent densities for different

values of a. Unfortunately, studying the effect of higher densities of solvent involves

a significant increase in computational time and for this reason it is not part of this

thesis. Another problem related to studying higher solvent densities is the possibility

that the system will end up in a region of the phase diagram where the liquid phase is
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thermodynamically stable with respect to the solid phase. Comparing the difference

between the collapse rates of a system with p = 0.7 and one with p = 0.9 shows that

the difference remains almost constant and relatively small for the entire range of a.

Finally, the collapse times for the constant temperature collapse, which is driven by

a sudden increase in the value of a, decreases as the density is decreased. This is not

the same behavior that was observed for the temperature induced collapse where the

collapse rate was essentially independent of the solvent density. However, these results

were obtained for considerably lower values of a for the a-quenches than for the T­

quenches and therefore the monomer-monomer attractions and monomer-monomer

repulsions are not as strong.

For Model B with a fully flexible chain, the rate of collapse increases slightly but

is almost constant at low densities. At higher densities, the trend is reversed and the

rate of collapse decreases as a function of density. In this case, the collapse is driven by

the attractive part of the Lennard-Jones interaction between the monomers as weIl

as the random interaction between the monomers and the solvent particles which

can be both attractive and repulsive. For the strengths of the random monomer­

solvent interaction used here, the solvent particles seem to only act as obstacles to

the collapse of the polymer. At lower densities, the collapse appears to be almost

completely driven by the attractive part of the Lennard-Jones interaction between

the monomers. The repulsive interaction of the solvent particles on the hydrophobie

monomers could also assist the collapse but for the value of a' used this contribution is

very weak. Therefore, at low densities, the collapse times are basically constant while

at higher densities the "obstacle" nature of the solvent particles take over and reduces

the rate of collapse. These results are in agreement with the study by PoIson and

Zuckermann in 2-D (PoIson and Zuckermann [00]) and 3-D (PoIson and Zuckermann

[01]) on homopolymers and copolymers.

Finally, when a bending restriction was added to the fully flexible chain of Model B,

a marked increase in the collapsed time was observed. Furthermore, the effect of

the bending restriction were most pronounced at higher p. These results are also

in agreement with the work of PoIson and Zuckermann [01] who proposed that the

stiffness effect is most pronounced at higher p since an increase in the solvent density
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has a considerably stronger effect on the slowing down of the collapse dynamics of a

conformationally restricted polymer chain.

In our study of both equilibrium properties and collapse dynamics of polymers,

we used a discrete monomeric solvent where the solvent particles are of the same size

as the monomers constituting the polymer. On the other extreme, many studies of

polymer collapse use a continuous solvent. In fact, in reality, the ratio of the size of

the solvent particles to the size of the monomers are most often somewhere between

these two extremes. For this reason, it would be useful to study the effect of varying

the solvent/monomer particle size ratio. Such a study would significantly increase the

computational demands since the number of degrees of freedom would be increased.

Another interesting contribution would be to include all the hydrodynamic modes

to Model B by using standard constant energy MD. Furthermore, there are no studies

of the hydrodynamic effects on collapse in the absence of an explicit solvent even

though sorne interesting techniques are already being used to include hydrodynamics

in the study of equilibrium polymer dynamics with an intrinsic solvent. Oseen tensor

methods, as well as coarse-grained solvent methods (see, Malevanets and Yeomans

[00]) are currently used.

The heavy computational demands related to the study of an explicit solvent on

the conformation of a polymer has encouraged researchers to develop techniques to

reduce the computational cost. An example is the technique of dissipative particle

dynamics (DPD) which consists in coarse graining the description of the fluid. Kong

et al. [97] state that even though DPD is not atomically detailed, both excluded vol­

ume and hydrodynamic interactions are present. Other methods include the density

functional theory (Takahashi and Munakata [97]) and the polymer-solvent integral

equations theory for the correlation functions of the polymer and the solvent (Gan

and Eu [98]). Nevertheless, it is important to simulate polymer collapse in an explicit

solvent since interesting effects have been found for this case, notably the solvent

induced entropie polymer collapse transition observed in hard-core models. 1 As an­

ticipated, the collapse behavior for models including an explicit solvent usually differs

1 Dijkstra, Frenkel and Hansen [94]; Dijkstra and Frenkel [94]; Frenkel and Louis [92]; PoIson [99];
Khalatur, Zherenkova and Khokhlov [98]; van der Schoot [98]; Luna-Barcena et al. [96]; Suen,
Escobedo and Pablo [97]
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qualitatively from that observed in simulation studies of isolated chain systems, or

even from theories which include the effect of hydrodynamic interactions (Chang and

Yethiraj [01]).

Finally, even the best algorithms using semi-classical pseudo-potentials for interac­

tions between amino acids can only be used to study the dynamics of protein folding

in the regime 1ns-1f-ls for an all atom model of a protein in a solvent, while a relative

time scale for a real system is 10f-ls-1s. Duan and Kollman have succeeded in per­

forming a molecular dynamic simulation with full atomic representation of both the

peptide (36-residue villin headpiece subdomain) and solvent ('" 3000 water molecules)

at 300 K for 1-f-ls (Duan and Kollman [98]). Those limitations have led researchers to

use minimal models or simply short peptides as a first step study of protein folding.

Many universal properties that are not dependent on the details of the model can be

found in this way.

Real protein sequences statistically look very much like random sequences which

is consistent with the idea that an evolutionary search could explore only a tiny part

of the sequence space and thus could not pull sequences too far away from random

(Ptitsyn [95] and Monod [71]). Therefore, random heteropolymers are able to give

a lot of information about the kinetics of protein folding but the non-randomness of

sequences still remains crucially important for protein design (Pande et al. [96]). For

this reason, it would be useful to study heteropolymers with well defined sequences

mimicking proteins. We have performed a few molecular dynamics simulations with

such a model by using an Hamiltonian similar to the one used in the paper by Li

et al. [96] combined with the Miyazawa-Jernigan contact matrix for amino acids

(Miyazawa and Jernigan [85]; Li, Tang and Wingreen [97]). We studied mainly short

protein sequences from the protein data bank (Berman et al. [00]). These results are

beyond the scope of this dissertation and are therefore not reported here even though

it would definitively be worth pursuing our research in this area in order to compare

random sequence to real sequences.

There are many other questions of interest concerning the kinetics of random

heteropolymers. Among these, it would clearly be useful to examine the kinetics of

"unfolding", as protein denaturation is of great interest (Daggett and Levitt [92]). A



6: DISCUSSION AND CONCLUSION 118

minimal model to study how the presence of chaperon proteins whose role is to help

proteins to fold could also bring a lot of insight to the protein folding problem. A

study of the absorption of a random heteropolymer on a surface as weIl as a study

of the collapse dynamics of polyampholytes could also contribute to the increasing

knowledge of the dynamics of heteropolymer collapse.



ApPENDICES

A.l Langevin equation

This section "derives" the Langevin equation by following the development of Reif

[65] and generalizing it to three dimensions and N particles1 . A sufficiently small

macroscopic particle immersed in a liquid exhibits a random type motion. This phe­

nomenon is called the "Brownian motion" and reveals very clearly the statistical

fluctuations which occur in a system in thermal equilibrium. Such fluctuations con­

stitute a background of "noise" which imposes limitations on the possible accuracy

of delicate physical measurements.

A particle i is immersed in a liquid at temperature T, it would be a very compli­

cated task to describe in detail the interaction of this particle at position ri with all

the other degrees offreedom of the system (i. e., those describing the internaI motions

of the atoms in the macroscopic particle, as well as those describing the motion of

the molecules in the surrounding liquid). But these other degrees of freedom can

be regarded as constituting a heat reservoir at temperature T and their interaction

with ri can be lumped into sorne net force Wi(t) effective in determining the time

dependence of ri. Newton's equation of motion can then be written as

dVi d2ri
mdI = m dt2 = Fi + Wi(t). (A.l)

Here very little is known about the force Wi(t) which describes the interaction of ri

with many other degrees of freedom of the system. Basically, Wi(t) must depend

on the position of very many atoms which are in constant motion. Thus, Wi(t) is

sorne rapidly fluctuating function of the time t and varies in a very irregular fashion.

Indeed, one cannot specify the precise functional dependence of Wi(t) on t. In order

to make progress, one must formulate the problem in statistical terms. One must

therefore envisage an ensemble of very many similarly prepared systems, each of

1A very good treatment of Brownian dynamics can also he found in chapter 13 of Pathria [72].
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them consisting of a particle i and its surrounding medium. For each of these, the

force Wi(t) is sorne random function of t. One can then attempt to make statistical

statements about this ensemble.

The rate at which Wi(t) varies can be characterized by sorne correlation time 7*

which measures roughly the mean time between two successive maxima (or minima)

of the fluctuating function Wi(t). 7* is quite small on the macroscopic scale. It

is roughly of the order of the ratio of mean intermolecular separation and a mean

molecular velocity (t'V 10-13 s.). Furthermore, if one contemplates a situation where

the particle is imagined clamped so as to be stationary, there is no preferred direction

in space; the Wi(t) is as often positive as negative so that the ensemble average

(Wi(t)) vanishes.

Since Wi(t) is a rapidly fluctuating function of time, it follows by Eq. (A.1)

that Vi also fluctuates in time. But superimposed upon these fluctuations, the time

dependence of Vi may also exhibit a more slowly varying trend. One can force the

attention on the ensemble average Vi of the velocity, which is a much more slowly

varying function than Vi itself, and write

(A.2)

where v~ denotes the part of Vi which fluctuates rapidly (although less rapidly than

Wi(t) since the mass m is appreciable) and whose mean value vanishes. The slowly

varying part Vi is of crucial importance since it is of primary significance in deter­

mining the behavior of the particle over long periods of time. To investigate its time

dependence, let us integrate Eq. (A.1) over sorne time interval M which is small on a

macroscopic scale, but large in the sense that bt » 7*. Then one gets

(A.3)

where we have assumed that Fi is varying slowly enough that it changes by a negligible

amount during a time Ot. The last integral in Eq. (A.3) ought to be very small since

Wi(t) changes signs many times in the time M. Hence, one might expect that any

slow varying part of Vi should be due only to Fi (i.e. m~ = Fi) but this order of

approximation is too crude to describe the physical situation. Indeed, the interaction

with the environment expressed by Wi(t) must be such that it always tends to restore
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the particle to the equilibrium situation. If Fi = 0, the interaction expressed by W i

must then be such that, if Vi =j:. 0 at sorne initial time, it causes Vi to approach its

ultimate equilibrium value Vi = O. But m* = Fi fails to predict this kind of trend

of Vi towards its equilibrium value. The reason is that we did not consider the fact

that W i must be affected by the motion of the particle in such a way that W i itself

also contains a slowly varying part W i tending to restore the particle to equilibrium.

Hence, as we did for the velocities,

(A.4)

where W~ is the rapidly fluctuating part of W i whose average value vanishes. The

slowly varying part W i must be sorne function of Vi such that W i (Vi) = 0 in equi­

librium when Vi = O. If Vi is not too large, W i (Vi) can be expanded in a power series

in Vi whose first non-vanishing term must then be linear in Vi. Thus W i must have

the general form

(A.5)

where Œ is sorne positive constant called the friction constant. The minus signs

indicates explicitly that the force W i tends to reduce Vi to zero as time increases.

In the general case, the slowly varying part of Eq. (A.l) becomes then

(A.6)

If one includes the rapidly fluctuating parts v~ and W~ of equations (A.2) and (A.4),

Eq. (A.1) can be written

(A.7)

where we have put ŒVi ~ ŒVi with negligible error since the rapidly fluctuating

contribution v~ can be neglected compared to the predominant fluctuating term W~.

Eq. (A.7) is called the Langevin equation. Note that in the rest of the dissertation,

we have dropped the prime from W~ and set r =Œ/m (see Eq. (2.25)). It differs

from the original equation (A.1) by explicitly decomposing the force W~ into a slowly

varying part -ŒVi and into a fluctuating part W~ which is purely random, i.e., such

that its mean value always vanishes irrespective of the velocity or the position of the
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particle. The Langevin equation (A.7) describes the behavior of the particle at aH

later times if its initial conditions are specified.

Since the Langevin equation contains the frictional force -ŒVi, it implies the

existence of processes whereby the energy associated with the coordinate Ti of the

particle is dissipated in the course of time to the other degrees of freedom (the heat

reservoir). The total energy is not conserved and the motion is not reversible. What

does reversible motion mean? If the sign of the time t were reversed, the equations

of motion would be essentiaHy unchanged and aH particles would (classicaHy) retrace

their paths in time.

We will now show how we can calculate the diffusion constant D. Let us assume

that Langevin's equation is a valid phenomenological description of Brownian motion.

In the absence of external forces Eq. (A.7) becomes

(A.8)

In thermal equilibrium, the mean displacement of the particle vanishes (ri = 0)

since there are no preferred direction in space. To calculate the magnitude of the

fluctuations, we now use Eq. (A.8) to find the mean-square displacement (v;) = r;
of the particle in a time interval t. We shaH indicate ensemble averages by bars and

angular brackets interchangeably. Let us replace Vi = h and dvï!dt = drï!dt in

Eq. (A.8) and multiply both sides by Ti.

(A.9)

One can now take the ensemble average of both sides of Eq. (A.9). As we have

previously pointed it out, the mean value of the fluctuating force W~ always van­

ishes, irrespective of Vi or Ti. Hence, (TiW~) = (Ti)(WD = D. Furthermore, the

equipartition theorem gives ~m(r;) = ~kBT thus Eq. (A.9) becomes

(A.1D)

The relation (A.9) is a simple differential equation which can be solved for (Tiri) and

we obtain

(A.11)
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where c is an integration constant and r =a/m. r-1 denotes a characteristie time

constant of the system. Assuming that each particle in the ensemble starts out at

t = 0 at position ri = 0, the constant c must be such that 0 = c + 3kB T/a. Henee

(A.11) becomes

(r-r-) = ~ d(r;) = 3kBT (1 _e-rt)
~ ~ 2 dt a

Integrating once more, we obtain the final result

Note two interesting limiting cases. If t < r-1 , then

Thus

for t « r-l,

(A.12)

(A.13)

(A.14)

(A.15)

The particle then behaves for a short initial time interval as though it were a free

particle moving with constant velocity Vi = J3kB T lm.
On the other hand, if t » r-1 , e-rt -t O. thus Eq. (A.13) becomes simply

for t » r-1

(A.16)

The particle then behaves like a diffusing particle executing a random walk so that

(rD ex t. But since the diffusion equation leads to (r;) = 6Dt, we can determine the

diffusion coefficient,

(A.17)

We will now do a more detailed investigation of the approximations which lead to

the irreversible Langevin equation (A.7). The question is to understand in detail what

conditions must be satisfied for this description ta be approximatively valid, and how

the modified equation of motion (A.7) are derivable from microscopie equations. In

order to gain better understanding of the frictional foree, we will return to Eq. (A.1)

and attempt to analyse it in greater detail. Let us consider a time interval 6t whieh

macroscopieaUy is very smaU, but whieh is large on a microscopie scale so that 6t »
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7*, as we have done before. 7* is the correlation time which is of the arder of the mean

period of the fluctuations of the force Wi(t). 7* also measures the relaxation time

required for the degrees of freedom responsible for the force W i ta come ta internaI

equilibrium when disturbed by a sudden small change of Ti. We again assume that

the external force Fi is slowly varying and we want ta find the slowly varying part

of the velocity Vi. A quantity is slowly varying if it changes by negligible amounts in

the time interval 6t.

Let us assume an ensemble of similarly prepared systems which satisfy Eq. (A.1).

We take the ensemble average on bath side of the integrated form of this equation

(Eq. (A.3)).

(A.18)

If we neglect any effect of the particle's motion on the force W i exerted on it by

the environment, the mean value (Wi ) would be the same as the static equilibrium

(stationary with respect ta its environment) mean value (Wi)o = O. As we pointed

out earlier, an arder of approximation that would put (Wi) = (Wi)o is inadequate

since it doesn't yield a slowly varying velocity which tends ta restore the particle ta

thermal equilibrium. We have ta estimate how (Wi) is affected as the velocity Vi of

the particle changes.

We will make an approximate analysis by assuming a small system described by

Ti and a heat bath which contains aIl the other degrees of freedom. The temperature

T _ (kBf3)-l of the heat bath is essentially constant, irrespective of any small changes

in its energy. For a given value of Vi, the possible states of the particle i can be labeled

S; in such a state, the force W i assumes sorne value wf.
At sorne time t, the velocity of the particle is Vi(t). As a first approximation, we

can assume that at time t, the system is in an equilibrium situation and (Wi ) = 0

where the probability of being in state S is p~O). In the next approximation, we must

investigate how (Wi ) is affected by the motion of the particle. Consider then the

situation at a slightly later time t' = t+M' when the particle has a velocity Vi(t+6t').

The motion of the particle affects its environment and if M' is sufficiently short, the

mean force (Wi(t')) depends on the situation at earlier time t. As the particle velocity

changes, the internaI equilibrium of environment is disturbed but after a time of the
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order of T*, the equilibrium conditions consistent with the new value of Vi(t + M')

will be re-established. This means that the heat bath will again be found with equal

likelihood in its n accessible states. Let us suppose that in a time interval 8t' > T*

the velocity of the particle changes by ~vi(M') and that the energy of the heat bath

changes from E' to E' + ~E' (M'). Since in a situation of equilibrium the probability

of occurrence of a given state S is proportional to the corresponding number of states

accessible to the heat bath, we can write

Ps(t + 8t') _ n(E' + ~E'(8t') _ {3f::.E'

p~O) - n(E') - e
(A.19)

where f3 = (B ln niBE') is the temperature parameter of the heat bath. Physically,

this means that the likelihood of particle i being found in a given state at a later time

is increased if more energy becomes available to the heat reservoir. Thus

(A.20)

At a slightly later time t' = t + M' the mean value of W i is then given by

(Wi)= ~ L Ps(t+M')Wf = ~ L P~O)(l + f3~E')Wf = ~((1 + f3~E')Wi)O (A.21)
s s

where the last mean value is to be computed with the equilibrium probability p~O)

Since (Wi)o = 0, we get

(A.22)

which, in general, does not vanish. Note the factor of 3 which is related to the splitting

of the degrees of freedom in isotropie 3-dimensional space.

We can now use these approximations in Eq. (A.18), where M » T*. The integral in

that expression extends over a time integral sufficiently long that 8t' = t' - t » T* over

practically the entire range of integration, making it possible to use the approximation

(A.22).

The energy increase of the heat bath in the time t' - t is simply the negative of

the work done by the force W i on the particle. Thus

(A.23)
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where we have made the approximation, consistent with Eq. (A.18), that Vi(t) does

not vary appreciably over times of the order of M. Rence, we can use Eq. (A.22)to

write the integrand of Eq. (A.18) in the following manner

(W, (t')) = - ~ (W,(t')v,(t)l'w,(t")dt'')0= - ~v,(t) l'dt" (W, (t')w, (t"))o (A.24)

We have first averaged separately over Vi(t), since it varies much more slowly than

Wi(t). Let us write Eq. (A.24) in terms of 8 =t" -t'. Equation (A.18) then becomes

The last term on the right is slowly varying and leads to dissipation.

The ensemble average which occurs in Eq. (A.25) is the correlation function of

Wi(t).

(A.26)

The ensemble average is here taken at equilibrium where the distribution of systems

in the ensemble is independent of the absolute value of the time. This average is

independent of the time t ' and depends only on the time difference 8.

Let us now study correlation functions more closely by letting W i be any random

function of t. we shall drop the prime in t' and the subscript from the averaging

brackets for convenience,

(A.27)

Thus 0(0) is equal to the mean-square value of W i , or to its dispersion if (Wi ) = O.

In equilibrium, (W~(t)) is independent of the time t.

If 8 becomes sufficiently large, then (Wi(t)) and (Wi(t + 8)) must become uncor­

related. Thus for 8 -+ 00, 0(8) -+ (Wi(t))(Wi(t + 8)) and 0(8) -+ 0 if (Wi ) = o.
We can also show that 10(0)1 :S 0(0) and that 0(8) = 0(-8) (i.e., 0(8) is a sym­

metric function). Values assumed by the force Wi(t) become uncorrelated over times

of the order of r*. The correlation function contains a lot of information about the

statistical properties of the random force.

We now return to the evaluation of the integral in Eq. (A.25). The integrand is

just the correlation function 0 (8) of the force W i and differs from zero only in the
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small region where Isi ~ 7* « 6t, the integrand is proportional to 7*M rather than to

the area M2 of the complete domain of integration. Thus the integral if proportional

to the first power of M. Binee C(s) is independent of t', the integration over t' can be

done first and we get

l
Hot 1° rO l t

+O
t rO

t dt' t-t' ds C(s) = LOt ds t-s dt' C(s) = J-
ot

ds C(s)(6t + s) (A.28)

Bince M » 7*, while C(s) -+ 0 when Isl » 7*, we can neglect s compared to 6t in

the entire range where the integrand is appreciable. Furthermore, the lower limit in

the last integral can be replaced by -00 with negligible error. Rence, we obtain

rHot rO rO 1 rXJ

J
t

dt' Jt-t' ds C(s) ~ 6t J-
oo

ds C(s) = 26t Loo ds C(s) (A.29)

where we have used the symmetry property in the last step. We can now rewrite

Eq. (A.25) as follow

(A.30)

where the constant Œ is given by

(A.31)

Eq. (A.31) is the fluctuation-dissipation theorem which gives us an explicit expression

for the friction constant Œ in terms of the correlation function of the fluctuating foree

W i at equilibrium. This brings us back to Eq. (A.6) from which we can obtain

Langevin's equation of motion Eq. (A.7) but this time we have sorne microscopical

insight into how the frictional foree -ŒVi arises from the fluctuating force. This

random process may be taken to have a delta function correlation function for each

molecule. Thus we can write

(A.32)

which satisfies Eq. (A.31).

The above discussion satisfies the use of Eq. (2.25) in Chapter 2.
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A.2 Error propagation for t50 and t90
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In this appendix, we discuss the stretched exponential is of the form (see Eq. (5.1))

y(t) = aoe-((t-tI)/T)13 - al (A.33)

where y(oo) = -al and y(tI) = ao - al' tI is the time at which we started acquiring

data.

A very important point with regard to numerical data fitting is that the results

for t 50 and t 90 obtained from the curve are very sensitive to the initial point of the

fitted curve. This initial point should be as close as possible to that of the raw data,

therefore, we have fixed al to the value that would cause the initial point on the fitted

curve to exactly match the initial point of the raw data. There is no problem in doing

this since the only reason we do the fit is to find the 50 % and 90 % decay times.

When a fit is performed, there is always sorne deviation between raw data and the fit

at any given point, including the t = t I point here. In fact, for functions of the sort

considered, Le. rapidly varying functions near t = tI, the deviation can be expected

to be especially large here. 80 the solution is to fix the fit at t = t I to the raw data.

On the other hand, if we were interested in the T and (3 parameter values, then this

should not be done.

We define the 50 % and 90 % decay has follow:

1 1
Y50 y(tI) + 2(y(oo) - y(tI)) = 2ao - al

9 1
Y90 = y(tI) + 10(y(oo) - y(tI)) = 10ao - al

and from Eqs. (A.33), (A.34) and (A.35), we obtain t50 and tgo.

t50 = T(1n 2)1//3 + tI

t90 = T(ln 10)1//3 + tI

Now, let us ca1culate the error propagation:

(A.34)

(A.35)

(A.36)

(A.37)

(A.38)

(A.39)
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Therefore we obtain:

and similarly,

1
ln(tso - t l ) = ln T + j3ln (ln 2)

1 o(tso - tl) = -~ln(ln2)
tso - tl 0(3 (32

otso = _tso - tl 1 (1 2)
0(3 (32 n n

{ ~T ~(3 }
~tso = (tso - tl) -:;:- - (32 ln (ln 2)

{ ~T ~(3 }
~t90 = (t90 - tl) -:;:- - (32 ln (ln 10) .
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(A.40)

(A.41)

(A.42)

Eqs. (A.41) and (A.42) are used in Chapter 5 to estimate the systematic errors in the

data fitting procedure.
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