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Abstract

In many (soCiaL econolOic, and political) strategic situations, conflict and coop­

eration coexist and group (or coalitional) behavior is as important as individual

uehavior. This dissertation stlldies several issues in such situations.

Chapter 1 provides an overview of the theoretical background and motivates

the analysis ,mdertaken.

Chapter 2 analyzes strategic situations with diverse coalitional interactions 1.0

a.-certain the "stable" outcomes that will not be replaced by any rational (hence

farsighted) coalition of individuaIs, and the coalitions that are likely 1.0 form. The

analysis takes into full account the perfeet foresight of rational individuaIs, which

ha._ been overlooked in the literature.

Chapter 3 defines '"negotiation-proof Nash equilibrium" , a notion that applies

1.0 environments where players can negotiate openly and directly prior 1.0 the play

of a noncooperative game. The merit of the notion of negotiation-proof Nash

equilibrium is twofold: (1) Il. resolves the nestedness and myopia embedded in

the notion of coalition-prao! Nash equilibrium. (2) The negotiation process, which

is formalized by a '"graph", serves as a naturaI alternative 1.0 the approach that

models pre-play communication by an extensive form game.

Chapter 4 e.\':amines the notion of '"renegotiation-proofness" in infinitely re­

peated games. Il. is shown that imposing renegotiation in al! contingencies creates

both conceptual and technical clifficulties. A notion of self-enforcing agreements

is offered: an agreement is self-enforcing if il. is immune 1.0 any deviation by any

coalition which cannot (confidently) count on renegotiation.
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Résumé

Dans beaucoup des situations stratégiques (sociales. économiques. uU pulitiqu,'~).

le conflit et la coopération coexistent, et le comportement du gruUpt' (uu coali­

tional) est aussi important que le comportement individuel. Cette thèse ètudit'

plusiers situations de cette nature.

Chapitre 1 fournit un survol du antécédent. théorique, et. mut.iver de r analy~"

entreprise.

Chapitre 2 analyse les situations stratégiques avec intéract.ions diverse coali­

tionalles pour découvrir les réslÙtats stables qui ne sont pas replacés par aUCllllt'

coalition des individus rationnels (et par conséquent clairvoyant), et les coalit.ions

qui sont probable de se former. L'analyse tient compte de la prévoyance parfait.e

des individus rationnels, qtù n'est pas remarquée par la litt.érat.ure.

Chapitre 3 e."amine les accords autoforcés que les joueurs peuvent. at.t.eindre

dans une négociation publique avant de jouer des jet:x non-cooperatifs. Une not.ion

des accords autoforcés est offerte, qtù fait mieux que les notions précédent.es, en

demandant que les accords soient autoforcés contre t.out.e déviation, et. en capt.ant.

la prévoyance parfaite des indiv idus rationnels.

Chapitre 4 examine la notion de l'épreuve de renégociation dans les jeux il

répétition infinie. On a montre que l'imposition de la renégociation dans toutes

éventualités crée des difficultés conceptuelles et techniques. Une notion des ac­

cords autoforcés est offrie: Un accord est autoforcé si il n\'lst immlmisé contre

chaque déviation par aucune coalition, qui ne peut pas (avec confiance) compter

sur renégociations.
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Chaptcr 1

Introduction

This dissertation analyzes several issn'!s in strategie sitnations where b'1'onp \w­

havior is as important as individual behavior and there are interactiuns ::unung;

individuals as weil as among groups. In partieular. it investig;ates the untcunll'S

that are likely to prevail ;n situations with diverse interactions among individnal~

and groups of perfect foresight (Chapter 2): it also addres.~es the issues of negu­

tiation (Chapter 3) and renegotiation (Chaptcr 4) in strategic sitnations. Tlw

interactive nature of the problems under investigation implies that individnal~

and groups, who are assumed to be rational, behave strotcgicallll in that. thcy

have to consider their knowledge and e."pectations of the behavior of the others.

While the problems under investigation are of obvious empirical importance, t.heir

theoretical importance cannot be fully exposed without discussing game liu:rIr!J

i~self.

Game theory studies conflict and cooperation in situations where decision mak­

ers interact and their decisions affect each other's welfare. The publication of

"Theory of GaITles and Economic Behavior" by von Neumann and Morgenstern

in 1944 marked the foundation of game theory, and, since then, game theory ha.~

advanced considerably. The S!gnificant impact of game theory on social sciences

especially on economies is evidenced by the fact that 1994 Nobel prize in econom­

ics was awarded to three game theorists. Game theory is now part of almost every

economist's "tool-kit". Despite the progress that has been made, game theory is

still in the early stage of its development.

Following von Neumann and Morgenstern (1944), game theory distinguïshes

between two approaches: the "cooperative approach" and the "noncooperative

approach". The cooperative approach was the main subject of investigation in

19505 and 19605. According to such an approach, a social environment is described
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by a cooperat.ive game t.hat. a<;.<;ociat.es each group or coali; ion of playe", wit.h a set

of payoffs it. can achieve for it.s members independent. of t.he rest. of t.he playe",. and

t.he players are a<;.<;umed 1.0 be able 1.0 communicate, 1.0 coordinate their act.ions.

1.0 t.ransmit threats, and 1.0 reach binding agreements. Thal. is, playe", are able

t.o negotiat.e outside the formai st.ructure of the game mies. Different negot.iat.ion

processes lead 1.0 various different. solut.ion concepts: the core, the stable set., the

bargaining set, 1.0 name a few. The core, for example, is the set of outcomes (or

distributions ofwelfare) that are immune 1.0 any conceivable coalitional deviation.

The description of a social environment as a cooperative game, however, does

not capture the e.xternalities of the actions of one coalition upon the remaining

players. This; together with the involvement of binding agreements, greatly limit.

the applicability of the cooperative approach.

During the last two decades, the emphasis of game theory has shifted 1.0 the

noncooperative approach, which concentrates on the individual and on what strat­

egy a selfish individual should/would use. The noncooperative approach repre­

sents a social environment as either a normal form game or an el\."tensive form

game. A normal form game is static: players choose strategies independently

and simtùtaneously and payoffs are derived once each player submits his choice

of a strategy. On the other hand, an elI.1:ensive form is dynamic: players act se­

quentially in a specific order. The ruling solution concepts for noncooperative

games are Nash equilibrium and its refinements, most of which make no attempt

1.0 account for coalition formation or any mode of collusion among players.

The assumption that players reveal their strategies simultaneously and cannot

communicate their choice is a strong assumption. Such an assumption is only

plausible when a game is a two-person strictly competitive game, where what is

good for one player is bad for the other player, hence communication serves no

purpose. In must games, as Ordeshook (1986, p. 302) wrote, "il. is probably rare,

though, that communication among people, however imperfect, remains impossi-



bIe··. In facL individuals are often compelled to communicate in order to achie\"t'

outcomes that are mutually beneficial. The cooperative approach modeL. thl' sit­

uations where communication not on1y is possible but also stands as a central

feature of human interactions: this approach abstracts away the details of tht'

procedure of communication and cooperation, and concentrates. instead. on the

possibility of agreements. However, the cooperative approach may also abstract

away the e."\.1:ernalities inherent to noncooperative games.

The noncooperative approach, following Nash (1951), maintains that noncoop­

erative games are more fundamental than cooperative games and that cooperat.i\'e

games can and should be subsumed under the noncooperative approach by mak­

ing communication and bargaining formal moves in a noncooperati\'e e.,tensive

form game. The resulting game would have an en1arged domain of strategies, :l.nd

the payoff functions could be extended in the natural way. Then one can analyze

the consequences of communication and cooperative behavior by applying Nash

equilib.ium or its refinements to the "transformed game~. Such an approach is

complex and unnatural. McKinsey (1952, p. 359) pointed out,

It is a1:remely difficult in practice to introduce into the cooperative games

the moves corresponding to negotiations in a way which will reflect all the

infinite variety permissible in the cooperative game, and to do this without

giving one player an artificial advantage (because of his having the first

chance to make an offer, let us say.

•

•
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Moreover, modeling communication and bargaining as formal moves in an ex­

tensive form game not only is restrictive but also may bury some of the most

important aspects of communication. As Aumann (1987, p. 463) wrote,

. .. problems of negotiation are usually more amorphousj it is difficult

to pin down just what the procedures are. More fundamentally, there is a

feeling that procedures are not really that relevantj that it is the possibilities

for coalition forming, promising and threatening that are decisive, rather
than whose turn it is to speak.

The division between the cooperative and noncooperative approach is unfortu-



•

•

•

CHAPT ER 1. INTRODUCTION

nate, since in most social environments, conflict and cooperation coe.xist. Selfish­

ness does not prechlde individuals from cooperating or coordinating their actions

in a mlltual beneficial fashion. Moreover, our society is organized in such a way

that many of our social, political, and economic activities can only be conducted

by groups of individuals. Given that most social environments involve interac­

tions among individuals as weil as among groups or coalitions, game theory need

to recognize that both coalitional (or group) behavior and individual behavior are

equally important. Shubik (1984, p.7) wrote,

A theory of games is , among other things, a theory of organization. It

deals not so much with feasibility as with negotiation and enforceability ­

with the power of individuals or groups to influence the distribution of goods
and welfare, whether by threats and collusion or by unilateral action.

Instead of modeling procedural details of co=unication, we can concentrate

on what communication can achieve. Co=unication admits coalition formation,

which enable players to coordinate their actions, through binding or nonbinding

agreements. This view can apply directly to noncooperative games. This ap­

proach is a hybrid ofboth the noncooperative and coopf!Tative approaches, and it

cao preserve the noncooperative ingredients as weil as the externalities inherent

to noncooperative games. Such an approach, in my view, is not less fundamen­

tal than the noncooperative approach. If the noncooperative approach is mainly

motivated by the selfishness of the individua1s, then it is not neeessary adhere to

such an approach that makes no attempt to account for coalition formation or any

other mood of cooperation. After ail, cooperation does not necessarily contradict

selfishness. Among the first to account for coalition formation in noncoopera­

tive games, the notion of "strong Nash equilibrium" (Aumann 1959) aIlows any

coalition to coordinate the choices of strategies of its members, and a Nash equi­

librium is strong if it is i=une to any conceivable coalitional deviation. However,

this notion involves, at least implicitly, binding agreements (among the members

of deviating coalitions), since without binding agreements, a coalitional devia-
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tion may be subjeet t.o further deviations. F\lrthermore. if binding ::Igrcements

are available, t.hen there is no need t.o restrict. O\lI' ::Itt.ention t.o N::I.~h equilibri::l.

Coalitions can and do forro in the ::Ibsence of binding agreements. The notion of

-coalition-proof Nash equilibrium" (Bernheim et al. 198ï) ::Itt.empts 1.0 C::lpt \lI'C

the notion of self-enforcing agreements for environment with tmlimited, nonbind­

ing preplay communication. But as we shall discu.~ later in this chapt.er ::Ind more

formally in Chapter 3, this notion involves myopi::l and agreements th::lt are not

fully self-enforcing.

Communication can also be introduced in an environment when a norm::ll form

game is repeated finitely or infinitely many times. The notion of "renegoti::ltion­

proofness" (see Chapter 4) answers the following question: among the abun­

dance of subgame perleet equilibria, particularly in infinitely repeated g::IIDes,

which equilibria are proof against renegotiation in tmery contingency't Thus,

renegotiation-proofness entails that players have the opportunity to renegoti::lte

after tmery history ofplay, and this fact is common knowledge. Consequently, each

player, in contemplating a deviation, is confident that his deviation is followed

by a renegotiationj the grand coalition renegotiates regardless of whether the

renegotiated agreement will be honored. Therefore, given its demanding assump­

tion, renegotiation-proofness should not be the only way to introduce cooperative

behavior and select equilibria into repeated games.

Despite of the progress in the coalitional analysis, there are many questions that

remain to answered. As Roth (1988) pointed out, coalition formation "remains

one ofthe most difficult and important problems". Not only cooperative behavior

in the current paradigm of noncooperative games need much further study, but

also it is necessary to end the division between the cooperative and noncooperative

approaches and seek a general framework.

The task of formalizing the communication process, espeeially the pro­
hibitions against communication among the players, is far from trivial. It

appears that to include it in a generalization of game theory will be an ma-
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• jor theoretical step. Lacking such a generalization, several tacks have been
taken, each of which in unhappily special and arbitrary ( Luce and Raiffa

1957, p.p. 164-165).

Moreover, as discussed earlier, it is not natural to study coalition formation

within the framework of extensive form games where the order of moves is impor­

tant: extensive form games "depend very strongly on the precise form of proce­

dures, on the order of making offers and counter-offers, and so on" (Aumann 1981,

p.463). In general, a framework that deals explicitly with coalitional dynamics is

lacking.

It is a sad fact that we stilllack a general theory of cooperative games in
extensive form. The standard solution theories tell us next to nothing about
coalitional dynamics . .. (Shubik 1984, p. 68)

•

•

In fact, that a general and unified framework need to emerge was perceived by

von Neumann and Morgenstern when they fnrmally founded game theory. von

Neumann and Morgenstern (1941, p. 608) raised objections to the two distinct

theories they were forced to employ, and suggested that when the theory is more

mature it may be unified.

"The Theory of Social Situations" (Greenberg 1990) offers an integrative ap­

proach to the study of strategic interactions. First, this approach unifies the

description of "noncooperative" and "cooperative" social environments, thereby

allowing for formulations of diverse interactions. Second, this approach represents

a social environment as a "situation" whicb forces the specification of all relevant

information, for example, the beliefs of the players, the institutional setting sucb

as the availability of binding agreements and social and legal restrictions on the

formation of certain coalitions, and the exact negotiation process (e.g., how player

make use of their opportunities). Third, the theory of social situations offers a

unified solution concept by insisting on the single stability criterion.

Such a stability criterion has an appealing interpretation in the context ofsocial

norms and organizations [see von Neumann and Morgenstern (1947) and Green-



berg (1990)]. The procedure of applying this <:pproach is a.~ follo\Vs. St.arting \Vith

a primitive description or the ra\V data of a social environment. the negot.iat.ion

process and al! institutional and behavioral a.~umptions can be formalized a.~ a

situation. Then the notion of stability is applied to derive the ·solution··.

•
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Primitive Description of a Social Environment

Negotiation P1"ocess -1
1 Situation

Stability -1
1Solution 1

This approach provides a suitable framework for the study of confiict and co­

operation. This approach, together with the notion of von Neumann and Morgen­

stern abstract stable set, are the primary tool5 for the analysis in this dissertation.

The starting point of Chapter 2, "Coalitional Stability under Perfect Foresight"

is the observation that many social environments comprise both "cooperative" and

"noncooperative" ingredients and the diversity of coalitional interactions cannot

be captured by either cooperative or noncooperative games. The primitive de­

scription of the social environment follows that of Chwe (1994), which is similar

to Rosenthal's (1972) game in effectiveness form. The social environment spec­

ifies a set of alternatives (or status quo's if temporarily under consideration or

outcomes if implemented) and a set of players who can rank (at least partially)

the alternatives. Furthermore, it specifies that if one alternative is the "status

quo", which coalition is endowed with the power to make which alternatives the

new status quo's. Note that in such an environment the actions of each coalition

may have externalities on the welfare of the remaining players. The question

is which outcomes will prevail and which coalitions are likely to form without

binding agreements in such a social environment if the actions are public, or al­

ternatively, what (possibly binding) agreements can be reached if the players can
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openly negotiate.

The noncooperative approach is not suitable here since it requires the specifica­

tion of strategies for each player. Treating the social environment as an kabstract

game", the notions of "abstract core" and kyon Neumann Morgenstern abstract

stable set" (the extensions of core and stable set to abstract games) can be ap­

plied. These notions, however, may embody myopia on the part of the players.

According to the definition of abstraet core, a coalition deviates in spite of the

fact that further deviations may lead to outcomes that do not benefit its members

(this is also related to the issue of credibility of a deviation) j and according to the

definition of abstract stable set, a coalition will not deviate if further deviations

may occur, even though these further deviations may ultimately lead to outcomes

that benefit its members. In the context of a cooperative game (which is special

case of the social environment under consideration), Harsanyi (1974) argued that

this lack of foresight is due to the faet that the "dominance relation" used in the

definition of stable set is a myopie one, and the problem of myopia can be solved

by replacing the direct dominance with an kjndirect dominance" which allows the

players to look arbitrarily many steps ahead. Thus, following Harsanyi (1974)

one need only to apply abstract stable set with indirect dominance to the social

environment under investigation. As is shown in Chapter 2, however, this does

not solve the problem of myopia, because indirect dominance capture only partial

foresight. This also emerges in Chwe's (1994) largest consistent set that is also

based on indirect dominance. Such a discovery is made possible by analyzing

the situation that represents the negotiation process underlying the notions built

on indirect dominance. Such a discovery also motivated us to formalize perfeet

foresight. The idea, roughly speaking, is to view the social environment as a

kgraph" (which may not be acyclic). The formalization of perfect foresight as a

situation and the stability criterion allows us to derive the outcomes that will not

be replaced by farsighted players and the coalitions that are likely to form among
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farsighted players.

Chapter 3 returns to the issue of ~cooperation in noncooperative games". The

notion of ~negotiation-proofNash equilibrium~ is defined to answer the following

question: ~if players cao engage in pre-play negctiation prior to the play of a nun­

cooperative game, what self-enforcing agreements are negotiation-proof T" The

pre-play negotiation is modp.led from the viewpoint that communication admits

coalition formation, but each coalitional agreement is nonbinding. It is a priori

that every coalition cao form to make joint objection to any strategy profile nn­

der consideration. Rationality (and perfect foresight) of the self-interest.ed players

dictates which coalitions might actually form in the open negotiation: rational

players form a coalition only if it is in the best interest of each member to join

this coalition. Thus, my approach to communication is COIlSistent with selfish­

ness of the players. This approach offers a natural alternative to the one that.

models communication as an extensive form game [see, e.g., Farrell (1987, 1988),

Rabin (1994)]. Furthermore, the notion of "negotiation-proof Nash equilibrium"

resolves the nestedness restriction ( after a coalition deviates, only its subsets can

further deviate ) and myopia embedded in the definition of coalition-prao! Nash

equilibrium (Bernheim et al. 1987). A Nash equilibrium is negotiation-proof if

and only if no coalition cao deviate in such a way that its deviation will ultimat(;/,y

lead to another negotiation-proofNash equilibrium that benefits ail its members.

The notion of negotiation-proof Nash equilibrium is also extended to extensive

form games ( induding finitely repeated games), with emphasis on the difference

between negotiation-proofness and renegotiation-proofness.

Chapter 4 examines the issue of "renegotiation-proofness~ in the context of

infinitely repeated games. In particular, it questions the study of cooperative be­

havior and equilibrium selection through renegotiation-proofness and argue that

imposing (or introducing, almost mechanically,) renegotiation in every contin­

gency is at least very demanding. This chapter defines the notion of "stable (self-



enforcing) agreements~ in infinitely repeated games where players can coordinate

their actions but cannot make binding contracts, thereby offering an alternative

t.o the study of cooperation through the notion of renegotiation-proofness. It dif­

fers from 'TY.'negolialion-proofness in that it allows for ?..tly coalition to deviate, and

moreover, a deviating coalition does not count on renegotiating with nonmembers.

In addition to its intuitive appeal, stable agreements can resolve the conflict be­

tween efficiency and renegotiation: the set of stable agreements is nonempty and

efficient (within the set of subgame perfect equilibrium outcomes) for a large class

of games including ail two-player games and all games for which every efficient

subgame perfect equilibrium path is stationary.

l hope to show, through this dissertation, that the study of cooperation, coali­

tions, and agreements not ooly is essential but also can be fruitful.

•

•

•
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Chaptcr 2

Coalitional Stability under Perfect Foresight

Consider a social environment with diverse coalitional interactions. Whut out-

comes are "stable~ in that they will not be replaced by any coalition of rationul

(hence farsighted) players? What coalitions are likely 1.0 form? This chapter ud­

dresses thp.s~ i.~3Ues. The analysis undertaken focuscs on the perfect foresight of

rational players that has been overlooked by the notions suggested in the litera­

ture for similar social environment. Perfect foresight is formalized by the means

of a "situation~ (Greenberg 1990) which specifies e.''Cplicitly how farsighted play­

ers view and use their available alternatives, and the notion of stability [von

Neumann and Morgenstern (1947) and Greenberg (1990)J is used 1.0 derive the

"stable outcomes~ and the coalitions that are likely 1.0 form 1.0 bring about these

outcomes.

2.1 Introduction

This chapter defines a solution concept for strategic social environments with

diverse coalitional interactions. Il. improves on previous solution concepts for simi­

lar social environments in that il. captures the perfect foresight of the individuals.

The primitive description of a social environment follows that of Chwe (1994),

which is sufficiently flexible 1.0 integrate the representation of a cooperative game,

an extensive form with perfect information, and a normal form game played in

such a fashion that there are moves and counter moves. Moreover, the description

can acco=odate social environments of more complex structure. Particularly,

il. allows for cooperation within a coalition and al. the same time (noncoopera­

tive) interactions among coalitions (the action taken by one coalition may impose

extemalities upon the payoffs of the other coalitions).

In most economic and game theoretic models, individuals or agents ore pre­

sumed.to be rational and intelligent. In a non-strategic setting, perfect foresight
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as implied by rationality and intelligence is captured by dynamic consistent plans

(polic:es) derived from dynamic programming. In strategie social environments,

however, the interactive nature of the decision making poses more challenges.

Myopia in the Cournot model was criticized by a number of scholars [see, for e.'C­

ample, Chamberlin (1933)], for the reason that each firm ignores the reactions of

its rivais. The notion of coalition proof Nash equilibrium (Bernheim et al. 198i)

may also be subject to the criticism of myopia [see Chwe (1994)]. In the conte.'Ct

of cooperative games, Harsanyi (19i4) criticizes the von Neumann and Morgen­

stern solution for its failing to incorporate foresight: in order to deter deviations,

it is not sufficient that further deviations will take place; what deters farsighted

individuals from deviation is that the resulting (final) payoffs would make them

worse off (see Appendix 2). Hence the von Neumann and Morgenstern solution

based on "direct dominance" may be subject to the "destabilizing effect of indirect

dominance". "Indirect dominance" captures the fact that farsighted individuals

look ahead and it is the final payoffs that individuals care about. This very idea

can be e"..tended to more complex social environments such as the ones studied by

Chwe (1994) and this chapter. Based on Harsanyi's (19i4) "indirect dominance"

and motivated by the fact that the von Neumann and Morgenstern abstract sta­

ble set1 with indirect dominance may be too exclusive in that it can rule out

"arbitrarily" , Chw., (1994) defines the largest consistent set, a weaker notion that

is "not 50 good at picking out, but ruling out with confidence" (Chwe 1994, p.

239). It turns out, however, that the largest consistent set may be too inclusive in

many situations. l shall show that the inclusiveness of the largest consistent set

and the exclusiveness of the abstract stable set with indirect dominance are not

isolated phenomena. They both stem from the fact that indirect dominance Ils

defined in the litera:ure does not capture perfect foresight: Individuals consider

only the final payoffs but not how, or if at all, these payoffs can be reached; that

'This is a generalization of the more familiar notion of the von Neumann and Morgenstern
""Iution (stable set) for cooperative games.
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is, deviations "on the way"' to the final outcomes are ignored.

The purpose of this chapter il' to develop a solution concept that captures

perlect foresight. By e.,amining the negotiation/reasoning process llnderlying the

notions based on indirect dominance, l show that indirect dominance overlooks

the "graph~ (formally defined in Section 3) of the social environment. The for­

malization of perfect foresight in this chapter recognizes the -graph structure" of

the social environmE'nts and uses "paths~ as the blùlding blocks. In doing 1'0, ail

deviations "on the W&y~ to the final outcomes ar~ considered. The necesslty for

"paths~ is not obvious for a comple., social environment that does not possess u

tree structure (for example, a social environment represents a cooperative gume

or a normal form game). The solution concept l s~;::l1 develop il' derived by apply­

ing the notion of stability that is introduced by v"n Neumann and Morgenstern

(1944) and generalized and further developed by Greenberg (1!J47).

The organi7.ation of the rest of this chapter is as follows: In Section 2.2, l

formally define the social environment to be analy:ted. Then l introduce the

sCllution concepts suggested in the literatllre for such a social environment.. By

analyzing these solution concepts, l show why they do not capture perlect foresight

and identify the underlying problems. In Section 2.3, l formalize perfect foresight

by considering the graph of the social environment and using "paths" a.<; the

building blocks. Applying the notion of stability, l derive the "stable outcomes"

and the coalitions that are likely to form to bring about these stable outcomes. In

Section 2.4, l re-examine the literature by comparing, both formally and through

examples, the negotiation and reasoning process underlying and the implications

of the solution concepts in the literature with the solution concept l introduce.

Section 2.5 concludes the chapter by a brief comment on the methodologies that

are relevant to this chapter and points out several issues for further research. AIl

proofs are relegated to Appenclix 2.1. Appenclix 2.2 provides a simple cooperative

game that illustrates Harsanyi's criticism of the von Neumann and Morgenstern
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sulut.iun. A theurem that generalizes Chwe's (1994) result on the nonemptiness

uf the largest consistent set is given in Appendix 2.3. Appendb: 2.4 gives sume

formaI discussion on modeling foresight.

2.2 Foresight and Stability in the Literature

Cunsider a social environment with a set of individuals, N, who face a set

uf alternatives Z. Each individual i E N has a strict preference relation -<; on

Z. Coalitions2 may be endowed with the power to replace one alternative by

some other alternatives. If coalition SeN is endowed with the power to replace

a E Z by some b E Z, we write a~ b. Using Chwe's (1994) notation, a social

environment is represented by 9 = (N, Z, {-<;hEN, {~}sCN,S;i0)'

In this sc ction, 1 shall introduce and analyze the solution concepts in the liter­

"ture for social environments represented by g, and identify the lack of foresight

in these notions. Before 1 proceed, 1 shall use some e.,amples to illustrate the

f1e.,ibility of g, thereby facilitating the understanding of the social environments

depicted by g.

Normal Form Games. Assume that a normal form game is played in such a

fashion that the..-e are moves and counter-moves. Study of normal form game

played in such a fashion cao be fOlmd, for e:;:ample, in Greenberg (1990), Brams

(1994), and Chwe (1994). A normal form game is a triple G = (N, {ZihEN,

{-ui }iEN), where N is the set of piayers and for i EN, zi is the nonempty set of

strategies of player i and ui is player i's payoff function, ui : ZN ..... 'R, where for

SeN, ZS denotes the Cartesian product of Zi over i E S, i.e., ZS = DiES Zi.

To represent a normal form game by g, let Z = ZN. If coalitions cannot form,

then for ev~ i E N, and a,b E Z, a {i}, b if and only if a-i = b-i, and a -<i b if

and only if ui(a) < ui(b). If coalitions can form, for ail a,b E Z, a~ b if and

only if a-s = b-s.

2 A coalition is a noncmpty subset of N.
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Cooperative Games. A cooperat.ive game is a pair (N. v). w:.t'n' ,\' is t hl'

nonempt.y set of players and v is the characterist.ic function which assig;ns tll

every coalition SeN a nonempt.y subset. of 'R.s denot.ed v(8). To fepn'sl'nt t his

game by g, let Z be t.he set. of imput.at.ions (efficient. and individually rat illnal

payoff vectors in v(N)). For o., b E Z and 8 C IIi, u ...::..... b if and only if bS c 1'(8).

Obviously, the von Neumann and Morgenst.ern (vN-M) solut.ion (for Cuupl'fa­

tive games) can be generalized to more comple., social em'irunment as stnciied in

this chapter. Thal. is, one can apply the notion of vN-M abstruct st.ablt' Sl't tII

the study of social environment g. For this purpose the following delinit.iuns <U'l'

introduced.

Definition 2.1. Let ;> be a dominance relation delined on Z. Then pair (Z. »)

is called an abstract system. The set, VeZ, is

(1) a vN-M intemo1ly stable set if V is free of inner contradict.ions, Le., t.here

do not e."dst x, y E V sucb that y ;> x,

(2) a vN-M extemally stable set if V accounts for every alternative it. exdndes,

Le., if x ~ V, il. must be the case that there exists y E V such that y » x,

and

(3) a vN-M (abstroci) stable set if il. is both vN-M internally and e.,ternally

stable.

Let V be a (abstract) stable set for (Z,;». If xE Z is the status quo, the set

of "predicted outcomes" is given by {y E V 1 y = x or y ;> x}. Thal. is, if some

x E V is the status quo, il. will prevall; however, if some x E Z \ V is the stat,lŒ

quo, then sorne y E V sucb that y ;> x will prevai!.

The following dominance relation on Z is similar to the one used in the defini·

tion of vN-M solution for cooperative games.

Definition 2.2. For a,b E Z, b is said to dominate a, or b > a, if

(1) there exists a coalition SeN that can replace a by b, Le., a~ b, and
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• (2) all members of the acting coalition S prefer b 1.0 a, i.e., a -<i b for all i E S.

Let V be 5table for (Z, >). If 9 represent5 a cooperative game. then F i5

eqllivalent 1.0 the vN-M 50111tion for thi5 cooperative game. However, Harsanyi

(1974) criticizes the vN-M 50lution for its failing 1.0 incorporate foresight. Such

a criticism can also apply 1.0 an abstract stable set V for (Z, », which can be

illustrated through the following (e},."tremely) simple examplé, where N = {l, 2},

Z = {a, b, c}, player 1 can replace a by b, and player 2 can replace b by c.

The vector attached 1.0 each alternative is the payoff vector derived from that

alternative if il. prevails.

. il} {2}
a(l,l) - b(o,o) - C(2,2)

•

•

FIGURE 2.1

The unique stable set for (Z,» is V = {a,c}. According 1.0 the definition

of V, player 1 will not replace a by b, since b itself is not stable. But if he

is farsighted, he should and will replace a by b, knowing that player 2 (who is

rational) will subsequently replace b by c. Thal. is, farsighted players do not just

look one step ahead. For this reason, Harsanyi suggests 1.0 replace the dominance

relation in the definition of V by some ~indirect dominance~(as opposed 1.0 the

"direct dominance~ relation defined in Definition 2.2), which captures the fact

that farsighted individuals consider the final outcomes that their actions may

lead 1.0. An alternative b is said 1.0 indirectly dominate another alternative a if b

can replace a in a sequence of ~oves", such that al. each move the active coalition

prefers (the final alternative) b 1.0 the alternative il. faces al. that stage.· Formally,

3Appendix 2.2 offers a simple cooperative game for which the vN-M solution is subject to
Harsanyi's criticism. 1 tbank Professar Ron Holzman for pointing out this example.

·In tbe main text of bis paper, Harsanyi (1974) considers an indirect dominance entailing
tbnt individuals consider also tbe intermediate outcomes. The indirect dominance in Definition
2.3 "118 mentioned by Harsanyi informally and formalized by Cbwe (1994).
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Definition 2.3. For a, b E Z, b indirectly dominatcs a, or b » a. if t.here e.xist

aO,al ..... a'" in Z, where ao = a and am = b. and coalit.ions So,51..... S,,,_1

sllch that for j = 0,1, ... , m - 1, ai .:!..:...... ai+! and for al! i E Si. ai -<i a",.

Now, given the indirect dominance relation », one can con.~ider t.he (abst.ract)

stable set for (Z, »). Consider, again, Figure 2.1, The unique st.able set. for

(Z,») is Il = {cl, which captures foresight ofthe individuals in this example: If

a is the status quo, c is the onIy predict.ed outcome. As not.ed by Chwe (199-1).

however, the stable set for (Z,») can be 1.00 "e.,clusive" in that its e.,clusion uf

some alternatives may not be consistent with rationality and foresight. To rect.ify

this, Chwe suggests a new solution concept - "the largest consistent set". In t.he

definition of (the largest) consistent set, a coalition rejects or deviates frum an

alternative onIy if its deviation lead only 1.0 alternatives that benefit its members.

(In contrast, the stable set for (Z,») entails that a coalition deviates as long as

this deviation might lead 1.0 some alternative that benefits its members.) The

largest consistent set has the merits of "ruling out with confidencen and being

nonempty under weak condition. Il. turns out, however, that the largest consistent.

set may be 1.00 inclusive. l shall illustrate this issue by the example in Figure 2.2.

But, firgt, l shall introduce the formal definition of the largest consistent set.

Definition 2.4 (Chwe). Consider a social environment g. A subset Y C Z is

consistent if a E Y <==> for every d such that a ~ d, there exists c E Y,

d = e or d « e, such that a ~s e. The larges~ consistent set (LCS) is the unique

maximal consistent set with respect 1.0 set inclusion.

According 1.0 Chwe (1994), the set of "predicted outcomesn
, when x E Z is the

status quo, is given by {y E LCS 1y = x or y» x}. To illustrate that the stable

set for (Z,») can be 1.00 exclusive while the LCS can be 1.00 inclusive, consider

the example depicted in Figure 2, where N = {1,2} and Z = {a, b, c, dl. Assume

that the status quo is a. If a prevails, the payoffs are 6 and 0 for players 1 and 2

respectively. Player 1 can replace a by b, which, if prevails, yields a payoff of 7 1.0
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b(7,4)

{1,2}l
d(IO,5)

{2}--, C(5,1O)

•

•

FIGURE 2.2

player 1 and 4 to player 2. Once b becomes the (new) status quo, there are two

possibilities: either player 2 can replace b by c, or players 1 and 2 together can

replace b by d. Applying the definition of indirect dominance gives

b » u., d » b, c »b, and d » a.

As a result, the unique stable set for (Z,») is H = {c, d}. a is e.'\':cluded from

li since d » a and d E H. Note that c E H but c ':t> a. Therefore, if a is

the status quo, the unique predicted outcome is d. But clearly, to reach d from a

requires player 1 first to replace a by b, and once b is reached, player 1 will not join

player 2 to replace b by d; instead, player 2 will replace b by c. Hence if players

are farsighted, in contemplating a deviation from a, player 1 should anticipate the

final outcome (c, in this case) that will arise, and thereby will not replace a by b.

The LCS solves the exclusion of a. Indeed, LCS = {a, C, d}. Therefore, when

a is the status quo, the set of predicted outcomes is {a, d}. But there remains a

problem: when a is the status quo, one of the "predicted" outcomes is d, resulting

in the same clifficulty as was discussed above. In Section 2.4, l shall show that

the inclusiveness of the LCS is by no means accidental.

The above analysis illustrates the followïng aspects of perfect foresight.

(1) A farsighted player considers only the final outcomes that might result

when making choices. Indeed, player 1, in contemplating a deviation from

a, does not make his decision by comparing a with b.

(2) Even though, as stated in (1), it is only the final outcomes that matter, a
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player of perfect foresight considers also how. if at ail. these final olllcomes

can be reached. In our example, it is feasible to reach d from a. but rational

players would not follow the '"path- (a, b, dl. (\Vere b reached. player :!

would deviate and implement c.) To capture perfect foresight. we mllst.

therefore, consider deviations -along the way" to the final olltcomes.

(3) The exclusiveness of the stable set for (Z,») and inclusiveness of the

LeS are not isolated events. They bot.h stem from t.he facto that indirect.

dominance defined on Z fails to capt1rre perfecto foresight since it ignores

the possible deviations along the way from one alternative (e.g., a) t.o

another (e.g., dl.

Therefore, to model pE'rfect foresight, one need to consider the -graph- of a

social environment and use '"paths" as the building blocks in the formalization

of foresight. The social environment depicted in Figure 2.2 has been represented

purposely in a graph form to stress this point. The "graph" structure of the social

environment has been overlooked in the literature on foresight, since its necessity

is not obvious, particularlj when Q represents a normal form game, a cooperative

game, or a social environment of more complex structure.

2.3 Stability under Perfect Foresight

2.9.1 Formalization of Perfect Foresight.

In this.section, l shall formalize perlect foresight by considering the "graph" of

Q. To this end, l introduce the following definition.

Definition 2.5. A directed grnph genèrated by Q, denoted 4J(Q), consists of the

set of vertiœs (nodes) Z and a collection of arcs where for every a, b E Z, ab is

an arc if and only if there exists SeN sucb that a ~ b. If ab is an arc, b is

said to be adjacent from a and a adjacent to b. A path is a sequence of vertices

(VI,V2,,,,,Vk), where for ail j = 1,2, ... ,k -l, Vjvj+1 is an arc, that is, there

exists a coalition Sj C N sucb that Vj Si 1 Vj+!' The length of this path is k - 1.

4J(Q) is said to be acyclic if every path consists of distinct vertices. 4J(Q) is said
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t.o be b01L1Ld,:O. if t.here exists a finit.e integer .1 such that every path has a length

that do~ not exceed .1.

The following notations are introduced to facilitate the analysis that proceeds.

If II E Z is a vertex that lies on the path a, l shall write a E a. For a path n, let.

"i,,, where bEn, denote its continuation from b, and let I.(a) denote its terminal

node (i.e., the last node that lies on a). Also, let TI be the set of ail paths, and for

II E Z, let TI" denote the set of paths that originate from a (inc1uding a itself).

The preferences over paths in TI are the preferences over their terminal nodes,

i.e., for any two paths a and {3, a -<i {3 if and only if t(a) -<i t({3). Also, we write

n -<s ;3 if I.(a) -<s 1.({3), Le., if t(a) -<i t({3) for ail i E S.

For every a E Z, TI" specifies the set of ~feasible outcomes" when a is the

status quo (or tmder consideration). The objective of this section is to determine

which paths in TI" might be followed by rational and farsighted individnals. Note

that in general g does not represent an e."<tensive form game: At every node,

more than one coalitions may act, and 4>(g), the graph of g, need not be acyclic

(e.g., when g represents a cooperative game or a normal form gamej see Figures

2.5 and 2.6). Given the complex nature of g, l shall employ the more general

framework of ~he theory of social situations" (Greenberg 1990). The theory

of social situations unifies the representation of cooperative and noncooperative

social environments; moreover, it insists upon the explicit specification of the

negotiationfreasoning process (by the means of a "situation") and extends the

notion of stability developed by von Neumann and Morgenstern (1947).

l shall retain the assumptions of Chwe (1994) that actions are public, binding

agreements are not permissible, and payoffs are derived at a status quo only if

no coalition wishes to replace it. In the spirit of the theory of social situations,

perfect foresight is formalized explicitly by the following "situations", which l

:)A "situation" specifies how individuals view and use their alternativesj in particu1ar, a
situation spccifiel the "fensiblc outcomes" at every b'1.ate or status quo and the opportunities
'''"nilnble to the individunls (i.e., whnt individunls enn do nt every stntus quo and whnt the
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shal1 henceforth refer 1.0 as ,he situation with perfect foresighC': ASSllhle t hat

alternative a E Z is the status quo. Consider a path Cl E II.. and sorne nude 1> E n

and assume that a coalition SeN can replace b by sume alt.ernat ive (" that du<'s

not lie on Ct, Le., b~ c and c rf. Ct. In doing su, S is aware uf that t.he set uf

feasible paths from c is IIe • In contemplating such a deviatiun frum Cl. huwever.

members of S do not base their decision on comparing Ct wit.h II,,. Rather. t.hey

consider the paths that might be fol1owed by rational and farsighted individllaL<

al. c. Let C1(IIe ) C IIe denote this set of paths. In determining whether sume pat.h

fi E TIc belongs 1.0 C1(TIc), each deviating coalition applies the same reasuning.

Thus, the following definition is needed.

Definition 2.6. A standard of behavior (SB) C1 for the situation with perrect

foresight is a mapping that assigns 1.0 every a E Z a subset of II.. , called the

solution al. a.

Obviously, in order for C1(IIa ) 1.0 contain the set of paths (originating from a)

that will be followed by rational and farsighted players, C1 cannot be an arbitrary

mapping. Following Greenberg (1990), we shail require that C1 be stable. Tho.· is,

C1 must be free of iooer contradictions and al. the same time accounts for every

path il. excludes.

Definition 2.7. An SB C1 for the situation with perfeet foresight i5

(1) internally stable if for ail a E Z, Ct E C1(IIa ) implies that there do not exist

b E Ct, a coalition SeN, and c E Z 5uch that b~ c and S ~prefers"

C1(IIe ) 1.0 Ct,

(2) externally stable if for ail a E Z, Ct E IIa \ C1(IIa ) implies that there exist

b E Ct, a coalition SeN, and c E Z 5uch that b~ c and S ~prefers"

C1(IIe) to a, and

(3) stable if il. i5 both internaily and externaily stable.

consequences of thcir actions arc).
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That is, an SB a is stable if for every a E Z, a(Ila) contains t1wse and only

t1wse paths that are not rejected by any coalition, whose members are aware of

and believe in the specification of the SB a.

Note that the notion of stability requires that a single path Cl< be compared \Vith

a set of palhs a(Ile ). The way such a comparison is made depends on the players'

attitude towards (Knightian) uncertainty. Following most of the application of

the theory of social situations, l shail concentrate on the following two extreme

behavioral assumptions.

(1) Optimism - players always hope for the best, i.e., S "prefers" a(Ile ) to Cl<

if for sorne {3 E a(lIe), Cl< -<5 {3, and

(2) Conservatism - players always fear the worst, i.e., S "prefers" a(lIe) to Cl<

if for all {3 E a(lIe), Cl< -<5 {3.

Ifan SB a is stable under optimism, it is cailed an ~optimisticstable standard of

behavior" (OSSB), and if a is stable under conservatism, it is cailed a ~conserva­

tive stable standard of behavior" (CSSB). Formaily,

Definition 2.8. Let a be an SB for the situation with perfect foresight. Theo,

(1) a is an OSSB if for ail a E Z, Cl< E lIa \ a(lIa) <==> there exist SeN,
5

b E Cl<, and c E Z such that b ---+ C and Cl< -<5 {3 for sorne {3 E u(lIe) .

(2) u is a CSSB ü for ail a E Z , Cl! E IIa \ u(IIa) <==> there elcist SeN,
5

b E Cl<, and c E Z such that b ---+ C, u(lIe) =f 0, and Cl< -<5 {3 for all

{3 E u(lIe).

2.3.2 The Significance of a Stable SB.

It is easy to verify that for the social environment depicted in Figure 2.2,

the situation with perfect foresight admits a unique OSSB which coïncides with

the unique CSSB. Denoting this SB by u, we have that u(1"4) = {(b, c)}G and

u(IIa) = {a}. Renee, coalition {l, 2} will never form. Moreover, ü a is the status

6Rcca11 that (b, c) is the path that originates from b and terminates at c.
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quo, a (and only a) will pre~"ail. Thus, the unique (optimistic or conservat.iw)

stable SB gives rise to the outcome conforming to perfect foresight.

For an arbitrary social environment g, the notion of (optimistic or conservat.ive)

stable SB is used in the same fashion. In particular, a stable SB enables IL. to

answer the following questions.

(QI) Which outcomes in Z are "stable~ in that they will prevail. That is,

which outcomes, if happen to be the status quo, will not be replaced by

farsighted rational individuals.

(Q2) How stable outcomes are reached from "non-stable~ outcomes.

(Q3) Which coalitions might forro in the process of replacing a non-stable out­

come with a stable one.

Before l answer these questions, l shall establish a few important properties of

a stable SB. The first lemma shows that .oredictions by a stable SB are consistent,

i.e., a "stable path~ satisfies "truncation property~: the continuation of a "stable

path~ is stable at any stage along the way. The second lemma guarantees that the

e."<istence of a stable SB implies the existence of stable outcomes in Z. Formally,

Lemma 2.9. Assume that u is a stable SB and that a E u(ITu ). TheIl, for all

b E a, ajb E U(ITb)'

Lemma 2.10. Ifu is a stable SB, then there exists at least one a E Z suclJ that

a E u(ITu ).

The set of stable O'lL/.comes is, therefore, given by E = {a E Zia E u(ITu )}.

Each alternative a E E is stable in the sense that it will prevall if it is the

status quo. Put difl'erently, no coalition with the power to replace a by another

alternative would (eventually) benefit by doing 50. Moreover, every outcome that

belongs to Z \ E is an unstable O'lLtcome. Whenever such an outcome is the status

quo, there is at least one coalition that can and will (eventually) benefit from

replacing it.
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As we examine paths rather than the elements in Z, we can predict not only

t.he st.able outcomes but also the coalitions that might form when an unst.able

ol1tcome is the statlls quo. More specifically, if a E Z \ A is under considerat.ion

and if O'(ITa ) f 0, the predicted outcomes are the terminal nodes of those stable

paths that belong to O'(ITa ), and the coalitions that might form are those that

implement the paths in O'(ITa ). Figure 2.3 serves as another example to illustrate

this point.

{I,2}
a(1,I,I) ) C(O,O,O)

{I,3}1 {2}1
{3}

b(O,2,2) ) e(3,3,3)

{3}1
d(I,I,4)

FIGURE 2.3

The situation with perfect foresight for the social environment depicted in

Figure 2.3 adroits a unique OSSB which coincides with the unique CSSB. When a

is the status quo, the unique stable path is (a, c, e), implying that coalition {l, 2}

will form. Moreover, coalition {1,3} will not form: Player l, being farsighted,

realizes that, in the absence of binding agreements, were he to join player 3 and

replace a by b, player 3 would then replace b by d.

A stable SB 0' fully answers (Q1)-(Q3) whenever the status quo is some a E Z

for which O'(II..) f 0. If the status quo a E Z is such that (T(ITa ) = 0 then the

SB (T tells us that a cannot remain as a status quo (since a fi: (T(ITa )), but (T is

silent about which paths are likely to be followed, and which outcome in Z might

result. It is, therefore, important to investigate those situations whose stable SBs

are nonempty-valued, i.e., (T(ITa ) f 0 for every7 a E Z. A nonempty-valued stable

"'Observe that if". is (externally) ~"table, then it must be the case that there exists at 1e&1.
one a E Z for whieh ".(Ile.) oF 0. If". is nonempty-valued, this condition holcls Cor every a E Z.
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SB provides complete answers to (Q1)-(Q3), since it has the pruperty that nu

matter what the status quo is, there will always e.,ist path.~ which farsighted and

rational players would agree to follow. F\trthermore, due to t.he interdependence

among t.he solutions at different. st.at.us quu's in Z, perlect. foresight. ma)" nut

emerge in a stable SB if it is not. nonempty-valued. l shall return tu t.his issue in

Section 2.5 and Appendix 2.4.

Proposition 2.12 below provides a sufficient conditiun for a stable SB tu he

nonempty-valued. To tms end, we tirst need to define some duminance relatiuns

on Il (the set of all paths).

Definition 2.11. For 0,;3 E Il, a E Z, and SeN, we write Q L'à 13 if a E Ct and

there exists b E ;3 such that a~ band 0 -<s;3. We also write Q L" tJ if Ct L'S tJ

for some SeN, 0 Ls ;3 if 0 Ls;3 for some a E Z, and 0 L tJ if 0 L'S tJ for some

a E Z and some SeN.

That is, a path ;3 dominates path 0 if 0 possesses a verte., a that some coalit.ion,

S, can replace with vertex b that lies on the path ;3, and every member of S prefers

the terminal node of ;3 over the terminal node of o.

Proposition 2.12. Assume that Il does not admit an infinite sequence of (Ilot

necessarily distinct) paths 01> 02, ••• such that 0i La a;+1 for some a E Z. TlleIl,

if (f is either an OSSB or a eSSB, (f is nonempty-valued.

The followïng example illustrates that the condition in the above proposition

is not unnecessarily strong, even when the set of alternatives, Z, is a finite set.

{2}
a(O,O) 1 C(I.2)

{I}1
b(2,1)

FIGURE 2.4

The social environment depicted in Figure 2.4 violates the condition in Prope-
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sition 2.12 since (a, b) L" (a, c) L" (a, b). Moreover, there e.xists a unique OSSB,

a, which coincides with the unique CSSB which satisfies a(11a ) = 0. That is. ais

rejected by both players, but players 1 and 2 cannot agree on which alternative,

b or c, should replace a.

2..'1.3 Existence of a Stable SB.

l now turn to the existence of (nonempty-valued) OSSB and CSSB. Consider

first. the OSSB. There are several conditions that guarantee the existence of OSSB

for the situation with perfect foresight. One such condition is the strict acyclicity

of L. The dominance relation L is said to be strictly acyclic if there do not exist

an infinite sequence of (not necessarily distinct) paths QI> Q2,'" in 11 such that

Qi L Qi.I-1 for all i = 1,2, .... Using Proposition 2.12, we have

Proposition 2.13. Assume that L is strictly acyclic. Then there exists a unique

I1oIJempty-valuec/ OSSB.

It turns out that strict acyclicity of L is also sufficient for the existence of

a nonempty-valued CSSB (which need not be unique). This result follows from

Proposition 2.13 together with the following proposition.

Proposition 2.14. Ifthere exists a nonempty-valuec/ OSSB, then there exists a

nonempty-valuec/ eSSB and a largest8 nonempty-valuec/ eSSB (1i. Moreover, for

evelj' nonempty-valuec/ conservative or optimistic stable SB (1, we have (1(11a ) C

(11(11a ) for every a E Z.

The e.'Cistence of CSSB require less demanding conditions than that of OSSB.

The example of "Condorcet paradax:" in Figure 2.5 illustrates that CSSB exists

when OSSB fails to exist. Indeed, there exists a nonempty-valued CSSB (1 such

that (1(11",) = 11", for all:z; E {a,b,c}. Therefore, the CSSB predicts that each

:z; E {a,b,c} might arise.

SFor two SB's, u and u', u ~ u' if u(na) ::> u'(na) for ail a E Z.
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a (1.2.3)

{2,3 } {l,2}

•

•

{l,3 }c (3.1.2)<11(:---_-'- b (2.3.1)

FIGURE 2.5

A weak suflicient condition for the e.-.Qstence of a nonempty-valued eSSB is

given in Theorem 3.11. For any two paths Ct.,13 E TI, 1 shall write Ct. C 13, if there

exists b E 13 such that 13\b = Ct..

Theo.·em 2.15. Assume that there does not exist an infinite seqUeI1Ce of pati!:;

Ct.b Ct.2, • •• in TI such that for all i, j = l, 2, ... ,Ct.i L Ct.H 1 and i < j implie:;

Ct.i rt Ct.j. Then the situation with perfect foresight admits a nonempty valued

esSB.

Note that the condition in Theorem 2.15 does not hold for the social envi­

ronment depicted in Figure 2.4. It holds, however, for the social environment

depicted in Figure 2.5. The sketch of the proof is as follows: First, note that

an empty-valued SB is conservative internally stable while an (nonempty-valued)

SB u such that u(TI",) = TI", for all x E Z is conservative externally stable. The

central idea is to show, by Zorn's 1emma, that under the given condition, there

e.-.Qsts a minimum nonempty-valued conservative externally stable SB, which is

also conservative internally stable.

2.4 Re-examjnation of the Related Literature

In this section, 1 shall compare, both formally and through examples, the

stable SBs for the situation with perfect foresight with the notions discussed in

Section 2.2. Such comparison is made by examining the negotiation/reasoning
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process (which is formalized by means of a situation) underlying these notions.

As shown by Chwe (1994), the notion of consistent set can be cast within the

framework of the theory of social situations, thereby revealing how inclividuals

view and use their alternatives. In particular, the situation that describes the

negotiation/reasoning process underlying Chwe's consistent set is as follows: For

every a E Z, the set of feasible outcomes when a is the status quo is

Xc = {a} U {b E Z 1b» a}.

For b E Xc, if there is a coalition SeN such that b~ c for some c E Z, then

the set of feasible outcomes at c is given by Xc'

For this (Chwe) situation, again we can ap!,ly the notion of stability. Some

b E Xc is likely to arise or stable if no coalition wishes to replace b by some

cE Z, by considering the set of likely (stable) outcomes at c (which is a subset of

Xc), Let 'if; be an SB that assigns to every a E Z a subset of Xc' The folIowing

definition is parallel to Definition 2.8.

Definition 2.16. Let 'if; be an SB for the "Chwe situation". Then,

(1) 'if; is an OSSB if for aIl a E Z, b E Xc \ 'if;(Xc) -= there exist SeN
5and c E Z such that b --+ C and b --:5 d for sorne d E 'if;(Xc) .

(2) 'if; is a CSSB if for aIl a E Z, b E Xc \ 'if;(Xc) <==> there exist SeN and
5

c E Z such that b --+ c, 'if;(Xc) '" 0, and b --:5 d for all d E 'if;(Xc).

Chwe (1994) shows that the CSSB for the "Chwe situation" isfo=aIly re­

lated to his consistent set. Proposition 2.17 states this formal relationship. This

proposition is slightly stronger than that of Chwe.

Proposition 2.17. For Y C Z, defùle an SB 'if; by'if;(Xc) = XcnY fora11 a E Z.

Then, 'if; is a CSSE for the "Chwe situation" if and only ifY i5 consistent and

'if; is nonempty-valued. In particular, 'if; i5 the largest (nonempty-valued) CSSB if

and only ifY i5 the LCS and 'if; is nonempty-valued.
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Therefore, the fo11owing assumptions are embedded in the dennit iun uf t Ill'

LCS. The first two assumptions signify the difference between the LeS und t Ill'

notion proposed in this chapter.

(1) For every a E Z the set of feasible outcomes is given by X .. = {li} 1) {/J (

Z 1 b » a} C Z. For example, for the social envirunment depicted l>y

Figure 2.2, X a = {a,b,d} and Xb = {b,e,d}. This is in sharp cuntra.<t. tu

the situation with perfect foresight where the set uf feasible ontcomes at

a or b is the set of paths originating from a or b.

(2) b E Z is likely to arise or stable if b E X a (i.e., feasible at a) and no

coalition wishes to deviate from b. Therefore, deviations in the proces.<

of reaching b from a are ignored. Indeed, for the social environment in

Figure 2.2, since d belongs to both X a and Xb and d is the "end of the

play", d is included in both "l/JC(Xa ) (the solution when a is the statns

quo) and "l/JC(Xb) (the solution when b is the status quo), where 1/)c is the

unique CSSB for the "Chwe situation". The situation with perfect fore­

sight employs paths as the building blocks and ail deviations along every

path are considered. In particular, the path (a, b, d) does not belong to

cr(IIa ), where cr is the unique CSSB (also the unique OSSB) for the situ­

ation with perfect foresight, since once b is reached, player 2 will deviate

and implement c.

(3) Individuals are conservative: A deviation occurs only if ail resulting out­

comes benefit the deviating coalition.

A very interesting result is that the OSSB for the "Chwe situation" is forma11y

related to the stable set for (Z,»). Such a result is derived by a theorem due to

Shitovitz [Theorem 4.5 (Greenberg 1990)J.

Claim 2.18. cr isan OSSBforthe "Chwesituation" ifand onlyifY = Uaez cr(X,,)

is a vN-M abstract stable set for (Z, «).

For this reason, l shall refer to the "Chwe situation" as Harsanyi-Chwe sit-
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nat.ion. Proposit.ion 2.17 and Claim 2.18 imply that the negotiation/reasoning

process underlying Chwe's LCS is exactly the same as the one underlying the

abstract stable set for (Z, » ), and the difference between these notions lies in the

different behavioral assumptions embedded in them. Therefore, the e.xc1usiveness

of the stable set for (Z, «) and the inc1usiveness of the LCS are not isolated phe­

nomena. For Figure 2.2, the unique OSSB 7jJu and the unique CSSB .,pc for the

Harsanyi-Chwe situation are such that 7jJU(Xb) = 7jJC(Xb) = {c, d}; hence either

c or d might arise were b the status quo. Thus, if player 1 is optimistic, he will

reject a, hoping that d might arise; if player 1 is conservative, he will not rule a

out, fearing that c might arise. (In contrast, the unique stable SB for the situation

with perfect foresight entails that were player 1 ta replace a by b he would ncc­

essarily end up with c.) Furthermore, dis inc1uded in bath 7jJO(Xa) and 7jJC(Xa),

implying that d might arise if a is the status quo. Therefore, 1 shall argue that

bath the vN-M stable set for (Z,») and the LCS do not capture perfect foresight

for the reason that they ignore the deviations on the way of replacing an alterna­

tive by another one. Now 1 am going ta provide more examples ta illustrate the

importance of paths in the formalization of perfect foresight.

First consider the following "coordination" game played in such a fashion that

there are moves and counter moves and assume that coalition {1,2} cannot form.

i r

u

d

1,1

0,0

0,0

2,2

•

FIGURE 2.6

The LCS contains both (u,i) and (d, r). (u,i) is included, since, for example,

player 1'5 deviation from u 1.0 d is deterred by his own further deviation back 1.0

u. This is the consequence of ignoring the graph structure of the social environ­

ment. The situation with perfect foresight consider the graph of the game. In

contemplating a deviation from (u,i) 1.0 (d,i), player 1 realizes that the only sta-
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ble path from (d, e) (prescribee! by OSSB and CSSB for the situation with perfect

foresight) leads 1.0 (d, r). Therefore a player with prefect foresight will de\Oiate

from ('U, e).

The social environment depictee! in Figure 2.3 is another e.,ample illustrating

the lack of foresight or rationality in the abstract stable set for (Z,») and the

LCS. Both the LCS and the unique stable set for (Z,») predict that coalition

{1,3} might form, since e is includee! in both notions and c indirectly dominates

a via both b and c. As discussed in Section 2.3, however, the unique stable path

for the situation with perfect foresight is (a, c, e) j hence only coalition {1, 2} will

form.

Theorem 2.19 provides a formai result on the relationship between the CSSBs

(hence the stable outcomes), in particular, the largest CSSB, for the situation with

perfect foresight and the largest CSSB (hence the LCS) for the Harsanyi-Chwe

situation.

Theorem 2.19. Let 9 be a social environment. Let .,pl be the large"t CSSB for

the Ha.rsa.nyi-Chwe situation and u be a nonempty-valued CSSB for the situation

with perfect foresight such that for every a E Z, ct E u(ITa ), where t(ct) 'f a,

implies t(ct) »a. Then for a11 a E Z, ct E u(ITa ) implies t(ct) E .,pl(Xa ), i.e., u

"refines" .,pl.

Recall that .,pl(Xa ) C X a = {a} U {b E Z 1 b» a}. Therefore, the condition

that for every a E Z, ct E u(ITa), where t(ct) =f a, implies t(ct) » a enables the

CSSB for the situation with perfect foresight 1.0 be formally comparee! with the

CSSB for the Harsanyi-Chwe situation. This condition holds, for example, for the

social environments depicted in Figures 2.2 and 2.3. Furthermore, the implication

of Theorem 2.19 is most compelling when 9 represents an extensive form game

with perfect information.

Extensive Form Games. AIl extensive form game with perfect information can

be represented by 9 in the following way: Let Z be the set of nodes and partition
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Z into Zo, Z), Z2, ... , Zn, where Zi, i E N, is the set of nodes that belong to

player i and Zo is the set of terminal nodes. Then an extensive form game can be

represented by g: For every a E Z \ Zo and every i EN, let a ~i b for al! b E Zo,

and a .i.i b if a E Zi and b is adjacent from 0-.

Consider an extensive form game such that the graph 4>(9) (or the game tree in

this case) is bounded. The LCS is nonempty and coïncides with the unique stable

set for (Z, »). At the "root" of the game tree, both notions predict that the set

of outcomes that are likely to prevall is Zo, the set of all terminal nodes. However,

if the (unique) CSSB for the situation with perfect foresight is nonempty valued,

then it is formally related to the notion of subgame perfection; if, in addition, the

situation with perfect foresight adroits a (unique) nonempty valued OSSB, then

it refines the CSSB. Formally,

Claim 2.20. Let 9 represent an extensive form game with perfect information

alld 4>(9) be bounded. Assume that the unique CSSB U C for the situation with

perfect foresight be nonempty valued. Then for every a E Z, uC(IIa ) coincides

with the set of subgame perfect equilibrium paths for the subgame originating

from a. If, in addition, there exists a (unique) nonempty va1ued OSSB uo, then

UO(IIa) C UC(IIa) for every a E Z.

In bis concluding remarks, Chwe (2.20) recognizes severa! issues that the notion

of the LCS fails to address, yet no constructive solution was offered. The notion

suggested ïn this chapter resolves most if not all of these issues. Now, 1 shall

use the fol!owing example to illustrate that the issue of "preemption" that is not

weil addressed by the LCS (and the stable set for (Z, »)) can be analyzed by the

stàble SB for the situation with perfect foresight.

When a is the status quo, both stable set for (Z,») and the LCS preclict that

b be the unique outcome. If players are rational and farsighted, however, player

l will "preempt" player 2's move, and player 2 will "wait" and let player l move.

Indeed, the unique OSSB (which is àlso the unique CSSB) for the situation with
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a(l.O)

{2}1
b(_I.I)

FIGURE 2.ï

perfect foresight, where paths are the building blocks, predicts that when a is the

status quo, the unique stable path is (a, c) (which Pareto dominates b).

1 shall conclude this section by formally relating the OSSB for the situation

with perfect foresight to the vN-M stable set for a abstract system. Such a result.

is, again, the special case of Shitovitz's [Theorem 4.5 (Greenberg 1990)] result on

the formal relationship between OSSB for any situation and the stable set. for the

corresponding abstract system.

Claim 2.21. (j is an OSSB for the situation with perfect foresight if and oIlI)' if

the set Y = UaeZ (j(IIa) is a vN-M stable set for (II, L).

Thus, Harsanyi's criticism should not be viewed as a criticism to the notion of

vN-M stability in generalj rather, it is a criticism that can apply only te certain

abstract systems such as (Z, » given in Section 2.2. This point has not been

clarified in the literature.

2.5 Concluding Remarks

The analysis of coalitional stability and foresight has demonstrated that 1.0

mode! perfect foresight one need 1.0 consider the graph of the social environment

even if such a social environment does not represent an extensive form game. Also,

the analysis clarifies that il. is not the notion of stability that is farsighted or my­

opic; il. is the abstract system or the negotiationfreasoning process (which can be

formalized by a situation). The notion ofstability in the theory ofsocial situations

(Greenberg 1990) resembles that of von Neumann and Morgenstern (1947). One

of the advantages of the framework of the theory of social situations, however,

lies in the explicit specification of the negotiationfreasoning process as well as the
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individuals' attitude towards strategie (Knightian) uncertainty, which enables us

to examine the <lSsumptions that might be otherwise implicit (or hidden) in e:dst­

ing notions. For example, as was shown in the previous section, the definitions of

the stable set with indirect dominance and the LCS embed several assumptions

that can be revealed by analyzing the corresponding (Harsanyi-Chwe) situation.

This is exactly where our formalization of perfect foresight was motivated and ini­

tiated. Moreover, the theory of social situations allows for difference behavioral

assumptions, while the vN-M stable set implicitly assumes optimistic behavior

(as the vN-M stable set is formally related to OSSB).

One ofthe implications ofthis chapter is that therepresentation and analysis of

a cooperative and a noncooperative environment can be bridged, and the notion of

stability can be applied regardless ofthe social environment'5 cooperative or non­

cooperative nature. In particular, the notion of stability is not necessarily linked

to cooperative games, especially in view of the fact that many noncooperative

solution concepts can be derived by using the notion of stability [see Greenberg

(1990)] and the social environment studied in this chapter is by no means a pure

cooperative one. In a pure non-cooperative dynamic environment, the concept of

subgame perfection (and its variants) captures perfect foresight. In view of Claim

2.20, the theory of situation and the notion of stability enable the e>.:tension of

the concept of subgame perfect to social environments of more complex structure

(although this is not the motivation of this chapter).

The idea that farsighted individuals look arbitrary steps ahead is analogous to

the consideration of consistency in Dutta et al '5 (1989) definition of "consistent

bargaining set" for cooperative games. Recall that the core rules out a payoff

vector if there is an objection to this payoff vector; hence the core does not as­

sess the "credibility" of an objection. The bargaining set [Aumann and Maschler

(1964) and Mas-Colell (1989)] goes one step further by considering only "justi­

fied objections", Le., those objections that do not have counter-objections. The
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-credibility" of counter-objections is, however, left unatt.ended. The consistent

bargaining set of Dutta et al. (1989) entails that every objection in a "chain" of

objections is tested in precisely the same way as its predecessor. Note that tht'

formalization as weil as the intuition of the notion of consistent bargaining set are

different from those of perfect foresight, In the definition of consistent bargaining

set, it is the "credibility" of an objection that matters, In onr formalization of

foresight, however, it is the final (-credible") outcomes restùting from an objection

(which itself does not have to be -credible") that matter. That is, if players are

farsighted, a coalition may object to a payoff vector as long as such an objection

(which itself may not be -credible") will ultimately lead to (-credible") outcomes

that benefit its members,

Now, l shall point out severa! questions for future research. First, in our

analysis, individuals are assumed to be patient. This implies that for example, in

Figure 2.5, if individuals are optimistic, OSSB does not exist since each coalition

always hopes that its favorite alternative might arise and thereby always rejects

the status quo. Introducing discounting into this model may help resolve this

issue. Moreover, with discounting, we may be able to evaluate paths of infinite

length. Secondly, the stable SB for the situation with perfect foresight may fail

to be nonempty-valued. For the social environment in Figure 2.4, when a is the

status quo, the stable SB is silent on which path will arise. ThaG is, the solution

for a is empty. Now, suppose there is another alternative x adjacent to a and x

gives a payoff of -1 to each player.

X(_I,_I)

{I,2}1
{2}

a(O,O) 1 C(I,2)

{I}1
b(2,1)

FIGURE 2.8
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In this case, the unique CSSB (OSSB) predicts that x will prevail if it is the status

quo, thereby Zailing to capture the perfect foresight of the players. To resolve this

issue, we need to "break down" the emptiness of the solution for a. Section 3.3

in Chapter 3 offers, at least implicitly, a way of doing sa. Thirdly, this chapter

assumes a simple information structure. It might be interesting ta investigate the

consequences of incomplete information anci imperfect information.

Appendix 2.1: Proofs

l'roof of Lemma 2.9. Let (1 be an OSSB. Assume in negation that 3a E Z and

a E TIa such that Q E u(TIa) but alb ~ U(TIb) for some b E a. By e.."terna!

stability, 3e E Q!b (hence e E a) , dE Z, and 8 C N such that alb -<s 13 (henee

a -<s 13) for some 13 E u(TIÙ This eontradicts the interna! stability of u.

Similarly, we can show that Lemma 2.9 holds if u is a CSSB. •

Praof ofLemma 2.10. By e>...terna! stability, u cannat be identically em1='ty. There­

fore, u(TIa) # 0 for some a E Z. By Lemma 2.9, every terminal node of a path in

u(ITa) satisfies Lemma 3.6. •

l'roof of Proposition 2.12. Let u be an OSSB or CSSB. Assume in negation that

there e:cists a E Z such that u(ITa) = 0. Then, a ~ u(ITa). By externa! stability,

38 C N and b E Z such that a"'!"'" b,U(TIb) # 0 and a -<s 13 for every 13 E U(TIb)'

Let Wa = {b E Z 1 38 such that a ...!...., b and U(TIb) # 0}j then Wa # 0. Let

{> C TIa such that for every b E Wa, there exists Q E {> such that alb E u(TIb).

By assumption, {> admits a maxima! element with respect ta La. Let, be such

a maxima! element. Then by external stability, , E u(TIa), contradicting that

u(ITa ) =0. •

Praof of Proposition 2.13. The sufficiency of strict acyclicity is due ta a theorem

due ta von Neumann and Morgenstern (1947) on the existence of abstract stable

sets, and a theorem due ta Shitovitz [Theorem 4.5 (Greenberg 1990)] that estab­

lishes a forma! relationship between the graph of an OSSB and a von Neumann
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and Morgenstern abstract stable set. Moreover, it follows from Propo.<it.ion 2.12

that this OSSB is also nonempty-valued..

Praof ofPraposit'ion 2.14. Obviously, a nonempty-valued OSSB il' also a nonempt.y­

valued conservative internally stable SB. By a theorem of Greenberg, l..,londcrcr.

and Shitovitz (1995), there e.'"ists a largest nonempty-valued consen·at.ive int.er­

nally stable SB with respect to set inclusion that is also the largest. nonempt.y-

valued CSSB. •

Praof of Theorem 2.15.

Let E be the set of conservative e.xternally stable SB's such that (T E E impliel'

(Cl) u satisfies "truncation property", i.e., for every a E Z, a E u(TI,,) implies

alb E U(TIb) for ail b E a, and

(C2) for every a E Z, a E TIa \ u(TIa) and a\b E U(TIb), where b il' adjacent from

a, imply that there exists 8 C N and c E Z such that a -5 c and Q -<s P

for ail (3 E u(TIe).

Obviously, let uO be such that u(TIa ) = TIa for ail a E Zj then uO E E. For

a E Z and u E E, define

COOM(u,a) = {a E TI 1 a E a and 3b E Z and 8 C N such that a -5 b,

u(TIb) '1- 0, and a -<s {3 for ail (3 E u(TIb)}.

Claim At: Let u E E and a E Z. Then al E COOM(u, a) implies that there exist

JI < 00 and Q2, ... , QJ, in lIa such that QI L a2 L ... L QJ" i < j < JI implies

Qi rt Qj and QJ, E u(IIa ). Moreover, let b E QJ, be adjacent from aj then <: EIla

and <lb E u(IIb) imply < rt COOM(u,a) and therefore < E u(IIa ).

QI E COOM(u, a) implies that there exists 82 C N and ~ E Z such that

a -5:> ~ and QI -<5:> {3 for ail (3 E u(IIb:z). If < E lIa and <Ib:z e u(II",,) imply that

<rt COOM(u,a) and hence by (C2) < e u(IL.), then we are done. Otherwise,

let Q2 e lIa be such that 021b:z e u(~) and Q2 e COOM(u, a). Thal. is, there

exist a coalition 83 C N and b3 e Z such that a -50 ~ and Q2 -<50 {3 for
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ail (j E a(IIb,). If ( E II a and (lb, E a(IIb,,) imply ( rt COOM(a, a) and hence

( E a(IIu ), then we are done. Otherwise, let 03 E IIa be such that Oalb" E a(IIb,.}

and O:l E COOM(a, a). Continuing in this fashion, there exist a sequence of paths

0'1,("2, ..• such that for ail i = 1,2, ... ,Oi L 0i+l. Moreover, by (Cl), i < j

implies Oi rt Oj. By assumption, such a sequence is finite.

Claim .'12: Every a E :E is nonempty valued.

Assume otherwise there exists a E Z such that a(IIa ) = 0. Then a rt a(IIa ).

By external stability, a E COOM(a, a). Then Claim A2 follows from Claim Al.

Now, define a partial ordering 2:: on :E such that for every a, a' E :E, a' 2:: a if.

and 'lnly if a'(IIa ) C a(IIa ) for ail a E Z. Let e be a chain in :E, Le., every two

elements in e c :E are comparable.

Claim .'13: Let a E :E and a E Z. Then 01 E COOM(a, a) implies that there

e:cist JI < 00 and a2, ... ,aJ, in lIa such that al L a2 L .. , L aJ, and i < j < JI

impj;es ai rt a j. Moreover, there e:cists u' E e such that u' 2:: u and if b E o.',

is adjacent from a, then, (E lIa and (lb E u'(IIb) imply ( ~ COOM(u", a) for ail

u" E e and therefore ( E a'(IIa ). (In particular, aJ, E u'(IIa ).)

This follows from (repeatedly applying) Claim Al.

Claim .44: :E has a maximal element with respect to 2:: '

By Zorn's lemma, ir. suffice-. to show that every chain in :E has an upper bound

in :E, Let e be a chain. Oefine 1] by 1](IIa) =n",ee a(IIa) for ail a E Z.

To show that 1] belongs to :E, it suflices to show that 1] is noneillpty valued.

Assume otherwise, that there exists a E Z such that 1](IIa ) =0. Hence, a ~ 1](IIa ),

implies that there exists u l E e such that a ~ al (lIa), By Claim AS, there exist

JI < 00 and al> a2,"" aJ, in lIa, where al = a, such that al L a2 L ... L aJ,

and i < j < JI implies ai rt aj. Moreover, there exists u2 E e such that ifb E aJ,

is adjacent from a then, ( E lIa and (lb E u2(IIo) imply (~ COOM(u',a) for ail

cr E e and therefore ( E U2(lIa). In particular, aJ, E u2(IIa ). Ifthere do not exits

cE aJ, and u' such that aJ, E COOM(cr,c), then aJ, E u(lIa) for ail u E e,
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contradicting 1)(II.,) = 0. Let. cE QJ, be the closest node t.o a ~Ilch thut for ~ome

0":1 E e such thut 0":1 ;:::: 0"2, QJ, E CDOM(O":I,c), Applying Cluim A3. there exi~t~

h < 00 and QJ" QJ, +1, .•• , QJ, +h in II., ~Ilch t.hat. ClJ, L nJ, IlL ... L "J, 1h

and JI < i < j < JI + h implies Qi rt Qj. Al~o, there e"l:i~t~ 0".1 E e ~Ilch

that if d E QJd Jo is adjacent from c then, < E II., und <\,/ E (YAIII.) imply

<le ~ CDOM(0"4,C) for all 0"' E e and therefore <E O".,(II,.) and < E ".I(n,,).

In particular, QJ,+Jo E 0"4(II.,1. Moreover, since 0'1 ~ 0'2 ~ 0":1 ~ 0'.1, 1 < j <

j < JI + J2 implies Qi rt Qj' Continuing in thi~ f$hion, there exi~t.~ an infinit.e

sequence QI, Q2, ••• such that for ail i, j = 1,2, ... , Qi L Qi-! 1 and i < j implic~

Qi rt aj. A contradiction.

Therefore, I:: admits a maximum element. Let 1) be ~uch a ma.'l:imum element..

Then,

Claim AS: 1) is conservative internally stable.

Otherwise, there exists a E Z and a E 1)(IIa ) and a E CDOM(1J,a). Deline 'rI'
as

'( ) { 7)(IIb) \ {(O, al) if 0 E IIb and 1.(0) = a
1) IIb =

7)(IIb) otherwise

where (0, a) denotes the path combining 0 and a. By Claim A3, for ail b E Z sllch

that there exists f3 E 7)(Ilb) with f3la = a, there exists € E 1)(IIb) such that € f 13.

Therefore 7)' is nonempty valued and conservative externally stable. Obviollsly, 11'

satisfies (Cl) and (C2) and hence be10ngs 1.0 I::. Since 7)' > 7), contradicting that

7) is·the maximum e1ement in I::.

7) is a CSSB since il. is both conservative internally and externally stable. •

Proof of Proposition 2.17.

Let Y c: Z be a consistent set. Then, a E Y <==> 'r/d such that a~ d,3c E

y E Y n Xd such that a -/(s e. Since O"(Xa ) = Xa n Y, a E Y <==> a E

u(Xa ) <==> 'r/d such that a~ d, 3e E U(Xd) such that a -/(s e. Obviously, if

Y is consistent and u is nonempty-valued, then u is a conservative stable SB. To

complete the proof, we need on1y 1.0 show that if u is conservatively stable then
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il. is nonempty-valued. Indeed, otherwise, :la E Z such that a(Xa ) = 0, implying

a ri. I7(X,,). By external stability, :lb E Z, SeN such that a~ b, a(Xb) f 0,

and a -<s c '<le E a(Xb). But c E a(Xb) and a -<s c imply a « c and hence

c EX". Therefore c E a(Xa ). A contradiction.

The second part of the proposition follows from the theorem of Greenberg et.

al. (1995) that if a situation admits a nonempty-valued CSSB, then il. admits a

largest nonempty-valued CSSB with respect 1.0 set inclusion. •

Proof of Claim fU 8. Again, this claim can be derived as a special case of Shi-

tovitz's theorem [Theorem 4.5 (Greenberg 1990)]. •

Proof of Thcorem 2.19. Let a be a nonempty-valued CSSB for the situation with

perfect foresight. In view of the theorem of Greenberg, Monderer, and Shitovitz

(1995) that was used in the proof of Proposition 2.14, il. suffices 1.0 show that û

defined by

û(Xa ) = U{t(a:) 1 a: E a(ITa )}

is a nonempty-valued conservative internally stable SB for the Harsanyi-Chwe

!>ituation. Indeed, let b E û(Xa ); then b E Û(Xb) and hence b E a(ITb). Therefore,

there does not exist c E Z and SeN such that b~ C, a(ITe ) f 0, and b -<5 1/

for all 1/ E a(ITe). Since 1/ E a(ITe ) implies t(1/) E û(Xe ), there does not exist

c E Z and SeN such that b~ C, û(Xe ) f 0, aD:i b -<5 d for all d E û(Xe ).

Hence û is conservative internally stable. Since a is nonempty-valued, û is also

nonempty-valued. •

Proof of Claim 2.20. Il. is easy 1.0 verify that the situation with perfect foresight

is equivalent 1.0 the "tree situation" in Greenberg (1990). Then Claim 4.5 follows

from Theorem 8.2.2 in Greenberg (1990) and Proposition 2.14 in this chapter. •

Proof of Claim 2.21. This is a special case of Shitovitz's theorem [Theorem 4.5

(Greenberg 1990)]. The proof in our contex!. follows easily from the defi.nition of

OSSB and that of abstract stable set. •
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Appendix 2.2: A Simple Cooperative Game

Professor Ron Holzman (in 1994) pointed out to me the follo\ving four-person

transferable utility (TU) game that can be used to illustrate Hnrsanyïs crilicism.

v(S) =1, if ISI :::: 3 or S = {3A}.
12' if S = {1,3},{1,4},{2,3},{2,4},

0, otherwise

where v(S) denotes the value of coalition S.

This TU game has a finite stable set that consists of the following i points:

11111 1 Il
K ={ (0, 0, 2' 2)' (4' 4' 2,0), (4,0, 2' 4)'

111 1111 Il 111
(0, 4' 2' 4)' (4' 4,0, 2)' (4,0, 4' 2)' (0, 4' 4' 2)}

C 'd (1 1 1) K ( 1 1 3). {2.4} donsl er x = 4,0, 2' 4 E . x < y = 0, 8' 2' 8 , smce x ---+ y an x -<{:I,4} y.

The ooly imputation in K that dominates y is z = (~, ~, 0, ~) since

{1.2,4} d
Y ---+ Z an y -<{1.2.4} z.

If players are farsighted, coalition {2,4} will replace x by y, knowing that coali­

tion {l, 2, 4} will replace y by z. :Kote that no coalition will replace z, since no

imputation will make either player 1, 2, or 4 better off.

Appendix 2.3 Nonemptiness of the LCS

Casting the LCS within the framework cf the theory of sociai situations pro­

vides additional benefit: it extends Chwe's (1994) resu1t on ~hc nonemptiness of

the LCS.

Theorem 2.22. If there is no inlinite sequence al, a2, . .. in Z such that i < j

implies Cti «aj, then there exists a nonempty valuec/ CSSB.

Hence by Proposition 2.17, the largest consistent set is nonempty. Moreover,

the nonempty-valuedness of the CSSB implies that for ail a E Z \ LCS, there is
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b E LCS such that a «b. Note that in contrast to Chwe (1994, Proposition 2),

Theorem 2.22 does not require Z to be countable.

The sketch of the proof is as follows. First, note that an SB u such that

a(X,,) = X" for ail a E Z is nonempty-valued conservative e.,..ternally stable. l use

Zorn's Lemma to show that there exists a minimal nonempty-valued conservative

externally stable SB and then show this SB is also conservative internally stable.

This is dual to a theorem of Greenberg, Shitovitz and Monderer (1995) that the

maximal nonempty valued conservative stable SB is conservative e.'Cternally stable.

l'roof of Theorem 2.22. For a E Z and an SB u, define

CDOM(u, X a ) ={b E X a 1 38 C N and c E Z such that b ->5 c, u(Xc ) f 0

and '<Id E u(Xc ), b -<5 d}

Let lC be the set of SBs u with the following properties:

• (A.l)

(A.2)

(A.3)

z.

'<la, b, cE Z, cE u(Xa ) n Xb ===> cE U(Xb)'

'<la E Z, 3b E Z such that b E U(Xb) and U(Xb) C u(Xa ).

u is conservative externally stable, i.e., u(Xa ) :J X a \CDOM(u, X a ), '<la E

•

lC f 0since uOE lC where uO(Xa ) =X a for every a E Z. Define a partial ordering

..~~ on lC such that for every 0',0" E lC, 0' ~ u' if and only if u(Xa ) :J u'(Xa ) for

every a E Z.

Claim 1. lC has a maximal element (with respect to "~").

By Zorn's Lemma, it suffices to show that every chain in lC has an upper bound

in lC. Let C be a chain. It suffices to show that 1/ E lC where 1/(Xa ) =n<TEC u(Xa )

for every a E Z.

We first prove that 1/ satisfies (A.I). By the definition of 1/, for every a, b, cE Z,

c E 1/(Xa ) nXb implies c E u(Xa ) nXb for every u E C. Since every u in C satisfies

(A.l), cE U(Xb) for every 0' E C. Thus cE 1/(Xb).
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To prove that 1] satisfies (A.2), we need t.he following propert.y of '/:

(C.l) Let a E C and a, b E Z. Then, a(X,,) :::> a(Xb) impliesl/(X,,) :) I/(X/,).

Indeed, 1](Xb) C a(Xb) C a(X.. ) eX". Since ." sat.isfies (A.l). " E I/V':/.) -­

1](Xb) n X .. =- cE 1](X.. ), i.e., 1](X,,) :::> 1](Xb).

We now proceed to prove that 1] satisfies (A.2). If for every u. E l, li. E I/(X.. ).

then we are done. Otherwise, there e;"ists ao E Z such t.hat. ao ft n"ec a(X",,) ='

·1)(X..o ), implying that there exists al E C such t.hat ao ft al(X",,). Since "1 E

IC, (A.2) implies that there exists al E Z such t.hat al E al (X".) C al (X..,,).

By (C.l), 1](X"o) :::> 1](X".). If al E 1](X".), we are done. Ot.herwise. t.herc

e;"ists a2 E C such that al ft a2(X",). Since al E al (X".) and C is a chain.

al < a2. In particular, a2(X",) C al (X",). Applying (A.2) again, therc cxists

a2 E Z such that a2 E a2(X",) C a2(X",). Thus a2 E a2(X",) C a2(X",) C

al(X",) C al(X"o)' By (C.l), 1](X"o) :::> 1](X".) :::> 1](X..,). If a2 E 1/(X"2)' t.hen

we are done. Otherwise, there exists a3 E C such that a2 ft a:I(X"2)' Continuing

this inductively, there e:osts al (X"o) :::> al (X",) :::> a2(X",) :::> a2(X",) :::> ... :::>

ak(X"._,) :::> ak(X".) :::> ... such that for i ::: l,a; E ai(X",) \ a,+I(X",) and

1](X.,o) :::> 1](X",) :::> ... :::> 1](X".) :::> .... If there exists J < 00 such that aJ E:

1](X"J ), then 1] satisfies (A.2) and we are done. Otherwise, since 1 :s i < j implies

a; '" ai and ai E ai(X".) C X"o there exists a infinite sequence al, a2,' .. , ak, ...

such that a; « ai if i < j, contradicting the assumption of the theorem.

Finally, we show that 1] also satisfies (A.3). Otherwise, there exists a ft 1](X,,) IJ

CDOM(7),X,,). Since by (A.2) 1] is nonempty valued, CDOM(a,X,,) C CDOM(1/,

X,,) for every a E C. Hence Il. If. CDOM(a,X,,) for every a E C. But a belongs to

IC and hence is conservative externally stable. Thus a E a(X.,) for every a E C,

implying a E 7/(X,,), a contradiction.

Since 7/ satisfies (A.I), (A.2), and (A.3), 7/ E !C. Thus, every chain in IC has an

upper bound in !C, and therefore by Zom's Lemma, IC has a maximal element.
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Claim 2. Let ,,' be the maximal element in /C. Then,,' is aIso conservative

internally stable.

As.~ume in negation that there exists b E Z such that b E 0" (Xu ) and b E

CDOM(O'·,Xu ). Define O"(X",) = O"(X",) \ {b} for every xE Z. Since 0" < 0".

ta reach the desired contradiction, it suffices ta show that 0" E /C. Since,,'

satisfies (A.l), sa does 0". Ta see that 0" satisfies (A.2), let x E Z. Since 0" E /C,

by (A.2) there exists c E Z such that O"(X",) ::J O"(Xc ) 3 c. If c t- b, then

"'(X,,,) ::J O"(Xc ) 3 c and we are done. Otherwise, c = b: hence, O"(X",) ::J

O"(Xb ) 3 b. But b E CDOM(O" ,Xa ) implies that there exists c E Z and S such

that b -s c, O"(Xc ) t- 0 and for every d E O"(Xc ), b -<s d, i.e., b ~ d. Thus,

b il. O"(Xc ) and by (A.l), O"(Xb) ::J O'·(Xc ). Again, since 0" E /C, (A.2) implies

that there exists h E Z such that h E 0" (Xh) C 0" (Xc). Also, b il. 0" (Xc) implies

h t- b. Thus O"(X",) ::J O"(Xh) 3 h; hence 0" satisfies (A.2) and is nonempty

valued. Consequently, CDOM(O",X",) ::J CDOM(O",X",) for every x E Z, which

implies 0" is conservative externally stable, i.e., 0" satisfies (A.3). Sa 0" E /C, a

contradiction.

Since 0" is bath internally and externally stable, it is a CSSB. •

Appendix 2.4 Foresight, Feasible Outcomes, and Nonempty­

valuedness of a Stable SB

Given a social environment 9 = (N, Z, {-<î};EN, {~}SC!V,S#0)' let Fa denote

the set of "outcomes" individuaIs in N regard "feasible" at every a E Z. {Fa}uEZ

together with {-S}SCN can be called a "situation" in the sense of Greenberg

(1990). Such a situation describes how individuaIs view their available alterna­

tives. Foresight or myopia on the part of the individuaIs is refiected, particularly,

in the specification of {Fa}aEZ.

If Fa ={a} for all a E Z, then the situation entaiIs myopia of the individuaIs.

Consider, for example, Figure 2.1. The unique OSSB and CSSB 0' is such that
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The unique vN-M abstract stable set (or the set of stable outcomes) is given by

V = O"(Fa ) UO"(Fb) UO"(Fc ) = {a,c}. That O"(Fb) is empty can be interpreted as

follows: b, the only feasible outcome at b is ruled out from O"(H), since player :!

can ~induce~ c and he prefers O"(Fc ) = {cl to b: yet this reasoning is not reflect.cd

in 0"( Fb), which asserts that player 2 will not stay at b but does not specify llI/wl/,,:

will do. A problem arises i=ediately since O"(1i) play a key role in det.ermining

O"(Fa ), the solution at a. That O"(Fb) fails to specify wltal player 2 lI,ill do is due

to that c is not a feasible outcome at b.

A remedy is to consider c as a feasible outcome when b is the status quo, since

c can replace a. Generally, let Fa == X a where

X a = {a} U {b E Z 1b» a} C Z

as discussed in Section 2.4. In this case, the OSSB is formally related to the vN-M

abstract stable set for (Z,»), and eSSB to the LeS. In doing 50, both OSSB

and eSSB are free of myopia. This, however, is not the case for a slightly more

complex example depicted in Figure 2.2, as discussed in Section 2.2. According

to the Epecification of {Fa}aez, d belongs to Fa =X a. But such a specification

does not address how d is reached from aj consequently, deviations ~along the

way" from a to d are ignored.

In the example depicted in Figure 2.2, the perfect foresight of player l should

enable him to assess if d l'lm be reached when a is the status quo. This cannot

be ac.1ùeved if d is simply considered as a feasible at a.. The path that leads

from a to d should be considere<! instead. Generally, let Fa == na for all a E Z,

where a is the set of paths originate from a. Then this "path" situation captures

perfect foresight in that every coalition, in choosing an Qoint) action, considers

that another coalition might react, a third coalition might in turn react, as 50 on.

Rationality determines which paths will be followed hence the coalitions that will

form to implement such a path. The perfect foresight will emerge in the OSSB or

eSSB if il. is non-empty valued. Otherwise, as discussed in Section 2.5, an stable
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SB may display myopia. Consider, again, the example depicted in Figure 2.8. An

empty solution at a represents the fact that both players cannot agree on any path

to follow; each player wish to induce his favorite outcome. Consequently, either

path (a,b) or (a,c) mighl aclually arise; this fact should be used to determine

the solution at x, given that an empty solution at a tells nothing but that players

cannot agree upon either path. In this case, we need to modify the definition of a

stable SB to account for whal mighl aclually arise whenever players cannot reach

an ag,Teement as what path to follow.
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Chaptcr 3

N egotiation-Proof Nash Equilibrium

This chapter defines "negotiation-proof Nash equilibrium", a notion t.hat. applieg

1.0 environments where players can negotiate openly and direct.ly prior t.o t.he

play of a noncooperative game. Il. recognizes t.he poggibility that a group uf !'Clf­

interested players may choose 1.0 coordinate, nonbindingly and voluntarily, their

choice of strategies and make a joint objection, and it. takes the perfect. furesight.

of rationa! players fully into account. The merlt of the notion of negutiatiun-pruuf

Nash equilibrium is twofold: (1) Il. resolves the nestednesg and myopia embedded

in the notion of coalition-prao! Nash equilibrium. (2) The negotiation procesg,

which is formalized by a "graph", serves as a natural extension 1.0 approach that.

models pre-play communiœtion by an extensive form game.

3.1 Introduction

The most fundamenta! solution concept for noncooperative games is that of

Nash equilibrium. One co=on interpretation of Nash equilibrium is as a self­

enforcing agreement. Thal. is, if players communicate and agree on a certain

profile of strategies without a binding agreement, then these strategies must con­

stitute a Nash equilibrium. But co=unication may achieve better outcomes for

the players since il. creates the opportunity for negotiation and coordination. In

this paper l analyze the consequence of open negotiation prior 1.0 the play of a

noncooperative game. l defined the notion of "negotiation-proof Nash equilib­

rium", which recognizes the possibility that a group of self-interested players may

choose 1.0 coordinate, nonbindingly and voluntarily, their choice of strategies, and

takes the perfect foresight of rationa! players fully into account.

The are severa! approaches 1.0 co=unication. The notion of correlated equi­

librium (AumaDD 1974) considers mediated co=unication: a mediator (or a cor­

relation device) helps the players co=unicate and share information. Mediated
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communication can achieve payoffs that are not possible in any Nash equilibrium,

and it does 50 by extending the set of equilibria. Alternatively, one can consider

direct unrnediated communication prior to the play of a noncooperative game,

exploring the coor:lination role of communication. One approach to direct com­

munication is to explicitly model the procedure of co=unication as a dynamic

game, which specifies how messages are interchanged, the order of offers and

counter-offers, and etc. [see, e.g., Farrell (1987, 1988) and Rabin (1994)]. The

r"Sult, however, may be sensitive to the exact procedure employed and strong

restrictions often have to be made to isolate the desired result. AIso, one may

argue that modeling communication as a noncooperative game may not fully cap­

ture the coordination role of communication, since the communicatIOn game itself

may in turn call for coordination. Another approach to direct communication

focuses on the possibility that players can coordinate their choice of strategies via

self-enforcing agreements that are mutually beneficial, leaving the details of com­

munication unmodeled [see, e.g., Bernheim et al.'s (1987)]. l shall first motivate

my analysis by examining such an approach to direct communication, and then

discuss the relation of my analysis to the first approach.

Bernheim et al.'s (1987) notion of ClJalition-proof Nash equilibrium (CPNE) ~is

designed to capture the notion of an efficient self-enforcing agreement for environ­

ments with unlirnited but nonbinding, pre-play co=unication" (p.3). One moti­

vation is that the notion of strong Nash equilibrium (SNE) fails to capture the fact

that a coalltional deviation may be subject to further deviations in the absence

of binding agreements. An agreement is coalltion-proof if it is efficient within the

class of "self-enforcing" agreements. In turn, an agreement is "self-enforcing" if

and only if no proper S1lbset of players, taking the strategies of its complement as

fixed, can deviate in such a way that benefits ail its members. Therefore, in the

definition of CPNE, self-enforceability of agreements is restricted to an important

aspect: only subsets of a deviating coalition can further deviate. While such a
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(nestedness) restriction enables CPNE to be defined recursively, it. alsu implies

that the definition of CPNE may involve agreement.s t.hat. are open t.o furth('r

deviations. Consider the 3-player game in Table 3.1, where player 1 chuus('s ruws.

player 2 chooses columns, and player 3 chooses mat.rices.

TABLE 3.1

L R L R

U 2,2,1 1,0,0 U 0,0,0 0,2,0

D 0,0,0 3,3,0 D 0,0,0 1,4,1

A B

The game in Table 3.1 has two Nash equilibria (in pure strategies): (U, L, A)

and (D, R, B). However, (U, L, A) is not coalition-proof by the following argu­

ment: Players 1 and 2 can jointly deviate to (D, R, A) which renders both players

1 and 2 higher payofi's. Such a deviation is "self-enforcing" because, according tu

the nestedness restriction in the definition of CPNE, only subsets of {l, 2} can

further deviate. Without the nestedness restriction, the self-enforceability of t.he

deviation to (D, R, A) is evidently in doubt. Players 2 and 3 have incentive to fur­

ther deviate from (D, R, A) to (D, R, B) in a self-enforcing way, thereby upsetting

its self-enforceability.

TABLE 3.2

L c R L c R

U

M

D

1,1,1 0,0,0 0,0,0

0,0,0 0,0,0 0,0,0

0,0,0 0,0,0 0,0,0

A

U

M

D

0,5,0 0,0,0 4,4,0

0,0,0 2,2,2 0,0,0

0,0,0 0,0,0 3,3,0

B

•
Aside from the critique of the nestedness restriction, the definition of CP:NE

also fails to account for the foresight ofrational players, as noticed by Chwe (1994).
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The myopia embedded in the definition of CPl'o"E can be illustrated by the ex·

ample in Table 3.2 taken from Chwe (1994). For this game, the unique CP:tIi"E is

(M, C, B). Although (D, R, B) renders both players 1 and 2 higher payoffs than

(M, C, B) does, players 1 and 2 will not. jointly deviate to (D, R, B). According

to the definition of CPNE, such a joint deviation is not self-enforcing, the reason

being that player 1 can subsequently deviate to (U, R, B), a "self-enforcing agree­

ment" under the nestedness assumption. But this implies, evidently, that players

1 and 2 are myopie: were they farsighted, their joint deviation to (D, R, B) should

he encouraged, not discouraged, by player l's further deviation to (U,R, B).

This chapter offers a model of pre-play co=unication that overcomes the

difficulties of CPNE as illustrated through the examples in Tables 3.1 and 3.2. The

suggested notion, "negotiation-proofNash equilibrium", exploits open nonbinding

negotiation that takes place prior te the play of an one-shot noncoope<ative game.

The pre-play negotiation is conducted as fol1ows: Suppose a strategy profile is

considered by ail the players. A group or coalition of players can make a joint

objection by announcing openly, "if the Test of you stick with your strategies, we

shail adopt new strategies so-and-so". This objection is simply a declaration of

joint intention or a joint "contingent threat" that comprises no binding power.

Given the new, Tevised strategy profile, another coalition, not necessarily a subset

of the original objecting coalition, can make a further objection by announcing

openly the new strategies its members will adopt contingent on the strategies of

nonmembers. The process continues in this manner, until no coalition has an

incentive to make any further objection. Since players are rational (and hence

farsighted) and binding agreements are not possible, a coalition, in contemplating

an objection, has to consider the ultimate consequences of its objection; and a

self-intcrested player joins a coalition only if it is in his best interest to do so.

The above pre-play negotiation process takes after the "coalitional contingent

threat situation" (Greenberg 1990) but for the following two distinct features:
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(i) The pre-play negotiation is proceeded by an one-shot noneoopemtil'c gamc.

hence a meaningful agreement must be self-enforcing, i.e., must be a Nash

equilibrium;

(ii) In the pre-play negotiation, players are farsighted in that each coali­

tion9 , in making an objection, considers that another coalition may make

counter-objections, a third coalition may make further objections. and

etc. What matters to farsighted players is the final agreements that their

objections willlead tOi hence they may strategically ~deviate" to an agree­

ment, which is not necessarily a Nash equilibrium, in order to induce a final

agreement (necessarily a Nash equilibrium) that benefits all its members.

Loosely speaking, a Nash equilibrium is negotiation-proof if and only if no coali­

tion can make an objection to it in such a way that its objection will ultimn.tely

lead to another negotiation-proofNash equilibrium that benefits all its members.

Such a definition is intrinsically "circular" ,ID and is achieved by employing von

Neumann and Morgenstern's (1947) "abstract stable set".

In the above pre-play negotiation, it is fen.sible that any coalition can form and

object to any strategy profile. However, a rational and self-interested player is not

bounded to join any coalition. The formation of any coalition 'is purely voluntary

and is driven by each member's pursuing his own interest, and a group of rational

players form.'l a coalition only If it is in the best interest ofeach member not to quit

this coalition. Thus, our negotiation process captures the intrinsic noncooperative

behavioi" of the players. In Table 3.1, for example, its is fen.sible for players 1 and

2 to form a coalition and jointly "deviate" from (U,L,A) to (D,R,A). But,

player 1, being rational and hence farsighted, will not join player 2 to make such a

deviation, knowing player 3 (or players 2 and 3) will further deviate ta (D, R, B).

It is not essential who cao make a proposai that players 1 and 2 form a coalition

to jointly deviate from (U, L, A) to (D, R, A): player 1 will neither initiate nor

9 A single player is a singleton coalition.
I°RecalI that the nestedness restriction enables CPNE to be defined recursively.
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accept such a proposaI.

Therefore, it is a priori that any coalition can form, but rationality dictates

which coalitions (would) actually form. Here, l take the view that Oit is the

possibilities for coalition forming, promising and threatening that are decisive,

rather than whose turn it is to speak" (Aumann 1987). The negotiation allows the

players to negotiate openly and directly, and to exercise their -bargaining power"

embedded in the structure of the game, in particular, the intrinsic properties of

payoffs. As discussed earlier, some models of pre-play communication impose

procedures that can be represented by extensive form games. For example, in

Rabin's (1994) [see also Farrell (1987, 1988)] model of pre-play communication (for

two-player games), players make repeated simultaneous proposals of equilibriaj if

the players propose the same equilibrium, they have an agreement to play that

equilibrium. II The pre-play negotiation process postulated in this paper may be

viewed as a natural extension to these models.

In the next section, the pre-play negotiation process among rational (and far­

sighted) players is formalized as a "(directed) graph". Such a graph need not be

acyclic and does not stipulate that each "node" should belong to a single player. 12

This is in contrast to an extensive form game, which is a acyclic graph and re­

quires each node to belong to a single player. The graph captures the dynamics as

well as the diverse coalitional interactions in the negotiation process. Although,

such a complex negotiation process cannot be represented by an extensive form

game in discrete time, it might be possible to accommodate such a process in an

extensive form game in continuous time, such as the framework used by Perry

and R.eny (1994).

The rest of this chapter is organized as follows. In 'the next section, following

IISuch a procedure may bc "at variancc with common procedurc· [see Rabin (1994, p.389)j.
l:~ln fnet, when a strategy profile:z; is under consideration, it is feasible that any coa1ition

can make an objection. Rationality dictates which coalitions would actually form, and :z; is
not ncgotiation-proof as long as there exists one coalition of rational players who will ultimatcly
benefit by objecting to:z;. Therefore, it is not necessary to restrict that only a particular coalition
or player can object to :z;.
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the formalization of the negotiation process, a formal definition of "negotiat.ion­

proof Nash equilibrium" is offered using von Neumann and Morgenstern abstract

stable set. Section 3.3 provides a way to improve the notion of negotiation-proof

Nash equilibrium. Section 3.4 e.xtends negotiation-proofness to dynamic gamt's.

Section 3.5 offers a brief discussion of several attempts in the litemture to rela.x

the nestedness restriction of CPNE and to capture the foresight of players in

strategie settings. It also briefly discuss the possibility of allowing for correlated

strategies.

3.2 Negotiation-Proof Nash Equilibrium

Consider a strategic form game 9 == (N, {Z;};EN, {U;};EN), where N is the set

of players and for every i EN, Z; is the set of strategies of player i, and '/Li is

the payolf function of player i, U;: Z - !R, where Z =n;EN Z;. For SeN, let

Zs == nieS Z;, and for ail x, y E Z, l write x -<5 y if u;(x) < u;(y) for ail i E S.

Assume that x E Z is under consideration. As discussed in the introduction, it

is a priori that any coalition can form to jointly object to x. If a coalition SeN

objects to x by choosing Ys E Zs contingent on XN\S, then the resulting new

strategy profile is y = (YS,XN\S)j in this case, l shail write x -5 y to denote "S

objects y to x". Thus, for ail SeN, -5 is a (binary) relation on Z that specifies

what S cau do if and when it forms. Given that players are rational and hence

farsighted, if a coalition S forms and objects y to x, it must be the case that

(Cl) such an objection leads to a final agreement z that benefits ail members

of S.

Recall the example in Table 3.1. Coalition {1,2} does not form for the exact

reason that (Cl) is violated. The example Table 3.3 illustrate that a coalition

forms when (Cl) holds.

Both (U, L, A) and (D,R, B) are CPNE's. In fact, they are also SNE's. l shall

argue, however, that players 1 and 2, being farsighted (as implied by rationality),

will jointly deviate from (U,L,A) to (D,R,A), because player 3, for his own
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TABLE 3.3

L RL R

U ')')') 0,0,1-,-,-

D 0,0,1 2,2,0

A

U

D

0,0,0

0,0,0

B

1,1,1

3,4,1

•

interest, will subsequently deviate to (D, R, B), which renders both players 1

and 2 higher payoffs than (U, L, Ai. Note that players 1 and 2 do not (strictly)

prefer (D, R, A) to (U, L, A). Thus, in contemplating a deviation, a coalition of

farsighted players considers the final. agreement that its deviation leads to, as

asse..-ted by !C1). Note th~t the joint deviation of players 1 and 2 from (U, L, Al

to (D, R, A) is self-enforcing: neither player 1 nor player 2 has an incentive to

object to such an agreement, knowing that the joint deviation leads to (D, R, B).

Again, it is not essential that who proposes this agreement; it is the existence of

such an agreement that invalidates (U, L, A).

TABLE 3.4

L R L R

U

M

D

2,2,2 0,0,1

2,0,1 4,0,2

0,0,1 2,2,0

A

U

M

D

0,0,0 1,1,1

0,0,2 0,1,0

0,0,0 3,4,1

B

•

As condition (Cl) asserts, it is not sufficient for coalition {1,2} to form and

make a joint objection in such a way that this objection cao fea.sibly lead to a final

agreement that makes both players 1 and 2 better off. Further deviations along

the way to the final agreement that players 1 and 2 hope to reach, may leads to

an agreement that make player 1 or 2 worse off. Consider the example in Table
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3.4, which is a modification of Table 3.3. Il. is still feasible that players 1 and 2's

joint deviation from (U, L,.4.) 1.0 (D, R,.4.) leads 1.0 (D, R, H). But, will player 2

join player 1 1.0 deviate from (U, L, A) 1.0 (D, R, A) in the hope that player 3 will

subsequently deviate 1.0 (D, R, B)? The answer is no. Once (D, R, A) is reached.

il. is inevitable that player l's further deviation 1.0 (lH, R,.4.) would prevail. Thus.

although il. is feasible for players 1 and 2 1.0 jointly deviate from (U, L, A) 1.0

(D, R, .4), player 2, being self-interested and farsighted, will not form a coalition

with player 1 1.0 make such a deviation.

The above two examples illustrate that rational and farsighted players, in con­

templating their deviations, consider all further deviations and recognize the ot.her

players are al50 rational and farsighted; they "strategically" deviate from an agree­

ment if and only if such a deviation will ultimately lead 1.0 final agreements that

make them better off. Thal. is, a coalition forms 1.0 make a joint objection if and

only if such an objection can lead 1.0 a final agreement that benefits all its mem­

bers, and no coalition has an incentive 1.0 prevent this final agreement from being

reached by deviating along the way 1.0 this final agreement. The perfect foresight

is captured by considering, as a whole, the succession or "path" of deviations that

lead 1.0 a final agreement. Consider, in the examples in both Tables 3.3 and 3.4,

the path that players 1 and 2 deviate from (U, L, A) 1.0 (D, R, A) and player 3

subsequently deviates 1.0 (D, Il, B). This path "prevail5" in the example depicted

by Table 3.3 because il. survives all rational deviations of farsighted coalitions

(or players); that is, players 1 and 2'sjoint deviation from (U,L,A) 1.0 (D,R, A)

willlead 1.0 (D, Il, B). The same path, however, does not prevail in the e.'Cample

depicted by Table 3.4.

Thus, we can represent the pre-play negotiation process by a (directed) grnph

that consists of the set of vertices (nodes) Z and a collection of arr.s where for

every a, b E Z, ab is an arc if and only if there exists SeN suclt that a -s b.

Assume that some y E Z can replace :z; through a succession of deviations and,
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at every "stage", the deviating coalition prefers y to the agreement from which it

deviates. I :1 This succession of deviations that replace x with y a called a "path"

(of deviations) from x to y. Formally,

Definition 3.1. A path from x E Z is a sequence of strategy profiles (xO, Xl, ... ,

x"') in Z, where xO = x, such that there exist coalitions SC, SI, ... , S"'-1 and

xi ->SJ x i +1 and xi -<sJ x"', for all j = 0,1, ... , rn - 1.

For agame g, let II denote the set of ail paths, including ail "degenerate"

paths, Le., ail elements in Z. For a E II, let /(0) denote the final "node" (strategy

profile) that lies on path a, Le., /(0) = xm , and if x is strategy profile that lies

on 0<, l shall write xE o. For 0,{3 E II, if /(0) -<'s /({3) for some SeN, l shaH

write a -<s {3.

As discussed in the introduction, the open negotiation is proceeded by a non­

cooperative gamej hence a meaningful agreements must belong to the set of Nash

equilibria (self-enforcing agreements) of g. Therefore, only those paths that lead

to Nash equilibria are of interest. Let NE denote the set of Nash equilibria of 9

and let IINE ={a 1/(0) E NE}. In order to determine whether a path a E IINE

will prevail, deviations along a have to be considered. For any x E a, if a coalition

can initiate another path {3 that makes its members better off than a, then a is

said to be "dominated" by {3. That is,

Definition 3.2. For a, {3 E TINE, a is dominated by {3, or a < {3, if there exists

x E a and y E {3 such that x .....s Y and a -<s {3.14

{3 itself may be dominated by another path, say, "(. Thus whether a will

prevail depends whether {3 will prevailj whether {3 will prevail depends, in turn,

on whether "( will prevailj and so on. We wish to identify a set of paths :E C IINE

13The latter condition implies thnt wc re>.1;riet our attention to those "paths" that can pos­
sibly be followed by rntional players.

14For the ""ample in Table 3, let" E «U, L,A),(D,R, A), (D,R,B)) (i.e., path" consists
of players 1 and 2's deviation from (U,L,A) ta (D,R,A) and player 3's further deviation to
(D,R, B)) and,8 E «D, R,A), (M, R,A)); then, "<,8.
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such that it contains UlOse and only UlOse paU..... that are not objected by any

coalition, whose members are aware of and belieye in the speciticat ion uf 8uch

:E. That is, :E is both consistent and self-policing: moreoyer, il. "ju8tities" ('\'cry

path it e.'\:cludes. This is precisely the intuition behind the von Neumann and

Morgenstern abstract stable set. Recall,

Definition 3.3. Let D be an arbitrary nonempty set and L be a binaT)' relatiun

on D, called the dominance relation 15. The pair (D, L) is called an abs/.md

system. K c D is

(1) internally stable if K is free of inner contradiction, Le., there do not e.'l:ist

a, b E K, such that aL bj

(2) externally stable if K accounts for every element il. e.'l:cllldes, Le., if u, E

D \ K, then there e.'Cists b E K such that a L b.

(3) an abstract stable set if K is both internally and e.'l:ternally stable.

Let :E be an abstract stable set for (TIN E, <l, then il. contains those paths that

are 1.0 prevail in the pre-play negotiation, once :E becomes common knowledge.

Note that the abstract stable set for (TINE, <) takes noncooperative behavior

of self-interested players fully into consideration. If a path Ci in :E involves any

coalition, it implies that members of this coalition recognize the interdependence

of their welfares and choose 1.0 coordinate their choice of strategies. ShOlÙd sorne

player find il. not in bis best interest 1.0 joint such a coalition, Ci would have

been ruled out from:E. Consider, again, the path that players 1 and 2 deviate

from (U, L, A) 1.0 (D, R, A) and player 3 subsequently deviates 1.0 (D, R, B) in the

examples in both Tables 3.3 and 3.4. This path belongs 1.0 the unique abstract

stable set for (TINE, <) associated with example in Table 3.3, implying that players

1 and 2 will form a_coalition if (U, L, A) is under consideration. The same path,

however, does not belong 1.0 the unique abstract stable set for (TINE, <) associated

with Table 3.4, because player 2 knows that once (D, R, A) is reached, players 1

15" L b means that " is dominatec! by b.
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and 3 will deviate to (M. H. /1) (which belongs to the abstract stable set): hence

players 1 and 2 will not form a coalition when (U. L. /1) is llnder consideration.

If:E is an abstract stable set for (TI,\'I';. <) then it is "dynamically consistent".

That is. every "stable path" in:E satisfies "trllncation property": the continuation

of a "stable path" is stable at any stage along the way. Formally.

Lcmma 3.1. A:;.sume tllat :E i,; aIl ab,,1:ract ,,1:able :;et for (TIN 1';. <) aIld tlwt

a E:E. Tllen, al", E :E for all x E a, where al", i,; the continuation of a from x.

If a Nash equilibrium x is not objected by any coalition who believes the

specification of:E (that is stable), then x is said to be "negotiation-proor.

Definition 3.4. Let:E be an abstract stable set for the abstract system (TIN E. <):

then the set of Negotiation-Proof Nash Equilibria (NPNE's) of fi is given by

Q>; == {x E NE 1(x) E :E} == {x E Z 13a E :E sucb that x = fla)} .

If:E is an abstract stable set for (TINE, <), then Q>; is nonempty (by the ex­

ternal stability of :E). Q>; contains those and only those self-enforcing agreements

from whicb no coalition can initiate sucb a deviation that will ultimately leaà to

some self-enforcing agreement in Q>; that benefits ail its members. That is. on

one hand, if x belongs to Q>;, then no coalition (or player) will ultimately benefit

by objecting to x; on the other hand, if x does not belong to Q>;, then it must be

the case that aL leasL one coalition (or player) will ultimately benefit by objecting

to x. Again, what matters is the existence of a coalition that ultimately benefits

from its objection; it is not essential who turn it is to -move" when a strategy

profile is under consideration.

For the gazne in Table 3.1, both (U, L, A) and (D, R, B) are negotiation-proof.

For the gazne in Table 3.2, although the unique NP1'l"E is (M, C, B), whicb co­

incides with the unique CPNE, the underlying logie is very different: In CPNE,

players 1 and 2 will not deviate to (D, R, B) because of both the nestedness re­

striction and myopia embedded in the definition of CPNE as discussed in the
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introdt:ction. According t.o t.he definit.ion of NPNE, however. players 1 and 2

will not deviate to (D, R, B) because such a dcviat.ion cannot. eventually uene­

fit them. For the e.,ample in Table 3.3, (D, H, 13) is the unique NP:\"E. which

'"refines~ CPNE and SNE. The set of NPNE's of t.he game in Table -1 compriSt,s

(U, L, A), (M, R, A), and (D, H, 13).

Following von Neumann and Morgenstern (194ï), the dominance relat.ion < on

TIN E is said to be stricl1y acyclic if there does not e.'i:ist. an infinite sequence of

ths t 2 • TI, ch t.h t -; < _-H-! r all' - 1 .)pa Cl< , Cl< ,... In l\ E su a U" U" 10r J - , _ ....

Proposition 3.2. If< is strictly acyclic, then, tl1e set ofNPNE's of9 is ullique/y

de1ined and nonempty.

The e.,amples in Tables 3.1 through 3.4 ail satisfy the condition in Proposit.iun

3.2.

Corol1ary 3.3. Let 9 be agame suc1J that NE is nlùte lllld aIl Nasll equilibria

can be weakly Pareto-ranked. Then, the set of NPNE's of 9 is Illlique/y defillec1

and nonempty. Moreover, if 9 has a unique Pareto efficient Nasll eqlùlibrium

(witbin NE), then it is the unique NPNE.

TABLE 3.5

L R L R

U

D

2,2,2

0,0,0

0,0,0

3,3,0

A

U

D

2,2,0 0,0,0

0,0,0 . 1,1,1

B

•

Thus, for games with common interests and coordination games, pre-play ne­

gotiation achieves full effi.cienCYj and if agame has a unique Nash equilibrium

(for example, the Cournot oligopoly model), then it is also the unique NPNE.

The property of NPNE in Corollary 3.3 is not shared by CP1'Œ. It is easy to

verify that the game in Table 3.5 does not admit a CP~'E or an SNE. But the
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• unique NP:"E is (U, L, il).

NPNE may differ from CP:"E or SNE even for two-player games.

TABLE 3.6

L R

..

U

D 0,0

0,0

1,2

•

Both (U, L) and (D,R) are CP:NE's and S!'i"E's. However, the unique NPNE

is (U, L): player 1, being farsighted, will objects (U, R) to (D, R).

3.3 Weakly Negotiation-Proof Nash Equilibrium

The game in Table 3.6 illustrates that the foresight of rational players enables

NPNE to provide "sharp prediction". However, the dominance relation < may

endow a deviating coalition (or player) with too much "power". To illustrate this,

consider a sl:ght modification of Table 3.6, which gives rise to the familiar "battle

of the se.'Ces·' game in Table 3.7.

TABLE 3.7

L R

U

D

2,1

0,0

0,0

1,2

•

In this case, paths or =«U, R), (D, R)) and;3 =«U, R), (U, L)) dominate each

other. Therefore, for ~ C TINE to be (internally) stable, either or or;3 must be

e.'Ccluded from ~. Indeed, (TINE, <) admits a stable set ~I that rules out or and

another ~2 that rules out;3. Consequently, (U, L) is an NPNE according to ~I

and (D, R) is an NPNE according to ~2.16 The exclusion of one path, say or

from ~1, is attributed to that ;3 belongs to ~l and or is dominated by ;3 . Note,

16Thc Nash cquilibrium in mixedstrategics yields payoffs of (~, ~), is DOt an NPNE according
10 cilhcr El or E2, because il is Pareto dominated by bath (U,L) and (D,R) .
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however, t.hat. ,:3 it.self is also dominat.ed by Q. Therefore, il. does not s€'em sonnd

1.0 rule ont one path based on :mother if these two paths dominat.- each or ht'r,

For this reason, l àefine a "stronger" dominance relation « hased on <: (l «.~

if 0, < 13 and ,a ~ o,. Since farsighted players look arhit.rarily man)' st.eps ahead.

t.he dominance relation « relation can he generalized as follows.

Definition 3.5. For 0,,13 E TI, 0, « 13 if

(1) 0, < 13, and

(2) there do not e."ist ,tfJ, 131, ••• ,13'" in TIN E, where Ifl = i3 and i~'" = n. snch

that for j = 0,1, ... ,m - 1, j3i < ,aH 1.

Using « we can define the notion of "Weakly Negotiation-Proof Nash Eqni­

librium (WNPNE)" as follows.

Definition 3.6. Let!: be an abstract stable set for the abstract system (TIN 1" «
); then the set of WNPNE's of 9 is given by

WE ={x E NE 1(x) E !:} ={x E Z 130, E !: such that x = J(n)}.

The notion of WNPNE coincides with the notion of NPNE for the games

in Tables 3.1 1.0 3.6. However, for the game in Table 3.7, (TINB, «) admits a

unique abstract stable set that includes both 0, and ;3; hence the set of WNPNE's

WE = {(U,L),(D,R)} is uniquely defined.17 WNPNE may exist when NPNE,

CPI\'E, or SI\'E fails 1.0 exist. Consider the following e.'Cample.

TABLE 3.8

L R L R

U 1,2,3 0,0,0 U 0,0,0 3,1,2

D 0,0,0 2,3,1 D 0,0,0 0,0,0

A B

17The Nash equilibrium iD mixe<! b'trategies Üi Dot weakly D<'gotintioD·proof.
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The game does not admits a CPNE, an NPNE, or an SNE; however, there exists

a unique stable set for (TIN B, «~j, giving rise to three WNPNE's: (U, L, :1, ), (/J, H,

.1), and (U, H, 13). The implication of the examples in Tables 3.7 and 3.8 is thar

pre-play negotiation cannot pin down the exact equilibrium to be played in these

games. IH

Proposition 3.4. Let 9 be a finite game. Tben, tbe set ofWNPNE's is nonempty

and UIJiquely defined.

3.4 Extensive Form Games

Although the primary concern of This paper is normal form games, the notions

of NPNE and WNP:NE can also be extended to dynamic games. (We shaIl foclls

on WNPNE in This section.) In doing so, we have to be e."<plicit about whether

there is on-going open negotiation a.<; the game unfolds. In the absence of on-going

negotiation, players negotiate openly only before They engage in an e.,tensive form

game and will not have the opportunity to meet again once the game starts. In

this ca.<;e, we need only to consider negotiation-proof agreements. If on-going

negotiation is exercised, then players negotiate prior to the start of every subgame;

that is, players renegotiate after every history ofplay. In This case, agreements has

to be "renegotiation-proof". Such a distinction is important particularly from the

view point of a single player. Renegotiation-proofness entails that every player,

in contemplating a deviation, is certain that ail players will meet and renegotiate

after his deviation; in fact, he believes negotiation will occur after any deviation

by any player (or coalition) in any future period. If for whateve-:- reason a player

is uncertain whether renegotiation will take place after a unilat-eral deviation and

is averse to such a uncertainty, then negotiation-proofness may weil be relevant. 19

Negotiation-proofness for extensive form games can be defined in the same

18Such is the case whenever agame has :nultiple (weakly) negotiation-proof cquilibrin. Sec
Sub....-ction 3.5.4.

191n the contcxt of rcpcatecl gamcs, the consideration that renegotiation might not tnke
place nCter cvcry history appears, for example, in Pearce (1987), Bergin and MacLeod (1993),
anù Chapter 4 of This dissertation.
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fashion as negot.iat.ion-proofness for normal forro games except. t.hat for ext.ensive

forro games only ;'meaningful" agreement.s have t.o be subgame perfecto equilibria.

Let. SP E denot.e t.he set. of subgame perfecto eqllilibria for 9 and let ITs}'1; == {(\ 1

j(ex) E SPB}.

Definition 3.7. Let:E be an abstract stable set for the abstract syst.em (IT,S}'/;.«

); then the set of Weakly Negotiation-Proof Nash Equilibria (WNPNE's) of 9 is

given by

WE == {x E SPI? 13ex E :E such that x = j(ex)}.

Consider the following game [from Bernheim et. al. (198ï)] repeated twice

withollt discounting.

TABLE 3.9

5,5 0,6 0,0

6,0 4,4 0,0

0,0 0,0 ??-,-
• U

M

D

L C R

•

There exists a unique "VNPNE: In the first period, players choose (U, L); the

second period play is (D,R) if any player deviates in the first ~eriod and (M, C)

otherwise. The equilibrium payoffs are (9,9).

Renegotiation-proofness entails that renegotiation precedes f.'1If.'1"!I subgame. For

e.'Ctensive form games with finite number of stages, we can use a simple recursive

definition as in, for example, Bernheim and Ray (1989) and Ferreira (1996).

Definition 3.8.

(1) For a single stage game g, xE Z is renegotiation-proof if and only if il. is

a WNPNE.

(2) Let t > 1. Assume that renegotiation-proof equilibrium has been de­

ftned for all games with less than t stages. Then for any game 9 with



•
G1 CIIAI'TER 3. NEGOTIATION-I'ROOF NASH EQUILIBRIUM

t stages, x E Z is renegotiation-proof if and only if x is a VlNP"E for

ç == (N,2,{u;hEN), wh(~e

2 = {x E Z jthe restriction of x to any proper subgame of g

constitutes a WNPl\TE for that subgame}.

•

•

For the example in Table 3.9, the unique WNPNE is not renegotiation-proof:

player l, say, will deviate in the first period by playing M, being certain that in the

second period player 2 will join him to renegotiate and abandon the punishment

equilibrium (D, R) for (M, C).20 The unique renegotiation-proof equilibrium is

to repeat (M, Cl, which yield payoffs of (8,8).

Renegotiation-proof equilibrium exists for finite games.

Proposition 3.5. Let g be a finite game in extensive form. Tben tbere exi"ts

a renegotiation-proof equilibrium. Moreover, every negotiation-proof equilibrium

is subgame perfecto

3.5 Discussion

3.5.1 CPNE and the Nestedness Restriction

One of the motivations to defi.ne NPNE and WNPNE is to resolve the nest­

edness restriction and the myopia embedded in thé! defi.nition of CPNE. l first

cliscuss briefiy severa! notions in the literature that attempt to rela.x the nested-

ness restriction.

Recall, first, the following defi.nition of CPNE using von Neumann and Mor­

genstern abstract stable set (Greenberg 1989 and 1990). For a game g, let

D ={(S,x) 1SeN and x E Z},

and for (S,x) and (T,y) in D,

(S,x) L (T,y) <==> Tc S,XN\T = YN\T, and x -<s y.

20lf the game is repeated more than twice, eacb player is certain that players 1 and 2 will
ren~'gotiate etJerY lime he or his opponent deviates.
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Thcorcm 3.5 (Grccnbcrg 1989). Let K be an ab~1;ract ~1;ab1e set for (1). .':).

Then the set ofCPNE'sisgh'en b.r{x 1 (N,x) E K}.

The ilestedness restriction is evident in the above definition. This (nest.edness)

restriction can be relaxed in several ways, depending on whether the agreements

of a deviating coalition are common knowledge [see Greenberg (1994)]. In the

"coalition contingent threat situation" (Greenberg 1990), each deviation is made

publicly (and is hence common knowledge) and further deviation.~ are not. re­

stricted 1.0 subcoalitions. This negotiation process is delineated by a dominance

relation on Z21 defined as follows.

x L. ' y - 35 c N, such that XN\S = YN\S, and x -<s y.

The abstract stable set for the abstract system (Z, L.' ) consists of those and only

those agreements that players, who may be myopic, can reach in open pre-play

negotiation. Such an abstract stable set may contain strategy profiles that are not.

Nash equilibria [sec Greenberg (1990)], in which case, il. is necessary 1.0 enforce,

via binding contracts, these agreements, or 1.0 assume that 9 is not played as an

one-shot noncooperative game.

Axee M (1994) argued that "coalition building" often occurs in political situ­

ations; that is, new members are added efficiently 1.0 an existing coalition sc that

the final outcome benefits aU members of the new coalition. Therefore, the nest­

edness restriction of CPNE is "inverted". This implies that cooperation becomes

possible in prisoner's dile=a, since once a coalition forms, il. will never break.

The nestedness assumption can aiso be relaxed under the assumption that the

agreements of a deviating coalition are not co=on knowledge. Loosely speak­

ing, the negotiation: process underlying the definition of CPNE can be viewed as

follows: A deviating coalition 5, upon reaching an agreement among its members,

leaves the scene of negotiation and members of 5 will never approach nonmem­

bers. In Chakravorti and Kahn's (1993) definition of "universal coalition-proof

21Without the nestedness assumption it is sufficicnt to define the dominance relation on Z.
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eqllilibrillm", a subset of 5, say T, is allowed 1.0 approaeh and attraet sorne mem­

uers t.hat. are not in 5, say sorne Q c N \ S, in eontemplating further deviations.

Sinee Cd is not aware of the previous agreement of S , Chakravorti and Kahn pos­

tulated that Q joins l' only if any aetions of T u Q that hurt sorne member of Q

will also hurt sorne member of T. Moreover, in defining their notion, Chakravorti

and Kahn employed semi-stable set (Roth 1974) rather than (abstraet) stable set

used in this paper.

3.5.2 Agreements among Farsightcd Players

Study of agreements among farsighted players in strategie environments ean

be found, for example, in Chwe (1994) and Xue (1995), where a strategie form

game is a special case of the model [introdueed in Chwe (1994)] they analyzed.

Chwe (1994) formalized Harsanyi's (1974) "indirect dotninanee" in an attempt

1.0 capture foresight. For a normal form game, a strategy profile y is said 1.0

indirectly dotninate another strategy profile x if y cao be reached from x through

a succession of deviations, and al. each "stage", the deviating coalition prefers

y 1.0 the agreement from which il. deviates. Thus, this indirect dotninance is

defined on the set of strategy profiles. Based on such an indirect dominance, Chwe

(1994) defined "the largest consistent set (LCS)" and applied il. 1.0 the negotiation

processes underlying the "coalitional contingent threat situation" and CPNE. In

both cases, LCS may involve agreements that are not Nash equilibria. Moreover,

the implicit behavior assumption [See Xue (1995)] underlying the LCS is different

from the one embedded in the notion of abstract stable set that has been used

1.0 define NP:NE and WNPNE. Chwe (1995) also applied LCS 1.0 open pre-play

negotiation but assumed that players only consider Nash equilibrium strategies in

the negotiation; while in this paper a coalition may deviate 1.0 an agreement that

is not necessarily a Nash equilibrium, as long as such a deviation will eventually

lead 1.0 some final agreement (necessarily a Nash equilibrium) that benefit ail its

members. Furthermore, Xue (1995) showed that indirect dominance captures only
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partial foresight. in t.hat. it. ignores deviat.ions on t.he \Vay to t.he tinal ab'Te<'n1t'nt~.

Xue (1995) offered a formalizat.ion of pcrfcct fom,ighl. by considering t.Le "paths"

of deviat.ions. The not.ions of NPNE and WNPNE are built. on t.his formalization

of perfecto foresight..

3.5.3 Correlated Strategies

CPNE can be e;l(tended 1.0 allow for correlat.ed st.rat.egies. In lvloreno and

Wooders (1994), for e.'l:ample, a correlat.ion device (or mediator) is available e\'ery

time a coalition forms, and a coalitional deviation is carried out through such a

correlation device. In their notion of "coalition-proof correlated equilibrium", self·

enforceability of a deviation resembles that of CPNE. Correlat.ed st.rat.egies can

also be introduced 1.0 the pre-play negot.iat.ion analyzed in t.his paper, and t.hen

players bargain to deterIDine which correlated equilibria are negotiat.ion-proof. If

a corr.?lated equilibrium is negotiation-proof, then thi~ equilibrium is implement.ed

by the corresponding correlation device that makes a private recommendation 1.0

each player.

3.5.4 Concluding Remaries

T..:. model pre-play communication is no doubt a task of great difficultYi this dif­

ficulty is magnified only by the restrictive framework of dynamic games. Instead

of modeling how messages are interchanged among the players, this paper offers a

model of pre-play co=unication in which players negotiate openly and directly.

l assume that co=unication admits the possibility of coalition formation in that.

any group of players can coordinate their choice of strategies, thereby making

joint objections in the negotiation. l set aside the details of communication that.

lead 1.0 the formation of a coalition; instead, l assume that every coalition can

form and exploit rationality of the self-interested players 1.0 ascertain which coali­

tions will actually form (or "survive"), thereby fully capturing noncooperative

behavior intrinsic 1.0 a noncooperative game. Moreover, a strategy profile x is

not negotiation-proof as long as there exists one coalition of rational and self-
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int.erest.ed players who will ultimately benefit by making an objection t.o x. Thus,

it. is not. necessary to stipulate that only a particular coalition or player can object

t.o X. 22

As the analysis in this paper indicates, pre-play negotiation does not nec­

e;.<;arily pin down the exact equilibrium to be played. If agame has multiple

negotiation-proof equilibria, one solution might be to randomize (through the use

of a correlation device or mediator) with equal probability among these equilib­

ria, on the ground that pre-play negotiation has exhausted ail the ~bargaining

power" embedded in the structure of the game, and hence ail negotiation-proof

equilibria &re equaily "plausible". This is similar to the idea that a exogenous rule

is employed to break a tie. Such a solution is obviously more prescriptive than

descriptive. Alternatively, one may argue that co=unication does not offer a

compelling justification for equilibrium analysis when multiple negotiation-proof

equilibria arise [see also Rabin (1994)], and resort to weak solution concept like

mtionalizabüity. If one does insist on equilibrium analysis, it might be neces­

sary to consider a equilibrium selection procedure such as the one proposed by

Harsanyi and Selten (1988), who used an evolutionary process to identify a unique

equilibrium.

ApPENDIX

Proof of Lemma 3.1. Assume otherwise that a E :E(TIa ), but al", !I. :E for some

x E a. By e>.,1:ernal stability of :E, there exists {3 E :E such that t al", < {3. By

Definition 3.2, a < {3, contradicting the internal stability of :E. •

Proof of Proposition 3.2. Since < is acyclic, by a theorem of von Neumann and

Morgenstern (1947), (TINE, <) admits a unique abstract stable set :E. Bye.xter­

nal stability, :E =f 0. Therefore, the set of NPNE's is nonempty and uniquely

defined. 1

22Tbis is onc or thc important rcaturcs .hat di>.1;inguish thc graph l'rom an extcnsivc from
gnmc.
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l'roof of Corollary :J.:J. Sinee NE is finite and the set of 1\ash equilibria ean b<'

weakly Pareto ranked, < is strictly aeyelie. Then, it follows from Propositiun 3.:.!

that the set of NPNE's is uniquely defined and nonempty.

Let. x be the Pareto efficient Nash equilibrium within NE and ~ 0= {{\ E TI;\' l,' 1

f(a) = x}. Then,.8 E TINE \ ~ if and only if f(.:3) -'-N x. Sinee J(;3)-·,v J' •

.13 < x. Therefore, f3 E TIN E \ ~ if and only if f3 < x. But x E ~. Henee:S i~

stable for (TINE, <). Uniqueness follows from the faet that ~ must be eunt.ained

in any stable set, since for ail a E ~, there does not ex.ists .13 E TIN /,; such that

Q < f3. •

l'roof of Proposition .1.4. We need only to show t.hat (TIN E, «) admit.s a uniqne

abstract stable set. By a theorem of von Neumann and Morgenst.ern (194;), il.

suffices to show that « is strictly acyclic. That is, there does not e.'Cist an infinit.e

sequence cf paths Ql,Q2, ... in TINE such that o:i « o:i+ 1 for ail j = l,:.! ....

Indeed, let al, Q2, •.• be a sequence of paths in TIN E such t.hat (:ri «<ri ll for all

j = 1,2.... l daim that i < j implies that Qi ,p o:i. Ot.herwise, Qi « ni Il «
... « o:i = Qi; hence ai < ai+ 1 < ... < o:i = ai. Then, by Definit.ion 5,

ai 1:- Qi+!. A contradiction. TIN E is finite since NE is finite. Thus, al, a 2 , ...

must be a finite sequence and hence « is strictly acyclic. •

l'roof of Proposition 3.5. Since 9 is finite, recursively app!ying Proposition 3.4

yields the existence of renegotiation-proof equilibrium. The second assertion fol­

lows from Definition 3.8 and the "one-stage deviation principle" . •
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Chaptcr 4

Self-enforcing Agreements ~n Infinitely Repeated
Games

This chapter defines the notion of "stable (self-enforcing) agreements" in infin­

it.ely repeated games where players can coordinate their actions but cannot make

binding contracts. It differs from renegotiation pTOofness in that it ailows for any

coalition to deviate, and moreover, a deviating coalition does not count on rene­

got.iat.ing with nonmembers. In addition to its intuitive appeal, stable agreement.s

can resolve the conflict between efficiency and renegotiation: the set of stable

agreements is nonempty and efficient (within the set of subgame perfect equilib­

rium outcomes) for a large c1= of games inc1uding ail two-player games and all

games for which every efficient subgame perfect equilibrium path is stationary.

4.1 Introduction

The theory of repeated games has succeeded in e.',<plaining cooperation through

long-term interactions: a cooperative outcome can be supported by a subgame

perfect equilibrium of an infinitely repeated game. Thus, cooperation can be

achieved through self-enforcing agreements, provided that only unilateral devia­

tions are considered. However, this very "folk theorem" asserts that, in general,

any feasible and individuaily rational payoffvector can be supported by a subg-<UIle

perfect equilibrium [see, e.g., Fudenberg and Maskin (1986)]. In particular, many

Pareto inferior payoffs can be supported by subgame perfect equilibria. Thus,

repetition ailows for, but by no means singles out, cooperative outcomes.

The literat.ure on renegotiation-proofness in infinitely repeated games [see, e.g.,

Bernheim and Ray (1989), Farrell and Maskin (1989), Asheim (1991)] attempts to

refine the set of subgame perfect equilibria by assuming that the grand coalition

(and only the grand coalition) has the opportunity to negotiate anew (out of a

"bad" equilibrium) after every history. A:A i=ediate question that arises is why



are deviations restricted to single players or else the grand coalition"? In addition.

",hy is it that only the grand coalition can renegotiate'! \Vhile both individnal

rationality and Pareto optimality are important. coalitional rationality shunld

also be considered. There is another, and more snbtle rea.~un tu ubject to t Ill'

notion of renegotiation-proofness. As 1 shaH shortly ilhlstrate, it entails that the

grand coalition must renegotiate after e'lery history. This is a very demanding

assumption: Each player, in contemplating a deviation, is certain that thl' g.Tand

coalition will necessarüy form to renegotiate. In particnlar, the grand cualition

might renegotiate toward the very (cooperative) ontcome from which dcviatiuns

will occur, precisely because of the imposition of renegotiation. This is illnstrat,ed

through the e.'\:ample in Table 4.1 taken from Asheim (1991).

TABLE 4.1

•
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3,3 -5,-5 -5,-5 -5,4

-5,-5 1,2 -5,-5 -5,3

-5,-5 -5,-5 2,1 -5,2

4,-5 2,-5 3,-5 0,0

•

Suppose that this &=e is repeated infinitely many times and the discunnt

factor is 0.5. Let 11" denote the path of the infinite repetition of (al, a2)' Note that

11" can only be supported by a subgame perfect equilibrium with Pareto inferior

punishments: Player 1'5 deviation (to dIl is punished by 11"1, the path of playing

(bhb-l ) for one period and then reverting to 11". Similarly, Player 2'5 deviatior. (tu

d2) is punished by 11"2, the path of playing (CI, C2) for one period and then reverting

to 11" .23 These punishments are subject to "renegotiation": Player 1, for example,

can deviate to dl> because he realizes that at the next period players 1 and 2

will definitely renegotiate in order to avoid the Pareto inferior path 11"1. It foHows

23If, in addition, l'layer i e {1,2} deviatcs from "'j, i e {1, 2}, "'i rcstaN. This specilies a
simple stmtegy profile in the sense of Abrcu (1988).



that 1f is not supported by a renegotiation-proof equilibrium. In fact, the onl)"

sllbgame perfect eqllilibrillm that is not subject 1.0 renegotiation (see Section 3) is

t.he infinite repetition of the Nash eqllilibrium of the stage game, (dl, d2), which

yields each player the lowest payoff within the set of subgame perfect equilibria.

As our discussion above demonstrates, the imposition of renegotiation after ev­

ery history may weil be implausible: After a player deviates, the grand coalition

renegotiates only 1.0 find itself in the same position in the next stage. When this

OCCllr5, the deviating player can no longer count on r'.megotiation. The model pre­

sented in this chapter captures, among other things, this phenomenon: deviating

players cannot count on renegotiating with the rest of society. More specifically,

my model builds on the following three ingredients: First, l allow every coalition,

not oniy single players and the grand coalition, 1.0 deviate. Second, a deviating

coalition (or player) believes that other pla;'ers will not be willing 1.0 renegotiate.

This is captured formally by assuming that nonmembers of the deviating coalition

will partition themselves into singletons (and thus, will not be able 1.0 correlate

their actions). Thus, a ·:oalition bases its deviations on what il. can "enforce"

by solely coordinating the o.ctions of its own members.24 The third ingredient of

the analysis in this chapter is that players are assumed 1.0 be "conservative" or

"uncertainty averse" in the sense that they always fear the worst outcome, from

the set of "plausible" outcomes. l then define the notion of "stable (self-enforcing)

agreements" .

•

•
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When applied 1.0 the example in Table 4.1, the oniy stable agreement is 11".

Indeed, a single player, in contemplating a deviation from the cooperative outcome

11", realizes that the other player will not be willing 1.0 renegotiate. Therefore, a

single player, by acting alone, cannot avoid any punishment (subgame perfect)

equilibrium, and hence will not deviate from 11". The grand coalition {1,2}, on

24'l'hcre are, of course, other possibilities that may well be worth pursuing. What 1 point out
in thi8 chapter i8 that the exi8ting Iiterature on "renegotiation proofness" should be examined
more carefully, and that the results of such an examination may be encouraging.



the other hand. will deviate from any Pareto inferior outcorne. in particll1ar. thl'

infinite repetition of the Nash equilibrium of the stage game (d lo d2 ). since its

members can jointly ~enforce" rr. from which, as argued above. no single player

will deviate.

•
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•

•

The organization of the rest of this chapter is as follows: In Section .J..:! 1

formalize the notion of ~stable (self-enforcing) agreements". which incorporates

both coalitional rationality and dynamic consistency. 1 also investigate sorne

properties of stable agreements. In Section 4.3 the notion of stable agreements

is related to severa! notions in the literature including renegotiation-proofness.

perfectly coalition proofNash equilibrium, and the {3-core. AlI proofs are relegat.ed

to the appenclL"(.

4.2 Self-enforcing Agreements

In this section 1 fOrD.1ally define the notion of ~stable (self-enforcing) agree­

ments" if coalitions can Corm and no binding agreements can be signed.

Consider a (stage) normal form game g = (N, {Ai};eN,{Ui};eN), where N is

the finite set of players, Ai is the action set of player i EN, and Ui : A -> !R is

the payoff function of player i EN, where A = nieN Ai. For every i E N, Ai is

assumed to be compact and Ui continuous. Let g"'" denote the Infinite repetition

ofg and let n denote the set ofpaths (action profiles), i.e., n = A""'. AlI players

discount future payoffs using the same discount factor li E (0,1). Thus, player i's

(normalized discounted) payoff from a = (al, a2 , ... ) E n is

"'"
Ui(a) = (1 -li) ï)tu;(at).

t=1

Let H = U~oA'r, where AO =0, be the set of all histories. A (pure) strategy for

i E N is a mapping li: H -+ Ai.

A stable agreement (for N) is a path in n from which no coalition SeN

would wish to deviate.25 Let PEP denote the set of perfeet equilibrium paths, a

2:lAli inclusions in this chapt",. are wenk•



Definition 4.1. A standard of behavior (or norm) is a mapping a that assigns

1.0 every 8 c N a subset of PEP.

set. t.hat. is assumed t.o be nonempt.y. For a E PEP and T 2: 1, let. oiT denot.e the

cont.inuat.ion of (r from T (including T) on. Suppose a path a E PEP is considered

by the grand coalition N. A coalition 8 eN, in contemplating a deviation from

Q al. sorne period T 2: 1, has 1.0 compare oiT with '"the set of paths that are likely

t.o OCC1Jr were S 1.0 deviate" .26 Denote this set by 0'(8 1 0, T). Paths that do not

belong 1.0 11(S 10, T) are considered ~implausible" continuations should 8 deviate

from a al. stage T.

To make the analysis more tractable and in view of the fact that ail continua­

t.ions of the game, from any history, are isomorphic 1.0 goo, l assume that for aU

0, a' E PEP and all T, T' 2: 1, and for every 8 c N, 0'(8 1 a, T) = O'(S 1 a', T').

Thal. is, the mapping 11 is assumed 1.0 be indE'oendent of histories. While this is,

certainly, a restrictive assumption, il. is weaker ~han that of stationarity in the lit­

erature ofrenegotiation-proofness, because the latter entails that such a mapping

is also independent of 8 (see Section 3).

•

•
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Following Greenberg (1990), l shall require that the standard of behavior a be

~stable": 11 must be Cree of inner contradictions, i.e., "internally stable" and al.

the same time must account for every path il. exdudes, i.e., ~externaily stable".

As emphasized above, l assume that when a coalition 8 deviates its members

belleve that non-members will partition themselves into singletons. Therefore,

in determining 0'(8), 8 considers only further deviations of two forms: either by

a single individual in N \ 8, or, by subsets of 8.27 Thus, within our conte.....-r.,

~internal stability" stipulates that for ail 8 c N, if a E 0'(8) then there do not

e.,ist a coalition T C 8 or T = {i} for some j E N \ 8 and a stage T 2: 1 such that

~T prefers u(T) 1.0 aiT'" And, "external stability" stipulates that for ail 8 c N,

26An important part of the analysis that follows concems the nature of this set.
27'Rt.'Call thnt agrccments are non-binding.
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if a E PEP \ a(S) then there exist coalition 7' C Sor 7' = {j} for sorne j E IV \ S

and a stage T :::: 1 such that "1' prefers 17(7') to aiT," The standard of behayior (J

1s stable if it is both internally and e.xternally stable.

To formally define stability, we must first be precise on the meaning uf "'/'

prefers 17(1') to aiT"' or, more generally, on the meaning of "7' prefers .'! tu n"

w!l.ere A is a subset of PEP and a belongs to PEP. To motiyate onr delinition

ofthis preference relation (between a single path and a set ol paths), consider the

infinite repetition of the following 3-player game,

TABLE 4.2

R. r e r

u 9,0,1 0,0,2 u 9,0,1 0,0,2

d 0,0,1 0,9,1 d 0,0,1 0,9,1

• A B

•

where player 1 chooses rows, player 2 chooses columns, and player 3 chooses

matrices. l claim that the coalition l' = {l, 2} ~prefers A to Cl<", where A = P I~P

and a is the agreement (in A) that results from ~epeating (u, r, L) forever".

Indeed, observe that players 1 and 2 can coordin"te their actions in the following

way: After any history, play (d, R.) if player 3 is currently playingU R; play (u, e)

if player 3 is currently playing L and if (u, R.) has been played no more times than

(d, r); otherwise play (ct, r). By using these coordinated actions, both players 1

and 2 would be better off than they are under Cl< from any path that might result.

It is important to note that players 1 and 2 can only coordinate their oum actions,

and such a coordination might not suffice to define a unique path. Indeed, player

3's choice is not determined. He can (~ationclly") choose, at each stage, either

L or R. But, no matter how player 3 would play, by coordinating their actions,

28Since Cl: is an agreement, the actions of players 1 and 2 may depend also on the currenl
action of player 3.



players 1 and 2 would be better-off than they are under 0.
29

It is precisely this reasoning that underlines the following definition.•
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Definition 4.2. Let T C 11/, A c PEP, and 0 E PEP. We say that T prefcrs il

lu Q if there e.xists a set 13 C .4 such that

(i) 13 E B -=fill) E B such that for some r ~ l, f3t = I)t for ail 1 < T,

fJ: T = I):'T' and fJf t- 1)1j.;

(ii) U;(o) < Ui (f3) for all f3 E B and for al! i E T.

Condition (i) captures the fact that members of T cao coordinate their actions,

and condition (ii) captures the fact that the set of paths that respect this coor­

dination and the original set A, are preferred byeach (conservative) player in T

over the agreement o.

DcfilÙtion 4.3. A standard of behavior u is stable if for al! SeN, a E PEP \

u(S) -= 3T ~ l, TeS or T = {i} for some j E N \ T, such that T prefers u(S)

to aiT'

Let u be a stable standard of behavior. The set u(N) is called the set of

stable (or self-enforcïng) agreements. The set of stable agreements, u(N), captures

coalltional rationality and dynamic consistency: it contains those and only those

agreements in PEP that are not rejected by any SeN whose members are aware

of and believe in u, and realize that subsets of S or single players may pursue

further deviations, and that any coalition that further deviates goes through the

saIne reasoning. The reader is invited to verify that in the example in Table 4.1,

tohis set consists of the unique (Pareto) efficient perfect equilibrium path (PEP),

i.e., u(N) = {71"}.

It is evident that our definition of a stable standard of behavior is inspired by

the theory of social situations. Indeed, (see, e.g., Greenberg (1989)) the standard

:!9Thj,; cxample also iIIustratcs ',he importance of considering ail coalitional deviatioDS, .inee
the grand coalition j,; not lii.le to improve upon, for example, the infinite repetition of (u, T, L).



of behavior that assigns 1.0 each subgame the set PEP is -conseryati\'ely SI abl.....

in the sense that•
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Q E fI \ PEP <==>3T 2:: LiE N, and bi E Ai s.t. [ii(nIT ) < Ui((bi•n~i)' 3).

"i;3 E PEP.

Our definition builds on this result and e.'(tends il. to allow for coalitions 1.0

deviate. This e.'-"tension ~omplicates the analysÎS in two ways. When deviations are

restricted to single players, (1) il. is sufficient to consider ooly one st.age deYial.ion

( because goo is continuous al. infinity), and (2) the set of actions a deyiating

player i E N cau take is not restricted; il. cau be any element b; in Ai. Neithcr

(1) nor (2) remain valid when we e.'(tend, as we do, the analysis 1.0 aliow for

coalitions 1.0 deviate. Indeed, the e.'(ample in Table 4.2 above illustrates t.hat

when coalitions can fonn, the "one-stage deviation principle" does not hold; wc

must allow coalitions 1.0 coordinate their actions in several (or infinite) stages. A

coordinated one-stage deviation may not suffi.:e 1.0 make every member bettcr-off.

Now l shall illustrate, through another example, that a coalition 8 C N cannot

base its deviation on arbitrary actions in As = ILes Ai. Coru.ider the infinite

repetition of the prisoner's dilemma in Table 4.:3 and assume (j = 0.4. Il. is easy

1.0 verify that the cooperative outcome of the infinite repetition of (d,f) cannot

be supported by a subgame peneet equilibrium. In fact, the unique PEP, 11", is

1.0 repeat (u, r) infinitely. Let u be a standard of behavior such that u(8) = 11",

for all S C {1,2}. Were we 1.0 consider the joint deviation of {1, 2} from 11" al.

some period 1.0 (d, il, 11" would be ruled out. Such a deviation, however, cannot

be carried out without a binding agreement, since itself is subjeet 1.0 individual

deviations. To insist upon the self-enforceabilit:r of all agreements, a coalitional

deviation has 1.0 be consistent with u. Therefore, 11", the unique PEP, will be the

unique stable (self-enforcing) agreement.

Now l proceed 1.0 investigate some properties of stable agreements. The follow­

ing lemma indicates that individual deviations (in Definition 4.3) do not rule out
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TABLE 4.3

e r

"IL

d

3,0

2,2

1,1

0,3

•

•

any PEP. This assertion holds even if the deviating player cao choose an arbitrary

action at the period of deviation. This is in contrast to the notion of renegotiation

proofness, which entails that a deviating player, believing that the grand coalition

will necessarily renegotiate, may deviate from a PEP (see Sections 4.1 and 4.3).

Lcmma 4.1. Let a E PEP. Then there do not exist T ;:: 1 and i E N such that

i prefers PEP to al,.. In fact, a E PEP if and only ifthere do not exist T ;:: l,

i E N, and bi E Ai such that i prefers {b} x PEP to al... where b = (bi,a:i)'

Therefore, ta derive PEP rather than impose it, we cao modify Definition 4.3

by maintaining that a deviating player i E N cao choose arbitrary action in .4i

at the period of deviation.

The following proposition states that the stable standard of behavior exists30

and stable agreements are efficient within PEP if every efficient path a E PEP

is "stationary", i.e., a = (a, a, a, ... ) for some a E A, as was the case for the

e.,ample in Table 4.1.

Proposition 4.2. There exists a stable standard ofbehavior u such that u({i}) =
PEP, for aIl i E N. Moreover, if every efficient PEP is "stationary", then every

stable agreement in u(N) is efficient (withïn PEP).

The following lemmas provide sufficient conditions on the stage game to guar­

antee the nonemptiness of u(N). Again, the example in Table 4.1 satisfies each

condition."

30Recall that for every i E N, Ai is compact, Ui is continuous, and hence the set of PEP is
compact [500 Abreu (1988)].
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Lemma 4.3. IfINI = 2, tben a(N) coincides witb t}le efflcient frontier of FEl).

Lemma 4.4. IfPEP admits a unique efflcient pat1J n, t}lezl a(N) = {n}.

Remark 4.1. More general sufficient condition to guarantee the nonemptiness uf

a( N) is yet to be established. l have bE'en unable to find a counter e.'Cample snch

that a(N) = 0. Even if for some game a(N) = 0, i.e., the grand coalition cannut.

reach any self-enforcing agreement, a stable standard of behavior CT can still be

useful: By external stability a cannot be empty valued (i.e., there e.-cists SeN

such that a(S) f 0), therefore, a will "predict~ the coalitions that are likely t.u

fotm.

4.3 Related Literature

4.3.1 Renegotiation Prooft1.ess.

The notion of stable agreements is motivated by the difficlùties in the renego­

tiation proofness literature, and defined by applying the notion of stability and

"the theory of social situations~ (Greenberg 1990). Application of t.he notion of

stability and the theory of social situations to repeated games can be found in

Greenberg (1989) and Asheim (1991). In this subsection, l shall provide a brief re­

view of several theories of renegotiation-proofness that exhibit clifferent attempts

to improve the notion of renegotiation-proofness, and show that existinp, difficul­

ties cannot be resolved under the assumption of renegotiation. T:"e notion of

stability and the theory of social situation, again, provide a common framework

for our discussion.

Definition 4.4. Let :E c PEP. Then :E is31

(i) intemally R-stable if for every n E :E, (1) there does not exist T > , "llch

31Note that "N prefers I: to QIT" Ï>l equivalent to "there exÏ>lts f3 E I: such that u.({3) >
U.{QjT) for ail i EN". To facilitate comparÏ>lOn with the definition of stable agrœments in the
previous section, we rctain the same notations as in the prcvious section. ALso, 1 distinguiHh
individual deviations from the deviations of the grand coalition to allow a deviating l'layer ta

choose any b. E A; at period T. Such a di>."l.inction is unneccssary in the definition of .table
agreements, in view of Lemma 4.1•
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t.hat N prefers I: to aiT and (2) there do not exist T ~ 1, i E IV and

bi E Ai such that i prefers {b} x I: to aln where b = (bi,a:i):

(ii) exlernally Il-slable if for every a E PEP \~, (1) there exists T ~ 1 such

that N prefers I: to aiT or (2) there e.xist T ~ 1, i E N and bi E Ai such

that. i prefers {b} x I: to aln where b = (bi,a:i)'

•

•

l label the stability notion in the above definition R-stability for its relation to

renegotiation-proofness, which considers only deviations of single players and the

grand coalition and imposes renegotiation after every history. Note the stationar­

il.Y of~: I: is independent of either histories or deviating coalitions (singletons or

the grand coalition). Two equivalent notions of renegotiation-proofness, weakly

renegoliation-proofness (WRP) (Farrell and Maskin, 198i) and internal consis­

tency (IC) (Bernheim and Ray, 1989), can be defined as follows.

Definition 4.5. I: is internally R-stable if and only if {x E~ 1 Xi = Ui (a), a E I:}

is weakly renegotiation-proof (internally consistent).

Therefore, WRP and le test only for internai R-stability. In general, internally

R-stable set need not be unique and one internally R-stable set may contain a

path that is Pareto dominated by some path in another internally R-stable set.

To solve this problem, Farrell and M<lSkin (198i) proposed strong renegotiation­

proofness (SRP). Let ~ and ~' be internally R-stable. Then ~ is "dominated~

by I:', denoted I: < ~', if there exist Q E ~ and {3 E ~' such that Q is Pareto

dominated by {3.

Definition 4.6. If ~ is internally R-stable and there does not e.xist another

internally R-stable set ~'such that ~ < :E', then {x E~ 1 Xi = Ui(Q),Q E~}

is strongly renegot.iation-proof.

However, the criterion in the notion of SRP is too demanding of a "candidate"

set ~. As a result, a SRP set may not exist. Bernheim and Ray (1989) insisted

that the "challenging" set :E' should itself not be subject to such challenges, and



propose the notion of c071.,istent seL Let ~ and ~' be internally R-stable. Thel; ~

is "indirectly dominated" by :E', denoted ~ « :E'. if there e.,ist a !inite seq1lence•
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f . Il R bl ~ ~ h h ~ ~ ~ \~Io mterna y -sta e sets. ~1, ... • ~k suc t at ~ < ~I < ... < ~k < ~.

Definition 4.7. Let :E be an internally R-stable set s1lch that :E' « ~ for l'very

internally R-stable set :E' such that :E « :E'. Then. {x E ~N 1 Xi = (Ti(n). n E ~}

is consistent.

The notions of SRP and consistent set, however, may. on one hand. eliminate

subgame perfect equilibria that are defeated only by equilibria that are themselws

not viable [see, e.g., Asheim (1991), Bergin and MacLeod (1993)]. and. on the

other hand, may fail to account for every path they exclude. To resolve t.hese

issues, the notion of Pareto perJeet equilibrium (PPbj in infinitely repeated games

(Asheim, 1991) - the e.'i:tension of Pareto perfection in finite:ê' repeated garnes

(Bernheim and Ray, 1985) - insists on both internai and e.,ternal R-stabilit.y. In

particular, ~"ternalR-stability implies that non-viable equilibria must be defeat.ed

by viable OI!~. Under the stationarity assumption, Pareto perfect. equilibri1lm is

defined as follows:

Definition 4.8. Cl< is a Pareto perfect equilibrium (PPE) path if and only if :E is

bath internally and externally R-stable 3.l\d Cl< E :E.

However, the existence of a stable :E is problematic l'ven in simple two-player

games: For the example in Table 4.1, the infinite repetition of the Nash equi­

librium of the stage game, (dl> d:l), constitutes the unique nonempty internally

R-stable set. Thus, it is the only candidate for a Pareto perfect equilibri1lm

path. But this path cannot account for the exclusion of other perfect equilibrium

paths. Consequently, Pareto perfect equilibrium fails to exist. Relaxing the as­

sumption of stationarity, existence 'li Pareto perfect equilibrium is restored [see

Asheim (1991)]. But in this case, there are multiple Pareto perfect equilibria:

infinite repetition of (at.C12), (bt.b2), (Ct.C2), or (dt.d2) can each be supported
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bya Pareto perfect eqllilibrium. Asheirn (1991) concluded that this is due to ··the

inherent difficulty of imposing renegotiatior,-proofness" in such a case.

The multiplicity of theories of renegotiation-proofness has demonstrated the

attempts to improve the notion of renegotiation-pr"ofness. The attempts dis­

cllssed above, however, maintain the assumption that r·_negotiation occurs after

"'Je""j history. This implies, from a deviating player's point of view, that after his

deviation, the grand coalition will neœssarily form to renegotiate. This assump­

tion may weil be implausible as illustrated by the example in Table 4.1: A player

deviates from TC, counting that the grand coalition negotiates back to TC itself; the

grand coalition never realizes that it is :ts renegotiation back to TC that encourages

a single player to deviate from TC. Moreover, the imposition of renegotiation after

every history results in a confiict between efficiency and renegotiation. Indeed,

the infinite repetition of the Nash equilibrium of the stage game, (dl> d2 ), is the

unique WRP equilibrium and the unique SRP equilibrium, and it also gives rise

to the unique consistent set. This equilibrium, however, is unanimously least

preferred among the set of subgame perfect equilibria (SPE).

Pearce (1987) recognized that imposition of renegotiation after every history

may be too strong: Cooperation requires punishments, so any theory of renegoti­

ation should consider how renegotiation affects the sustainability of punishments.

In Pearce's notion of renegotiation-proofness, renegotiation occurs only ifthe pro­

posed equilibrium is as good as the original equilibrium in every subgame. In the

case of Table 4.1, infinite repetition of (al, a2), (bI, 112) and (Cl, C2) can each be

supported by Pearce's notion of renegotiation-proofness.

This chapter tackles the problem of renegotiation-proofness by insisting upon

that a coalitio':l must base its deviati.on on what it can "enforce" by solely coordi­

nating the actiol.:..~ofits own members. Thus, a single player, when contemplati~

a deviation, cannot COllOt on renegotiating with the rest of the players and bas to
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consider the worst (pul'lshment) subgame perfect equilibri::m.:12 while the grand

coalition can base its de\'ia,ion on :my single PEP from which no proper snosets

wish to deviate. The notion of stable agreement. oy offering; a way ont uf t \1<'

conceptual difficulty of renegotiation-proofness, also resolves the conflict oet.ween

efficiency and renegotiation: For two-player games, where the only coalit.ion that

can form is the grand coalition, we have

(1) u(N), the set of stable agreements, cantains ooly those paths t.hat. arl'

Pareto optimal within PEP. For the e.-..:ample in Table 4.1, a(N) = {x}.

But as the same example demonstrates, WRP, SRP, and consistency may

select ooly Pareto inferior equilibria within the set ùf SPE·s. Moreover, a

PPE may aiso be inefficient [see Asheim (1991)J.3:1

(2) The set of stable agreements is nonempty. But SRP eqtùlibrinm may

fail to e.-dst [see Bernheim and Ray (1989)]. Stationary Pareto perfect.

equilibrium may aiso fail to exist. This is the ca,.<;e in Table 4.1 where

Pareto optimal payoffs can ooly be supported by Pareto inferior payoffs.

For games with more than two players, consideration of deviations of partial

coalitions is important as demonstrated by the example in Table 4.2. The notion

of stable agreements takes ioto consideration this important aspect of "coalitional

rationality" , which renegotiation-proofness fails to address.

4.3.2 Perfectly Coalition-Proof Nash Equilibri:u.m and Strong Perfcet B'IuiJ.ib-

rium.

Bernheim, Peleg, and Whinston (1987) applied their coalition proof Nash equi­

librium to dynamic games with finite horizon and proposed the notion of pcr­

fectly coalition-proof Nash equilibriurT6i.I'CPNE). This definition was extended by

32Wcre he to assume that the grand coalition woulc! ncccssarily rcncgotiatc, he would mure
likely rejcct a (cooperative) path, "" implicd by Lcmma 1 nnd Definition 4.

:J3A sufficicnt condition for SRP, consistcncy, and Pareto perfection to :ic1t.-ct only Pareto
efficient equilibria within the set of SPE's is that any efficient payoff within the set of SPE
payoffs can be supportcd by payoffs which are themsclvœ efficient within the set of SPE payon:,
[scc Asheim (1991)J. The example in Table 4.1 violatœ this condition.
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Asheim (1988) to dynamic games with infinite horizon [see also Asilis and Kahn

(1992)]. Unlike renegotiation-proofness, PCPNE considers al! coalitional de\'ia­

tions. It assumes, however, that after every history every coalition will form tl)

·'renegotiate". In particular, for two-player games, PCPNE coincides with Pareto

perfect equilibrillm (Asheim, 1991). This signifies the difference between PCPNE

and the notion suggested in This chapter.

Rubinstein's (1980) strong perJeet equilibrium is more demanding34 in that it

reqllires an equilibrium to survive al! conceivable deviations, many of which are

not credible. In particular, Pareto efficiency in the space of al! feasible outcomes

is imposed.

4..'J. 3 The ;3-core.

The ;3-core (Aumann, 1959) of the repeated game is th!! core ofits ,B-characteristic

function. Let Xi be the set of strategies of i E N, i.e., Xi = {Xi 1 Xi : li -lo .4i}'

The ,8-characteristic function v : N 2
-lo !RN is given by: for al! SeN,

v(S) = n u {u E~ l '!Lj ~ Uj(xs,x_s), 'Vj E s}.
;r_sEXs ;rsEXs

The f3-core is the set of payoff vectors ( in veN) for which there does not exist

SeN such that for some ~ E v(S), ~i > (i for al! i E S. The similarity

between our notion and {3-core is that each coalition is certain about its ability to

coordinate the actions of its members but has to consider al! contingencies created

by nonmembers. But the notion of stable agreements differs from the {3-core in

the following aspects.

(1) In determining v(S), S has to consider the entire range of strategies of the

members in N \ S, inc1uding, for example, dominated strategies of N \ s.
In the delinition of stable agreements, however, even though a deviating

coalition assumes that no coalition that contains nonmembers will form

to renegotiate, it does require individual rationality of nonmembers.

34A strong pcrfcct cquilibrium is always pcrfcctly coalition proof.
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(2) The definit.ion of .3-core doe~ not. con~ider the credibility or tlll' sl'lf·

enforceability of an "objection".:l" In the definition of ~table agreenlt'nts.

a coalition S co~iders t.he po~~ible "int.ernal" deviat.ion~ and therefure t Il<'

credibility of an object.ion i~ verified.

(3) The {3-core does not. consider dynamic consi~t.ency. In fact, .3-cure is a

notion in a static setting. Our notion captnr~ the dynamic cun~istency

al. both individuallevel (every stable agreement is in P BP) and cualitiun,,1

level.

4.4 Conclusion

In this chapter, l defined a notion of stable agreement. in infinitely rcpcateci

games where players can cocrdinat.e their actions but cannot make binding cun­

tract. The notion of stable agreements is not a new definition of renegotiat.iun­

proofness; rather it is intended to serves as an alternative to the ~tudy uf cu­

operation and equilibrium selection in repeated games through the not.ion uf

renegotiation-proofness. While it is interesting and instructive to t~t wh.::ther

a subgame perfeet equilibrium is renegotiation-proof, renegotiation-proofness i~

not and should not the only way of equilibrium selection or accounting for cu­

ordination in repeated games. Imposing renegotiation after every history i~ a

very strong assumption, particularly from the viewpoint of single players. This

motivates the study of stable agreements in this chapter. My definition of stable

agreement is based on a pessimistic view of a deviating coalition: A deviating

coalition, which is uneert.ain whether renegotiation will take place, consider thf'

worst possibility that renegotiation might not oecurj a coalition deviates only if

it ean guarantee its members higher payoffs by solely coordinate the actions of its

members. That is, in eontemplating its deviation, a coalition cannot confidently

count on renegotiating with other players, although it is possible that renegotia­

tion might actually occur after its deviation.

~This lack of "crcdibility" can be amended whcn N is finitc, as was shown by Hay (1983)
and Greenberg (1990).
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l first introduce t.he following notations to facilitate the proofs: For ..1 C j'l,'}'

and Tc N, let <PT(A) denote the subset.s Qf A that. satisfy conditions (i) and (ii)

in Definit.ion 2. Hence T prefers .-1 t.o sorne () E j'/';]' if and only if th,'n' ,'xi~t~

0'1' E <PT(A) sHch that for ail ,d E 0'1', [Ti(n) < [Ti Cd) for ail i E T.

Proof of Lcmma 4.1. Otherwise, 3i E N and O{i} E <P[PEP] sucn t.hat. [Ti(O') <

UiCS'j, where Ui(a') = rnin"E PEP Ui(a) and Ui(,,') = rnin/iE<i>'d [TiCd). Sinn'

Ui ls continuous at. infinit.y, 3ï. > 0 such t.hat. Ui(a') < UiCd'), where ;·F ~"

(S,t, ... ,.S,ï, a'). Let. T be the smallest ï. sHch that the above holds. Now. consider

the period T -1, then Ui(a') < Ui(S'T-t, a'), violating the stabilit.y of j' /';J' (see

page i).

For the second assertion, ~ir is obvious, in view of the stabilit.y of P EJ' given

on page i. The ~only ir part fo11ows from the proof of the first as.."E'rtion (wit.h

minor modificat.ion). •

Proof of Proposi/.ion 4.. 2.

The proof of existence resembles Greenberg's (1990) results on the exist.ence

of OSSB in the hierarchical situation. For each SeN, define, recursively, t.wo

subsets of PEP, A(S) and B(S), as follows:

For all i E N,

B({i}) = PEP, and

A({i}) = {a E B {il 13T ~ 1, <P{i} E <pr[B({i})] S.t. }.
Ui(a!T) < U;(J3), "113 E <P{i}"

For SeN, assume that .1.('1') and B(T) are defined for all TeS such that.

'1' i' S. Define
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13(,',') = {(> E PEP Ij3T ~ l, l' ~ S ;vith l' # S aadfr E iI>T.[B(T) \ .'1(1')] }
s,t. for ail, ET, Ui(al ... ) < [Ii (B), "I,B E <!JT.

and

/IlS) = {a E B(S) 1 3T ~ 1 and <Ps E iI>s[8(S)], S.t. for ail i E T,}
Ui(al ... ) < [Ii (13) ,"1;3 E IPs.

1 daim that 8(S) is compact for all SeN. Since PEP is a compact set,

B({i}) is compact. Therefore, for ISI > l, it suffices to show that 8(S) is closed.

Let {aj} be a sequence of paths in f3(S) with aj -> a, we need to show that

n E ptS). Otherwise,3T ~ l, l' C S with l' # S and <PT E iI>T[B(T) \A(T)] S.t. for

ail i E T, Ui (a1... ) < Ui ({3), "113 E <PT. Since Ui is a continuous function for all i EN,

there e;'<ists J such that for ail j ~ J, for ail i E T, Ui(ajl ... ) < Ui (f3),"If3 E <PT,

Then aj ~ 8(S). Contradiction.

Now, define

A.(S) = {a E B(S) j3T ~ 1 and 4>s E iI>s[B(S) \ A(S)] S.t. for ail i E T,}
Ui(al... ) < Ui(/3), "1/3 E <Ps·

1 claim that A(S) = A·(S). lfirst show that A(S) C A·(S). Consider a E A(S).

Then 3T ~ 1 and <Ps E iI>s[B(S)] s.t. for ail i E T, Ui(al... ) < Ui (/3), "1/3 E

4>s. Since 8(S) is compact, 3r ~ 1 and <Ps E iI>s[B(S)] s.t. for ail i E T,

Ui(al ... ) < Ui(/3),"I/3 E <Ps and /3 E <Ps implies /3 ~ A(S). Therefore a E A·(S).

To show the converse inclusion, assume in negation that 3a E A·(S) \ A(S).

Then a E .4·(S) implies that 3r ~ 1 and <Ps E iI>[B(S) \ A(S)] s.t. for ail

i E l' UMI... ) < Ui (/3) , "1/3 E <Ps. Then 3<p'(S) E iI>s[B(S)] such that <Ps C <P's

and <Ps # <P's. Since a ~ .4(S), "I<p'(S) E iI>s[B(S)] such that <Ps c <P's and

<Ps # <P's, 3/3 E <P's and i E S such that Ui(a) -f Ui (/3). If /3 ~ A(S), contradiction,

since /3 E B(S) \ A(S) and yet /3 ~ <ps. Otherwise /3 E A(S). Then, 3r ~ 1

and <Ps E iI>s[B(S)] s.t. for ail i E T, UMI... ) < Ui(1]), "11] E <Ps and 1] E <Ps

implies 1] ~ .4(S). Again we can replace /3 with some 1] E 4>s' If 3i E S such



that Ui(Q) ~ Ui(IJ), thenT/ ~ Os. which implies that TI need nut l.>dung é/~.

Contradiction.

="ow, l shall daim t.hat. the standard uf behayiur IT given by IT (."") = H(S) \.\ (S)

for ail 5 eN isstable.:16 Indeed, fi E l'El'\IT(S) -:=>" E [J)I~l'\H(S)ll).\(S)"

Q E [PEP \ B(S)] U .'\"(5). By the definition of 13(5) and 1\"(S). IT is stal.>ll'.

•
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To pro"e the second assertion, assume in negat.ion t.hat. there is Cl E ,,( :\' )

such that. for sorne ,:3 E PEP, Ui(Q) < Ui(.:3) for ail i E N. Then ..:1 Ife "(S).

since IONI = 1,I:/ON E cI>N[O'(N)]. By e.."ternal stability, 3T ;:: 1. TeS and

&r E cI>T[O'(T)] such that for all i E T,U;(l3lr) < Ui(1/) I:/TI E cP'/'. Since .::1 is

stationary, it follows that 3r ;:: 1, TeS and &r E cI>dO'(T)] snch t.hat. fur ail

i E T, Ui(alr ) < Ui(T]) I:/T] E <PT, violating the internal stabilit.y of 0'. •

l'TOof of Lemma 4.3. From Le=a 1 and using t.he notations in t.he prouf uf

Proposition 2, A({i}) = 0, for al! i EN and B({1,2}) = PEP. Then :I({l,:!})

coincides with the Pareto frontier of the PEP. •

PTOof of Lemma 4.4. Obvious. •

36Note that cvcry PEP is immune to individual deviation:;.
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