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Abstract

With the ever increasing popularity of built-in self-test comes an increasing reliance on
pseudo-random patterns for testing. Some faults within a circuit, however, may be hard
to detect with pseudo-random patterns. One approach to improve the deteciability of
these faults involves modifying the circuit by adding test points so that it responds more

favorably to the given test set,

A method for performing test point insertion in combinational circuits is presented.

The method is based on a combination of fault simulation and probabilistic techniques.

An implementation of the test point insertion procedure is described and results are

presented showing the effectiveness of this method on the ISCAS benchmark circuits.
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Résumé

Avecla popularité sans cesse croissante d’autovérification pour les circuits intégrés découle
une dépendance sur la qualité des vecteurs pseudo-aléatoires pour fins de test. tant
donné que certains défauts de fabrication sont difficilement détectables par des vecteurs
pseudo-aléatoires, il existe des méthodes pour améliorer la couverture de ces fautes, Une

de ces approches consiste A modifier le circuit par ajout de points de test.
Une méthode pour insérer des points de test est presentée. Fle est fondée sur deux
éléments: les probabilités et la simulation de fautes.

L'implémentation de la procedure est décrite.  Aussi, des résultats qui démontrent,

Peflicacité de cette méthode sur les circuits étalons de 'ISCAS sont préseutés.
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Chapter 1

Introduction

Improvements in technology are continually leading to increases in the level of integration
possible for clectronic circuits. Current commercial designs may include tens of millions
of transistors on a single chip. The use of hardware description languages and synthesis

tools has helped to manage the complexity in the design process.

As the complexity of VLSI circuits increase, the importance of testing procedures
becomes more apparent. The marketplace not only demands more functionality but in-
creased quality as well.  To provide this quality at the system level, it is necessary to

ensure that the individual components are of adequate quality.

The integrated circuit fabrication process is not perfect. Not all devices will function
properly. The only way to guarantee a certain level of quality is through testing. The

ideal testing procedure will identify all faulty parts.

The quality of a test can be evaluated in terms of the fault coverage that it provides.
The higher the fault coverage, the better the test. Given the large circuits thai may be
designed today, it is no longer feasible to generate test vectors manually. Automated test

pattern generation or random patterns must be used.

Unfortunately it requires more than just a desire to test chips after they are produced.
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The chips themselves must be testable.

Traditionally, engineers entering the field of VLSI for the first time, were more con-
cerned with design and function then with testing. This, of course, complicated the job

of testing these integrated circuits.

Design for testability (DIVT) techniques [WP383] have tried to addiess the issne of

making chips more testable. DT techniques such as scan design [And86, EW7T7, FRY39)
are becoming increasingly popular. By linking all the registers of a chip into a scan chain,
scan design allows a sequential circuit to be treated as a combinational one. This greatly

simplifies the test generation process.

Deterministic test gencration algorithms are exponential in time complexity and thus
are costly in terms of epu time. Alternatively, fault simulation may be used to select test
vectors from a randomly generated sequence. Both of these methods require the storage

of test patterns, typically in an external tester.

As an alternative to stored pattern testing, a psendo tandom sequence may be gener-
ated on the fly within the tester or on the chip. Built-in self-test (BIST) [McC85, TS88]
which integrates test vector generation and response compaction on chip reduces the need
for expensive high speed external test equipment. A typical BIST implementation uses a
pseudo random soutce, such as an linear feedback shift register (LISR) to apply pattens

to the circuit under test (CUT).

Not all circuits are susceptible to random patterns. Some faults within the cirenit may
be hard to detect with random patteins. One approach lo improve the detectability of
these faults is to adjust the test vectors using schemes such as weighted random patterns.

‘ Another appreach involves modilying the circuit so that it responds more favorably to

‘; the given test set.

This thesis explores the latter approach in terms of the addition of control and observa-
tion peints within the circuit. An approach to analyze the circuit and guide the placement,

of control and obscrvation points is presented. Chapter 2 introduces some of the basic
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ivsues in testing and design for testability. Chapter 3 describes the overall framework for
the test point insertion method. The method itself is described in chapter 4 along with
a discussion of the implementation. Results are presented in chapter 5 followed by some

concluding remarks in chapter 6.
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Chapter 2

Testing and Design for Testability

2.1 Fault Models

Integrated circuit fabrication is not a perfect process. The statistical nature of some of
the processing steps removes any hope of obtaining a perfect. device every time. Although
a number of fault models exist, the stuck-at fault model {E1d59] is the most widely used.
As the name implies, this model provides two failure modes for cach line in the circuit. A
line may be stuck-at 0 (stuck-at 1) in which case the line maintains the logic 0 (1) state

in the faulty circuit.

Since each line in an n line circuit may have 3 states (fault free, stuck-at 1 or stuck-
at 0), there are, 3" combinations to consider in general. To simplify this problem, it is
assumed that only one fault is present in the circuit at a time. Under this single fault
assumption, there are 2n possible faults. Although this assumption is not necessarily true,

most multiple faults are detected by tests for single faults [AF81, HM86, JB87].

Stuck at faults do not model all of the failures that can occur in VLSI circuits [BARTS2,
PRM90]. Many other fault models have been proposed including stuck open faults {Wad 78]

and transition faults [Koe86, WLRI87]. Stuck-at faults, however, are commouly nsed be-




Foa

CHAPTER 2. TESTING AND DESIGN FOR TESTABILITY 5

cause of their simplicity compared to these other models.

A full fault set for a circuit contains a stuck-at-0 and stuck-at-1 fault for each line in
the circuit. Some faults in this set may be equivalent. For example a stuck-at-0 fault on
the inputs of an ANI) gate is indistinguishable from a stuck-at-0 fault on its output. Two
types of equivalence relations can be observed between faults: structural equivalence and
functional equivalence [MC71]. Faults are structurally equivalent when their resulting
faulty circuits have identical structures, while they are functionally equivalent when their

resulting faulty circuits realize the same logic function [MC71].

Equivalent faults can be grouped into equivalence classes, and only one fault per
equivalence class needs to be considered. This processes, called fault collapsing, reduces
the size of the fault set without any loss of information. Most structurally equivalent faults
can be identified in a lincar backward pass through the circuit [SM72], such as those local
to a single gate. Other equivalent faults that are harder to identify are usually ignored as
the non-linear algorithm required to find them would cost more than the savings achieved

thiough their collapsing [SMT72].

A fault is untestable or redundant if its presence causes no malfunction [Fuj85]. An
untestable fault results when the fault cannot be excited or the fault effect does not

propagate to an observable output.

2.2 Test Pattern Generation

Integrated circuits are tested by applying stimuli to the circuit inputs and comparing the
response at the outputs with the expected response. In digital circuits, the input stimuli

and output responses normally consist of a sequence of binary logic values.

The combination of input and output values is known as a test pattern. The output
values can be determined from the input values by logic simulation, thus the problem of

test pattern generation is concerned with determining the input signal assignments.
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For an n input circuit, 2" possible input signal assignments exist. An echaustive test,
in which every possible input signal assignment is enumerated, is impractical due to time

constraints.

Practica: considerations dictate that the time required to generate and apply test
patterns should be reasonable. There are three methods which can be used to obtain test

patterns [Bot86).

1. Manual generation
2. pseudo random pattern generation

3. algorithmic (or deterministic) test generation

Manual generation is usually impractical. Pscudo random patterns are casy to generate
automatically. They can be generated off chip via software methods for random number

generation or on chip with an LI'SR.

Deterministic test pattern generation targets specitic faults withw the civeuit. A
number of algorithms exist, including the D-algorithm, PODEM [Goe81], FAN [IFS33],
SOCRATES [SA88], and Quest [RC90, Cox91]. The problem of algorithmic test pat-
tern generation is NP-complete [FT82, GJ78] so heuristics are often used to itaprove the

performance.

Test generation for sequential circuits is an even harder problem due to the memory

elements in the circuit [Kau68, BHP+71).

2.3 Testability Assessment

Given that all circuits are not always easily testable, it is necessary to have a method
of assessing the testability of a circuit. In addition a suitable metric must he chosen.

There are two possible types of circuit testability metrics, relative and absolute. Relative
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metrics allow us to compare the testability of two or more circuits but do not give us
any indication of how many faults are actually detected. A common metric of testability
assessment is fault coverage. It provides an absolute measure of the percentage of faults

detectable. Using fault simulation, an exact measure of fault coverage can be obtained.

2.4 Fault Simulation

Fault simulation provides a means to evaluate test quality. Given a specific set of test
patterns and faults a fault simulator will determine which faults are detected by the test
set. 'T'he fault coverage is then expressed as the percentage of faults detected relative to

the size of the initial fault set.

Many algorithms for fault simulation have been developed. The four major categories
into which most of these algorithms can be classified are those that use: fault injec-

tion methods, deductive methods, concurrent methods and critical path tracing meth-
ods [AS88).

2.4.1 Fault Injection

Fault injection is one of the most straight forward methods of fault simulation. To deter-
mine which faults are detectable by a specified test vector, a good machine simulation is
performed for the test vector. The faulty circuit is simulated by injecting the fault effect
at the fault site and propagating it towards the primary outputs. The fault injection
process is repeated for each fault. Each fault is simulated independently of the others.
The fault is considered to be detected if the fault effect rcaches at least one of the primary

outputs.

Once a fault has been detected, it can be removed from further simulation. This
process, called fault dropping, is onc of the techniques that can be used to increase the

efficiency of fault siinulation.
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Word parallelism can also be exploited to impirove the efficiency of fanlt simulation.
During the fault simulation process, many boolean operations are performed i a repetitive
manner on a large input set. Since most processots perform boolean operations in a bitwise
fashion on the machine word, it is possible to use cach bit to represent cither a different

faulty machine or a different input vector.

This technique can be applied to fault injection methods on two ways. In the parallel
fault simulation method [Ses65, TS75] a computer word of w bits is associated with each
line in the circuit. Each bit represents the circuit with a particular fault (o1 no fault).

For f faults, only [f/(w — 1)] passes per pattern ate requied.

Alternately, w input vectors can be processed in one computer word.  Thus, on a
32 bit workstation, 32 input vectors can be processed simultancously. This exploitation
of parallelism is known as the parallel pattern evaluation technique. Parallel pattern
evaluation takes advantage of the full width of the processor registers to speed up the
sirulation process. Using this technique, a class of fault simulation methods known as

parallel pattern single fault propagation [WEF*85] (PPSFP) was developed.

2.4.2 Deductive and Concurrent Methods

Deductive and concurrent fault simulation methods rely on the use of lists representing
the effect of faults on each line in the circuit. This allows them to compute which faults
are detected with only one pass per pattern. In a deductive fault simulator [Arm72], a
list is maintained at each line of taults for which signals on the line are different from the
fault free state. Fault lists are propagated by deducing the fault list on the output of a

gate from the lists on its inputs using simple set operations (union and intersection).

In concurrent fault simulation [UB74] a list of faulty gates is maintained for cach gate.

It contains the effect of each fault on the gate if it differs from the fault free state.

«—-———
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2.4.3 Critical Path Tracing

One of the goals of fault simulation is to determine the detectability of faults at the pri-
mary ontputs in a given test set. A number of methods have been proposed to increase the
cfficiency of fault simulation. These methods exploit parallelism and structural properties

of the circuit.

A scheme for speeding up fault simulation by partitioning the circuit in terms of its
fanout free regions (FFRs) was described by Hong [Hon78]. A fanout-free region is defined
as a maximal sub-circuit containing no internal fanout stems. The output of a FFR is
either a primary output or a fanout stem. The inputs to a FF'R are either primary inputs

or fanout hranches of fanout stems. Any fault in the circuit is detected if and only if:

a) the fault is sensitized to the FFR output line and

b) the fault is propagated from the FFR output to a primary output.

In Hong’s method, the faults that propagate to their FFR output are determined using a
single forward pass through the circuit. Surrogate faults are injected at the fanout stems

and explicitly simulated to the primary outputs.

It was shown that criticality of lines within a FFR could be determined by a single
backward pass from the output of the FFR to its inputs [AMMS83]. Since explicit simu-
lation of fanout stems is O(n?) but critical path tracing is linear in complexity, a more
cfficient method of fault simulation was proposed in which critical path tracing within
FFRs is performed before explicit simulation of stem faults [AS86]. If there are no faults
critical to the fanout stem then explicit simulation is not nceded. Further efficiency can

be gained by stopping the propagation of surrogate faults at dominator lines [AS87).

These techniques reduced the amount of work required in the fault simulation process.
The analysis of reconvergent fanout and the definition of stem regions bounded by exit

lines results in a static reduction of the area of explicit simulation since it is performed only
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within stem regions [MR90b]. In addition, the dropping of circuit arcas from fault-free

simulation provides a dynamic reduction in the fault simulation process [MR90a).

2.5 Testability Measures

Testability measures provide information on circuit testability without the need for fault

simulation. Deterministic testability measures such as the Sandia Controllability /Observability

Analysis Program (SCOAP) [Gol80] arc independent of the input patterns. SCOAP pro-

vides a relative measure of testability.

Probabilistic testability measures tely on primary input signal probabilities The 0 (1)
controllability of a node is defined as the probability of setting the node to a logical 0 (1)
given a random input vector. Parker and McCluskey [PM75] showed and exact method of

calculating the signal probabilities in a combinational circuit using exponent suppression.

It has been shown that computing the exact signal probabilities of the nodes in a gen
eral combinational circuit is NP-complete [Wun85]. Testability measures can trade off ac-
curacy in the interest of speed. The Controllability /Observability Program (COP) [Bigs4]
estimates d=tection probabilities in linear time by not taking into account the statistical
dependence of signals at a reconvergent point. The 0 and 1 controllabilities, denotes
by Co(l) and C\(I) respectively for a line I, are propagated from the primary inputs to
the primary outputs using the gate input/output signal probability relations deseribed i

Figure 2.1.

The Probabilistic Estimation of Digital Circuit Testability (PREDICT) [SPASS] method
uses a graph approach to compute signal probabilities exactly using Shannon’s expansion.
An approximation procedure provides a tradeofl between accuracy and computational

cost.

Statistical approaches rely on simulation data to obtain statistical estimates of control-

lability and observability. Statistical Fault Analysis (STAFAN) [JA84] computes signal




CHAPTER 2. TESTING AND DESIGN FOR TESTABILITY 11

P, =1-P (2.1)

n

11~ (22)

1=1
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Figure 2.1: Input/output signal probability relations

controllabilities from true-value simulation and then approximates ohservabilities deduc-
tively. The 0 and 1 controllabilities of a line I, obtained by counting the number of times

{ is at logic 0 or logic | during the true-value simulation of N vectors is:

zero — count

one — count
Gy = —x— (2.5)

2.6 Design for Testability

To case the test generation problem, design for testability techniques were developed.

These techniques can be divided into two classes: ad hoc techniques and structured
approaches [WP79].

Ad hoc techniques include circuit partitioning, and test point insertion. Structured
approaches include scan design and build in logic block observation (BILBO) [KMZ79].

One of the more popular DFT techniques is scan design.

Scan design allows the registers in a sequential circuit to be connected into one or more
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shift register type structures called scan chains. These scan chains can be used to serially

shift data in and out of the registers thus providing observability and controllability.

Using scan design techniques, a sequential circuit can be treated as a combinational

circuit for test generation purposes. This greatly simiplifies the test generation problem

A natural extension of these methods is built iu self test (BIST) A typical mmplemen-
tation of BIST uses an LFSR to generate pseudo random patterns. The output of the

circuit is compacted to form a signature. A faulty signature indicates a faulty device.

2.7 Fully Testable Design

The ideal scenario for testing is to have a fully testable design. An number of methods
have been proposed to accomplish this feat by modifying the dicnit. Hayes showed that
any circuit can be modified by embedding XOR gates so that the resulting cireuit requires
only five test patterns [Hay74]. The circuit is first decomposed into two input gates and
all inverters are removed. XOR gates with controllable inputs and observable outputs
are inserted in the input lines of every gate. A method was also given for determining
the input patterns. Later in this chapter, it will be shown that XOR gates can be used
to improve testability by providing a means to control the signal probabilities on specifi

lines in a circuit.

In general n + 1 test patterns are required to deteet all single and multiple stuck-at
faults on any n-input AND, OR, NAND, NOR gate. At least 3 test patterns are required
to test a 2-input AND gate. Thus 3 can be thought of as a lower bound on the number
of test patterns needed to test all stuck at fanlts in a circuit. Saluja and Reddy [SR74)
showed that any circuit can be modified such that three test patterns are sufficient to

detect all single and multiple stuck-at faults in a circuit.

The main disadvantage of these methods is that they require a large amount of circuit

area. The number of gates in the circuit can casily be doubled by these methods. In
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addition, the number of extra primary inputs and outputs needed can be quite large.

Most practical applications cannot afford this overhead.

2.8 Testability Enhancement

With the ever increasing popularity of built in self test (BIST) and scan design, comes an
increase in the reliance upon random patterns for testing. The appeal of random patterns
lics in the case with which a pscudo-random sequence can be generated on chip using an

LFSR.

The effectiveness of the random patterns must be assessed. Using fault simulation
to assess the coverage of randomly generated patterns we can determine if any untested
faults remain. The issue of how to test the faults that are untested by the random
patterns must then be addressed. Deterministic test pattern generation could be used to
cover these random resistant faults, but that may require the use of two testing methods,
external stored pattern testing and BIST. In fact, we may have used random patte.ns to

avoid the use of costly deterministic test pattern generation in the first place.

BIST is one example of a methodology where a finite number of pseudo-random pat-
terns are used to test a combinational circuit. Practical considerations such as time, limit
the test length to some number of vectors N,,.-. The presence of random resistant faults,

however, may require large test lengths to achieve the required coverage.

Given that the pseudo random source is in fact deterministic, such as an LFSR, the
test set will always consist of the same vectors. Once a particular test set is decided upon,
fault sitnulation can be performed on the circuit using these vectors and the coverage of
single stuck-at faults can be determined. The coverage obtained, however, may not be
sufficient to assure the required defect level. The problem facing us is how to improve the

coverage of the given test set.

Figure 2.2 shows a typical fault coverage curve where the fault coverage is plotted as
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Figure 2.2: Fault coverage

a function of the number of vectors simulated. The solid curve illustrates the coverage
obtained for the circuit, which may not be as hugh as we would hike after Ny, pattes.
If we cannot afford to apply more than N,,,, vectors then we must find ways to obtain
a higher coverage with those same N, vectors. One way to do this s to increase the
testability of the circuit and thus obtain fault coverage sumilar to the dashed curve. The
testability can be increased with test points that allow signals internal to the cirenit to be
observed or controlled. Qbservation test points are essential if we do not want to modify
the circuit but are still interested in increasing observability as in contactless probing and

increased observation techniques such as cross-check [STWS9)]

Using scan design techniques the circuit under test can be treated as o combinational
circuit. In an effort to increase the testability of these circuits and/or 1educe the test

lengths the use of test points has been proposed [HFT1. STS91. B89, B1s6, SYKK91].

These methods rely on determining the controllability of circuit nodes and the de-

tectability of faults through probabilistic methods and/or simulation.
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2.9 Test Points

The term test point refers to a connection allowing a circuit node to be either observed,
controlled or both. Fault detection requires that the fault be exited and the resulting
fault effect propagated to an observable node in the circuit. It is not always possible to
propagate the fault to existing observable nodes such as the primary outputs. Thus, it
might be necessary to add a connection to some node in the circuit such that it becomes
an observable output. A test point which performs this function is called an observation

test point or observation point.

The function of a control test point or control point is to stirr.ulate the propagation of
faults through a gate. A control point consists of a control element which is inserted in
the signal path of an input to a gate and increases the controllability of that gate input. A
control point is typically used on lines that have poor contiollability to adjust the signal
probability to a value of 0.5. The control element consists of a gate, such as an AND, OR
or XOR, of the appropriate type to affect the signal probability in the desired manner.
Thus an OR gate would be used to increase the signal probability to 0.5 and an AND
gate would be used to decrease it to 0.5. An XOR gate can be used to either increase or

decrease the signal probability to an equiprobable state.

oF =5
L/ L —
i E—‘x t—F;\

G2

oQooTs

E_‘X

(a) (b)

Figure 2.3: Control point

Figure 2.3a illustrates part of a circuit that contains random resistant faults. If output
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h of gate G1 has a low signal probability or if there is some negative correlation between h
and 7 then it may be difficult for faults to propagate through gate (i3, To remedy this, a
control point can be inserted as shown in figure 2.3b. Input pis driven by an equiprobable
random source. The gate G4 serves to increase the signal probability of input & to gate

(3. This will aid the propagation of faults from line : to line ».

SGAN QUTPUT

DATA INPUT -
21 | DATAOUTMUT
mux

e 1
SCANINPUT
SCAN CLOCK —
SCAN ENABLE TEST ENABLE

Figure 2.4: Test cell

To provide controllability and obscrvability at a single node in the cireunit, both a
control point and observation point may be used. An alternative method is to use a

test-cell [HHB89]. Figure 2.4 shows an implementation of a test-cell {HH111389].

DATA INPUT o
21 L— pATAQUTPUT
SUX
PO Pl ——t

TEST ENABLE

Figure 2.5: Simplified control/observe point for combinational circuit

This circuit shows some of the hardware used to construct the scan path. In the case
of a combinational circuit, a more simplified method can be used as shown in Fignre 2.5.
The line to be observed is connected to a primary output and a multiplexor is used to
select a primary input to drive the line when test mode is enabled. When test mode is
disabled, the logic value on the line is unaffected. When scan design is nsed, the primany
input and output shown in the figure will be connected to a register in the scan chain and

thus the structure will be similar to Figurc 2.4.
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2.10 Overview of the Test Point Placement Problem

When faced with testing an integrated circuit, a test engineer’s main goal is to develop
a test that will minimize the number of faulty chips that are ultimately shipped to cus-

tomers. In many cases this means the test should provide 100% fault coverage.

In order to improved the testability of combinational circuits, they can be modified by
the addition of control and/or observation test points. The main challenge is determining
the number of test points needed and their placement. The benefit of the added test
points is improved coverage at the cost of increased circuit area and computation time.
An optimal solution to this problem will allow complete coverage of all detectable faults

with a minimum number of test points.

Considerations such as processing time may make it impractical to obtain an optimal
solution for large circuits. In a real life situation, we have a limited amount of CPU time
and circuit area. Since high fault coverage is our main goal, we can relax our constraints
on CPU time and circuit area. Rather than minimizing them, we will require that they

fall within reasonable values.

2.11 Test Point Placement

The problem of placing test points within a circuit to enhance its testability is an old one,
although it is still the subject of continued research. One of the earliest methods was a
labeling approach [HF74], however there were difficulties in obtaining minimal labeling

for a general combinational circuit.

The placement of observation points can be determined from fault detectability in-
formation. The detectability of faults within a circuit can be determined through fault

simulation or testability measures such as those described in section 2.5.

Simulation can be used to model the fault effects within a circuit. As a fault effect is
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propagated through the circuit, the detectability information can be accumulated. After
all the test patterns are simulated an exact measure of the detectability of each fault at
each line is available. PPSFP type fault simulators have been used to guide the placement
of test points [BT86, IB89)].

Fault simulation can provide exact results, but has traditionally requited large amounts
of cpu time compared to probabilistic estimations. Probabilistic methods calculate the
detectability of faults based upon some initial information such as the signal probabilities
in the circuit. The signal probabilities can be determined through simulation or proba-
bilisticly given the signal probabilities at the inputs. Probabilistic methods for computing
the exact detection probability can be exponential in complexity, but, aceuracy can be

traded for speed.

In [STS91], the COP testability measure is use to guide the placement of test points

A cost function is used to obtain a global mcasuie for the entire circuit.

The COP testability measure is also used in [SYKK91]. Heuristics are used to solve the
test point placement problem by grouping test points using the concept of fault sectors.
A fault sector S is a set of faults of the same type (hard-to-control or hard-to-observe)
and located in the fan-in or fanout of S. All the nodes for which the detection probability
is enhanced by inserting a test point at S arc grouped in a sector with its origin at S.
Control (observation) points at the origin of the fault sector S cover faults in S in their

fanout (fan-in) cone.

The method proposed in this thesis makes use of both fault siimulation and probabilistic
calculations. The techniques used are closely tied to the fault simulation framework on

which the implementation is based.




Chapter 3

Framework for Test Point

Placement

In this thesis, a framework for test point placement based upon fault simulation is de-
veloped. The test point placement relies on detectability information obtained from the
circuit. This detectability information is obtained through simulation and probabilistic

inethods.

3.1 Test Patterns

Before the analysis of the circuit can begin, the test patterns and fault set must be
specified. In most real life testing situations, the test patterns are deterministic. This
holds for both stored patterns or pseudo random patterns such as those generated by an

LFSR. Thus, the test patterns are known in advance and can be used in the analysis.

For many types of pseudo random generators such as LFSRs the patterns applied to
cach input is dependent on the number of inputs. It is important to maintain the same

set of test patterns throughout the test point insertion process, even if primary inputs

19
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are added to the circuit. The test patterns should be determined keeping in mind that

additional primary inputs will be needed for the addition of control points.

3.2 Fault Set

The amount of memory needed for the analysis is related to the size of the fault set. It
is desirable to have only those faults that we are intcrested in present in the fault set.
Faults that are already detected can be remmoved from the fault set. The set of undetected

faults should be used for the analysis.

This fault set is no longer valid once the circuit has been modified by the addition of
control points. Control points may reduce the coverage by blocking the propagation of
faults. Faults that were detected in the original circuit may be undeteeted in the modified

circuit.

Fault collapsing can be used to reduce the size of a faull set. In a collapsed fanlt set,
many equivalent faults can he represented by a single fault. Because of this, the coverage
value obtained for a collapsed fault set may not be the same as that obtained for the
full fault set. This also makes it difficult to compare the number of faults detectable
by different test points. A lookup table can be used maintain the number of fauls

corresponding to each fault in the collapsed fault set.

3.3 Test Points

To analyze the circuit, the effect of the test points within the circuit must be measured.
Rather than actually modifying the circuit under analysis, a model is used for simulation
purposes. To verify the results and to create a new testable netlist a series of netlist

transformations are used to insert the test points into the circuit netlist.
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3.3.1 Control Elements

D D -

AND OR XOR

Figure 3.1: Control element types

The concept of a test point was introduced in section 2.9, where it was stated that a
control point could be used to adjust the signal probability on a specific line. The three
common types of control elements used for this purpose are the AND, OR and XOR gates,

shown in Figure 3.1.

Each of these gates has a different effect on the signal probability of the line in which
it is inserted. Using the labeling in Figure 3.1, the signal probability of the original line
can be denoted by P? and that of the modified line by Pf. The control input b will be

driven by a equiprobable random source so that P} = 0.5.
The signal probability at the output of an XOR gate is given by the following expres-
sion:
P{ =PPy + PSP,
With P} = 0.5, this reduces to

PS = 0.5(P} + P2) = 0.5.

The XOR gate can be used to set the signal probability to 0.5 independently of the original
value. An XOR gate, however, requires more area than an AND or OR gate. The AND

gate can be used to lower the signal probability according to the following relation:
Pf = P?P..
The OR gate, which has the relation

Pi =P+ P - PP,
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can be used to raise the signal probability. Since the AND gate reduces the signal prob-
ability by 50%, the target value of 0.5 can only be reached if the original probability was
1.0. Thus it is desirable to use the AND gate only when the signal probability is close to

1. Similarly, an OR gate could be used if the signal probability is close to 0.

When control elements are inserted in a circuit, they may affect the detection prob-
abilities of the faults that propagate through them. The effect depends on the type of
control element. An XOR gate does not alter the detection probability. In the case of
both AND and OR gates, the fault effect can only propagate when the other input is set
to a non-controlling value. This means that the detection probability will be reduced.

When a random source is used, the detection probability will be halved.

3.3.2 Simulation Models

The simulation models are used to represent the effects of a test point within the ejreuit. In
the case of an observation point, the model is very sitmple. An observation point provides
full observability at a particular line in the circuit but does not disturhy any of the logic
values within the circuit. It can be modeled by the ability to access fault detectability
information at a specific line. By providing access to fault detectability imformation on

all lines, every possible observation point can be modeled at once.

Control points require a more complicated model. They affect the logie values within
the circuit. It is necessary to do some form of re-analysis for each new combination of
control points. The control point can be modeled by changing the signal probability
values in the circuit at the affected point and recalculating within the affected cone. For

simplicity, only a single control point is modeled at a time.

The following steps are used to model a control point as shown in Figure 3.2 for

simulation purposes.

e Set signal probability on line L1
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e e |—v

Unmodified Circuit

Ly

b e}

LS

| G1 L3

Control Elomont—f
Figure 3.2: Control point simulation model

o Adjust detection probability of faults propagating through line L1

3.3.3 Netlist Transformations

To physically insert a test point into the circuit netlist a series of netlist transformations
are defined. These local transformations insert additional lines and gates into the circuit.
Each of the transformations is illustrated by showing the original section of the circuit on
the left of the figure and the result of the transformation on the right. For clarity, only

the gates and lines that are involved in the transformation are shown.

Observation point insertion is accomplished by the addition of a fanout stem into the
netlist, in which one of the branches becomes a primary output, the other branch connects
to the original destination of the line which is being made observable. There are three

possible cases, which are shown in Figure 3.3.

Case 1a: The line L1 is an input to a stem

Add one more fanout branch to stem S1 (L4) which is a primary output

Case 1b: The line L1 is fanout branch of a stem

Add one more fanout to stem S1 (L4) which is a primary output
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Figure 3.3: Netlist transformations for observation point. addition

Case 2: The line L1 is between two gates, G'1 and (2.

Add stem S1 with input L1 and fanout lines L2, L3. L2 connects to (2 in place of
L1 and L3 is a primary output.

Control point insertion is accomplished by the addition of an extra controlling gate
having one input controlled by a primary input of the circuit. This gate serves to modulate
the signal probability of the line. There are two possible cases to consider when inserting

the control point, as shown in Figure 3.4.

Case 1: The line L1 is an input to a gate G'1
Add input L3, gate G2 and line L2.

Case 2: The line L1 is an input to a stem S1

Add input L3, gate G2 and line L2.
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Figure 3.4: Netlist transformations for control point addition

Inserting a combined control and observation point can be done as shown in Figure 3.5.

The line is split into a primary input and output. This transformation models the circuit

in test mode. Under normal operation the circuit should function as it did before the

transformation. This can be accomplished with a multiplexor as shown in Figure 2.5.

case |

L1

L
S1

Gl

Ll L
o o= @
L
L, L2
si| L4

Figure 3.5: Netlist transformations for control/observe point addition

Case 1: The line L1 is an input to a gate G1

L1 becomes output and add new input line L2 which becomes input to gate G1.

Case 2: The line L1 is an input to a stem S1

L1 becomes output and add new input line L2 which becomes input to stem S1.
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3.3.4 Faults in Added Hardware

Test point insertion requires the addition of circuit elements. With these additional
elements come additional fanlts. When a circuit is modified in such a manner, its fault
set should be updated to take these extra faults into account. Using the stuck-at fault
model, the simplest way to accomplish this is to add a new pair of stuck-at-0 and stuck-

at-1 faults on each new line added to the circuit.

3.4 Test Point Analysis Method

In order to determine the best location for test points, an analysis ol the circuit is per-
formed. This analysis consists of determining fault detectability information. The fault
detectability information actually gives us information about obscrvability in the cireuit.
It tells us how many faults we can expect to detect if an observation point. was placed at
a particular line. It does not give us information on how a control point. will affect the
circuit. To determine the effect of a control point, the fault detectability information must
be re-evaluated in the presence of the control point. Rather than repeating a costly fault
simulation, this is performed by probabilistic methods. The effect of the contiol points is

reflected in the fault detectability information at the primary outputs of the cireuit.

Fault detectability information is available for every possible observation point. De-
termining this information for every possible control point would be computationally
expensive. To reduce the CPU time requirement, only a sclect set of interesting lines are

evaluated as possible control points.
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Chapter 4
Fault Detectability Information

This chapter presents two methods for determining fault detectability information (FDI)
within a combinational circuit, the Hybrid method and the Fault Injection method. Both
methods involve fault simulation. The Hybrid method is based on a combination of
fault simulation and probabilistic methods. It sacrifices accuracy for speed by providing
estimates of the fault detectability information. This method is used for both control and

observation point placement.

The Fault Injection method is based on a parallel pattern single fault propagation
(PPSFP) fault simulator. It provides exact fault detectability information. It is only
used for observation point placement. As this is a simulation based method, the multiple
iterations that would be required to use this method for control point placement would

be costly.

4.1 The Hybrid Method for Observation Points

In this section we describe a method for estimating the number of faults detectable at
a particular line in a combinational circuit. This information is then used to guide the

placement of observation points. This method uses a hybrid of fault simulation and

27
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probabilistic methods. The method consists of two phases.  First, fault simulation is
performed to determine controllability and fault detectability within fanout-free regions
of the circuit. The fault simulation is based upon the Tulip [MR90a] simulator. 'The
detection probabilities are then propagated from the fanout stems towards the primary

outputs using probabilistic methods.

Section 4.1.1 begins with a description of the fault simulation procedure and then

describes the calculation of the detection probabilities in section 112

4.1.1 Fault Simulation

Efficient fault simulation techniques that avoid simulating parts of the circuit since they
are concerned with detectability at the primary outputs, comphcate the determination
of detectability information within the circuit  Critical path tracing, perlormed within
fanout-free regions from the fanout stems, does not explicitly guarantee the information
on what faults are detectable and how far they propagate. The simulation of stem faults
can be avoided in some cases by determining the detectability of exit lines first. Reduction
of the fault-free simulation means that controllability information may not he determined
in all areas of the circuit. In order to determine detectability information within FFRs,
additional tracing is performed. Detectability information outside the FIFRs is determined
by probabilistic methods after the fault simulation is complete. As the fault simulation
progresses, detected faults are dropped (fault dropping). Active FFRs are those that
contain undetected faults or exit lines of an active stem. Fault-free simulation is performed

on all active FFRs. Controllability information for inactive FI'Rs is not needed.

The fault simulation phase provides exact controllability values for the active areas of
the circuit as well as detectability values within FFRs. The fault simulation is performed

according to the following algorithm.
fault_simulation{

¢ Perform fault-free simulation and collect controllability information
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o Trace active FFRs and simulate stem faults

o Determine detectability within active FFRs

Fault simulation is used to capture the properties of reconvergent fanout, which may
not be adequately modeled by probabilistic methods. The fault-free simulation provides
exact controllability values throughout the circuit. To capture the correlation between
signals, pattern counting is performed at each gate. In order to ease the storage re-
quirements all possible combinations of signals on multi-input gates are not considered.
Instead, only n — 1 pairs of signals are considered for an n input gate. Moreover, the
pairs that are consideted are those that would arise if the network was transformed into
an equivalent circuit with two input gates. The fault frce patterns are counted for each
pair to determine four probabilities (Poo, Por, Pio, Pi1) as shown in Figure 4.1, where Py,

indicates the probability that an @ will occur on the first input and a y will occur on the

second.
a a
p A 3_| 4 (P00pO1plOpll)
c ——1‘ o X a b w——L—‘
c S 4
(p00p01 pl0Opll)  ——

Figure 4.1: Gate input pattern counts

Within each fanout-free region detectability information is collected for those faults
internal to the region. Critical path tracing is performed within fanout-free regions with
respect to each line to determine a count of the number of times a fault is detectable on

that line.

To increase the diagnostic resolution, the polarity of faults is also captured. The

detectability information is composed of two probabilities, Pp and Pp, representing the
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probability of detecting a specific fault as a D or D on a particular line. A list is main
tained on each line containing the fault identities and detection probabilities. A fault can
propagate to a line in two forms, as a D oras a D The D symbol represents a 1 in the

fault-free circuit and a 0 in the faulty circuit.

4.1.2 Calculation of Detection Probabilities

Initial values of the detection probability within fanout-frec region are determined from
simulation as the ratio (f/T) of the detection count (f) to the total number of patterns
simulated (T').

Probabilistic methods are then used to propagate the detectability information forward
towards the primary outputs. Each fault is propagated in a levelized fashion starting fiom

the output stem of the fanout-free region containing the fault.

The mappings in Table 4.1 describes the equations used to propagate the detection
! 4

probabilities through a gate.

AND 0 D 1 D OR 0 D I D XOR u D 1o D NOT
0 {0lo0jl0fjoOo| o jo|Dj|L|D 0 olDtLiDy ot
D |\o|{D|{D)lo} D D}|D|1}1 D thio|bjir| DD
1 |0} Dj1|{D| 1 (1]1]1]1 ! ItDjoD]lt|o
D |olo|D|D| DID|1]|U|ID]| D |DIULIDIO]D]|D

Table 4.1: Gate input/outpul mappings

We now derive the propagation cquations for an AND gate. Consider one of the terms
(T) required to produce a D for the AND gate in Table 4.1. The probability of a D on
one input and a | on the other is indicated as 7" = P(A = DO I3 = 1), where T' is used
as a shorthand notation and A and B represent the gate inputs. We can expand this to

explicitly indicate the fault-free and faulty states and write P(A = 1N A =0N B =
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1 N B’ = 1). Using Bayes law, we can convert this to a conditional probability,
T=PA=1NA"=0|B=1nB=1)P(B=1NnH"=1)
where the prime indicates the faulty state of the linc.

During the simulation we collect information on the correlation of the fault-free signals,
however, we do not have information about the correlation between faults on different
inputs to a gate. At this point, we make the assumption that faults on the inputs to a
gate are independent. This, of course, is not true when reconvergence is involved and will
lead to errors in the estimation. Assuming faults on A and B are independent implies

that
PA=1NA"=0|B=1NB'=1)=PA=1NnA"=0|B=1nB"=0).

We then remove the dependence on B’ and apply Bayes law to get,

T = PA=1NnA'=0|B=1)P(B=1nB =1) (4.1)
_ P(A=1nA'=0nB=1)P(B=1nH=1) r
B P(B =1) (42)

We can apply the same method to the first term of 4.2.

P(A=1NA'=0nB=1) = PB=1|A=1NnA"=0P(A=1NnA=0)

= P(B=1|A=1)PA=1|A'=0)

_ P(B=10A=1)P(A=10A"=0)
- AT (4.3)

Substituting 4.3 back into 4.2,

PB=1NA=1PB=1nB=1)P(A=1NA"=0)
P(A=1P(B=1)

T = (4.4)

Given that P(B=1) = P(B=1NB'=1)+ P(B = 1N B’ = 0) we can substitute
P(B=1NB"=1)= Py + P, — Pp in 4.4 and get

T = P (P + Py — PR PR
(Pro+ Pu)(Pos + Pnr)
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Note that T is dependent on the probability that both inputs ave 1, a D type fault is
present on the a input and the b input has no fault efflect on it. The denominator can be

simplified by representing the probability of a 1 on line a as P},

Using the above method, the equations for the AND gate are defined as,

Py = PA=1nA=0nB=1nB =0+ PA=10A=10B=108=0)+
PA=1nA=0nB=1nB=0)
PuPp(Pt - Pp)  Pu(Pf-PRIPp  PuPpPp

PP} PP PPt

Py = PA=0nA'=1nB=1nB=0)+PA=1nA=InB=0nk=1)+
P(A=0nA'=1nB=0nh=1)
Por P4( P} — Ph) L ProtP - PR)PL  Pu PP,

RE P PiF} Py

The cquations for other gate types can be derived in a similar manner. Table 4.2

shows the equations needed for all the logic gates.

Using the equations defined above to propagate the detection probabilities, a list is
associated with each line. This list contains fault identities and their detection probability.
In order to provide a single measure of the relative merit of all potential observation points,
the lines are ranked according to the average number of faults detectable at that line. The

average number of faults detectable is calculated as,
Navg = Zl - (l - I)l)"-’
el
where n is the total number of patterns and F' is the set of faults in the fanlt list at the

line. The individual probabilities P, = Pp + Pp arc the probabilities of detecting a fault
as either D or D on the line.
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AND
Py, = PA=1NA=0nB=1nB=1)+P(A=1nA'=1NnB=1NnB =0)+

P(A=1NnA'=0nB=1N0B =0)
Py PA(PE-P? Pu(P;'-PB)PIb) P;]PBPB

)
PRSI ¢ PuCRRIh 4 Byl

Py = P(A=0NA'=1NB=1nB=1)+P(A=1nA=1NB=0nB=1)+
PA=0NA=1NB=0NB=1)
_ PuPa(PP-P}) | Pw(PP-PR)PE | PuoPRPY
- PPy PRPE PgFy
OR

P = P(A=0NA =0nB=1nB=0+P(A=0NA'=0NB=0nB=1)+
P(A=0NA=1nB=0n5B=1)
Por(Pe—-P2)P,  PioP3(Po-P? a pb
- B, BORA s

Ps = P(A=0NA=1nB=0NB'=0)+P(A=0NA=0NB=0nB=1)+

P(A=0NA'=1nB=0NB=1)
PooP3(P8—Pt) | Poo(Pg-PR)Pt | Poo P2 Pt
FSTS R TR

T —— —

m——

XOR
Py = PA=0NA=1NB=1NnB=1)+P(A=0NA=0NnB=1NB=0)+
P(A=1NA=1NB=0nB'=1)+P(A=INB=0NnA"=0NnB"=0)
_ PaPR(PP-PY) | Pa(Pg-P2)PY | Puo(PR-P3)P5  PuoPg(Pe-Pt)
= PEPE 7 N PFPY
Py = P(A=0NB=0NA=1NnB'=0)+P(A=0NnB=0NnA"=0nB=1)+
PA=1NB=1NA=1nB=0+P(A=1NB=1NA"=0nB=1)
_ PuPp(Fe-Fp) +Poo<Pa‘-P5)PB Pu(PP-PR)Ph | PuPR(PP-Ph)
= PSPy 2 E £ Y R
~ NOT ]
P{) = PB
Pp = Pp

Table 4.2: Detection probability equations
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4.2 The Hybrid Method for Control Points

Improving the observability of a circuit is not always enough to guarantee 100% fault
coverage. There may exist faults which are not exited by the particular test set. The
addition of observation points will not help these faults. The problem is the controllability

of nodes in the vicinity of the fault site.

This section discusses the placement of control points within the circuit to improve

the controllability of specific nodes within the circuit.

The control points are used to adjust the signal probability of a speeific line to a value
close to 0.5. To determine which lines are good candidates for control points, a series of
heuristics are applied. The process takes place in stages. First a rough selection criteria
is used to create a set of lines. The lines in this set are then examined one at a time, The
fault detection probabilities are recalculated based on the line having a probability of 0.5.
An average value of faults detectable at the primary outputs is then determined. After
all the lines are examined, the estimates of the average number of faults detectable due

to each control point site is compared.

4.2.1 Line Selection Method

The initial set of lines is created based on the signal probabilities in the circuit. The
signal probability information for each line is collected during the fault free simulation.
Using this information, a set of lines is created. Lach line is added to the set based upon

the following heuristic.

e Perform levelized traversal of gates from inputs to outputs.
e Examine each gate (¢ which has not been dropped from fault free simulation.

o For each input L, to gate G with non-cmpty list of faults on the other inputs and

probability of controlling value greater than or equal to a set threshold value
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— add L, to selected set

— trace backward through the circuit frem line L, and add the input line of the

first stems encountered on each path to the selected set.

4.2.2 Calculation of Signal Probability Values

The signal probability values in the ur.modified circuit are obtained through simulation
as shown in the following equations, where Py, represents the probability of obtaining the

values zy on a pair of inputs to a gate.

P = P+ Pn
P! = P+ Pn
Py = Poo+ Po
Pé’ = Py + Pro

To determine the effect of a control point at a particular line, the signal probability
of that line is set to 0.5 and the signal probabilities are recalculated in the areas of the
circuit that are affected. The signal probability values for the circuit with a control point
added are calculated as in the COP testability measure. These calculations do not take

into account any correlation between signals in the circuit.

T ta prb
POO - POPO
' fa prb
POl - POPI
’ — ta rb
10 = Pl PO

' e prb
P]l - PIPI
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4,2.3 Calculation of Detection Probabilities

The detection probabilities of faults are measured within cach fanout-free region during,
simulation. Detection probabilities are calculated for the whole circuit using equations in
Table 4.2 derived in section 4.1.2. These equations try to take into account some of the

correlation between the inputs to a gate.

To determine the effect of a control point, the detection probabilities are recalculated
assuming the presence of the control point. In this case, a simpler method is used. The
contribution to the detection probability of a fault on line ¢ due to a fault on line a is
calculated as the probability that the fault is present at the input a to the gate and all

the other inputs have non controlling values.

P§, = (Prob. non controlling value) x P

The total detection probability P§, is calculated as the sum of contributions from the

fault on each of the inputs to the gate.

4.2.4 Selection of Control Points

For each of the candidate control points, an estimate of the average number of faults
detectable at the primary outputs is computed. These values are used to rank the control
points in a greedy fashion. The line which detects the highest number of faults is selected
first. These faults are then removed from consideration and the process is repeated by
selecting the next best line. A list of control points is generated showing the average
number of faults detectable and the incremental average number of faults detectable.
This list can be parsed by an external procedure to sclect the control points that provide

some incremental benefit and insert them into the cireuit.

To verify the actual improvement in testability, the circuit netlists can be modified

by the addition of the control points and then fault simulated. The addition of control
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points is modeled by a set of netlist transformations described in Section 3.3.3.

4.3 The Fault Injection Method for Observation Points

One of the simplest simulation based methods for determining fault detectability is based
upon the PPSFP fault simulation method. As each fault is propagated through the
circuit, fault detectability information can be accumulated. Only one fault simulation
run is necessary to obtain the fault detectability information necessary for observation
point placement. Since fault simulation is usually performed once or more to evaluate the
coverage of the test set, the cost of one extra fault simulation should be reasonable. The

main advantage of this method is that the detectability information is exact.

4.3.1 The Simulation Algorithm

The simulation algorithm is based upon the parallel pattern single fault propagation
(PPSFP) fault simulation method. The main steps in the simulation algorithm are out-

lined below.
1. Place the input values at the primary inputs.
2. Perform fault free simulation and count number of logical 1s on each line.

3. Perform fault simulation

(a) Inject fault at fault site.

(b) Propagate fault effect and update fault detectability counters on each line

encountered.

(c) If fault was detected then drop it from further simulation




ST
b

R SR S Y SRS CTR S Y W

IR 7 A T IR A R T I N £ T

k
:
!
g
{

Ca &

CHAPTER 4. FAULT DETECTABILITY INFORMATION 38

In addition to the standard fault simulation, a series of fault lists and counters are

maintained on each line to keep track of:

e The number of times a logical 1 was present on a particular line.

e The number of times each fault was detected on a particular line.

The fault list on each line is composed of a linked list of fault IDs and detection counts.
The detection count indicates how many times the fault was detectable at that particular
line. The amount of space required to store the fault lists is O(n?) in the worst case,
where n is the number of lines in the circuit. To reduce the storage requirement, a fanlt

set containing only undetected faults can be obtained from a previous fault simulation.

4.3.2 Observation Point Placement

Using fault detectability information, the placement of observation points that cover the
undetected faults can be determined. A greedy algorithm is used to select cach observation
point in a iterative fashion. The point that covers the largest number of undetected fanlts
is selected first. The faults that are detected by this observation point are marked. These
marked faults are not considered when counting the number of faults detectable by an
observation point. The process is repeated until all the undetected fanlts all covered, o1

a specified number of observation points is reached.

Once this process is complete, a list of observation points is generated.  For cach
observation point, the number of faults detected and the incremental number of fanlts
detected is listed. This list can be used to manually evaluate the benefit of cach additional

observation point. The list can be parsed by an external procedure to antomatically add

the observation points to the circuit netlist.




3

CHAPTER 4. FAULT DETECTABILITY INFORMATION 39

4.4 Test Point Insertion Procedure

This chapter described a set of algorithms which can be used to determine fault detectabil-
ity and sites for test point insertion. This section describes how these methods can be
combined to create a test point insertion procedure. The procedure consists of two main
stages. In the first stage, the Hybrid method is used to determine the placement of control
points. A second stage is then performed using the Fault Injection method to determine

the placement of observation points. The procedure takes the following input:

Test set The test set defines the input patterns that are used to test the circuit. In
this implementation, the same pseudo-random generation technique is used at each

stage thus it is only necessary to define the seed value and the number of patterns.

Netlist The netlist of the circuit to be analyzed. In this implementation, a flat netlist

format is used.

Fault set The fault set defines the faults in the original circuit that are to be considered
in the analysis. Additional faults may be added to the fault set to account for faults

in the test point hardware.

4.4.1 Choice of Fault Set

The cost of this method in terms of CPU time and memory is dependent on the size of
the fault set. From the standpoint of efficiency, it is desirable to use the smallest fault set
possible. A collapsed fault set would be preferable to a full fault set. A further reduction
in the size of the fault set can be obtained by removing all the faults that are detected
by the test set. This provides a collapsed fault set containing only undetected faults.
When test points are inserted, the circuit is modified. Additional faults due to the extra

hardware are easily added.
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The effect of control points on any previously detected faults should be considered
when more than one stage of analysis is to be performed. I in stage one some faults
become undetectable due to the insertion of a control point but these faults are not
present in the fault set used in stage two, these faults will not be included in the analysis
and may remain undetected. If, however, they were included in the fault set, the analysis
might suggest placing an observation point to detect these faults. Thus, if the test point
insertion methods are applied more than once, or if the two stage procedure is used, a
new fault set will have to be created for each analysis following the insertion of a control

point.

In this implementation, a new fault set is gencrated for each analysis. The fault set is
created by performing fault simulation on a full fault set. This is not the most efficient
method because of the cost of the fault simulation. For the experiments described in the
next chapter, however, some of the extra fault simulation steps are already needed to

verify the results.

4.4.2 Stages of Analysis

There are two major stages to the test point insertion procedure, both of which comprise
of analyzing the circuit and choosing the lines at which to place test points. They are
similar in that they both attempt to determine the detectability of faults within the
circuit. They differ, however, in the method used for the analysis. The first uses the
Hybrid method which incorporates a combination of fault simulation and probabilistic
methods to compute an estimate of the fault detectability. The second uses the Fault
Injection method which involves a more detailed fault simulation to measure the exact

fault detectability.

The test point insertion process takes place in a number of phases as shown in Fig-
ure 4.2. The procedure begins with fault simulation and control point analysis using the

Hybrid method to generate a list of lines at which to place control points. Control points
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Fault Simulation
and
Control Point
Analysis
(Hybrid Method)

Control Point Insertion

Fault Simulation
and
Obscrvation Point
Analysis
(Fault Injection Method)

y
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Figure 4.2: Test point insertion process
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Chapter 5

Experimental Results

5.1 Simulation Experiment Environment

To provide a basis for the CPU time measurements reported in this chapter, it is necessary
to know the machine on which the experiments were performed. To maintain consistency
within the results, all simulation experiments described in this chapter were performed
on a SUN SPARCstation 1l with 32 megabytes of physical memory and 200 megabytes of

swap space. This machine is rated at 25 specmarks [Sys91].

5.2 Benchmark Circuits

The experiments described in this thesis are performed on some of the ISCAS 85 (BI85
and ISCAS 89 [BBK89] benchmark circuits. Table 5.1 and 5.2 illustrate some of the
properties of these circuits. The number of inputs, outputs, gates and stems is given.
In addition, the number of faults in the non collapsed, collapsed and non redundant,
fault sets are given. The non redundant fault set, indicated as detectable faulls, in the

table, is a collapsed fault set with the untestable faults removed. Cirenits which do not

42
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contain untestable faults or for which no list of untestable faults was available will have

the detectable and collapsed faults columns equal.

Circuit | No. No. No. No. | Non Collapsed | Collapsed | Detectable
Name | Inputs | Qutputs | Gates | Stems Faults Faults Faults
C432 36 7 160 89 864 524 520
C499 41 32 202 59 998 758 750
C880 60 26 383 125 1760 942 942
C1355 41 32 546 259 2710 1574 1566
C1908 33 25 880 385 3816 1879 1870
22670 233 140 1193 454 5340 2747 2630
C3540 50 22 | 1669 579 7080 3428 3291
Ca5315 178 123 | 2307 806 10630 5350 5291
(6288 32 32| 2416 | 1456 12576 7744 7710
C7552 207 108 1 3512 | 1300 15104 7550 7419

Table 5.1: Properties of the ISCAS 85 benchmark circuits

Fault simulation was performed on these circuits with 10240 random patterns. Ta-
bles 5.3 and 5.4 show the resulting coverage obtained. The number of undetected faults
remaining, if any, is also given along with the number of patterns applied to reach the

indicated coverage. For these simulations, a full fault set was used.

The coverage values shown in Tables 5.3 and 5.4 may not agree with the coverage
values in other tables because of differences in the test sets. These differences may arise
because Tables 5.3 and 5.4 use the original circuit descriptions for simulation. Other
tables may use netlists that have been modified with extra inputs reserved for control
points. These extra inputs affect the random number generation in the fault simulator

and thus the test set is changed.
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Circuit | No. No. No. No. | Non Collapsed | Collapsed | Detectable
Name |{Inputs { Outputs [ Gates | Stems Faults Faualts Faults
C27 7 4 10 4 52 32 32
C208 19 10 96 32 116 215 215
C298 17 20 119 34 996 308 308
C344 24 26 160 10 670 342 342
C349 24 26 161 41 630 350 350
C382 24 27 158 49 764 399 399
C386 13 13 159 26 772 384 384
C420 35 18 196 66 840 430 430
C444 24 27 181 65 833 474 174
C510 25 13 211 3 1020 H04 H64
C526 24 27 193 5 1052 HHH HHhH
C526n 24 27 194 H 1052 Hhi Hhi
C641 54 43 379 5T 12738 167 167
C713 54 42 393 80 1126 H8l H81
C820 23 24 289 39 1640 850 850
C832 23 24 287 39 1664 870 870
C838 67 34 390 134 1676 857 857
C953 45 52 395 158 1906 1079 1079
C1196 32 32 529 155 2392 1242 1242
C1238 32 32 508 165 2476 1355 1355
C1423 91 79 657 180 2846 1515 1515
C1488 14 25 653 76 2976 1486 1486
C1494 14 25 647 76 2988 1506 1506
C5378 214 228 | 2779 855 10590 4603 1563
C9234 247 250 | 5597 | 1013 18468 6927 6927
C13207 700 790 [ 7951 1224 26358 9815 96641
C15850 611 684 | 9772 1518 31694 F1725 11336
C35932 | 1763 2048 | 16065 | 5295 71224 39094 35010
C38417 | 1664 1742 1 22179 | 4569 76678 31180 31015
C38584 | 1464 1730 | 19253 | 3946 76864 36303 34797

Table 5.2: Properties of the ISCAS 89 benchmark circuits
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Circuit | Total | Undetected | Coverage No.
Name | Faults Faults Patterns
C432 864 10 { 0.9884 10240
C499 998 81 0.9920 10240
C880 1760 6§ 0.9966 10240
(1355 | 2710 81 0.9970 10240
C1908 3816 12 | 0.9969 10240
C2670 5340 876 { 0.8360 10240
C3540 | 7080 263 | 0.9629 10240
C5315 | 10630 62 | 0.9942 10240
C6288 | 12576 68 1 0.9946 10240
C7552 | 15104 787 | 0.9479 10240

Table 5.3: ISCAS 85 benchmark circuits fault coverage

Some of these circuits achieve 100% coverage with the applied patterns. Since their
fault coverage cannot be improved they do not provide good examples for test point

inscertion. These circuits will be left out of future tables.
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Circuit | Total | Undetected | Coverage | No.
Name | Faults Faults Patterns
C27 52 0] 10000 64
C208 416 0] 1.0000 8736
C298 596 01 1.0000 3384
C344 670 0 1.0000 96
C349 680 4 0.9941 10240
€382 764 0{ 1.0000 576
C386 772 0 1.0000 2336
C420 840 85 ] 0.8933 10240
C444 388 22 0.9752 10240
C510 1020 0 1.0000 1181
C526 1052 21 09981 10240
C526n 1052 | 0.9990 10240
Cé641 1278 19 0.9851 10240
C713 1426 92 1 0.9355 10240
C820 1640 211 09872 10240
€832 1664 40 0 9760 10240
C838 1676 27 [ 0.8228 10240
€953 1906 6 0.9969 10240
C1196 2392 30 1 0.9875 10240
C1238 2476 107 0.9568 10240
C1423 2846 351 09877 10240
C1488 2976 0§ 1.0000 5984
C1494 2988 16 0.9946 10240
C5378 10590 2141 0.9798 10240
C9234 18468 2900 0.84:30 10240
C13207 | 26358 1837 0.9303 10240
C15850 | 31694 2340 0.9262 10240
C35932 | 71224 7344 0.8969 10240
C38417 | 76678 4443 0.9421 10240
C38584 | 76864 4547 0.94038 10240

Table 5.4: [SCAS 89 benchmark circuits fault coverage

16
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5.3 Verification of Observation Point Estimates

The Hybrid method does not produce exact results for fault detectability information.
In order to verify the results, the circuit netlists are modified by placing the observation
points at the sclected line. The modified circuit is then fault simulated and the number
of new faults detected is determined. This nnmber is compared with the calculated value,

as shown in Table 5.5.

Simulation | Line | Calculated Detected
number Nay, by simulation

1 1556 174.57 181

2 1559 120.00 120

. 1554 97.00 97

4 1558 95.00 95

5 1555 94.00 94

6 1557 31.00 31

7 2054 23.00 23

8 2058 23.00 23

9 2050 23.00 23

10 2062 23.00 23

Table 5.5: Number of faults detectable at observation lines in C2670

The circuits presented here part of the ISCAS 85 [BF85] and ISCAS 89 [BBK89) set
of benchmark circuits. A collapsed fault set with untestable faults removed was used for
these experiments. In order to simplify the comparison, the fault set was based on the
faults present in the original circuit and did not take into account any new faults due to the
added test points. The circuits were simulated for a maximum of 100 lines starting from
the line with the highest calculated average number of faults detectable. Figures 5.1,5.2
and 5.3 illustrate the relationship between the calculated values and the values obtained

from simulation. The estimates match almost perfectly for C2670 (Figure 5.1), but there
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No Faults Detected for Observauon Poaunts (C2670)

200 v - —re
______ expected
_______ simulated
o N
0 A Y B

0 10 20 30 40 50 60 70 80 9%

Simulation No

Figure 5.1: Estimated vs simulated improvement for observation points
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Figure 5.2: Estimated vs simulated improvement for observation points
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No. Faults Detected for Observation Pounts (C9234)
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Figure 5.3: Estimated vs simulated improvement for observation points

are some differences for C7552 and C9234 (Figures 5.2 and 5.3).

49

While it appears that there are many lines which are overestimated for 9234 (Fig-

ure 5.3), these lines are in fact, closely related in the circuit. This area of the circuit

contains groups of inverters in series and thus many lines which are equivalent in terms

of the collapsed fault set.

The results in Table 5.6 show the coverage obtained after simulating 10240 random

patterns with up to 3 observation points added to the circuit. The addition of observation

points increased the coverage in all of the test circuits. The fault coverage curves for three

of the benchmark circuits are shown in figures 5.4, 5.5 and 5.6.
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Fault coverage with

Circuit | Total n observation points
Faults 0 | 2 3
C2670 | 2630 |88.21 [ 95.10 | 99.47 | 99.73
C5378 | 4563 199.10 | 99.21 | 99.30 | 99.36
C7552 [ 7419 196.00 | 97.64 | 93.41 | 98.49
C9234 | 6480 |89.27 | 91.74 | 92.93 | 93.81
C15850 | 11336 | 94.27 | 95.22 | 96.00 | 96.37
C38417 | 31015 {93.03 { 93.71 | 94.37 | 95.02
C38584 | 34797 | 98.71 | 98.76 | 93.80 | 98.83

Table 5.6: Fault coverage with varying number of observation points

Fault Cover.

age Curves with 0 3 Observation Pmnts (C2670)
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Figure 5.4: Fault coverage curves for C2670 with 0 to 3 observation points
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Fault Coverage Curves with 0. 3 Observation Poants (C7552)
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Figure 5.5: Fault coverage curves for C7552 with 0 to 3 observation points
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Figure 5.6: Fault coverage curves for C9234 with 0 to 3 observation points
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5.4 Observation Points

The Fault Injection method provides exact results for fault detectability information. 1t
is well suited for use as a last stage in test point insertion because the exact value for
the coverage of the modified circuit can be easily determined. This removes the need to

perform an extra fault simulation after the test point insertion process.

There are applications in which it is desirable to improve testability through observ-
ability only. The placement of observation points may be a useful tool for diagnosis with
equipment such as E-beam testers which allow internal nodes to be monitored. In order
to determine how effective observation points are at improving the testability or chicuits,
a series of experiments were conducted. The ISCAS benchmark circuits were analyzed
by the tool and the final fault coverage, including any faults in the added hardware, was
determined. Table 5.7 shows the results of this expetiment. Fach circuit was analyzed
using both a full fault set and a collapsed fault set. The number of observation points
added, the fault coverage and the CPU time required for the analysis are shown  All the
fault coverage values are given in terms of a full fault set so that they can be compared.
The initial coverage of the original circuit is shown only once as it is the same in both
cases. This value may not match that shown in other tables because of differences in the

test set.

The results obtained with both fault sets are quite similar. Citcuits that reached 100%
coverage, reached it with both fault sets and using the same number of observation points.
Many circuits, however, did not reach 100% fault coverage. 'The coverage obtained with
the collapsed fault set was always less than or equal to that obtained with a full fault
set. When the collapsed fault set is used, there is no information on how many faults are
actually detected by a specific observation point. The greedy algorithm must decide based
upon the number of collapsed faults detected, thus the selection of observation points may
differ from that obtained with a full fault set. For the larger circuits it is clear that more

time is required when a full fault set is used.

_—
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Full fault set Collapsed fault set
Circuit | Obs. Coverage cpu | Obs. | Coverage | CPU
pts. | before | after | (s) | pts. after (s)

C432 21 0.9940 | 1.0000 3 2 1.0000 5
C499 2 | 0.9956 | 1.0000 4 2 1.0000 6
C880 0 | 1.0000 | 1.0000 1 0 1.0000 3
C1355 210.9977 | 1.0000 7 2 1.0000 12
C1908 410.9974 | 0.9996 10 4 0.9996 15
C2670 51 [ 0.8598 | 0.9898 | 110 5l 0.9898 63
C3540 58 | 0.9662 | 0.9933 31 43 0.9894 36
C5315 53 {0.9946 | 0.9996 26 53 0.9996 37
C6288 16 1 0.9949 | 0.9937 | 34 16 0.9937 61
C7552 751 0.9521 | 0.9887 | 119 62 0.9879 98
C349 010.9973 | 0.9973 3 0 0.9973 4
C420 910.9622 | 0.9755 5 6 0.9723 6
C444 6 | 0.9870 | 0.9965 4 6 0.9965 5
C526 110.9995 | 1.0000 4 1 1.0000 5
C526n 0] 1.0000 | 1.0000 0 0 1.0000 2
C641 210.9913 | 0.9986 5 2 0.9986 7
C713 21 ] 0.9591 | 0.9615 10 21 0.9615 10
C820 210.9947 | 1.0000 5 2 1.0000 7
C832 10 | 0.9858 | 1.0000 6 10 1.0000 8
838 23(0.8732 (09023 | 22 2 0.8791 14

2953 510.9915 | 0.9982 6 5 0.9982 9
C1196 6 10.9837 1 0.9978 8 4 0.9972 11
C1238 24 10.9612 } 0.9949 12 22 0.9943 15
C1423 16 | 0.9896 | 0.9995 10 16 0.9989 13
C1494 10 | 0.9958 | 1.0000 8 10 1.0000 11
C5378 48 10.9781 109938 | 37 36 0.9898 44
C9234 100 | 0.8549 | 0.9729 { 603 | 100 0.9651 | 254
C13207 [ 100 | 0.9502 ] 0.9743 | 157 | 100 0.9710 | 160
C15850 | 100 | 0.9304 | 0.9806 | 322 | 100 0.9770 | 247
C38417 | 100 }0.9421 | 0.9909 | 1209 100 0.9902 | 707
C38584 | 100 [ 0.9365 | 09585 | 486 | 100 0.9570 | 441

Table 5.7: Coverage before and afier observation point insertion (10240 patterns)
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Many of the circuits required a large number of obscervation points and still did not
reach 100% coverage. In some of the larger circuits, the arbitrary limit of 100 observation
points was reached. Observation points alone cannot solve all the testability problems in
these circuits. Many of these circuits contain untestable faults. Although it is not listed
in the table, it was determined during the simulation that many of the remaining faults
in these circuits were not excited by the test set. Control points are needed to improve

the testability of these circuits.

One of the nice features of observation points is that they do not affect the detectability
of faults within the circuit except at the site of the observation point. This not only
allows multiple observation points to be evaluated at the same time, but leads us to the
conclusion that the fault coverage cannot be decreased by the addition of observation
points. Although this is generally true there may be exceptions depending on how the
faults are modeled. Wlen the faults in the added hardware are taken into account and an
observation point is added to a line which maintains a constant logic value, the number
of undetected faults can be increased. This can lead to a decrease in the fanlt coverage.
The results for circuit C6288 in Table 5.7 indicate that the fault coverage dropped fiom

99.49% to 99.37% after 16 observation points were added.

Experiments on circuit C6288 have shown that there are situations in which placing an
observation point can decrease the coverage. The top part of Figure 5.7 shows a section
of the circuit and the undetected faults in that area after fault simulation. Line 1371GAT
is always 0. The bottom part of Figure 5.7 shows the ¢ircnit after an observation point s
added at line 1371GAT. As this line is always 0, the s-a-0 faults on it and the observation
point are not excited. Thus the modified section has one more undetected fault than the

original. This phenomenon leads to a decrease in the coverage when observation points

are added.

A situation such as this can be avoided by not placing observation points on lines with
constant logic values such that the faults on the observation point will not be excited.

When faults on the observation point cannot be excited, it i1s impossible to test the
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Line 1s always 0, fault 18 not exciied
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Figure 5.7: Section of circuit C6288 before and after observation point insertion

observation point itself. Control points can also be used to improve the controllability of

these lines.

Table 5.7 shows the number of observation points added to the circuit, but it does
not indicate how many faults are detected by each observation point. This information
can be determined from the raw simulation data for each circuit. It was found that a
small number of the observation points detect a large number of faults while the rest of
the observation points only detect a few faults each. In fact, some observation points
only detect one or two faults. Thus, if we are willing to settle for less than the maximum
coverage, there is a trade off between the overhead of each additional observation point
and the incremental improvement in fault coverage. Since a greedy algorithm is used,
the incremental number of faults detected for each successive observation point is non-

increasing.

A threshold value can be introduced to filter out all observation points that detect less

faults than the threshold value. Table 5.8 shows the results with a threshold value of two
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Observation Coverage cpU
Circuit points before | after (s)
C432 110.9940 | 0.9994 3
C499 2 10.9956 | 1.0000 4
C880 01 1.0000 | 1.0000 1
C1355 2109977 | 1.0000 7
C1908 110.9974 | 0.9989 10
C2670 20 { 0.8598 [ 0.9858 | 109
C3540 25 1 0.9662 | 0.9391 30
C5315 51 0.9946 | 0.9955 25
(6288 0 0.9949 | 0.9949 33
C7552 16 1 0.9521 | 0.9848 LR
C349 010.9973 { 0.9973 3
C420 6 10.9622 1 0.9717 D
C444 31 0.9870 | 0.9959 1
C526 0 1 0.9995 | 0.9995 3
C526n 0 1 1.0000 { 10000 0
C641 21 0.9913 } 0.9986 N
C713 2 0.9591 | 0.9660 10
820 110.9947 | 0.9996 5
C832 3 10.9858 | 0.9972 5
C838 22 10.8732 1 0.9018 22
C953 3 10.9915 { 0.9974 6
C1196 4 10.9837 | 0.9972 3
C1238 17 1 0.9612 1 0.9928 12
C1423 11 | 0.9896 | 0.9981 10
C1494 3 10.9958 | 0.9982 8
5378 34 [ 0.9731 | 0.9925 36
9234 100 { 0.8549 { 0.9729 | 603
C13207 100 { 0.9502 [ 09743 | 157
C15850 100 { 0.9304 | 0.9806 322
C38417 100 | 0.91421 | 0.9909 | 1198
C38584 100 | 0.9365 | 0.9585 180

Table 5.8: Observation point insertion with threshold of 2 faults

LT
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and a full fault set. Only observation points that detect two or more additional faults are

included.

Some of the circuits, such as C432 and C526 no longer reach 100% coverage. The
coverage for many other circuits is also slightly decreased. The number of observation
points, however, is greatly decrcased for some circuits like C2670 and C7552. Thus it is
sometimes possible to achieve the benefit of improved testability with very few observation

points.

It is also interesting to note that no observation points are added to C6288. The
observation points that were added in the previous analysis only detected one additional

fault each, which was negated by the additional faults added by the observation point.

5.5 Test Point Insertion

This section describes the results obtained by applying the test point insertion method
described in section 4.4. To determine the actual coverage achieved, the test points are
added to the netlist and fault simulation is performed. The test points are modeled
using the netlist transformations described in section 3.3.3. The ISCAS 85 and ISCAS 89
benchmark circuits, described earlier in this chapter, were used for the experiments. All

the fault simulation steps in a set of results used the saine number of patterns.

The number of test points needed is broken down into three values. The number of
control only and observe only test points are indicated by the “obs” and “ct]” columns
respectively. The “co” column indicates the number of combined control and observation

test points. The sum of these three columns indicates the total number of test points.

All the results were generated using a test length of 10240 patterns unless otherwise
indicated. Some of the circuits, such as C880, are fully tested by the random patterns
without any additional test points. These circuits have a coverage of 1.0 in both the

before and after colunns.
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Test Points Coverage CPU
Circuit | obs | ctl | co | before | after (s)
C432 21 0} 01]0.9940 | 1.0000 9
C499 21 0 010.9956 | t.0000 12
C880 0f 0 O]1.0000 | 1.0000 2
C1355 21 1] 0109977 | 1.0000 27
C1908 4 L] 0109971 | 0.9996 25
C2670 501 51 110.8598 | 0.9945 | 169
C3540 56 1 11 0] 0.9662 | 0.9933 112
C5315 53 61 0109946 | 0.9996 82
C6288 16 01 0109949 | 0.9937 156
C7552 691 91 2709521 | 0.9960 348
349 0} 0} 0109973 }0.9973 6
C420 1 L 1109622 | 1.0000 9
C444 41 21 009870 | 0.9965 8
C526 1 01 010.9995 | 1.0000 T
C526n 0t 0} 01{1.0000 ! 1.0000 1
C641 01 O 1{0.9913 {10000 6
C713 197 20 110951 1 0.9674 20
C820 LE o0} 109947 | 1.0000 12
C832 91 0 1109858 | 1.0000 I8
C838 16 ] 16 | 1 |0.8732 | 0.4%82 42
C953 41 21 0109915 ] 1.0000 14
C1196 L] 009837 | 0.9997 19
C1238 221 3| 0109612 | 0.9979 32
C1423 127 27 1709896 ) 1.0000 26
C1494 107 0] 010.9958 | 1.0000 34
C5378 281 41 0109781 109979 | 106
C9234 | 100 | 22| 0] 0.8549 | 0.9879 | 2893
C13207 | 100 | 20| 0 ]0.9502 | 0.9983 | 4838

Table 5.9: Coverage before and after test point insertion (10240 patterns)
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Table 5.9 shows the results of the test point insertion procedure using a full fault set.
T'wo of the larger circuits were not simulated because of the memory requirements for the

control point analysis phase.

In the control pnint analysis phase, the detectability of each fault is calculated from
the detection probabilities measured during the fault simulation. Because of the proba-
bilistic treatment of the detection probabilities, a non-zero detection probability may be
calculated when in fact the fault effect has died. The estimated detection probabilities
may even reach the primary outputs even though the fault is undetectable. This leads to

larger fault lists than necessary and thus increased memory usage.

Not all of the circuits benefit from the test point analysis. For some of the circuits,
no test points can be suggested. Circuit C349 in Table 5.9 is an example of a circuit for
which the method provides no additional test points, even though the circuit is not fully

tested with the applied patterns.

For those circuits requiring only observation points, the results are the same as in

Table 5.7. C1432 and C641 achieve 100% coverage after test points are added.

Table 5.10 shows the results of repeating the experiments with a collapsed fault set.
The coverage values, however, arc given in terms of a full fault set for comparison. The
reduction in the size of the fault set allowed all the benchmark circuits to be simulated.
The coverage values and number of test points were slightly changed from the previous
results, however, the same circuits achieved 100% coverage in both experiments. The
major difference is in the CPU time required for the experiment. The smaller fault set

greatly reduced the simulation time.

Table 5.11 shows the effect of increasing the test length to 102400 patterns. As ex-
pected, the initial coverage is increased, which in turn increases the final coverage. A
comparison of Table 5.9 with Table 5.11 shows that in many cases a slightly higher cover-
age is reached with fewer test points needed. The improvement is not very large and may

not be worth the extra fault simulation time. When the number of undetected faults is
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Test. Points Coverage cpu

Circuit | obs | ctl | co | before | after (s)

C432 21 0} 0]0.9940 | 1.0000 13
C499 21 0] 009956 | 1.0000 16
C880 0f 0] 0] 1.0000 ] 1.0000 7
C1355 2 1{ 009977 { 1.0000 306
C1908 4 L] 0 f0.9974 | 0.9996 36
C2670 50 | 4| 1]0.8598 | 0.9912 114
C3540 42 31 0109662 | 0.9896 129
C5315 5351 0] 0109946 | 0.9996 105
C6288 161 01 0109919 } 0.9937 215
C7552 59 71 1109521 1 0.9912 281
C349 0} 0} 0]09973 | 0.9973 8
C420 L] 1] 0009622 1.0000 2
C444 51 1] 0109870 | 09965 12
C526 ] 01 0109995 1 1 0000 11)
C326n 0 01 01 1.0000 1 1.0000 4
C641 O 0F 11099131 1.0000 9
C713 191 1§ 1709591 ] 0.9657 23
C820 2 Ll 0109947 | 1.0000 17
C832 10 11 0]0.9858 | 1.0000 23
C838 A1 A 1087321 0.9739 30
C953 3 21 0109915 {1 0000 20
C1196 2 D 0109837 | 0.9964 25
1238 2] 31 0109612 1 0.9976 38
C1423 1 20 0] 0.9896 | 1.0000 33
C1494 10 0f 0109958 | 1.0000 32
C5378 211 2| 0109781 | 0.9913 113
C9234 [100 ] 21| 0 [0.8519 ] 0.9818 768
C13207 | 981 16 [ 0| 09502 | 0.9970 | 2950
C15850 [ 100 | 27 | 1 10.9304 | 0.9910 | 79521
C38417 [ 100 | 40 | 1 | 0.9421 | 0.9967 | 35528
C38584 | 100 | 52 | 4109365 09750 | 1831

Table 5.10: Test point insertion using collapsed fault set
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sinall, the overhead of the extra fault simulation exceeds that of the control point analysis.
An increase in the test length can improve the simulation time if 1t significantly reduces
the number of undetected faults and thus decreases the control point analysis time. If the
test length is to short, then there will be an excessive number of undetected faults. This
will increase the cost of the control point analysis in terms of memory usage and CPU

time.

As the fault coverage curve begins to level off, the benefit of increasing the test pattern
length decreases. Since the main objective of the test points are to make the undetected

faults in the circuit casier to detect, excessively large test lengths are not required.

Some of the benchmark circuits contain redundant faults which are not made testable
by the control point insertion procedure. To observe the effectiveness of the test point
insertion procedure on the testable faults, the experiment was performed using a new fault
set created by removing the redundant faults from the collapsed fault set. Table 5.12 shows

the results of this experiment. The coverage is given in terms of the new fault set.

More than half of the circuits attain 100% coverage of all detectable faults after test

points are added. The CPU time is also reduced due to the smaller fault set.
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Test Points Coverage apu

Circuit | obs | ctl | co | before | after (s)
C432 20 01 0109910 | 1.0000 82
C499 21 0F 07109956 } 1.0000 104
C880 0] 0] 0] L000o {10000 2
C1355 20 1| 0109977 | 1.0000 220
C1908 4 1 0 {0.9976 | 0.9996 220
C2670 491 5 1109031 |0.9951 803
C3540 A6 1 81 0109675 109933 1026
C5315 531 01 0]0.9916 1 09996 722
62388 161 0] 0709919 1090937 1330
7552 651 11 109626 | 0.9973 2110
349 01 0] 07109973 109973 16
C420 I ] 0109799 [ 10000 !
C444 41 271 0109870 [ 0.9965 7
C526 | 0f 0109995} 1.0000 A6
C526n 01 0F 01100007 10000 1
Co41 0j 0 10,9923 1 1.0000 18]
C713 19| 2 1 [ 09600 | 0.9671 190
(820 0] O 0710000 [ 10000 2
832 81 0 0709931 | 1.0000 170

,833 51 6 {08319 | 1.0000 188
953 01 0 01} 1.0000{1.0000 2
C1196 1 P 009937 | 10000 125
C1233 14 41 0109741 | 0.9982 250)
C1423 11 01 1109929 { 1.0000 231
C1494 101 0 O (09958 [ 1.0000 229
C5378 241 31 009895 { 0998} 673
C9234 {100 { IS { 0109073 | 0.9926 2281
C13207 1 72| 91 010.9883 | 0.9980 2164
C15850 | 100 | 36 | 0} 0.9537 { 09954 | 133406
C38417 | 100 | 40 | 0 | 0.9756 | 0.9987 | 23846
C38584 [ 100 | 51 | 0 ]0.9536 | 0.9838 6711

Table 5.11: Coverage before and after test point msertion (102400 patterns)
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Test Points Coverage CPU
Circuit | obs { ctl | co | before | after ()
C432 0| 6} 6| 1.0000 | 1.0000 1
C499 0] 0] 0] 1.0000 | 1.0000 1
C880 0l O0f 0} 1.0000 | 1.0000 2
C1355 0| 0| 0] 1.0000 | 1.0000 4
C1908 1{ 0 01]0.9995 { 1.0000 23
C2670 3 0 1]0.8848 | 1.0000 41
C3540 l 1{ 010.9985 { 1.0000 49
C5H315 0 0] 0] 1.0000 | 1.0000 10
C6288 0} 0 0] 1.0000 | 1.0000 27
C7552 1] 6] 1]0.9613 | 0.9969 143
C349 G| 0 0109943 | 0.9943 5
C420 1 11 010.9419 | 1.0000 9
Ca44 5( 1| 01]0.9705 | 0.9958 8
ChH26 1l 0] 0§0.99821 1.0000 7
C526n 0f 0] 0]1.0000 | 1.0000 1
641 07 0 1709829 1.0000 6
C713 191 1| 1]0.9208 | 0.9707 18
820 21 1| 0]0.9941 | 1.0000 12
C832 10 1| 0]0.9747 | 1.0000 18
C838 5 51 1]0.8611 ] 0.9743 25
€953 31 21 010.9898 | 1.0000 14
C1196 21 1{ 0109815 | 0.9992 18
C1238 211 3] 0} 0.9328 | 0.9948 29
C1423 141 2] 0109861 | 1.0000 25
C1494 10f 0| 01]0.9920 | 1.0000 25
C5378 51 1| 0}0.9912 { 1.0000 57
C9234 | 100 | 21| 0 0.8359 | 0.9860 689
C13207 | 12| 14| 0]0.9439 | 0.9999 | 1272
C15850 | 45 [ 14 | 2| 0.9446 | 0.9975 734
C38417 | 87 (26| 1]0.9296 | 0.9988 | 28108
C38584 | 68| 19| 2] 0.9847 | 0.9997 345

Table 5.12: Test point insertion with redundant faults removed
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5.5.1 Comparison with Other Methods

In general, probabilistic methods for test point insertion tequire much fess CPU time
than simulation based methods. An extra step of fault simulation, however, is required to
determine the exact coverage. The Fault Injection Method used in this thesis as the last
stage of the test point insertion process is based on fault simulation and provides exact

fault detectability results which can be used to determine the final fanlt coverage.

The results in Table 5.12 can be compared with those obtained by a probabilistic
method [STS91] shown in Table 5.13. The results in Table 5.13 show the fault coverage
obtained using 32000 random patterns with redundant faults removed. The number of

test points is similar, however circuit ('7552 did not teach 1009 coverage in Table 512

The results for C2670 in Table 5.12 are better than those in Table 5.13 in terms of the

number of observation points and control points used.

Test Points Coverage
Circuit [ obs | ctl before | after
2670 7 31 0.8821 | 1.0000
C7552 2 18 1 0.9611 | 1.0000

Table 5.13: Test point insertion results from [STS91]

5.5.2 Manual Placement of Test Points

The analysis tools provide a list of lines at which to place test points. These points may
not all be necessary or there may be other choices which will have the same effect. The user
may take these points as suggestions which indicated the areas in which controllability

and observability need to be enhanced.

It is possible that the placement of test points can be nmpioved by the user. In

Table 5.12 it is shown that the coverage of testable fanits in C2670 can be improved to
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100% with only 3 observation points at lines 1556, 1555 and 894 and 1 control/observe
point at line 1559. These test points are placed in one specific area of the circuit illustrated

in Figure 5.8.

1584
1588
1502
1506
1600

1568~ |

1572 g _as4__D__D 1560
1576 1555 —0—

1560 0|

—D 1558

e 1559
——0—

- 1557

HEYE

Figure 5.8: Part of circuit C2670

With a small amount of experimentation, it was determined that by adding OR type
control points at lines 1554, 1555 and 1558 and observation points at lines 1556 and 1559
it was possible to obtain 100% fault coverage under all the sequerces of 10240 patterns

that were tried.

In this case, more control points are used instead of observation points. The placement
of control and observation points are related. Adding more control points may reduce the
number of observation points needed. This relationship would complicate any scheme

that attempted to minimize the number of test points needed.

The method presented in this thesis does not attempt to minimize the number of test




¢ 9

CHAPTER 5. EXPERIMENTAL RESULTS 66

points. It relies on the use of control points and obscrvation points to independently

improve the testability of the circuit.




Chapter 6
Conclusions and Future Work

As the marketplace demands more quality the need for higher coverage tests becomes
apparent. With the growing popularity of built-in self-test (BIST) comes an increased
reliance on random pattern testing. In order to keep random pattern test lengths low
and fault coverage high, circuits must be made more testable. Test point insertion is a

technique that can accomplish these goals and can be automated.

In this thesis a framework for test point insertion in combinational circuits was devel-
oped. 'T'wo methods based on fault simulation and probabilistic methods for determining
both estimates and exact values of fault detectability were presented. Simulations were

performed to verify the estimates.

An implementation of these methods was used to analyze a series of benchmark cir-
cuits. The placement of test points was automatically determined from the results of
this analysis. Results of these experiments show an improvement in testability can be

obtained.

The test point analysis was done using a hybrid of probabilistic and simulation based
methods in an effort to achieve a compromise between analysis time and accuracy. The

final stage of observation point analysis was based on fault simulation to provide exact
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fault detectability results and thus allow the fault coverage to be determined without
the need for additional fault simulations. This technique can be used to augment other
probabilistic test point insertion methods by replacing the final stage of fault simulation
with the observation point analysis. This will provide both an exact fault coverage value

and may also improve the placement of observation points.

This research leads to several areas of potential future work. "The combinmg of different
methods for test point analysis requires more investigation in the hopes of obtaining a
better trade off between simulation time and accuracy. There will always be 1oom for the
development of more heuristics that attempt to qualify the relationship between control

points and obscrvation points.
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