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Abstract 

A growing body of evidence points to changes in the physical properties of the extracellular 

matrix (ECM), which forms the backbone of the tissue, as an important driver for most cancers. 

Notably, stiffer tissues are associated with increased risk of developing tumours over a person’s 

lifespan and more aggressive cancers. Matrices stiffening normally occurs through biological 

enzymes-mediated crosslinking of ECM components (e.g. collagen). However, non-enzymatic 

reactions such as the Maillard reaction can also crosslink the ECM as well as soluble proteins to 

generate advanced glycation endproducts (AGEs). This reaction is accelerated by the increase 

availability of reducing sugars in circulation, which is the main characterizing feature of 

diabetes. Interestingly, and unlike other cancers, diabetes is associated with increased risk of 

prostate cancer mortality but is inversely associated with prostate cancer incidence. In our study, 

we aim to identify a molecular basis to this conundrum by characterizing the interplay between 

both soluble and immobilized glycated proteins and matrix stiffness in modulating prostate 

cancer proliferative and invasive capacity. 

Our results demonstrate that soluble AGEs decrease cell proliferation in a dose dependent 

manner across four different prostate cancer cell lines. Interestingly, we show that soluble AGEs 

do not cause apoptosis and have minimal impact on the cell cycle, which suggests that the 

observed effect is most likely cytostatic. We also show that the AGEs effect on cell proliferation 

is long lasting and irreversible, suggestive of cellular senescence or extended phases in the cell 

cycle. Critically, soluble AGEs treatment decreased the stiffness-mediated induction of cell 

spreading. Similarly, we show that soluble AGEs also decrease cell migration in a dose-response 

manner. Finally, bioinformatics analysis of publicly available datasets revealed that a proportion 

of AGE receptors (AGERs) is differentially expressed in prostate tumours and metastases, 

adding potential clinical relevance to the observed phenotypes. Altogether, our findings exposed 

opposing roles for the glycation of soluble proteins and the extracellular matrix stiffness and 

suggest that the tumour suppressing properties of glycated soluble proteins could be harnessed as 

a novel therapeutic avenue through precision nutrition. 
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Résumé 

De plus en plus d’études démontrent que les changements physiques dans la matrice 

extracellulaire (MEC), qui constitue le « squelette » des tissus, sont un facteur important dans 

l’apparition de la plupart des cancers. Notamment, des tissus plus rigides sont associés à un 

risque élevé de développement de tumeurs au cours de la vie, ainsi qu’à des cancers plus 

agressifs. Le raidissement des matrices survient normalement par la réticulation enzymatique des 

composantes de la MEC (par exemple le collagène). Cependant, les composantes de la MEC 

peuvent aussi être réticulées par des voies non enzymatiques, comme la réaction de Maillard, qui 

aboutit aussi à la génération des produits finaux de glycation avancée (AGE). Cette réaction est 

accélérée par la disponibilité accrue de sucres réducteurs circulant, laquelle est la principale 

manifestation du diabète. Curieusement, et contrairement à d’autres cancers, le diabète est 

associé à une mortalité accrue du cancer de la prostate, mais est inversement associé à 

l’incidence du cancer de la prostate. 

Dans cette étude, nous voulons identifier une base moléculaire qui puisse expliquer ce paradoxe, 

en caractérisant le lien entre les protéines glyquées solubles et immobilisées et la rigidité de la 

MEC et le potentiel prolifératif et invasif du cancer de la prostate. Nos résultats montrent que les 

AGEs diminuent la prolifération cellulaire selon une relation dose-dépendante dans 4 lignées 

cellulaires de cancer de la prostate. Surprenamment, nous montrons que les AGEs solubles ne 

causent pas l’apoptose et ont un impact minime sur le cycle cellulaire, ce qui suggère que les 

effets observés sont probablement cytostatiques. Nous démontrons aussi que l’effet des AGEs 

sur la prolifération est irréversible, ce qui suggère la sénescence ou une extension des phases du 

cycle cellulaire. En outre, un traitement aux AGEs soluble a diminué l’étalement cellulaire médié 

par la rigidité de la matrice. Nous montrons, de façon similaire, que les AGEs solubles diminuent 

la migration cellulaire suivant une relation dose-réponse. Enfin, l’analyse bio-informatique de 

données publiques a révélé qu’une proportion des récepteurs aux AGEs (AGERs) est 

différentiellement exprimée dans les tumeurs de la prostate, rendant les phénotypes observés 

potentiellement pertinents en clinique. En conclusion, nos résultats montrent des rôles opposés 

de la glycation des protéines solubles versus la rigidification de la matrice, suggérant que les 

propriétés antitumorales des protéines glyqués solubles peuvent être potentiellement utilisées 

comme nouvelle avenue thérapeutique dans le contexte de l’intervention nutritionnelle. 
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Chapter 1: Research background 

1.1 Prostate cancer 

1.1.1 Prostate Cancer: General Introduction 

Prostate cancer is the most diagnosed cancer in Canadian males, and the third leading cause 

of cancer-related death, after lung and colorectal cancer. The Canadian Cancer Society 

projects that 23,3000 men will be diagnosed with prostate cancer in 2020, and 4,200 will die 

from their disease [1]. A plethora of options is available for disease screening, diagnosis, and 

treatment. However, an overarching challenge in the field remains the lack of concise 

stratification between indolent and aggressive disease, which leads to overtreatment of the 

former and poor management of the latter, resulting in therapy resistance and eventually 

patient death. It is therefore of utmost importance to characterize mechanisms involved in the 

progression of prostate cancer towards aggressive forms, which could offer physicians better 

tools to diagnose the disease and to treat it.  

1.1.2 Prostate Cancer: disease etiology and drivers 

Although the exact origin of human prostate cancer remains elusive, multiple studies hint at a 

multifactorial etiology for the disease, made even more complicated due to the high 

heterogeneity observed in prostate tumours [2]. Cellular players such as the cell of origin and 

prostate cancer stem cells (CSCs), molecular features such genetic aberrations, and 

environmental cues such as inflammation all provide viable seeds and fertile soil for cancer 

initiation and progression. 

On a cellular level, the prostate gland is composed of three distinct types of epithelial cells. 

The luminal cells compose most of the epithelial population and secrete several proteins such 

as the prostate specific antigen (PSA). These cells express the androgen receptor (AR) and 

are thus responsive to androgens. The basal cells represent a population that lines the 

basement membrane and is considered less differentiated than its luminal counterpart. 

Although their exact function is uncertain, it is thought that these cells mostly play a 

regulatory role as they constitute a barrier within the prostate gland, preventing substances 

coming from the blood from reaching luminal cells [3]. The third population is a very rare 
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subtype of cells exhibiting “neuroendocrine” features and expressing distinct markers such as 

synaptophysin and chromogranin A. Their function remains obscure, and they are thought to 

minimally contribute to disease initiation. The cell of origin for prostate cancer is a topic that 

has been hotly debated and heavily investigated throughout the years, often with conflicting 

conclusions regarding the luminal versus basal origins of the disease. Perhaps the most 

compelling evidence for a luminal origin of the disease is the fact that prostate 

adenocarcinomas exhibit luminal phenotypes [4]. One of the methods to address the cell of 

origin question is by using a lineage-tracing strategy that allows discrimination of luminal vs. 

basal populations in different genetically engineered mouse models (GEMMs) harbouring 

genetic features that are represented in human disease and see which population gives rise to 

tumours in those animals. Wang et al. have used this strategy to investigate the cell of origin 

in three different GEMMS: the NKx3.1+/– ; Pten+/– model (also referred to as the NP model) 

[5], the Hi-MYC model which thrives on a human MYC overexpression system [6] and the 

TRAMP model that overexpresses the tumour promoting SV40 large T antigen under a 

prostate-specific promoter [7]. They used an inducible Cre system to ensure temporal control 

over the lineage marking and what they observed was that luminal cells are preferred as the 

cell of origin for prostate cancer under different genetic contexts [8]. On the other hand, 

evidence for a basal origin of cancer also exists. For instance, Goldstein et al. saw that cells 

of basal origin that are derived from a benign human prostate epithelium are capable of 

tumour initiation in mice, hinting at a basal origin of the disease in a human context [9]. 

Undeniably, the cell of origin question is not easy to answer and the different findings in that 

regard might simply reflect the inherent limitations that are used when trying to isolate 

different populations and grafting them into mice. The current evidence suggests that both 

scenarios are plausible, and they might not be mutually exclusive.  

Stem cells are defined as a rare population of cells that exhibit distinct functional properties 

characterized by self-renewal and pluripotency, which is the ability to differentiate into any 

type of somatic cell. Extremely important during embryogenic development and crucial for 

tissue regeneration, stem cells assume a less compelling function in the context of cancer, as 

they are often linked to disease progression and relapse after treatment and referred to as 

CSCs. The first evidence of a stem-like population in cancer comes from hematological 

cancers, more specifically acute myeloid leukemia [10]. As for the prostate, Collins et al. 
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were able to isolate such cells from a subset of prostate tumours with varying grades and sites 

of invasion by enriching cells that express specific stemness markers such as CD44, α2β1, 

and CD133. They go on to show that these cells represent roughly 0.1% of the entire tumour 

population and that their number is not correlated with the cancer’s grade [11]. Moreover, 

prostate CSC were shown to harbour tumour-initiating capacities in vivo that can be 

sensitized to chemotherapy by targeting angiogenin and plexin-B2 [12]. The implications of 

these cells on the disease course and outcomes are immense. In addition to contributing to 

cancer metastasis and disease recurrence, prostate CSC have also been shown to be more 

resistant to classical treatments, especially radiotherapy and chemotherapy [13, 14]. This 

means that despite a robust initial response to treatment, and because the stem cell population 

is too small to be picked up during routine screening, a lot of patients will go into remission 

thinking that they have been “cured” before ultimately relapsing and presenting with a more 

aggressive form of the disease that has already acquired resistance and is thus harder to 

successfully manage.  

On a molecular level, cancer has long been considered a genetic disease, with cells 

accumulating mutations and insults over time eventually escaping clearance mechanisms and 

initiating life-threatening cancers, and prostate cancer is no different. Although prostate 

tumours have relatively fewer somatic point mutations (0.4 per Mb) than most other cancers, 

such as breast (1.2 per Mb), bladder (7.1 per Mb) and melanoma (12.9 per Mb) [15], the 

genetic landscape of prostate cancer is mostly shaped by chromosomal rearrangements and 

copy number alterations leading to the amplification and thus activation of oncogenes as well 

as the deletion of tumour-suppressor genes.  For instance, MYC, an oncogene that is often 

altered in several cancers, has been reported to be activated in up to 50% of prostate tumours, 

through increase in gene copy number [16] which leads to the upregulation of factors 

involved in cell growth and proliferation. On the other side, the Phophatase and Tensin 

homologue gene or PTEN, which is a negative regulator of the pro-proliferative 

phophoinositide 3-kinase (PI3K) pathway, acting as a tumour-suppressor, is partially or 

completely lost in prostate cancer, mainly through heterozygous and homozygous deletions 

and less commonly through inactivating mutations [17]. Deletion of the prostate-specific 

transcription encoding gene NKX3.1 has also been reported [18] and is considered a tumour-

initiating event according to GEMMs, where NKX3.1 deletion leads to formation of prostate 
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intraepithelial neoplasia (PIN) lesions [19], an event widely accepted as a precursor to human 

prostate cancer [20] . Both somatic and germline alterations in DNA repair genes such as 

BRCA1, BRCA2 and ATM have been observed in patients with advanced disease [21]. With 

sequencing getting more high-throughput and cheaper, cancer genomics will continue to help 

identify key genetic features that will revolutionize the field of personalized medicine, by 

using the genomic landscape of each cancer patient to gain more insight regarding his 

prognosis, his likelihood of developing aggressive disease, and to guide treatments that are 

more targeted and thus more effective.  

In 2011, Hanahan and Weinberg published a follow-up review to their famous and highly 

cited seminal work entitled “The hallmarks of cancer” where they propose two “emerging 

hallmarks” as well as two “enabling characteristics” [22]. One of these characteristics is 

tumour-enabling inflammation, as immune and endothelial cells within the tumour-

microenvironment act as mediators that facilitate growth, angiogenesis, and invasion by 

sending pro-proliferative signals and secreting ECM remodeling enzymes and pro-

angiogenic factors. While an anti-tumour immune response does exist, inflammation within 

tumour sites is paradoxically favourable for growth and metastasis. Moreover, chronic 

inflammation has been shown to be associated with the onset of certain cancers such as 

colorectal cancer. As for the prostate, a prospective study that examined over 65,000 men 

from different ethnic backgrounds found a positive association between a history of 

prostatitis (the inflammation of the prostate) and prostate cancer risk [23]. A proposed 

mechanistic explanation for this observation is termed “cytokine addiction” where an influx 

of interleukin-6 (IL-6) in the tumour micromilieu can trigger prostate CSCs to drive disease 

initiation and progression [2].  

1.1.3  Prostate cancer risk factors 

Despite the current lack of a definite etiological clue to prostate cancer incidence, several 

epidemiological studies have outlined factors that increase a man’s risk of contracting 

prostate cancer, the most established being age, ethnicity, family history and genetic factors. 

However, diet and lifestyle factors are being widely accepted as modifiable risk factors for 

prostate cancer [24]. 
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Age: 

Prostate cancer is undeniably a disease of old age, with the average age of diagnosis being at 

67 years old, and the risk significantly increasing after the age of 50 [25]. In fact, almost 60% 

of cases are diagnosed at 65 or later, and less than 1% of cases are below the age of 45 [26] 

which underlines the role of age in disease incidence. Intriguingly, autopsy studies have 

found microscopic prostate lesions in men in their forties [27]; the role of those lesions in 

disease evolution and appearance later in life is yet to be determined. In older men, incidental 

autopsy-detected prostate cancer is far more common, with a prevalence nearing 50% in men 

over the age of 90 [28]. However, these tumours are generally considered clinically 

insignificant, due to their low mean volume, their confinement to the organ, and their 

unlikelihood to metastasize. Nevertheless, the study of these tumours might prove useful, 

providing valuable insight into disease etiology, and why certain men die with prostate 

cancer while others die because of it.  

Ethnicity: 

Ethnicity is considered an important risk factor for prostate cancer, with Asian men having 

the lowest incidence and mortality rates and African Americans being the most affected. For 

example, in the United States, men of Asian ancestry have a risk of incidence of 88.3 per 

100,000 of the population which increase up to 2.5 fold in African American men [25], with 

mortality rates following similar trends [26]. In fact, men of African ancestry also show 

higher serum PSA levels upon diagnosis [29] and greater Gleason scores of tumours detected 

during autopsies [30]. A plethora of reasons could account for the racial disparity in prostate 

cancer, ranging from molecular features such as differences in prostate cancer single 

nucleotide polymorphism (SNP) frequency [31] to socioeconomic factors such as 

neighbourhood disadvantage [32] and medical mistrust [33]. 

Family history: 

Epidemiological studies have long considered family history an established risk factor for 

prostate cancer. In fact, men can expect their risk to increase between 2 and 3 fold when 

having a first-degree family member (such as a father or a brother) diagnosed with the 

disease [24], with the risk positively correlating with the total number of family members 
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affected and negatively with the age of disease onset [25]. Interestingly, a meta-analysis 

conducted in 2019 found that first-degree family history of breast cancer could increase 

prostate cancer risk and lethality [34], hinting at probable common genetic factors governing 

the etiology of both diseases.  

Genetic factors:  

Prostate cancer can be classified as one of the three: either 1) sporadic, with no familial 

pattern whatsoever, 2) familial, when two or more first-degree relatives are affected or 3) 

hereditary, a specific subset of familial prostate cancer where cases follow a Mendelian 

inheritance pattern [35]. Therefore, genetic factors appear to play an important role in disease 

appearance. In fact, genome wide analyses have uncovered several prostate cancer-related 

genes, with the vast majority showing a dominant autosomal inheritance pattern [36]. These 

genes are mostly involved in DNA repair mechanisms and mutations in BRCA1, BRCA2, 

HOXB13, CHEK2, PALB2 and NBS1 are often found [37]. Additionally, SNPs found in 

several genomic regions are associated with prostate cancer, and the risk increases with the 

cumulative number of SNPs found, regardless of family history [38].  

Apart from inherited gene mutations, epigenetic studies are pointing at DNA methylation and 

histone modifications in disease initiation, progression, and recurrence. For instance, a study 

published in 2008 showed that CpG islands hypermethylation in more than five gene loci 

positively correlates with biochemical recurrence after radical prostatectomy [39]. Moreover, 

in prostate cancer, several alterations in the patterns of histone modification are observed, 

with respect to acetylation, methylation, and phosphorylation [40].  

Diet and lifestyle factors: 

An epidemiological migration study of Japanese Immigrants has found that their prostate 

cancer incidence rate is almost identical to that of US-born residents, which is up to 4-fold of 

the homeland population’s rate, suggesting a role for environmental factors in prostate cancer 

etiology and progression [41]. In fact, diet seems to play a role in prostate cancer 

progression, with some foods offering protection while others fuelling the disease towards 

aggressivity and increasing mortality. For instance, epidemiological studies have found that 

obesity, which is defined by an elevated body mass index (BMI), is associated with an 

increased biochemical recurrence (BCR) and prostate cancer lethality [42]. Additionally, 
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high saturated fat intake was linked to an increased all-cause death risk among non-

metastatic prostate cancer patients [43], and the molecular underpinning is just beginning to 

uncover. Using a MYC-driven murine prostate cancer model, Labbé et al. show that high 

saturated fat intake leads to an increase in disease progression and metabolome alteration 

even in precancerous PIN lesions, setting the stage for an epigenetic reprogramming that 

impacts both cellular proliferation and tumour burden [44], which suggests that the effects of 

the diet could be long-lasting, and acting early on during disease onset. Indeed, diet is 

thought to affect prostate cancer epigenome by providing metabolites that act as substrates or 

cofactors for epigenetic regulatory enzymes: for example, S-adenosylmethionine (SAM) 

which is derived from the essential amino acid methionine, acts as a methyl donor for 

methyltransferases, a group of enzymes responsible for DNA and histone methylation: a 

hallmark of epigenetic regulation [45]. 

On the other hand, several studies have found that the consumption of certain food 

components could significantly decrease the risk of prostate cancer. For instance, 

consumption of tomatoes and tomato-based products can have a protective effect that seems 

to be stronger for aggressive disease [46], the underlying mechanism thought to be due to 

lycopene, a strong antioxidant that was already shown to inhibit prostate cancer cell 

proliferation in vitro, as well as normal prostate cells [47, 48]. Moreover, a broccoli-rich diet 

was shown to prevent or delay adenocarcinomas in the transgenic adenocarcinoma of the 

mouse prostate (TRAMP) model, which was associated with a decrease in histone 

deacetylase 3 (HDAC3) protein expression in the prostate epithelium at 12 weeks of age, 

suggesting a diet-related early epigenetic underpinning of the disease initiation and 

progression [49]. 

Altogether, evidence cumulated from both preclinical and human studies shows that diet is an 

important factor that can strongly mediate disease etiology and progression, with the 

mechanistic explanations only beginning to be elucidated. Diet being the only modifiable risk 

factor for prostate cancer makes it of utmost importance as it could potentially be leveraged 

to prevent disease, delay its course, or even sensitize tumours to treatment.                                                                                                                                                        
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1.1.4  Prostate cancer: screening and diagnosis 

Several screening methods have been adopted to detect prostate cancer early to offer better 

control of the disease. PSA is a protein secreted by epithelial cells of prostate origin. In 1991, 

Catalona et al. showed that, when used in combination with other means of disease detection 

such as digital rectal examination (DRE) and ultrasonography, serum PSA measurement is a 

useful tool to detect prostate cancer [50]. Three years later, the Food and Drug 

Administration (FDA) approved the use of PSA testing in men over 50, when used in 

combination with DRE. However, it is important to bear in mind that PSA can be elevated in 

other non-cancer conditions, such as benign prostatic hyperplasia (BPH) and prostate 

inflammation or prostatitis, meaning that PSA results should not be treated as the sole 

decision-making tool to diagnose prostate cancer. When screening tests give abnormal results 

(i.e., elevated serum PSA and/or an abnormal DRE), physicians often require additional tests 

to confirm a prostate cancer diagnosis. These tests include a rectal ultrasound or Magnetic 

Resonance Imaging (MRI) to create a clear image of the gland, in addition to prostate 

biopsies which examines the tissue for the presence of cancerous lesions. 

1.1.5 Prostate cancer staging and grading 

Upon prostate cancer diagnosis, tests are conducted to see how contained the disease is, 

whether other parts of the body are affected, and to determine the likelihood of the cancer to 

spread (if it has not already). To stage prostate cancer, the TNM system, developed by the 

American Joint Committee on Cancer (AJCC), is used. It looks at three main features of the 

disease: the first being the size of the tumour (T) and whether it is still constrained within the 

gland, the second involves any lymph node (N) invasion, and the third looks at possible sites 

of metastasis (M). There are five stages for the disease, ranging from zero (the least 

advanced) which is highly curable to four (the most advanced) which is considered the 

deadliest.  

Another method to classify prostate cancer is the Gleason grading system, which has 

undergone several modifications over the years and is still commonly used among physicians 

to determine the aggressiveness of the disease. It consists of looking at tumour tissue under 

the microscope and comparing the appearance of the cancer cells to that of healthy cells to 

characterize how differentiated they are: cells that look similar to healthy cells (i.e., well 
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differentiated) are attributed low scores and those that look very different (i.e., poorly 

differentiated) are given high scores. Scores from two distinct regions: the first called the 

primary pattern, which is the dominant pattern of the tumour, and the second called the 

secondary pattern, which is the second most observed pattern in the biopsy, are added to 

come up with a number ranging from six to ten, with six representing tumours that are slow-

growing aTnd unlikely to spread (Gleason grade group 1) while ten describes tumours that 

show signs of aggressiveness and are likely to metastasize (Gleason grade group 5) [51].  

1.1.6 Prostate cancer treatments 

Prostate cancer treatment modalities depend on disease stage and aggressiveness, as well as 

patient’s age and general health condition. They include: 

- Active surveillance: also called watchful waiting, this option’s main goal is to delay 

treatment and maintain the quality of life of patients who have localized and slow-

growing disease for as long as possible, all while monitoring them with the intent to 

intervene should any changes in the disease course arise. This approach has been shown 

to be both safe and effective, as many cohort studies demonstrated very low prostate 

cancer risk mortality and metastasis risks when this method was employed [52, 53].  

- Radical prostatectomy: it is the surgical removal of the prostate gland along with 

surrounding tissue (i.e., seminal vesicles and lymph nodes) with the intent to cure 

localized disease. According to two population-based cohort studies, surgery is generally 

associated with some long-term effects such as decrease in sexual function and urinary 

control compared to men on active surveillance [54, 55]. 

- External beam radiation therapy (EBRT): this treatment involves using ionizing radiation 

pointed at the prostate to kill cancer cells. It is curative for localized disease and palliative 

for more advanced forms. Newer techniques are becoming more precise which means 

healthy tissue is spared and fewer side effects are observed [56].  

- Brachytherapy: also called internal radiation, this procedure involved placing a temporary 

radioactive source (high-dose-rate brachytherapy) or permanent seeds (low-dose-rate 

brachytherapy) inside the patient’s prostate to deliver radiation in a focalized manner 

[57]. There are two types of brachytherapy: low-dose and high-dose. This treatment is 
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generally used for early-stage indolent prostate cancer. Side effects include urinary 

problems and bowel dysfunction, that may resolve over time.   

- Androgen deprivation therapy (ADT): In 1941, Charles Huggins revolutionized the field 

of metastatic prostate cancer treatment when he showed that androgen ablation, achieved 

via bilateral orchiectomy, is associated with a decrease in serum phosphatases, which are 

usually elevated when patients have bone metastases. On the other hand, he showed that 

androgen injection can have the opposite effect [58], demonstrating for the first time that 

cancer can be systemically controlled by hormonal manipulation, which awarded him the 

Nobel Prize for Physiology or Medicine in 1966. To this day, androgen deprivation 

therapy continues to be used as a first line treatment for metastatic prostate cancer. It is 

achieved either by surgical castration (i.e., the removal of the testes or orchiectomy), or 

more frequently by chemical means, by using drugs that suppress or decrease androgen 

production in the body. Most commonly used drugs include gonadotropin-releasing 

hormone (GnRH) agonists and antagonists that block androgen secretion within the 

hypothalamus-pituitary-gonadal axis, where up to 95% of androgens is produced, the 

remaining being produced at the level of adrenal glands [59]. This treatment is not 

without risks, with a lot of patients on ADT experiencing mild symptoms such as fatigue 

and mood swings as well as more serious complications like metabolic changes [60] and 

osteoporosis (loss of bone density) [61]. Although initially very successful at shrinking 

tumours and managing disease, some patients on ADT will eventually relapse and 

develop what is known as castration resistant prostate cancer or CRPC. At this stage, the 

disease has often spread outside the prostate and is referred to as metastatic castration 

resistant prostate cancer (mCRPC). However, it is important to note that some metastatic 

cancers are hormone sensitive, which is the case of cancers that are stage IV at the time 

of diagnosis: they are referred to as metastatic castration sensitive prostate cancers 

(mCSPC). 

- Second-generation AR-targeted therapies: Since prostate cancer can be fueled by 

extragonadal androgens, which are spared by classical ADT, complete depletion of 

androgen biosynthesis is necessary to halt the disease progression. Abiraterone acetate, a 

drug that blocks androgen biosynthesis by inhibiting the activity of the cytochrome P450 
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17A1 (CYP17A1) enzyme [62], was approved by the FDA in 2011 and is used today to 

treat mCRPC. Enzalutamide, an AR inhibitor, is approved for both mCRPC and mCSPC. 

- Chemotherapy: When patients develop resistance to androgen and AR-targeted therapies, 

chemotherapy is the preferred treatment modality. Taxanes are a class of anticancer drugs 

that impair microtubule dynamics, inhibiting cell mitosis and causing cancer cells to die 

by apoptosis. Docetaxel, a taxane, is generally used when hormone treatments fail. 

However, most patients become docetaxel resistant during or after treatment, and are then 

treated with carbazitaxel [63]. As for patients with mCSPC, the use of ADT alone has 

been considered the standard of treatment however, several studies have reported positive 

effects on overall survival for combining ADT with docetaxel or second-generation 

hormone therapy drugs (such as abiraterone and enzalutamide) [64, 65]. The use of 

chemotherapy for localized disease is currently limited. 

- Therapies under development: the prostate cancer treatment scene is constantly changing, 

with new therapies being tested and developed, and well-established treatments being 

tuned and perfected. Perhaps one of the most exciting emerging cancer treatments is 

immunotherapy, which harnesses the body’s own defence mechanisms to fight tumour 

cells However, this road has proven to be bumpy, especially for prostate cancer, which is 

considered a “cold tumour” with a low T-cell infiltration, making it particularly resistant 

to immune directed therapies. In fact, there are currently only two FDA-approved 

prostate cancer immunotherapies. Sipuleucel-T is a cancer vaccine that activates anti-

tumour cellular response by using a prostate antigen fused to an immune activator and 

showed improved survival in mCRPC patients [66]. Pembrolizumab, an immune 

checkpoint inhibitor, is used after all other treatment options are exhausted. Another 

interesting new avenue in prostate cancer treatment is the use of poly-ADP ribose 

polymerase (PARP) inhibitors, which take advantage of tumour cells synthetic lethality in 

a DNA damage context. As of May 2020, the FDA approved two PARP inhibitor drugs 

for use in men with prostate cancer harbouring certain DNA repair gene mutations that 

showed efficacy in clinical trials: olaparib and rucaparib [67]. In addition, the use of 

radioactive isotopes has emerged as a treatment option for men with metastatic disease. 

Prostate specific membrane antigen (PMSA) targeted radioligands appear to be both safe 

and effective, as a cohort study showed a notable decrease (around 50%) in PSA levels 
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among men with mCRPC, following a single dose of 177Lu-PMSA-617 treatment [68]. In 

June 2021, the FDA granted 177Lu-PMSA-617 Breakthrough Therapy Designation, which 

is given to novel drugs or therapies that treat life-threatening conditions and are shown to 

provide clinical benefit over currently approved treatments.  

1.1.7 Current prostate cancer care limitations 

Despite the latency of prostate cancer disease when compared to other tumours, it is still a 

leading cause of mortality in Canadian men [1]. One of the most important limitations in 

prostate cancer care is the lack of well-established tools that offer accurate distinction 

between indolent and aggressive tumours, which hinders accurate prognostic determination 

and complicate treatment decisions, negatively impacting oncological outcomes and patient’s 

overall survival [69]. Another important challenge in the prostate cancer treatment scene is 

the acquired resistance, where treatments that were once successful in managing the disease 

would stop working for the patient, who inevitably progresses to a metastatic, and often fatal 

stage. Therefore, there is a pressing need for new biomarkers that allow better disease 

stratification which would result in better disease management, as well as the need for new 

treatments to address the resistance of the current ones, until we hopefully learn how to 

outsmart cancer. 

1.1.8 Diabetes and cancer: a special case for the prostate 

In the 1920s, almost 30 years before the DNA double helix was described and characterized 

by Watson and Crick, German physiologist Otto Warburg first noted that cancer cells have 

an altered metabolism characterized with high glucose consumption and increased lactate 

excretion, even in the presence of oxygen [70], which would be known as the “Warburg 

effect” and considered an “emerging” hallmark of most if not all cancers [22]. Bearing this 

mind, it would make perfect sense for diabetes, the most prevalent metabolic disease 

worldwide, to affect cancer initiation, progression, prognosis, and treatment. Indeed, clinical 

studies undeniably show a clear relationship between cancer and diabetes: a pooled analysis 

of almost 100 prospective cohort studies concluded that diabetic patients can see their risk of 

cancer mortality increase up to 25%, with liver and pancreatic cancers showing the highest 

magnitude, while ovarian and colon cancer showed only a moderate association, and lung 

and breast cancer showing the lowest [71]. Several mechanisms have been proposed to 
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explain the positive association between the two diseases, one being related to insulin, which 

has been shown to exert pro-mitotic properties on epithelial cells by acting on its own 

receptor and subsequently activating the mammalian target of rapamycin (mTOR) pathway 

[72]. Another plausible explanation is related to pro-inflammatory cytokines (such as 

interleukin-1 or IL-1, IL-6 and interleukin-15 or IL-15) that are secreted by clustered 

adipocytes and help bridge inflammation and cancer [73].  In addition, adiponectin, the most 

abundant adipokine in the plasma, harbours antioxidant and anti-tumour properties and is 

found to be reduced in obese and diabetic patients. [71]  

When it comes to diabetes and prostate cancer, the data is controversial.  Unlike other types 

of cancer, meta-analyses have reported that type 2 diabetes is associated with a statistically 

significant decreased risk of developing prostate cancer [74]. Although the underlying 

biological causes remain for the most part elusive, many suggested that this effect might be 

due to the low circulating androgen levels in diabetic patients, which can provide a protective 

effect against prostate cancer [71]. Another plausible explanation would be the effects of 

anti-diabetic drugs which can also yield better oncological outcomes. For example, 

metformin, a first line treatment for diabetes that has been employed for decades, is known to 

have a protective effect against prostate cancer, mainly through adenosine monophosphate-

activated protein kinase (AMPK) dependent mechanisms, as well as effects that are linked to 

insulin growth factor 1 (IGF1) suppression and mTOR inhibition [75, 76]. However, despite 

this rather encouraging data regarding the protective role of diabetes and its treatment against 

prostate cancer, a meta-analysis has found that diabetes can increase mortality rate in diabetic 

men diagnosed with prostate cancer up to 30% [77]. Importantly, during the early stages of 

disease development, prostate cancer cells do not exhibit a “Warburg phenotype” as they rely 

primarily on lipid metabolism for energy uptake, and it is only during the late metastatic 

stages of disease progression that cancer cells switch and start requiring increased glucose for 

their energetic requirements [78]. To conclude, more studies are needed to explain and 

confirm the disparity between prostate cancer and other types of cancer with respect to 

diabetes, accounting for both types as well as treatment modalities, which would help 

develop better strategies for disease treatment and management. 
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1.2 Glycation  

1.2.1 Introduction to glycation: The Maillard reaction 

In 1912, French physician and chemist Louis-Camille Maillard first described a slow non-

enzymatic reaction that happens between carbonyl groups of reducing sugars (e.g., glucose, 

fructose, etc.) and the amino group of proteins, which would later be known as the “Maillard 

Reaction”. Initially, this reaction leads to the formation of an unstable product, the “Schiff’s 

base” which can undergo atomic rearrangement in order to generate a more stable and 

advanced class of molecules, referred to as the “Amadori products”, which can also undergo 

rearrangement, among other reactions such as dehydration and cyclization, leading ultimately 

to the formation of advanced glycation endproducts (AGEs) (Figure 1-1) [79].  

Hyperglycemia, oxidative stress, aging, as well as renal disease are all known to trigger the 

formation of endogenous AGEs in the human body [80]. In fact, glycation can affect a great 

range of molecules, from proteins to DNA to lipids. For example, the glycated form of 

hemoglobin (Hb1AC) was the first example of non-enzymatic glycation in vivo, first reported 

in the 1960s in diabetic patients, is now used to monitor the long-term glycemic control in 

those patients and to assess their risk for cardiovascular disease [81]. It is the relatively long 

half-life of the Hb1AC hemoglobin molecule, estimated at 25-35 days [82], that makes long-

term glycemic monitoring (2-3 months) possible. Another physiologically relevant target of 

glycation is the long-living proteins of the ECM, such as collagen and elastin, since their 

slow biological turnover can make them highly prone to the Maillard reaction and AGEs 

accumulation. Once glycated, these proteins form glycation crosslinks which mechanically 

alter the architecture of the matrix, leading to increased tissue stiffness and loss of elasticity 

[83, 84]. 

Interestingly, glycation has been proposed as a theory to explain aging. In aging people, 

which are often also diabetic, increasing concentration of reducing sugars leads to an increase 

in glycation rate and subsequently sugar-modified proteins which have been linked to several 

age and diabetes-related pathologies such as cataracts, atherosclerosis, and neuropathy [85]. 

Moreover, sugars can also interact with DNA causing mutagenesis and damage. In fact, 

DNA-AGEs have been shown to cause mutagenesis in human fibroblasts, which can be 

partly reversed through the nuclear excision repair (NER) pathway [86]. Therefore, defects in 

this pathway can render cells particularly sensitive to the mutagenic effect of DNA-AGEs, 
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which in turn fuels genomic instability, a key enabling characteristic for cancers [22]. Thus, 

glycation might provide a mechanistic explanation for the increase likelihood of cancer 

occurrence with aging.  

 

Figure 1-1: The glycation reaction is a multi-step process. It starts with the formation of a 

Schiff base, followed by an Amadori product, leading ultimately to the formation of AGEs [87]. 

Used with permission from Elsevier with Rightslink® (License number : 5121451347274). 

1.2.2 Glycation as a clinical biomarker: methods to measure albumin glycation 

Due to their suspected effects on different pathologies, the study of glycated proteins 

represented a captivating area of research. While certain angles have been thoroughly 

investigated, such as the study of the glycation of long-living proteins (collagen) and 

hemoglobin, there is a growing interest in studying other targets of glycation, such as human 

serum albumin (HSA), the most abundant plasma protein, and the closely related bovine 

serum albumin (BSA). HSA has a molecular weight of 67 kDa and assumes many biological 

functions, including but not limited to osmotic regulation in blood, lipid metabolism, drug 

binding, as well as antioxidant properties. Structurally, this serum protein has a globular 
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shape and is mostly composed of α-helices [87]. It is rich in lysine residues and to a lesser 

extent in arginine residues, which can both act as potential sites of glycation. Due to its high 

abundance in the blood and its relatively high half-life (estimated at 18 days), HSA is a target 

of glycation and is found to be elevated in its glycated form among diabetic patients, with a 

rate as high as 90% in patients with no glycemic control [88]. Therefore, glycated serum 

measurement can be used as a clinical biomarker to indirectly monitor long-term 

hyperglycemia and estimate the rates of glycation in vivo. Glycation can also be successfully 

conducted in vitro, and the process is simple and straightforward. It involves incubating 

serum albumin in the presence of a reducing sugar of choice, which acts as a glycation 

reagent, under sterile conditions for an extended amount of time (could range from several 

days to several weeks) at a physiological temperature (37℃). Ribose, glucose, and 

methylglyoxal are often used to mediate glycation, and the browning or yellowing of the 

solution is used as a visual indicator of successful glycation. Several methods have been 

developed to quantify the level of glycation, in vitro and in vivo. Some of these methods 

include: 

- Fructosamine enzymatic assay: this assay is used to measure the level of fructoasmine (a 

glycated molecule) in serum samples. It is used in clinical settings and is based on the 

enzymatic activity of ketoamine oxidase, which leads to the release of hydrogen proxide 

that can be quantified and used to estimate glycation levels, usually expressed as a 

percentage of the total serum albumin sample [89]. An initial protein digestion step is 

required prior to conducting the assay and the calibration is done against reference 

material. 

- AGE antibodies, carboxymethyllysine or CML: CML is a cleavage product that occurs 

during the Maillard reaction and it is widely accepted in the literature as an AGE marker 

and epitope. CML antibodies are commercially available and can be used to estimate the 

level of glycation in protein lysates obtained from different biological specimen (by 

Western Blot), in soluble specimens (by enzyme-linked immunosorbent assay or ELISA), 

also in tissues (by immunohistochemistry). For example, CML antibodies have been used 

to show an increase in AGE accumulation in diet-induced obese and diabetic mice [90]. 

- Mass spectrometry: Mass spectrometry (MS) is a technique that measures the mass-to-

charge ratio of ions and is useful to accurately determine the molecular mass of proteins. 
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Because glycation only causes subtle changes in protein mass, using MS to assess 

glycation in full-length albumin molecules is challenging. While MS generally requires 

an enzymatic digestion step, glycated samples need to be thoroughly broken down to 

expose the monomers and make the distinction between glycated and non-glycated 

specimen less challenging [91]. 

- Raman spectroscopy: Raman spectroscopy is an optical non-destructive vibrational 

method that allows the characterization of molecular structure and composition. And 

because glycation is associated with chemical and structural changes in molecules, 

Raman spectroscopy can be employed to differentiate between glycated and non-glycated 

entities. Alsamad et al. showed that Raman can be used to successfully assess collagen 

glycation in vitro when coupled with additional post-hoc analyses such as principal 

component analysis (PCA) and Lasso regression [92].   

- Fourier-transform infrared spectroscopy (FTIR): this method is similar to Raman 

spectroscopy with some differences. While Raman measures scattered light when it 

passes through a sample, FTIR is an absorbance technique that generates easily 

interpretable spectral profiles that allow discrimination of glycated molecules due to the 

presence of certain peaks that can be attributed to glycation within the tested sample [93].   

1.2.3 Effects of advanced glycation endproducts (AGEs) in disease models: non-cancer 

The effect of AGEs has been studied in both cancer and non-cancer disease models. Outside 

of cancer, AGEs are often used to study diabetes-related conditions and complications as 

well as neurodegenerative diseases. With the aim to investigate the molecular underpinning 

of atherosclerosis pathophysiology, Li et al. assessed the effect of commercially purchased 

AGEs on human umbilical vein endothelial cells (HUVEC) behaviour [94]. What they saw 

was a dose and a time dependent decrease in proliferation as well as a decrease in cell 

migration. They show that the effect is mediated by lysosomal protein Cathepsin D 

downregulation. Similarly, another group showed that glycoaldehyde-derived AGEs block 

mitochondrial function and proliferation capacity of rat fibroblasts [95]. Interestingly, the 

authors show that the treatment alters the expression of certain ECM-related genes, hinting at 

a possible crosstalk between glycated proteins and ECM remodeling. Moreover, in a 

neurodegenerative disease model, ribose-derived AGEs were shown to specifically block 

proliferation and cause protein misfolding and aggregation of SH-SY5Y neuronal cells, 
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leading to toxicity-related cell death [96]. Finally, glucose-derived AGEs were found to 

induce autophagy in rat cardiomyocytes [97], providing a plausible mechanistic explanation 

for the cardiomyopathy observed in diabetic patients. In summary, studies that looked at the 

effect of AGEs on cellular behaviour in a non-cancer context generally reached similar 

conclusions where AGEs seem to have a cytotoxic effect characterized by a decrease in 

proliferation and migration and an increase in cell death and autophagy. 

1.2.4 Effect of advanced glycation endproducts (AGEs) in disease models: cancer 

While AGEs seem to negatively impact non-cancer cell viability and migration potential, 

several studies have demonstrated opposite results in cancer settings, meaning that AGEs 

assume pro-tumourigenic functions characterized with an increase in proliferation, colony 

formation and cancer invasion, with evidence coming from breast, liver, prostate, as well as 

other types of cancer. For instance, in an in vitro breast cancer model, methylglyoxal derived 

BSA AGEs caused an increase in proliferation, invasion and migration of the highly invasive 

triple negative cell-line MDA-MB-231 [98]. The treatment was also shown to enhance 

matrix metalloproteinase 9 (MMP-9) activity, which might explain the increase in invasive 

and migrative potential. However, in a hormone-sensitive model (MCF-7), the same group of 

authors showed that the AGEs effect depends on the dose that is used for the treatment: under 

low concentrations (50-100 μg/mL), cell proliferation, measured by cell count, was increased 

whereas the opposite phenotype was seen when a higher concentration was used (200 

μg/mL) [99]. This study showcases how experimental design can completely change 

biological outcomes which is important to bear in mind especially when the data is 

conflicting. Moreover, a retrospective cohort study that followed almost 200,000 women 

over the course of 13 years found a link between dietary AGE intake and the risk of 

developing invasive post-menopausal breast cancer [100]. However, in this study, dietary 

AGEs intake was estimated from food-frequency questionnaires, and since food that are 

highest in AGEs contents are often unhealthy and rich in saturated fat [101], it is difficult to 

decouple the effect of AGEs from other food components that could be exerting cancer 

promoting properties. The effect of AGEs in cancer has also been investigated in vivo. 

Glucose AGEs were found to be elevated in colon cancer patients’ sera when compared to 

healthy controls, and to promote liver metastasis in mice [102]. In addition, AGE levels, 

measured by ELISA, were shown to be elevated in the saliva of multiple myeloma patients 
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who have bone lesions [103], implying that AGEs can be used not only as a therapeutic 

target, but also as a biomarker to predict disease aggressiveness. In prostate cancer, 

commercial AGEs induced PC-3 cell proliferation by stimulating the retinoblastoma protein 

(Rb) phosphorylation and degradation [104]. Intriguingly, a mouse study found that early 

glycation endproducts, rather than AGEs, support prostate tumour growth in vivo through 

immune modulation of tumour-associated macrophages [105]. In conclusion, current 

evidence suggests that AGEs might be implicated in phenotypes associated with 

tumourigenesis such as proliferation, migration, invasion, and metastasis. However, the 

results seem to be heavily dependent on the cell lines, the type of AGEs, and the 

concentrations that are used for the treatments which is illustrated by the intriguing 

dichotomy between the effects seen in cancer vs. non-cancer models.    

1.3 The extracellular matrix 

1.3.1 The extracellular matrix: in sickness and in health 

The extracellular matrix (ECM) is a dense, three-dimensional network of macromolecules 

that surrounds cells and supports tissues physical integrity, as well as their dynamics and 

homeostasis. There are two main types of ECM that are present within tissues: the interstitial 

matrix, which is present within the connective tissue, and the basement membrane, which 

separates epithelial cells from the underlying stroma. Proteoglycans (PGs) and fibrous 

proteins (such as collagen, elastin and fibronectin) constitute the building blocks of the 

matrix, as shown in Figure 1-2. 

The critical role of ECM in maintaining tissue integrity under normal physiological 

conditions is accentuated by developmental studies that have shown that genetic deletions of 

ECM proteins are often embryonic lethal [106]. Healthy ECM homeostasis is executed and 

maintained through the cooperation of three major players: the substrate, the effectors and the 

sensors [107]. The substrate, also referred to as the “matrisome” regroups up to 300 proteins 

that, by interacting with each other, maintain tissue architecture [108]. For example, elastic 

fibres, which are networks of amorphous elastin and surrounding fibrillin-based microfibrils, 

are known to provide several tissues with elasticity, extensibility and resilience [109]. With 

over 25 types, collagen is the most abundant protein in the human body. Unlike the elastic 

fibres, collagen confer tissues with features of stiffness and strength [107]. Fibroblasts are 
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considered the main effectors of the ECM architectural organization as they synthesize, 

secrete and regulate most of its components [110]. Finally, a class of transmembrane 

heterodimeric proteins, called integrins, link the ECM to the intracellular actin cytoskeleton, 

exerting functions of mechanosensing and mechanotransduction [106, 107]. 

The ECM is a dynamic entity, constantly undergoing remodeling and turnover where 

synthesis of new building blocks and degradation of ECM molecules are tightly regulated. 

Diseases emerge once this balance is perturbed. For example, cancer and fibrosis are 

characterized by abnormal increase in ECM deposition while on the other hand, excessive 

degradation of ECM materials leads to conditions such as osteoarthritis (Figure 1-2) [106, 

111].  

 

 

Figure 1-2: The extracellular matrix is a dynamic entity. The ECM is characterized by 

continuous turnover of different constituents such as collagen, fibrous proteins, and 

proteoglycans. Adapted from from Biology 2e. Textbook content produced by OpenStax is 

licensed under a Creative Commons Attribution License 4.0. https://openstax.org/books/biology-

2e/pages/4-6-connections-between-cells-and-cellular-activities. 

 

https://openstax.org/books/biology-2e/pages/4-6-connections-between-cells-and-cellular-activities
https://openstax.org/books/biology-2e/pages/4-6-connections-between-cells-and-cellular-activities
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1.3.2 Collagen: key component of the extracellular matrix 

Collagens designate a family of fibrous proteins that constitute the building blocks of the 

ECM: in fact, collagen is the most abundant type of protein in the animal world. It is secreted 

mostly by fibroblasts, which are connective tissue cells, as well as other cell types such as 

epithelial cells [112]. Collagen is first synthesized as a precursor molecule, called 

procollagen, which is then enzymatically cleaved, staggered, then crosslinked into the active 

and stable form. Structurally, a typical mature collagen molecule contains three polypeptide 

chains, the α chains, which are assembled in a long rope-like triple helix. There are many 

types of collagens in the body, however fibrillar collagens (such as collagen I) are by far the 

most common as they are found in the bone, skin, and internal organs (such as the prostate), 

conferring both strength and elasticity to the tissue they underly. Being a key component of 

the ECM, collagen has been largely used in biomaterial development, as it provides natural 

scaffolding for matrices. Because of its native biological properties, collagen is often used in 

cell culture to mimic a more physiologically relevant environment, and to promote cell 

adhesion and proliferation. Sources of used collagen vary from classical sources like animal 

and even human tissues to more sophisticated means such as cell-produced collagen and 

completely synthetic collagen [113]. 

Collagen homeostasis is a tightly regulated mechanism, critical for maintaining tissue health 

and integrity. When this balance between collagen production and degradation is perturbed, 

tissue architecture is compromised which gives rise to age-related complications as well as 

several diseases, including cancer. Crosslinking, which is defined as the formation of 

covalent chemical bonds between adjacent matrix fibrils, is one example of this perturbation. 

This process is regulated by an enzyme, Lysyl Oxidase (LOX), but it can also happen by 

non-enzymatic means. As alluded to in section 2-a, collagen can be a target of the Maillard 

reaction, becoming glycated and crosslinked. In fact, the slow biological turnover of collagen 

(cartilage collagen’s half-life has been estimated to be at 117 years [114]) makes it the 

perfect target for the already slow Maillard reaction since proteins with longer half-lives are 

more susceptible to become glycated and reach the final step of the reaction, which is AGE 
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formation. Moreover, glycated collagen has been shown to alter cell morphology and to 

promote live migration in a breast cancer model [115]. 

1.3.3 Matrix stiffness and cancer 

With one of the earliest detectable signs of most solid cancers being a palpable mass, tissue 

stiffness is at the core of the disease etiology and progression. In fact, tumours are often 

found to have aberrant matrices which are thought to play major roles in both tumour 

initiation and progression. For example, a study noted that primary breast carcinomas can be 

stratified based on ECM profiles, suggesting a link between stroma characteristics and cancer 

progression and clinical outcomes [116]. A year a later, Levental et al. showed that ECM 

stiffening, caused primarily by collagen crosslinking, promotes breast cancer progression in 

vivo by regulating integrin activity as well as focal adhesion formation and subsequent 

mediated signaling [117]. In fact, the extracellular matrix is argued to mediate all hallmarks 

of cancer [118]. An aberrant ECM can sustain proliferation by facilitating cell cycle 

transition [119, 120], and help tumours evade apoptosis through Bax inactivation and Bcl2 

upregulation [121, 122]. In addition, matrix stiffening supports angiogenic sprouting and 

promotes tumour vasculature formation [123]. It can also drive cancer invasion and 

metastasis through β-catenin induced epithelial to mesenchymal transition (EMT) [124]. 

Indeed, matrix stiffening is emerging as a compelling mechanism to explain the origin of 

most cancers, since the processes that govern matrix alteration are thought to be conserved 

and consistent, compared to the more cell-centric events that accompany cancer [125].  

1.4 Receptors for advanced glycation end products (RAGE) 

1.4.1 RAGE: one receptor, multiple ligands 

The receptor for advanced glycation end products (RAGE) belongs to the immunoglobulin 

(Ig) superfamily of transmembrane receptors [126, 127]. It is involved in a myriad of 

diseases, ranging from diabetes [128] to cancer [129]. Under normal physiological 

conditions, RAGE expression levels are generally very low in cells and tissues [130] with the 

exception of lung and aortic smooth muscle cells which show higher mRNA RAGE levels 

[131]. These levels are known to increase under pathological conditions.  

RAGE is a multi-ligand receptor, as it interacts with several molecules, eliciting multiple cell 

responses and activating different signalling pathways. Those ligands include advanced 
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glycation end products (AGEs) which were the first identified RAGE ligands and generated 

through the Maillard reaction, high mobility group box 1 (HMGB1)/amphoterin, S100 group 

of proteins or calgranulins, as well as damage-associated pattern molecules (DAMPs), among 

others [130]. RAGE ability to bind a variety of ligand is thought to be due to pattern 

recognition, as all its ligands share two common features: a net negative charge and the 

ability to oligomerize [130]. Ligand binding causes the recruitment of intracellular mediators 

such as Diaphenous-1 (Dia1) [132], which leads to the activation of several subsequent 

signaling pathways, such as Ras/MAPK, NF-B and Rac/cdc42 and subsequently affecting a 

wide array of cellular mechanisms including proliferation, inflammation and migration [133]. 

1.4.2 RAGE in cancer 

RAGE expression was shown to be elevated in various tumours, including breast, colon, 

liver, prostate, stomach, pancreatic, as well as lymphoma and melanoma [134], which makes 

targeting RAGE for cancer therapeutics and diagnostics an interesting avenue. Indeed, data 

from Kwak et al. identifies RAGE as a key driver of breast tumour cell invasiveness in vitro 

and in vivo [135]. In liver cancer, RAGE was found to promote cancer cell proliferation as 

well as drug resistance [136]. As for stomach cancer, RAGE expression correlated with more 

aggressive disease and poor patient outcomes [137]. Additionally, the HMGB1/RAGE axis 

was found to induce pancreatic tumour growth through mitochondrial bioenergetic 

modulation [138]. Finally, RAGE was shown to promote the proliferative effect of AGEs on 

PC-3 prostate cancer cells through the Akt pathway [104]. It appears clearly that RAGE and 

its ligands are involved in a wide array of cancer types. However, the exact mechanisms by 

which RAGE, by interacting with its ligands, drives the observed phenotype of cancer 

progression and metastasis remain elusive and open to speculation. One proposed 

explanation is inflammation, which was proposed in 2011 as a cancer “enabling 

characteristic” capable of promoting tumours towards proliferation, invasion and metastasis, 

by providing the suitable niche of growth factors, metalloproteinases, and antiapoptotic 

molecules [22]. Interestingly, RAGE is known to be a strong mediator of inflammation, 

mainly through the upregulation of NF-B [133]. Following this logic, once activated by one 

of its ligands, RAGE can promote a positive feedback loop of sustained inflammation that 

creates a tumour enabling microenvironment that further drives cancer towards a state of 

invasion and aggressivity. Additionally, NF-B can induce telomerase through the nuclear 
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translocation of the telomerase reverse transcriptase (hTERT) [139], which provides tumours 

with replicative immortality, a “hallmark” of cancer where cells can divide indefinitely [140]. 

Despite the abundant and compelling data suggesting a role for RAGE and its ligands in 

cancer progression, there is still a need to identify how specific ligands, including AGEs, 

drive certain cancer phenotypes, and whether the observed phenotypes can be due to RAGE 

ligand binding per se.  

1.4.3 Other AGE receptors 

 Apart from the most studied AGE receptor (RAGE), other receptors are known to interact 

and bind AGEs, which are grouped under two major families: the AGE-R complex family 

and the macrophage scavenger receptor family [141]. 

The AGE-R complex comprises three AGE-binding proteins: p60, also known as 

oligosaccharide transferase 48 (OST-48) or simply AGE-R1, protein kinase substrate C 80K-

H or p90 (AGE-R2) and galectin-3 or AGE-R3. The first two receptors were initially isolated 

from rat liver membranes, and later found to be present on the membrane of different cell 

types such as monocytes, endothelial cells, and neurons [142]. Little is known about their 

functionality. A study on chronic kidney disease (CDK) patients found that AGE-R1 levels 

are decreased in patients when compared to healthy individuals, suggesting an antioxidant 

role under normal circumstances [143]. On the other hand, p90 was found to undergo 

tyrosine phosphorylation in the context of fibroblast growth factor (FGF) signalling [144]. 

The third component of the AGE-R complex, galectin-3, belongs to the lectin family of 

sugar-binding proteins. In 1995, galectin-3 was found to bind AGEs with high-affinity, 

however, its lack of transmembrane domain suggests that it might be linked to other 

members of the complex of the cell surface [145]. Interestingly, this protein can exert anti 

apoptotic functions in different cancers [146, 147], which rendered it an attractive target for 

cancer therapies.  

The scavenger family amasses a broad range of receptors that were first thought to interact 

with modified low-density lipoproteins (LDL), though they are now known to recognize and 

bind a variety of ligands, including AGEs. The SR-A receptor (scavenger receptor class A) 

can modulate the endocytosis and degradation of AGEs, as well as acetyl-LDL [148]. Similar 

results were reported for CD36 and SR-BI proteins, members of the class B [149, 150]. 
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Another member of this family, the lectin-like oxidized low-density lipoprotein 1 receptor 

(LOX-1) was identified as an endothelial receptor for AGEs [151]. Additionally, AGEs can 

upregulate LOX-1 expression in endothelial cells and metformin, a anti hyperglycemic drug, 

can block this effect [152]. Laminin-type EGF-like, and link domain-containing scavenger 

receptor-1 (FEEL- 1) and its paralog FEEL-2 were also identified as endocytic receptors for 

AGEs [153]. 

Apart from galectin-3 [154] and CD36 [155], little is known about these “other” AGE 

receptors. Therefore, the roles they might play in cancer are poorly understood and are yet to 

be fully elucidated. 

1.5 Research objectives 

1.5.1 Rationale  

Despite huge breakthroughs in screening, diagnosis, and treatment, prostate cancer remains 

one of the most common cancers in North American men and a leading cause of cancer-

related mortality. Diabetes, another widespread disease worldwide, could affect cancer 

course and oncological outcomes, according to an increasing body of epidemiological 

evidence [156]. Several theories have been proposed to bridge the two diseases. Glycation, 

whose rates are elevated in diabetic patients, affecting a wide array of soluble circulating 

serum proteins in addition to the proteins of the ECM, could also impact the course of cancer 

[157].  

1.5.2 Hypothesis 

We hypothesize that glycation, through its impact on soluble proteins and extracellular 

matrix modulation, could affect prostate cancer development in diabetic patients. 

1.5.3 Objectives 

In our study, we aim to characterize the role of glycated proteins and matrix stiffness in 

mediating prostate cancer aggressive phenotypes. To achieve this objective, we will be 

addressing the two following main aims: 

1) Assess the impact of immobilized glycated proteins on prostate cancer aggressive 

phenotypes in vitro. 

2) Assess the impact of soluble glycated proteins on prostate cancer aggressiveness in vitro. 
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It is important to mention that both aims will be addressed in the context of the extracellular 

matrix modulation, in order to study the effect of stiffness. 

1.5.4 Research design and methods 

Our experimental design is based on the use of four prostate cancer cell lines of different 

origins to better capture the multifaceted aspect of the disease. We use three cell lines of 

human origin, one for early stages (LAPC4) and two for advanced stages (22Rv1 and PC-3), 

as well as a murine cell line (MyC-CaP) that overexpresses MYC [6, 158], an oncogene 

known to be activated in many cancers, including the prostate [159]. Glycated proteins, 

soluble and immobilized, are prepared in-house, following established protocols. Matrix 

stiffness modulation is achieved by using tunable polyacrylamide gels. 

1.5.5 Contributions to the advancement of knowledge 

This project addresses the knowledge gap in the literature regarding the role of glycation in 

prostate cancer cellular biology.  
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2.1  Abstract 

Changes in the physical properties of the extracellular matrix constitute an important driver for 

most cancers. Notably, stiffer tissues are associated with increased risk of developing tumours 

over a person’s lifespan and with more aggressive cancers. Glycation, which is elevated under 

hyperglycemic conditions, leads to physical changes in the ECM as well as the formation of 

soluble proteins, called advanced glycation endproducts (AGEs). Our results demonstrate that 

soluble AGEs decrease cell proliferation in a dose-response manner across four different prostate 

cancer cell lines. Interestingly, we show that soluble AGEs do not cause apoptosis and have no 

impact on the cell cycle, suggesting that the observed phenotype is most likely cytostatic. We 

also show that the AGEs effect on cell proliferation is long lasting and irreversible, suggestive of 

cellular senescence. Critically, soluble AGEs treatment decreased the stiffness-mediated 

induction of cell spreading. Similarly, we show that soluble AGEs also decrease cell migration in 

a dose-response manner. Finally, bioinformatics analysis of publicly available datasets revealed 

that a majority of AGE receptors (AGERs) are differentially expressed upon prostate cancer 

development, while a subset is significantly associated with altered time to biochemical 

recurrence. 

2.2  Introduction 

Prostate cancer is the most common non-skin cancer in the United States and the second leading 

cause of cancer-related mortality in men, as it is estimated that over 34,000 American men will 

succumb to the disease in 2021 [1]. Several factors including age, family history, and lifestyle 

factors contribute to the etiology of the disease. Diabetes is a highly prevalent and rapidly 

growing disease, with an estimated half of a billion cases worldwide in 2017, which is expected 

to grow to nearly 700 million by 2045 [2]. Associations between diabetes and cancer have long 

been observed, with pre-existing diabetes often linked to an increased cancer incidence rate [3]. 

However, prostate cancer appears to be an exception to this norm, as pre-existing diabetes was 

shown to be associated with an overall decreased incidence rate [4]. A molecular underpinning to 

this conundrum remains unclear.  

One of the side effects of diabetes is glycation, also known as the Maillard reaction, which is 

defined as the nonenzymatic glycosylation of macromolecules such as proteins, nucleic acids, 

and lipids, leading to the formation and accumulation of AGEs. Glycation is known to alter 
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protein structure, causing amyloid-like aggregation and protein misfolding [5] that can impact 

cellular proliferation [6] and migration [7], and affect the ECM [8]. In addition, in vitro collagen 

glycation by D-Ribose causes an increase in three-dimensional matrix stiffness and affects 

endothelial cell behaviour [9]. D-Ribose is a naturally occurring monosaccharide in the human 

body where it plays a role in ATP production and constitutes a building block for DNA 

synthesis.   

The aim of the present study is to explore the effects of immobilized and soluble AGEs and their 

receptors in prostate cancer under different matrix stiffness conditions. We found that glycated 

collagen does not affect cell behaviour, unlike soluble D-Ribose derived BSA AGEs that block 

phenotypes associated with prostate cancer aggressiveness such as proliferation, spreading and 

migration. Interestingly, soluble AGEs also blocked stiffness-mediated increase in cell 

spreading. Additionally, using a publicly available dataset, we noted a differential expression of 

most of the AGE receptors in prostate tumours, and an association with clinical outcomes. 

Altogether, our data suggests a protective role for soluble glycated proteins in prostate cancer 

which could offer a new therapeutic avenue in the treatment of the disease.  

2.3  Materials and Methods 

Cell culture: All cells were maintained in a humidified incubator at 37℃ with 5% CO2. PC-3 

(CRL-1435™, ATCC), 22Rv1 (CRL-2505™, ATCC), LNCaP (CRL-1740™, ATCC), LAPC4 

(kindly provided by Dr. Jacques Lapointe, McGill University), BPH1 (kindly provided by Dr. 

Axel Thomson, McGill University), and PC-3M-Pro4 (kindly provided by Dr. Mario Chevrette, 

McGill University) were cultured in Roswell Park Memorial Institute Medium (RPMI) 1640 

(350-015-CL, Wisent). DU-145 (HTB-81™, ATCC) and HEK293-FT (kindly provided by Dr. 

Michel L. Tremblay, McGill University) were cultured in Dulbecco’s Modified Eagle Medium 

(DMEM; 319-015-CL, Wisent). Both media (RPMI and DMEM) were supplemented with heat-

inactivated (56℃ for 30 minutes 10% fetal bovine serum (FBS; 12483020, Life Technologies) 

and 1% HyClone™ penicillin/streptomycin (SV30010, Fisher Scientific). RWPE-1 cells (kindly 

provided by Dr. Jacques Lapointe, McGill University) were maintained in Keratinocyte-SFM 

(17005042, Invitrogen) supplemented with recombinant human epidermal growth factor (rEGF) 

and bovine pituitary extract (BPE) added at the time of use. The MyC-CaP cell line (CRL-
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3255™, ATCC), which is a murine cell line established from the Hi-MYC mouse model [10, 11] 

was maintained in RPMI 1640 with 10% FBS and 1% HyClone™ penicillin/streptomycin.  

Collagen glycation: Collagen I was extracted from rat tail tendons (at the Bordeleau laboratory) 

and glycated by incubating the collagen 10 mg/mL stock (100 μL) with 500 mM D-Ribose    

(200 μL) (132360250, Acros Organics) in the presence of 1% acetic acid (A38212, Fisher 

Scientific (700 μL) at 4℃ for 5 days.  

AGEs preparation: Fatty acid-free BSA (A4612-25G, Sigma-Aldrich) was dissolved             

(10 mg/mL) in D-PBS (311-425-CL, Wisent) with or without D-Ribose (Acros Organics) at           

100 mM. Both solutions were then filtered and incubated at 37℃ for 3 weeks then stored at 4℃ 

to be used in experiments.  

Spreading and live cell migration assays: For dose response experiments, PC-3, 22Rv1, and 

MyC-CaP cells were plated on activated glass coverslips coated with 0.1 mg/mL collagen I 

(Bordeleau laboratory). At the plating time, 100, 200 or 400 µg/mL BSA or BSA-AGEs was 

added to RPMI with 1%, 2% or 10% FBS. For migration experiments, image acquisition on 

living cells was performed 3 hours post-plating for 3 hours at 10-minute intervals. For spreading 

experiments, cells were fixed for 10 minutes at room temperature in 4% paraformaldehyde 

(PFA) in 1X PBS 15, 30, 60, 120, and 180- minute post-plating. After cell fixation, 

immunostaining of zyxin (Z4751, Sigma-Aldrich) was performed to evaluate cell area, and DNA 

was stained with DAPI.  

For tunable stiffness experiments, PC-3, 22Rv1 and MyC-CaP cells were plated on 2.5 kPa or 20 

kPa polyacrylamide gels coated with 0.1mg/mL collagen I (Bordeleau laboratory) on activated 

coverslips. At the plating time, 400 µg/mL BSA or BSA-AGEs were added to RPMI 2% FBS. 

Cells were fixed for 10 minutes at room temperature in 4% PFA in 1X PBS 180-minute post-

plating. After cell fixation, immunostaining of zyxin was performed to evaluate cell area, and 

DNA was stained with DAPI, as described above.   

Total distance of cell migration was evaluated with the TrackMate tool of FIJI software 

(V1.53c). Cell area was also determined with the FIJI software (V1.53c). 

Proliferation assays: For the glycated collagen experiments, glycated collagen was diluted in 

cold D-PBS to a working concentration of 0.1 mg/mL then 150 µL were pipetted into each well 

of a 96-well plate and incubated for 1 hour at 4℃. Then the excess was aspirated, wells were 
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washed once with D-PBS and cells were seeded at a 1,000 cells/well density under two different 

serum conditions (1% and 10%). The plate was then placed in the IncuCyte® S3 (Sartorius) and 

images of whole wells were acquired every 8 hours, up to 5 days. Images were analyzed using 

the Basic Analyzer software (included with IncuCyte® system) and data was shown as 

confluence (%) over time.  

For the dose-response experiments, cells were seeded at a density of 1,000 per well (96-well 

plates). The next day, the culture media was removed and replaced with the appropriate 

treatment (BSA, BSA-AGEs or D-Ribose) at different concentrations (100, 200 or 400 μg/mL 

for BSA and BSA-AGEs and 1, 2, or 4 mM for D-Ribose) and serum conditions (1%, 2% or 

10%). The plate was then imaged with the IncuCyte® S3 and data was collected and analyzed as 

previously described.  

For the treatment switch experiments, after 3 days, the cell culture media was removed, cells 

were washed once with nude media, and then the treatment was switched, and the cells were put 

back in the IncuCyte® S3 and monitored for up to 7 days (post-switch).  

Caspase 3/7 cleavage assays: Caspase activity was measured using the IncuCyte® S3 Caspase 

3/7 red dye (4704, Sartorius) which is composed of an Asparagine-Glutamine-Valine-Asparagine 

(DEVD) peptide that can be cleaved by active caspases, a DEVD recognition motif for the 

binding of the caspases, and a DNA binding dye that emits fluorescence. Cells were seeded at a 

2,500 cells/well density in a 96-well plate. The next day, the cell culture media was removed and 

replaced with appropriate treatment, BSA (400 μg/mL), BSA-AGEs (400 μg/mL) or Etoposide 

(S1225-100MG, Cedarlane labs) at 5 μM or 10 μM. The IncuCyte® S3 Caspase 3/7 red dye was 

diluted at 1:500 in FBS-free media and the same media was used to prepare the treatments. The 

plate was then placed in the IncuCyte® S3 and cells were imaged every 2 hours using the red 

channel, and red signal was quantified using the Basic Analyzer tool.   

Cell cycle analysis: Cells were seeded at 60,000 cells/well density in a 6-well plate. The next 

day, medium was removed and treatment (BSA or BSA-AGEs at 400 μg/mL) was added for 5 

days. Then the treatment was stopped, cells were washed with room temperature D-PBS, 

detached with trypsin, then counted and pooled (every 3 wells). Cells were then pelleted at 1,500 

RPM for 5 minutes, washed again with room temperature D-PBS, then fixed in 70% ethanol for 

at least 1 hour at 4℃. Afterwards, cells were pelleted again (at 1500 RPM for 5 minutes), then 
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washed, then stained in a solution containing 10 μg/mL propidium iodide PI (P4170, Sigma-

Aldrich), 0.2 mg/mL PureLink RNase A (12091021, Invitrogen), 0.1% Triton X-100 (T8787, 

Sigma-Aldrich), in D-PBS. Cells were then sorted using flow cytometry with the BD 

FACSCanto™ system (BD Biosciences) and cell cycle distribution was analyzed using FlowJo 

software (FLOWJO, LLC v10).    

β-galactosidase staining: 11,000 cells were seeded in a 12-well plate, then treated the next day 

with either BSA or BSA-AGEs (both at 400 μg/mL) for 6 days then β-galactosidase (β-gal) 

staining was performed using the senescence β-galactosidase staining kit (9860S, Cell Signaling) 

following the manufacturer’s recommendations. Briefly, cells were washed with D-PBS, then 

fixed with a provided fixing solution, then washed again with D-PBS, then stained with a X-Gal 

staining solution (prepared from provided reagents), then the plate was wrapped and incubated in 

a CO2-free incubator at 37℃ overnight. The next day, cells were imaged under the microscope 

under 10× magnification and images from different fields were taken for each condition. 

Positive cells were manually counted, and results were displayed as percentage of total cells. For 

long-term storage, the staining solution was removed, cells were overlayed with 70% glycerol 

and the plate was kept at 4℃. 

Bioinformatic analyses:  

Data source and description: Publicly available prostate cancer transcriptomic datasets were used 

to analyze AGE receptors expressions and their association with clinical outcomes. TCGA-

PRAD readcount matrix and samples clinicopathological information were downloaded from 

The Cancer Genome Atlas (TCGA) database (http://tcga-data.nci.nih.gov/tcga/) [12] using 

Bioconductor package TCGAbiolinks [13]. We used TCGA level 3 data comprising of 52 

normal and 498 cancer. One metastasis sample was excluded from the analysis. 

Data processing: TCGA RNA-seq sequencing read counts were normalized for sequencing depth 

using the size factor method implemented in Deseq2_1.26.0 package [14].    

Survival analysis: Expression data from RNA-seq datasets was transformed using the variance-

stabilizing transformation implemented in the Deseq2_1.26.0 package [14]. Patients were 

divided into high expression and low expression groups by optimal cutpoint calculated by 

maximally selected rank statistic (surv_cutpoint-function) from the survminer_0.4.6 package 

[15]. Differences in patient’s recurrence‐free survival between groups were estimated by 

http://tcga-data.nci.nih.gov/tcga/)%203
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Kaplan–Meier survival analysis and log‐rank tests using R package survival_3.1-12 [16] and 

survival curves were generated using survminer_0.4.6 package [15].  

Statistics: All statistical tests were performed in R version 3.6.2 (2019-12-12). Statistical analysis 

to compare two groups were performed using Wilcox test. 

FTIR: Collagen ribose hydrogel (1,5 mg/mL) was dried on a Silicon crystal, then the infrared 

absorption was measured with an ATR-FTIR (Agilent Cary 660 FTIR, Agilent Technologies, 

USA), equipped with a deuterated L-alanine-doped triglycine sulfate (DLa-TGS) detector and a 

Germanium-coated potassium bromide beam splitter. The infrared absorption spectra of 

untreated collagen hydrogel (1,5 mg/mL) and pure ribose sugar were also acquired as controls. 

Spectral analysis: Absorbance at 280 nm was tested with the NanoDrop® spectrophotometer 

(ND-1000). D-PBS was used as blank to correct for baseline absorbance.  

Western Blotting: Increasing quantities of BSA-AGEs (50 ng, 100 ng, 500 ng, 1 μg, 2.5 μg, and 

5 μg) were prepared in RIPA buffer (20 mM Tris-HCl pH 7.5, 150 mM NaCl, 1 mM EDTA, 1% 

TRITON-X), mixed with 4× Laemmli buffer (1610747, Bio-Rad) and boiled at 95℃ for 5 

minutes. Samples were then run on a 10% Tris-glycine SDS-polyacrylamide gel and transferred 

to nitrocellulose blotting membranes (1704271, Bio-Rad), using standard protocols. The 

membrane was then blocked in 5% milk (made in TBS-T) for 1 hour and probed against AGEs 

using an anti-CML antibody (MAB3247, R&D) at the recommended concentration (1 μg/mL). 

Similar protocol was followed for Caspase 3 (9665S, Cell signaling) at 1:1,000 and RAGE 

(AF1145, R&D) at 1 μg/mL Western Blots where 20 μg and 50 μg of protein were loaded, 

respectively and GAPDH (2118S, Cell signaling) was used at 1:1,000 as a loading control.  

RAGE overexpression: HEK293FT cells were seeded at a 500,000 cells/well density in a 6-well 

plate. The next day, lipofectamine 2000 (11668019, Invitrogen) was used to transfect 2 wells 

with a RAGE expression vector (RC204664, OriGene Technologies), 2 wells with H2B-GFP 

(11680, Addgene) while 2 wells were left non-transfected. 48 hours post transfection, cells were 

lysed and processed either for Western Blot (see above) or for qPCR. RNA was extracted with 

QIAzol (79306, Qiagen) and reverse-transcribed into cDNA using the iScript™ Reverse 

Transcription Supermix (1708841, BioRad) then used for qPCR using the CFX Connect™ Real-

Time System (BioRad). ∆∆Ct method [17] was used to normalize the RAGE transfected 
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condition to the non-transfected condition, and GAPDH was used as a housekeeping gene. For 

hRAGE we used the following primer set: forward primer: CACCTTCTCCTGTAGCTTCAGC 

and reverse primer: AGGAGCTACTGCTCCACCTTCT. As for hGAPDH we used the 

following primer set: forward primer: GTCTCCTCTGACTTCAACAGCG and reverse primer: 

ACCACCCTGTTGCTGTAGCCAA. 

Statistics: Except for Figure 2-6, all figures were prepared using GraphPad Prsim 8 software. 

The Mann-Whitney test was used to compare the distribution between two groups. The Kruskal-

Wallis test was used for one-way analysis of variance. Two-way ANOVA was used to compare 

the mean differences between groups that have been split on two independent variables. 

Unpaired t-test was used to compare the means of two unmatched groups. 

2.4  Results 

Immobilized AGEs do not impact prostate cancer cell aggressive phenotypes 

We sought to explore the effect of glycated molecules on prostate cancer cells and determine 

whether phenotypes linked with aggressiveness (such as cell migration, spreading, and 

proliferation) can be impacted. Glycated entities can either be immobilized (i.e., bound to a given 

substrate) or soluble (i.e., in suspension). To mimic the former type of AGEs, we opted for 

glycated collagen for several reasons. First, collagen is the most abundant protein of the ECM, 

making it physiologically relevant as it is the most common coating substance used in cell 

culture. Second, collagen glycation has been already characterized by other groups and shown to 

have an effect on cellular physiology [9]. Third, collagen glycation with D-Ribose is a robust 

reaction. Collagen glycation was validated by FTIR analysis that showed specific peaks in the 

glycated condition (Figure S1). Glycated collagen did not affect PC-3 migration under three 

different stiffnesses: 2.5 kPa, which mimics the stiffness of a normal tissue, 20 kPa, which 

mimics the stiffness of tumours, and glass, which represents a condition of infinite stiffness 

(Figure 2-1A) [18]. Similarly, glycated collagen did not affect PC-3 spreading which increased 

with the stiffness of the substrate (Figure 2-1B). The proliferation of these cells also was not 

affected by collagen glycation on plastic, under two different serum concentrations (1% and 

10%) (Figure 2-1C). Similar results were obtained for proliferation using the MyC-CaP murine 

prostate cancer cell line, under the same conditions (Figure S2). These results indicate that 

collagen glycation does not impact prostate cancer phenotypes, under the tested conditions. 
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Soluble BSA-AGEs block phenotypes that are associated with cancer aggressiveness in a 

dose-dependent manner 

After seeing no difference with collagen glycation on cellular response, we hypothesized that the 

accessibility of immobilized AGEs to the cells is compromised with glycated collagen, and we 

wanted to test whether soluble AGEs in the form of BSA-AGEs would yield a different outcome. 

Glycation of BSA was validated via Western Blot as increasing quantities of soluble AGEs were 

detected using an anti-CML antibody (Figure S3A). We also performed a spectral absorbance 

analysis which showed an increase in the absorbance at 280 nm using two different batches of 

AGEs, compared to non-glycated BSA (Figure S3B). Moreover, after the incubation time has 

passed (three weeks), the soluble AGEs solution turned yellow brown, which can be appreciated 

with the naked eye, and is used as a colorimetric indicator of a successful glycation reaction, 

which is also known as a “browning reaction” (Figure S3C). 

 To test the effect of soluble AGEs, we treated the cells with increasing concentrations of BSA-

AGEs (100, 200, and 400 μg/mL) prepared in serum-free medium, with the FBS added freshly 

during the preparation of the treatment at 2%. Non-glycated BSA which has been incubated 

under the same conditions as the BSA-AGEs was prepared with the same increasing 

concentrations and used as a control. We noted a dose-dependent decrease in PC-3 live 

migration, measured by track length (μM) (Figure 2-2A). In a similar fashion, PC-3 cell 

spreading was also decreased in a dose-response manner, measured by cell area (μm2) (Figure 2-

2B). As for proliferation, under 2% FBS, we saw a dose-dependent decrease in proliferation, 

measured by cell confluence (%), upon BSA-AGEs treatment, with a complete blockade in 

proliferation observed at a concentration of 400 μg/mL (Figure 2-2C). Equivalent concentrations 

of D-Ribose (1, 2, and 4 mM) were diluted in D-PBS and used as an additional control for the 

proliferation assays. A dose response effect was also observed under 1% FBS (Figure S4A) and 

a decrease in proliferation at 400 μg/mL was still noticed at FBS concentration of 10% (Figure 

S4B). A similar effect on proliferation was seen in the MyC-CaP cell line, at 400 μg/mL, 

irrespective of the FBS concentration (Figure S5). Proliferation was also decreased in a slow-

growing human cell line, LAPC4, at 400 μg/mL (Figure S6). Interestingly, a dose-response 

effect on proliferation was observed in a fourth cell line, 22Rv1, under 10% FBS (Figure S7C), 

with no effect seen under lower FBS concentrations, possibly due to the decrease in this cell 
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line’s ability to robustly grow under low serum (Figures S7A and S7B). Together, these 

experiments show that soluble BSA-AGEs block prostate cancer aggressive phenotypes. 

Soluble AGEs block stiffness-induced increase in cell spreading 

After demonstrating that soluble BSA-AGEs block cell spreading on glass (Figure 2-2A) and 

that cell spreading is increased with stiffness (Figure 2-1B), we wanted to investigate whether 

soluble AGEs could affect the stiffness induction of spreading, by combining AGEs treatment 

and stiffness modulation in one experimental design. We noted that BSA-AGEs, administered at 

400 μg/mL, blunt the increase in cell spreading area that is induced by stiffness in two different 

prostate cancer cell lines, PC-3 (Figure 2-3A), and 22Rv1 (Figure 2-3B). This indicates that 

cellular response to AGEs is maintained, even at high substrate stiffnesses.  

The effects of soluble AGEs are irreversible 

After the robust decrease in proliferation observed upon AGEs treatment at 400 μg/mL in four 

different prostate cancer cell lines, we wanted to test whether the cells can recover from an 

AGEs treatment. To do that, we designed an experiment where we switched the treatment 

between the control (non glycated BSA) and the experimental (BSA-AGEs) conditions after 

three days, then monitored cell proliferation for up to 7 days (post-switch). What we noted is that 

22Rv1 cells that were initially treated with BSA-AGEs did not recover, despite being treated for 

7 days with BSA thereafter (Figure 2-4). Importantly, in the other group, BSA-AGEs 

successfully decreased proliferation, despite a BSA pre-treatment. These results suggest that the 

effect of soluble AGEs on cell proliferation is irreversible.  

AGE-dependent decrease in cellular proliferation is associated with cellular senescence 

After noting that the effect of AGEs on proliferation cannot be reversed, we hypothesized that it 

might be due to apoptosis. We measured caspase 3-7 cleavage using the IncuCyte® S3 red 

reagent. In 22Rv1, AGEs did not affect apoptotic signal intensity when compared to non-

glycated BSA, however etoposide, a DNA-damage inducing drug that is known to cause 

apoptosis [19], did increase the intensity of red signal in a dose-dependent manner (5 and 10 μM) 

compared to the vehicle condition (Figure 2-5A). Similar results were obtained with the MyC-

CaP cell line (Figure S8A). In PC-3, Western Blot analysis did not reveal a change in caspase 3 

protein levels following AGEs treatment (Figure S8B).  
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We then investigated whether the cell cycle was impacted by AGEs treatment. We saw a 

significant decrease in the G1 population in 22Rv1 with the treatment (Figure 2-5B) coupled 

with a decrease in cell proliferation, captured by trypan blue cell count (Figure 2-5C). 

Importantly, the cell cycle distribution was not affected in PC-3 by the treatment (Figure S9A), 

whereas proliferation was still decreased as a result of the AGEs treatment (Figure S9B).  

To assess the effect of the BSA-AGEs treatment on senescence, we used senescence-associated 

β-gal staining which is accepted as a robust biomarker for senescence in culture and in vivo [20]. 

We noted an increase in β-gal positivity at pH=6 upon AGEs treatment in PC-3 (Figure 2-6C). 

Similar results were obtained with 22Rv1. These results suggest that AGEs treatment is 

associated with cellular senescence, providing a potential mechanistic explanation to the AGEs-

dependent reduction in cellular proliferation.  

AGE receptors are differentially expressed in prostate cancer tumours and are associated 

with clinical outcomes 

To determine whether glycation could play a role in prostate cancer disease progression, we 

examined the gene expression of the nine known AGE receptors in benign prostatic and tumour 

tissues using the cancer genome atlas (TCGA) dataset which comprised at total 333 primary 

prostate carcinomas [12]. We found that 78% (7 out of 9) of the AGE receptors are differentially 

expressed in prostate tumours (Figure 2-6A) with some being upregulated in the tumour 

condition (DDOST, MSR1, OLR1, PRKCSH, and SCARB1) while the rest is downregulated 

(CD36 and LGALS3). In prostate cancer, biochemical recurrence (BCR) is defined as the rise in 

PSA following primary treatment (such as prostatectomy and/or radiation therapy) and is used as 

a parameter to define clinical outcomes, as shorter BCR time is often indicative of more 

aggressive disease. We investigated whether this parameter is affected by the expression level of 

the AGE receptors in this dataset, and we observed that patients bearing prostate tumours with 

high expression in certain receptors (AGER, MSR1, CD36, OLR1, and STAB1) experienced 

biochemical recurrence faster than their low expressing counterparts (Figure 2-6B) (p<0.05). 

These results suggest that the AGE receptors are associated with disease development and 

patient clinical outcomes, and they might potentially be involved in the disease biology. 
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2.5  Discussion  

Despite huge technological advancements made in screening, diagnosis, and treatment, prostate 

cancer remains one of the most common cancers worldwide and a leading cause of death in men 

diagnosed with the disease. Therefore, the need for novel treatment modalities that are both safe 

and efficacious is urgent, due to the presence of factors that increase disease morbidity such as 

treatment resistance, recurrence, and metastasis.  

Our results suggest a protective role for soluble BSA-AGEs in blocking prostate cancer 

aggressive phenotypes: we note that proliferation is decreased in four different prostate cancer 

cell lines (three of which are of human origin) upon our treatment. Similarly, the same treatment 

causes a decrease in cell spreading and migration in the highly metastatic human prostate cancer 

cell line, PC-3. The literature concerning the role of BSA-AGEs in cellular behavior is 

problematic, due to conflicting results regarding the way these glycated molecules dictate vital 

cellular mechanisms such as proliferation and migration. On the one hand, several studies 

showed that AGEs could block proliferation and migration of cell lines of different origins (both 

human and non-human) [6, 8] with mechanisms of action only beginning to be elucidated. On 

the other hand, studies have shown opposite effects, predominantly in the context of cancer, with 

papers showing that AGEs harbour pro-tumourigenic properties, promoting cell proliferation and 

invasion in vitro [7] and metastasis in vivo [21]. Based on that, our results come to add an 

additional layer of complexity to an already controversial body of knowledge.  

There are several important points to keep in mind when studying AGEs in a cellular context, 

and which can contribute to the opposing results often seen in the literature. First, the type of 

AGEs matter. As previously alluded to, the Maillard reaction is a chemical reaction that results 

between the interaction of carbonyl groups of reducing sugars and the amine groups of proteins. 

Therefore, the members of the AGEs family are numerous and different sugars will undeniably 

generate different AGEs which could each have different effects on cells. Studies often used 

different types of AGEs, either “homemade” or commercially purchased, with examples 

including but not limited to: glycolaldehyde AGEs, methylglyoxal AGEs, glucose derived AGEs, 

and D-Ribose derived AGEs. Interestingly, a paper that used the same type of AGEs that we use 

in our own study (i.e. D-Ribose derived BSA-AGEs) reached similar conclusions with regards to 

cell proliferation [5] further corroborating the idea that the glycating agent matters in the context 
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of AGEs study. Another important aspect of this type of study is the dose. Studies that 

investigated the effect of AGEs used them in the range of μg/mL with doses ranging between 50 

μg/mL and 400 μg/mL. In our study, we opted for a range of 100, 200 and 400 μg/mL for the 

treatment and we saw a dose-response effect on cell spreading, migration, and proliferation 

(Figure 2-2). Intriguingly, Sharaf et al. showed that methylglyoxal BSA-AGEs block breast 

cancer cell proliferation between 50 and 100 μg/mL, whereas a higher dose (200 μg/mL) does 

not confer the same effect [7], further confirming that different doses can lead to different 

outcomes. One other critical aspect when conducting such experiments is controls. Because 

glycation is a slow and complicated reaction, it is important to thoroughly monitor the 

preparations for signs of contamination during incubation, which is often conducted at 37℃. 

Moreover, it is critical to validate the success of glycation, which we did by running our soluble 

BSA-AGEs on a gel and detecting them by Western Blot using an anti-CML antibody (Figure 

S3A). AGEs are known to form crosslinks, and to polymerize and aggregate, which could 

explain the presence of multiple bands on the membrane. We were also able to confirm the 

success of the reaction visually as the BSA-AGEs solution turned yellow brown at the end of the 

allocated incubation time (3 weeks) (Figure S3C) while the non-glycated BSA solution 

remained transparent. Our glycated collagen has also been validated by FTIR analysis, which 

showed peaks that are specific to glycation, only in the glycated condition (Figure S3B). 

The switch experiment (Figure 2-4) provides valuable insight into the underlying mechanism of 

the BSA-AGE effect. We show that 22Rv1 do not recover from the AGE treatment, despite 

being treated with BSA for 7 days after. Intriguingly, BSA-AGEs are successful in blocking 

proliferation in this cell line despite a BSA pre-treatment for 3 days. These results indicate that 

the effects mediated by AGEs are long-lasting and irreversible. However, we show that the 

treatment does not result in caspases 3 and 7 cleavage, in two different cell lines: 22Rv1 (Figure 

2-5A) and MyC-CaP (Figure S8A), which indicates that AGEs do not cause apoptosis under the 

tested conditions. Another aspect we wanted to look at was the cell cycle distribution, which 

showed an increase in the G1 population in 22Rv1 (Figure 2-5B) and no effect in PC-3 (Figure 

S9A). Because the phenotype is so similar across cell lines, one would expect the underlying 

mechanism to be more or less conserved, so it unlikely for the cell cycle distribution to be at 

least fully responsible for the drastic effects that we see on cell proliferation. Lastly, β-gal 

staining did increase in the AGEs condition in PC-3 (Figure 2-5C) and in 22Rv1, suggestive of 
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cellular senescence. Senescence provides a plausible explanation for the phenotype that we see, 

especially since it is irreversible, and offers the exciting possibility of combining AGEs 

treatment with senolytics to treat prostate cancer. 

Although the clinical data presented in Figure 2-6 is intriguing, it is important to keep in mind 

that the relationship between RNA expression and protein levels is not necessarily correlational 

[22]. Therefore, it is not evident that patients who display alterations in the AGERs at the mRNA 

level will also do so at the protein level, which will be, if involved, mediating the response. In 

this regard, patient tissue microarrays (TMA) could be used to look directly at the protein and 

draw correlations with oncological outcomes.  

2.6  Conclusion 

Altogether, our findings exposed opposite roles for the glycation of soluble proteins and the 

extracellular matrix stiffness and suggest that the tumour suppressing properties of glycated 

soluble proteins could be harnessed as a novel therapeutic avenue through precision nutrition. In 

addition, our results offer a plausible explanation for the protective effect of diabetes against 

prostate cancer incidence. 

However, further investigation is required to uncover the mechanism behind the observed 

phenotype, which is likely to involve one or more of the AGE receptors. Critically, it is of utmost 

importance to test the effect of soluble BSA-AGEs in vivo, to see whether the protective effect 

will translate within the context of a more complex biological system.  
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2.9  Figures 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2-1: Immobilized AGEs do not affect PC-3 aggressive phenotypes. 

 (A) Glycated collagen does not affect PC-3 migration at any given stiffness. (B) Cell spreading 

increases with substrate stiffness irrespective of the glycation status. (C) Collagen glycation does 

not affect PC-3 proliferation. All datapoints from at least two independent experiments are 

shown for panel (A) as well as the mean ± SEM and an average of at least two independent 

experiments are shown panels (B,C) ± SD. 
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Figure 2-2: Soluble D-Ribose BSA-AGEs block PC-3 aggressive phenotypes. 

(A) Live migration is decreased by BSA-AGEs in a dose-dependent manner. All data-points 

from at least two independent experiments are shown as well as the mean ± SEM. Mann-

Whitney test was used to test for significance between BSA and AGEs, at different 

concentrations. (B) PC-3 cell spreading is decreased by BSA-AGEs in a dose-response manner. 

Data represents average from at least three independent experiments ± SD. (C) BSA-AGEs 

block PC-3 proliferation in a dose-dependent fashion. Data represents the average of three 

independent experiments ± SD; two-way ANOVA was used to test for statistical significance.  

* p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001, **** p ≤ 0.0001.  
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Figure 2-3: Stiffness-induced increase in cell spreading is blocked by soluble BSA-AGEs in 

two different prostate cancer cell lines. 

(A) The effect of BSA-AGEs on PC-3 cell spreading under increasing substrate stiffnesses. (B) 

The effect of BSA-AGEs on 22Rv1 cell spreading under increasing substrate stiffnesses. 

Statistical significance was tested by the Kruskal-Wallis one-way analysis of variance.  

ns > 0.05, **** p ≤ 0.0001. 
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Figure 2-4: Treatment switch does not rescue the proliferation effect mediated by BSA-

AGEs in 22Rv1. 

Data presented as mean ±SEM from one representative experiment, with four technical 

replicates per condition. The experiment was repeated twice, and the other experimental replicate 

is shown in the appendix. 
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Figure 2-5: BSA-AGEs effect on apoptosis, cell cycle, and senescence. 

 (A): Soluble BSA-AGEs do not induce apoptosis in 22Rv1. Representative experiment shown 

(Mean ± SEM; two-way ANOVA). (B) Soluble AGEs cause a decrease in the G1 population in 

22Rv1. Average from two independent experiments (Mean ±SEM; unpaired t-test). (C) Decrease 

in 22Rv1 cell number upon BSA-AGEs treatment. Average from two independent experiments 

(Mean ±SEM; unpaired t-test). (D) Increase in β-gal staining intensity upon BSA-AGEs 

treatment in PC-3 (representative images). (E) Quantification of the in β-gal staining from two 

independent experiments, two different fields per experiment. Data shown as mean ±SEM; 

unpaired t-test.   ns > 0.05, * p ≤ 0.05, **** p ≤ 0.0001.   
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Figure 2-6: AGE receptors are associated 

with prostate cancer disease progression 

in the TCGA cohort. 

(A) AGE receptors are differentially 

expressed in prostate tumours. (B) AGE 

receptors expression level is associated with 

prostate cancer clinical outcome. Wilcox 

test. ns > 0.05, ** p ≤ 0.01, *** p ≤ 0.001, 

**** p ≤ 0.0001. 
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2.10  Supplementary figures 

 

Figure S1: FTIR analysis allows discrimination between non-glycated collagen and 

glycated collagen hydrogels. 
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Figure S2: Immobilized AGEs do not have an effect on MyC-CaP proliferation. 

Data from two independent experiments (Mean ± SD). 
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Figure S3: Validation of soluble D-Ribose BSA-AGEs. 

(A) Soluble D-Ribose BSA-AGEs are detectable by Western Blot using an anti CML antibody. 

(B) Soluble D-Ribose BSA-AGEs cause an increase in spectral absorbance at 280 nm. (C) BSA 

glycation can be appreciated visually by the presence of a yellow-brown solution. 
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Figure S4: Soluble BSA-AGEs block PC-3 proliferation at different FBS concentrations. 

(A) Dose-response effect of soluble BSA-AGEs under 1% FBS. Results from three independent 

experiments. (B) Soluble AGEs block proliferation at the optimal dose under 10% FBS. 

Representative experiment shown. Data represents mean ± SD; two-way ANOVA. ** p ≤ 0.01, 

*** p ≤ 0.001, **** p ≤ 0.0001.  
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Figure S5: Soluble BSA-AGEs block MyC-CaP proliferation across different FBS 

concentrations. 

1% (A), 2% (B) and 10% (C). Representative experiments shown. Data represents mean ± SD; 

two-way ANOVA. ** p ≤ 0.01, **** p ≤ 0.0001.  
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Figure S6: Soluble BSA-AGEs block LAPC4 proliferation across different FBS 

concentrations. 

1% (A), 2% (B) and 10% (C). Representative experiments shown. Data represents mean ± SD; 

two-way ANOVA. * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001. 
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Figure S7: Effect of soluble BSA-AGEs on 22Rv1 proliferation under different FBS 

conditions. 

1% (A), 2% (B) and 10% (C). Representative experiments shown. Data represents mean ± SD; 

two-way ANOVA. * p ≤ 0.05, ** p ≤ 0.01, **** p ≤ 0.0001. 

  

0 24 48 72 96 120

0

5

10

15

20

22RV1 2%FBS

Time (hours)

C
o

n
fl

u
e
n

c
e
 (

%
)

D-Ribose (1 mM)

D-Ribose (2 mM)

D-Ribose (4 mM)

BSA (100 µg/mL)

BSA (200 µg/mL)

BSA (400 µg/mL)

BSA-AGEs (100 µg/mL)

BSA-AGEs (200 µg/mL)

BSA-AGEs (400 µg/mL)

0 24 48 72 96 120

0

10

20

30

22RV1 10%FBS

Time (hours)

C
o

n
fl

u
e
n

c
e
 (

%
)

D-Ribose (1 mM)

D-Ribose (2 mM)

D-Ribose (4 mM)

BSA (100 µg/mL)

BSA (200 µg/mL)

BSA (400 µg/mL)

BSA-AGEs (100 µg/mL)

BSA-AGEs (200 µg/mL)

BSA-AGEs (400 µg/mL)

✱

✱✱ ✱✱✱✱

0 24 48 72 96 120

0

5

10

15

22RV1 1%FBS

Time (hours)

C
o

n
fl

u
e
n

c
e
 (

%
)

D-Ribose (1 mM)

D-Ribose (2 mM)

D-Ribose (4 mM)

BSA (100 µg/mL)

BSA (200 µg/mL)

BSA (400 µg/mL)

BSA-AGEs (100 µg/mL)

BSA-AGEs (200 µg/mL)

BSA-AGEs (400 µg/mL)

A B 

C 



54 

 

 

 

 

 

 

 

 

Figure S8: The effects of soluble BSA-AGEs on apoptosis. 

(A) Caspase 3-7 cleavage assay in MyC-CaP following BSA-AGEs treatment. Representative 

experiment shown. Data represents mean ±SEM.  (B) Western Blot showing the levels of total 

Caspase 3 protein in PC-3 cells treated with AGEs. Two-way ANOVA. **** p ≤ 0.0001. 
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Figure S9: Effect of solube AGEs on PC-3 cell cycle (A) and proliferation (B). 

Data from two independent experiments. Mean ± SEM. Unpaired t-test. ns ≥ 0.05,**** p ≤ 

0.0001. 
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Figure S10: RAGE expression in human prostate cancer cell lines. 

(A) RAGE is not expressed in human prostate cancer cell lines at the protein level. (B) The 

antibody used to detect RAGE in prostate cancer cells is specific. (C) qPCR showing the change 

in the expression level of RAGE following HEK293 transfection. 
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Chapter 3: General discussion 

3.1  Summary of findings 

Throughout this thesis, we demonstrated a potential protective role for soluble BSA-AGEs in 

blocking or decreasing prostate cancer aggressive phenotypes in vitro using different human 

prostate cancer cell lines (PC-3, 22Rv1, and LAPC4) and one MYC overexpressing murine cell 

line (MyC-CaP). We studied several key aspects of tumour cell biology such as proliferation, cell 

spreading, and migration and found that all of these mechanisms are intriguingly interrupted 

upon soluble BSA-AGEs treatment. We show that the observed phenotype is not mediated by 

classical cell death pathway (under the tested conditions) nor defects in cell cycle distribution. 

We also show that the effect might be due to an increase in cellular senescence, however this 

requires further characterization, which will be discussed in this chapter. Intriguingly, we note 

that immobilized AGEs, in the form of glycated collagen, do not exert any effect on the 

mechanisms that we tested, for reasons that will be further discussed. Additionally, we noted a 

blockade of stiffness-induced spreading and migration by soluble AGEs, hinting at a potential 

crosstalk between soluble BSA-AGEs and matrix stiffness.  

3.2  The impact of soluble BSA-AGEs on prostate cancer cell proliferation 

Cell proliferation, i.e., the cell’s ability to increase in number and divide, is at the core of cancer 

growth and progression. In fact, in very simple terms, cancer is nothing but unregulated 

proliferation of tumour cells [160]. Therefore, it is imperative to find agents that can regulate 

cancer cell proliferation, offering new potential therapeutic avenues. In our study, we used four 

different cell lines, harbouring different genetic alterations and androgen receptor status to have a 

better representation of the disease: for instance, PC-3 and 22Rv1 could represent an advanced 

stage of the disease, one that is metastatic and androgen insensitive while LAPC4 cells represent 

earlier stages. As for the MyC-CaP cell line, despite being a murine model, it is an indispensable 

tool to study the disease in a MYC-driven prostate cancer context, especially since it has been 

demonstrated to be particularly vulnerable to metabolic intervention [44]. Live imaging was 

favoured over more traditional methods to quantify proliferation due to its feasibility, its ease to 

streamline, and the ability to monitor the experiment for longer periods of time. We used 

different FBS concentrations (1%, 2%, and 10%) to mimic the nutrient gradient within the 
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tumour microenvironment. The fact that soluble BSA-AGEs block proliferation at the high dose 

(400 μg/mL) under both low (1%) and high (10%) FBS concentrations indicates that this 

treatment impacts cancer cells biology irrespective of nutrient availability, which could have 

major implications in clinical settings as most cancer cells rely on altered energy metabolism to 

fuel their malignancy [22]. 

3.3  The effect of soluble BSA-AGEs on prostate cancer cell spreading and migration 

In addition to proliferation, cell spreading and migration are two physiological phenomena with 

some common features, and they both can affect cancer cellular biology. Cell spreading is 

defined as the cell’s ability to flatten on a surface in order to adhere to a substrate. It is a passive 

phenomenon, at least in the early stages, and it has significant implications on other cellular 

functions such as proliferation, motility, and fate determination [161]. Cell migration, which is 

defined as a cell’s ability to move from one location to another, is crucial for both physiological 

and pathological processes. Study of cell migration in the context of cancer biology is of 

particular interest because metastasis, which is the feature that makes cancer so deadly, is 

thought to be mediated by cancer cell motility and migration [162]. Our results showed that, in a 

similar fashion to proliferation, a treatment with BSA-AGEs affect cell spreading and migration. 

In the highly metastatic PC-3 cell line, the treatment was shown to decrease cell migration, 

measured by track length (μm) in a dose-response fashion (Figure 2-2A). The same trend is 

observed with cell spreading (Figure 2-2B), measured by cell area (μm2). Since these cellular 

processes are interconnected and known to influence one another, the effect of the soluble BSA-

AGEs being similar across different processes is not surprising and a sequence of events where 

cells treated are unable to properly spread on the matrix surface which impairs their ability to 

proliferate and migrate is highly plausible.  

3.4  Crosstalk between soluble BSA-AGEs and matrix stiffness: soluble AGEs as a 

regulatory mechanism 

Matrix stiffness is known to affect cellular physiology, with regards to proliferation, adhesion 

and even cell fate determination [163]. For cell spreading, we decided to tune the substrate 

stiffness to mimic a more physiologically relevant state where cells are bound to softer substrates 

(2.5 – 20 KPa) and we saw that AGEs blunt the effect of the stiffness on spreading, in two 

different human cell lines (PC-3 and 22Rv1) (Figure 2-3). This result suggests that the 
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phenotypes observed with soluble BSA-AGEs could be a part of a regulatory mechanism that 

maintains tissue homeostasis under conditions of high glycation: in this context, the increase in 

matrix stiffness, which would drive cell spreading, is counterbalanced by the increase in the 

concentration of soluble BSA-AGEs in circulation, to block the tumour-promoting effects of 

stiffness. 

3.5  The effect of soluble BSA-AGE on senescence: the use of senolytics in cancer 

treatment 

The most striking difference between senescence and other types of quiescence is that the former 

is irreversible while quiescent cells can restore their proliferative capacity once the growth 

conditions are favourable again [164]. Our results indicate clearly that when cells are treated 

with BSA-AGEs, they become quiescent (i.e., they stop proliferating). Moreover, in the 22Rv1 

cell line, changing the condition from BSA-AGEs to BSA 3 days after the initial treatment does 

not trigger the cells to proliferate again, despite the favourable condition being restored (BSA), 

which indicates that the effects of soluble BSA-AGEs are irreversible and long-lasting. We do 

show that the effect is not due to caspase 3-7 mediated apoptosis (Figure 2-5A) nor defects in 

cell cycle distribution (Figure 2-5B). However, our results show an increase in β-gal staining 

intensity in PC-3 (Figure 2-5D), indicating that the BSA-AGEs treatment might be causing the 

cells to become senescent.  

Senolytics are defined as an emerging class of drugs that can selectively clear senescent cells in 

vitro and in vivo [165]. Evidence from animal models show that the use of senolytics could 

promote longevity in animals, as well as having beneficial effects on several diseases such as 

atherosclerosis, renal dysfunction, and cancer [166]. While still in the preclinical stages, 

senolytics represent an exciting new therapeutic avenue in cancer where therapy induced 

senescence (TIS), caused by the use of classical antineoplastic treatments such as radiotherapy 

and chemotherapy, is harnessed to selectively target and clear senescent tumour cells, which 

could delay or even prevent cancer relapse [167]. In our model, it would be exciting to combine 

the effect of soluble BSA-AGEs and senolytic drugs and assess how this combination could play 

out in the context of tumour growth in vivo. If the effect of BSA-AGEs on cancer cell 

proliferation is conserved in vivo, which is yet to be determined, and if BSA-AGEs are indeed 

causing senescence, one would expect the combination of both treatments to slow tumour growth 
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in mice or inhibit tumour initiation altogether. The answer to these two different concepts relies 

in timing of both treatments in respect to the time of injection of tumour cells.  

3.6  Prostate cancer cell response to immobilized AGEs: the effect of glycated 

collagen 

Immobilized AGEs, administered in the form of glycated collagen did not influence prostate 

cancer phenotypes (Figure 2-1) and this could be due to several reasons. Despite glycation being 

validated by FTIR, we are not able to quantify the level of glycation and thus determine whether 

it is sufficient to induce a change in cellular response. Our collagen has been glycated for 5 days 

only, and even though this condition has been proven to be sufficient to affect endothelial cells 

[168], it is yet to be determined whether longer incubation times would yield different outcomes 

in our system. One way to address this question would be by testing different incubation times, 

ranging from the current one (5 days) and going up to several weeks, then systemically 

comparing them within the same experiment. One issue that could arise, however, is that longer 

incubation times might cause significant changes in collagen structure and architecture [169], 

making it difficult to decouple the AGEs per se from the collagen structure as the culprit for any 

possible observed change in cell response. One other plausible explanation for the lack of effect 

on prostate cells is accessibility. Immobile AGEs, which are bound to the collagen that is used to 

coat the plates on which cells are seeded may be less accessible to these cells, especially when 

compared to soluble AGEs. Because the effect of AGEs is most likely to be mediated by at least 

one of the AGE receptors, a ligand-receptor interaction is necessary to provoke a response. And 

because receptors that bind ligands of the ECM generally do so with low affinity, it is tempting 

to speculate that a potential low binding capacity of AGE receptors might be in part to blame for 

the lack of response. 

3.7  Physiological relevance of the results in the context of diabetes 

Glycation, and the subsequent formation of AGEs, are hallmarks of diabetes mellitus, with the 

use of glycated hemoglobin as a means to monitor long-term glycemic levels (as alluded to in 

Chapter 1). In fact, glycation has been suggested as a mechanism to bridge hyperglycemia and 

health complications observed in diabetic patients [170]. Our study investigated the role of 

soluble BSA-AGEs which are derived from the reaction between D-Ribose and BSA. 

Intriguingly, circulating glycated serum albumin has been found to be elevated in the blood of 
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diabetic patients [171], adding a layer of clinical relevance to our findings. Although D-Glucose 

is one of the most important players in diabetes, there has been no direct evidence linking higher 

glucose levels to the increase in glycated serum [172]. On the other hand, D-Ribose was found to 

be increased in the urine of diabetic patients [173]. D-Ribose was also shown to be involved in 

the glycation of hemoglobin [174] and auto antibodies against D-Ribose glycated hemoglobin 

were detected in diabetic patients [175]. This suggests that D-Ribose, often overlooked in the 

context of diabetes, might be mediating many diabetes-related health complications, and that our 

results could be potentially relevant for diabetic patients. The demonstrated effect of soluble 

BSA-AGEs on prostate cancer cells in our study could serve as a mechanistic explanation for the 

paradoxical decrease in prostate cancer incidence observed in diabetic patients [176]. 

3.8  Precision nutrition in cancer: is there a room for AGEs? 

Evidence from epidemiological and clinical studies have long established a relationship between 

diet and cancer [177], with certain diets (such as the Western Diet) linked to an increase in 

cancer incidence while others (such as the Mediterranean diet) are associated with a decrease in 

cancer incidence [178]. Moreover, certain food groups have been found to harbour cancer 

protective properties, such as fruits and vegetables [179]. Theories to explain the cancer-diet 

relationship range from immune modulation to changes in the gut microbiome, as well as direct 

effects on cancer cells metabolism [180]. One limitation, however, to the entire cancer and diet 

discourse is the inability to decouple the effect of certain micronutrients from the effects of 

macronutrients, which makes the application of dietary intervention in cancer somehow 

controversial. Nevertheless, dietary intervention is emerging as an exciting therapeutic avenue 

where the antitumour properties of certain food molecules or dietary patterns can be harnessed to 

boost the efficacy of current cancer treatments, although clinical trials in that regard are still in 

their infancy [181]. The way AGEs could fit within this puzzle is tricky due to the conflicting 

literature surrounding these molecules and their effect on cancer. Moreover, it is important to 

distinguish between exogenous or dietary AGEs, which are obtained through the diet, mainly by 

consuming certain foods (red meat, fried potatoes, etc.), and endogenous AGEs, which are 

produced by the Maillard reaction inside the body. Currently, there is no convincing evidence 

linking consumption of exogenous AGEs to the level of circulating endogenous AGEs [80]. 

Intriguingly, a follow-up study found an inverse association between fructosamine (a glycated 

protein) serum levels and prostate cancer incidence risk [182], which is in congruent with our 
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own findings. It is still unclear how AGEs could be potentially employed in the context of 

dietary intervention as our model is still at the preclinical level, however control of glycated 

serum protein levels might prove useful in prostate cancer prevention and treatment.  

3.9  Human data: the AGE receptors and how they could be mediating the 

phenotype 

The AGE receptors constitute an important piece of the puzzle that is not to be overlooked. 

Bioinformatic analysis of a publicly available dataset revealed that some of the receptors are 

differentially expressed in prostate tumours (Figure 2-6A). In addition, the expression of some 

of these receptors seems to be associated with clinical outcomes. It is important to keep in mind 

that association does not necessarily mean causation. However, these data provide clinical 

relevance to our study which has only used in vitro models, so far. Intriguingly, in our system, 

RAGE, which is the most studied AGE receptor, was not expressed at the protein level (Figure 

S10A) in human prostate cancer cell lines that we looked at. The antibody for RAGE was 

promptly validated by overexpression at the level of the protein (Figure S10B) and the mRNA 

(Figure S10C). Therefore, it is unlikely for RAGE to be mediating the effects that we see in our 

experiments, since it is not expressed in the human cell lines that we used. The scenario where 

other receptors are involved is possible. One way to address this would be by systemically 

knocking out the receptors, one by one, then treating cells with BSA-AGEs, and assessing 

whether the proliferation phenotype can be rescued, which would help identify one of the 

receptors as a mediator, if the effect is indeed receptor-mediated. 
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Chapter 4 

General conclusions and future directions 

4.1  General conclusions 

The main aim of this thesis was to explore the role of glycation, in the form of immobilized 

AGEs or soluble serum proteins, in prostate cancer cell biology. Diabetes, a known catalyst of 

glycation in humans, is a disease that affects millions of people worldwide and is known to 

impact cancer incidence and outcomes [71]. 

We investigated phenotypes that are tightly related to tumour aggressiveness such as 

proliferation, migration, and spreading and noted, for the first time, a protective effect for soluble 

glycated serum proteins in prostate cancer. Our findings were consistent across several cell lines 

of different origins, underlining the impact of our results across multiple prostate cancer disease 

stages and in the context of various genetic alterations. 

The implications for the results presented in this thesis are double-sided. On one hand, the 

tumour suppressive properties of soluble AGEs might serve as a molecular underpinning to the 

protective effect of diabetes against prostate cancer incidence. On the other hand, while still at 

the preclinical stage, these results open the door for the use of soluble glycated proteins in cancer 

treatment, in the context of precision nutrition. 

4.2  Future directions 

The results presented in this study are highly encouraging in respect to cancer treatment and 

prevention. However, further characterization is definitely required in order to fully understand 

the mechanism through which soluble BSA-AGEs block prostate cancer cellular phenotypes.  

First, it is critical to determine the molecular landscape that is underlying the effect that we 

observe with the soluble BSA-AGEs treatment. Because the phenotype is very robust, we expect 

significant changes at the level of gene expression following the treatment. In that regard, RNA-

seq will prove a powerful tool to pinpoint specific pathways that are mediating the response 

which can then dictate future experiments to target said pathways. We expect to define what we 

call an “AGEs-dependent signature” that will help expose the molecular maestro that is 

orchestrating the AGE-mediated cellular response.  
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Second, it is important to study the AGEs response in the context of AGERs. This is one caveat 

to our study since in our model, RAGE, which is the most studied and characterized AGE 

receptor, was not detectable at the protein nor mRNA levels. Nevertheless, we cannot eliminate 

the possibility of a ligand-receptor interaction underlying the effect. To test that, the different 

AGERs need to be molecularly altered by knockout and cells then treated with AGEs, which 

could help uncover one or more receptors as culprits. 

Third, we must assess how our results might play out in vivo, within a more intricate biological 

entity, especially in the context of TME. The fact that our experiments involved both human and 

murine cell lines mean that we can study the effect of AGEs in both prostate cancer xenograft 

and allograft models, which will allow us to investigate the ramifications of the treatment in the 

presence of a functional immune system, offering a better representation of the conditions in 

human disease. 

Fourth, it would be interesting to look at certain keys of our research project in a clinical human 

setting. Patient derived TMA could be useful in that regard. For example, we could look at the 

expression of the AGE receptors in tumour tissues and correlate it with patient outcomes. 

Additionally, we can probe against glycated molecules within those tissues and assess their 

prevalence. This will undeniably add a layer of clinical relevance to our study that is still 

currently at the preclinical stage. 

In summary, in vitro, in vivo, in silico, and clinical tools should be harnessed to draw a bigger 

and a clearer picture of how glycated molecules impact prostate cancer development and 

progression.  
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Appendix 

Supplementary data for Chapter 2 

The main objective of this section is to provide the reader with additional information regarding 

the data presented in Chapter 2. Since some of the figures are representative of individual 

experiments (done with at least three technical replicates), figures from at least one repeat of 

these experiments are shown here, in order of their appearance in the original manuscript.  
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Supplementary Data 1: Another replicate for Figure 2-4. Treatment switch does not rescue the 

proliferation effect mediated by BSA-AGEs in 22Rv1.Data presented as mean ±SEM. 

 

 

 

 

 

 

 

 



78 

 

0 10 20 30

0

200000

400000

600000

Time (hours)

T
o

ta
l 
re

d
 o

b
je

c
t 

in
te

g
ra

te
d

 i
n

te
n

s
it

y

 (
R

C
U

 x
 µ

m
2
/w

e
ll
)

Etoposide (10 µM)

Etoposide (5 µM)

DMSO

BSA (400 µg/mL)

AGEs (400 µg/mL)✱✱

✱✱✱✱

 

Supplementary Data 2: Another replicate for Figure 2-5A. Soluble BSA-AGEs do not induce 

apoptosis in 22Rv1. Two-way ANOVA. ** p ≤ 0.01, **** p ≤ 0.0001. 
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Supplementary Data 3: Another replicate for Figure S4B. Soluble BSA-AGEs block 

proliferation at the optimal dose under 10% FBS. Data represents mean ± SD. Two-way 

ANOVA. **** p ≤ 0.0001. 
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Supplementary Data 4: Another set of replicates for Figure S5. Soluble BSA-AGEs block 

MyC-CaP proliferation across different FBS concentrations: 1% (A), 2% (B) and 10% (C). Data 

represents mean ± SD. Two-way ANOVA. ** p ≤ 0.01, **** p ≤ 0.0001.  
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Supplementary Data 5: Another set of replicates for Figure S6. Soluble BSA-AGEs block 

LAPC4 proliferation across different FBS concentrations: 1% (A), 2% (B) and 10% (C). Data 

represents mean ± SD. Two-way ANOVA. **** p ≤ 0.0001. 
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Supplementary Data 6: Another set of replicates for Figure S7. Effect of soluble BSA-AGEs 

on 22Rv1 proliferation under 1% (A), 2% (B) and 10% (C) FBS. Data represents mean ± SD. 

Two-way ANOVA. ns ≥ 0.05, ** p ≤ 0.01, *** p ≤ 0.001. 
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Supplementary Data 7: Another replicate for Figure S8A. Caspase 3-7 cleavage assay in MyC-

CaP following BSA-AGEs treatment. Representative experiment shown. Data represents mean 

±SEM. Two-way ANOVA. ** p ≤ 0.01, **** p ≤ 0.0001. 
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