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Abstract

The advent of the Internet in the 1970s has led to an unprecedented level of global connectivity

enabling communication across continents and oceans. Over the last ten years, its continuous

commercialization and adoption by mainstream consumers has led to tremendous growth in global

traffic which is stressing the capacity of all current network layers. This trend is expected to

continue as the technology permeates deeper into our lives through affordable mobile devices and

high bandwidth services such as on-demand streaming audio and video services, high-definition

television and remote cloud storage. To meet these projected traffic demands, experts anticipate

that fiber-to-the-home access networks based on single mode optical fibers will provide a future-

proof upgrade pathway to replace the existing copper-based infrastructure.

By employing mature technologies from transport networks, wavelength-division multiplexed

passive optical networks (WDM PONs) are a leading candidate technology to achieve the projected

10Gbit/s service rates of next-generation access networks. However, their commercial viability

hinges on the availability of low cost and wavelength-independent client side transceivers to meet

the economic constraints set by the service providers. Bidirectional single feeder WDM PONs with

reflective semiconductor optical amplifier (RSOA)-based uplink transmitters are a well researched

solution, but in general their performance has been limited by two key factors: 1) bidirectional

impairments due to scattering, reflections and inter-channel crosstalk; and 2) the RSOA’s limited

modulation bandwidth.

This thesis proposes using a combination of radio frequency subcarrier multiplexing (SCM) and

digital signal processing (DSP) to address these challenges. We develop three generations of SCM

WDM PON architecture to increase the bandwidth efficiency and the symmetric transmission bit

rates as compared to previous SCM solutions. We also implement DSP-based techniques to compen-

sate for the bandwidth-limited RSOA-based transmitter. In each case we experimentally realize the

system’s operation and verify its bit error rate performance over a 20 km single feeder WDM PON

with bidirectional transmission and wavelength reuse. To demonstrate the architecture’s economic

viability, we intentionally limit the electronic and optoelectronic hardware to 10GHz of electrical
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bandwidth. The evolution of the three architectures leads to 2.5Gbit/s, 5Gbit/s and 10Gbit/s

symmetric line rates. We successfully demonstrate the operation of a 10Gbit/s SCM WDM PON

using pulse shaped higher-order quadrature amplitude modulation (QAM) channels with cost effec-

tive intensity modulation and direct detection optoelectronic transceivers. We further optimize the

system parameters and characterize its symmetric operation for different QAM orders and channel

spectral efficiencies. Ultimately, we successfully demonstrate that SCM WDM PONs are a viable

and flexible solution for next-generation optical access networks operating at 10Gbit/s data rates.
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Résumé

L’avènement d’Internet dans les années 1970 a mené la connectivité à un niveau sans précédent,

permettant des communications au-delà des continents et des océans. Lors des dix dernières années,

sa commercialisation continue et son adoption par des consommateurs grand public a mené à

une immense croissance du trafic global ce qui pousse les capacités de chaque niveaux du réseau

d’aujourd’hui vers leurs limites. Cette tendance doit persister alors que la technologie s’encre plus

profondément dans nos vies grâce aux appareils mobiles abordables et les services à larges bandes

passantes tels que les services audio et vidéo sur demande en continu, la télévision haute définition

and le stockage en nuage à distance. Pour répondre à ces futures demandes de trafic, les experts

s’attendent à ce que les réseaux d’accès à fibre optique jusqu’à domicile s’appuyant sur des fibres

optique monomode puissent fournir des options de mise à jour à l’épreuve du temps pour remplacer

les infrastructures existantes reposant sur le cuivre.

En utilisant les technologies éprouvées du transport de réseaux, les réseaux optiques passifs

à multiplexage en longueur d’onde (WDM PONs) sont une technologie de pointe potentielle pour

l’accomplissement d’un débit de 10Gbit/s prévu pour la prochaine génération de réseaux d’accès.

Cependant, leur viabilité commerciale dépend de la disponibilité d’émetteurs à faible coût et in-

dépendant de la longueur d’onde du côté du client pour répondre aux contraintes économiques

mises en place par les fournisseurs de services. Des WDM PONs à transmission simple et bidirec-

tionnelle avec des émetteurs montant s’appuyant sur des amplificateurs optiques semi-conducteurs

réfléchissant (RSOA) sont une excellente solution, mais souvent leur performance est limitée par

deux facteurs principaux: 1) la dégradation bidirectionnelle due à la diffusion, les réflexions et la

diaphonie entre canaux; et 2) la limite de la bande passante de modulation des RSOA.

Cette thèse propose de surmonter ces défis en utilisation une combinaison de multiplexage

de sous-porteuses (SCM) à fréquences radio et le traitement de données numériques (DSP). Nous

avons développer trois générations d’architecture de SCM WDM PON pour augmenter l’efficacité

de la bande passante et le débit de la transmission symétrique par rapport aux solutions SCM

précédentes. Nous avons aussi implémenter des techniques de traitement de données numériques
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pour compenser les limites sur la bande passante des émetteurs RSOA. Dans chaque cas nous

avons réaliser expérimentalement les opérations du système et vérifier la performance du taux

d’erreur binaire d’un WDM PON à transmission simple et bidirectionnelle permettant la réutilisa-

tion des longueurs d’onde sur une distance de 20 km. Pour démontrer la viabilité économique de

l’architecture, nous avons intentionnellement limité la bande passante électrique du matériel élec-

tronique et optoélectronique à 10GHz . L’évolution des trois architectures ont mené à des débits de

transmission symétrique de 2.5Gbit/s, 5Gbit/s et 10Gbit/s. Nous avons démontré avec succès le

fonctionnement d’un SCMWDMPON à 10Gbit/s utilisant des canaux à modulation d’amplitude en

quadrature (QAM) d’ordre élevé en forme d’impulsion ayant une intensité de modulation rentable et

des émetteurs optoélectroniques à détection directe. Nous avons optimisé davantage les paramètres

du système et caractérisé la fonction symétrique pour des QAM d’ordres différents et des canaux de

différentes efficacités spectrales. Ultimement, nous avons démontré avec succès que les SCM WDM

PONs sont une solution viable et flexible pour la prochaine génération de réseaux d’accès optiques

fonctionnant à des débits de 10Gbit/s.
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an invited contribution [6]. Portions of Chapters 4 and 6 were published as original work with

the author of this thesis appearing as the first author in each publication. A summary of our

contributions is as follows:

• We propose the concept of overlapped-subcarrier multiplexing (O-SCM) to relax the chan-

nel separation requirements in bidirectional wavelength-division multiplexed passive optical

network (WDM PON) systems [5]. We experimentally demonstrate 1.5Gbit/s full-duplex

transmission with bit error rates (BERs) below 10−10 without the aid of electronic equal-

ization or forward-error correction (FEC) coding. At the time of publication this was the

highest reported symmetric bit rate for a bidirectional WDM PON with subcarrier multi-

plexing (SCM), downstream remodulation and a reflective semiconductor optical amplifier

(RSOA)-based uplink transmitter.

• We further refine the O-SCM WDM PON’s design and replace the proof-of-concept sys-

tem’s external modulator with an integrated commercial transmitter. We analytically derive

and optimize the system’s optical power budget, and experimentally demonstrate full-duplex

transmission at 2.5Gbit/s with BERs below 10−10 [1]. Additionally, we demonstrate op-

eration with a stand-alone burst-mode (BM) receiver to perform clock and data recovery,

instantaneous phase acquisition and radio frequency (RF) down-conversion of the 2.5Gbit/s

uplink channel [8].

• The second generation O-SCM architecture minimizes the impact of the RSOA modulation

bandwidth by modifying the RF channel allocation. Furthermore, we design and implement
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an offline analysis and digital signal processing (DSP) framework to electronically equalize

the uplink signal and increase the symmetric bit rates [7]. We experimentally demonstrate

full-duplex 5Gbit/s operation and achieve BERs below the desired FEC coding thresholds [2].

At the time of publication we reported the lowest minimum launch power for a bidirectional

SCM WDM PON operating at 5Gbit/s.

• The third generation SCM WDM PON architecture implements higher-order quadrature am-

plitude modulation (QAM) signals and DSP to achieve symmetric 10Gbit/s transmission

over a 20 km single feeder bidirectional PON [3, 4, 9, 10]. We propose using DSP spectral

pre-compensation to linearize the modulation response of the intensity modulation (IM) and

direct detection (DD) optoelectronic transceivers, as well as using square-root raised cosine

(SRRC) pulse shaping to increase the spectral efficiency of the QAM data channels. Com-

bined, these improvements facilitate greater than 10Gbit/s full-duplex transmission in only

10GHz of electrical bandwidth. We develop the offline analysis framework and build the

optical test beds to experimentally verify the system’s BER performance. We demonstrate

a resilience to upstream impairments and characterize the impact of system parameters such

as pulse shaping roll-off factor, subcarrier frequency and QAM order. We report: 1) the

first demonstration of a single carrier 10Gbit/s SCM WDM PON with wavelength reuse, a

commercial RSOA and 10GHz IM/DD transceivers [3]; 2) the highest symmetric bit rate

for a WDM PON with wavelength reuse and IM/DD quadrature phase-shift keying (QPSK)

transmission for both the uplink and downlink channels [9]; 3) the first demonstration of a

single carrier 10Gbit/s 16-QAM SCMWDM PON using a commercial RSOA with wavelength

reuse and IM/DD [10]; and 4) the highest net spectral efficiency for a 10Gbit/s SCM WDM

PON [4].
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CHAPTER 1

Introduction

The explosive growth of Internet traffic in recent years, driven by consumers’ ap-

petite for data intensive services, is spurring the need for higher capacity communication

networks. In 2012 there were an estimated 2.3 billion Internet users and more than 12 billion

networked devices [11]. By 2017 global Internet traffic is expected to grow almost threefold [12].

Current access network technologies are not expected to scale to meet these traffic projections [13],

and as a result, the adoption of next-generation solutions based on fiber optics will be required.

In this chapter we build the foundation of this thesis. In Section 1.1 we motivate adopting op-

tical access networks to meet the projected demands of consumers. Section 1.2 provides a thorough

overview of the state of the art, introducing the current standards and then presenting wavelength-

division multiplexing (WDM) as a possible solution for next-generation access networks. We further

detail the key challenges of achieving high-speed symmetric data rates of 10Gbit/s in WDM passive

optical networks (PONs) with wavelength reuse and describe the main solutions proposed in the

literature. In Section 1.3 we detail the problem statement and research objectives that drive the

direction of this research. Finally, Section 1.4 provides an overview of this thesis.

1.1 Motivation

1.1.1 Growth of Global Internet Traffic

Global Internet protocol (IP) traffic has increased fourfold over the past five years and is

expected to increase another threefold over the next five years [11]. In Fig. 1–1(a), we see that

the global traffic will continue to be dominated by fixed connections and that mobile networks are

expected to increase nearly 13-fold by 2017. The total traffic in 2017 is expected to exceed 120EB

per month, or more than 1.4ZB per year.1

1 Note that 1ZB = 1021 B.

1
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(a) (b)

Figure 1–1: Projected growth of (a) global IP and (b) consumer Internet traffic [11].

Looking at the consumer traffic projections in Fig. 1–1(b), we see that Internet video will be

by far the most dominant contributor to the growth. Unlike traditional multicast video traffic

(i.e. broadcast television) which scales efficiently, on-demand Internet video is generally “over the

top” unicast traffic. This bandwidth growth is expected to move farther down the network from

the transport to metro level, as content delivery networks become the dominant source of Internet

traffic [11, 14]. The growing popularity of data intensive services such as streaming on-demand

Internet video and cloud-based storage will continue to drive the increase in bandwidth requirements

for consumer broadband services.

1.1.2 Passive Optical Networks for Access

Previous generations of access networks allowed consumers to cost effectively connect to their

Internet service provider over existing telephone and coaxial cable networks. However, as the num-

ber of Internet subscriptions and traffic demands increased, parts of these networks were replaced

with optical fiber connections which have higher bandwidth, low loss and low noise. These optical

access systems are referred to as fiber-to-the-x, where x can be home (H), curb (C), premises (P),

neighbourhood (N), etc. indicating how close the fiber is to the user [15]. In a FTTH system, optical

fiber is used to connect all the way from the service provider to the customer premises to eliminate

any bandwidth bottlenecks due to legacy transmission lines. In this sense, FTTH represents a

future-proof means of supplying consumers with nearly unlimited bandwidth [13].
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Figure 1–2 illustrates the structure of a modern telecommunication network with a PON as

the access network, which connects customer to the Internet service provider’s central office. In

the PON structure, the optical distribution network (ODN) connects the optical line terminals

(OLTs) at the central office to the optical network units (ONUs) at the customer premises using

only passive components to minimize operational costs. At the client side, the access network can

terminate directly in a home (as in FTTH), multi-dwelling unit or business [15].

Figure 1–2: A general transport network with simple star topology PON.

For network providers, deploying a new fiber network is a tremendous financial investment

which can take decades to complete [16]. From a hardware perspective, the economics of access

networks differs greatly from that of metro and core transport networks. In addition, the competi-

tive landscape for access services demands that customer hardware costs remain low, and that the

cost per connection must be several orders of magnitude below that of the core network [17]. As a

result, economics are the key driver for access network technologies [18].

The growth of consumer network traffic, dominated by Internet video and content distribution

networks, makes a strong case for deploying FTTH as a future-proof access technology. Worldwide,

FTTH adoption is growing with almost 80 million subscriptions in 2011 [19]. Optical access networks

have the capability to support gigabit data rates over distances of tens of kilometres, which cannot be

achieved with existing copper access networks. In fact, commercial FTTH services with symmetric

data rates of 1Gbit/s per user are already available in select markets [20], and service rates of

10Gbit/s are projected to be introduced by ∼ 2020 [21]. The future depends on providing increased

data rates while minimizing the economic impact.
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1.2 Review of the State of the Art

1.2.1 Current PON Technologies

In optical networks, the most common approaches to transmit several information channels over

the same fiber link are time-division multiplexing (TDM) and WDM. In this section we introduce

the current deployed TDM-based PON standards and a newly ratified standard based on a hybrid

TDM and WDM.

Time-Division Multiplexed PONs

In TDM transmission systems, the data bits from different channels are interleaved in the time

domain to create a composite data stream of continuous traffic [22]. In Fig. 1–3, we illustrate

the basic operation of a TDM PON in a point-to-multipoint architecture. A continuous stream of

bits from the OLT transmitter is composed of packets addressed to each of the ONUs on the tree

topology. After propagating over the feeder fiber, a passive splitter equally divides the signal power

among the N network branches where they are transmitted to the client side ONUs. The ONUs

receive all of downstream packets, and recognize the data addressed to them by reading the packet

headers. The OLT uses time-division multiple access to allocate transmission windows to each of

the ONU clients in which they can make their uplink transmission and ensure that packet collisions

do not occur.

Figure 1–3: A basic TDM PON architecture.

Today, the most commonly deployed TDM PON standard is the gigabit-capable PON (GPON),

typically supporting aggregate bandwidths of 2.488Gbit/s downstream and 1.244Gbit/s upstream

over a 20 km feeder [23]. Coarse WDM separates the downstream and upstream wavelengths, λDS

and λUS, respectively. Although the GPON standards support a theoretical splitting ratio of up to
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1:64, deployed configurations generally support either 16 or 32 ONUs per OLT, depending on the

PON reach [24]. Assuming fair bandwidth assignment among all users on the PON, this limits the

theoretical maximum rates to 78Mbit/s and 156Mbit/s downstream, and 39Mbit/s and 78Mbit/s

upstream for 16 and 32 ONUs, respectively.

Recently, both the Institute of Electrical and Electronics Engineers and the International

Telecommunication Union ratified TDM PON standards supporting up to 10Gbit/s of aggregate

downstream traffic, known as 10Gbit/s Ethernet PON (10G-EPON) [25] and 10-Gigabit-capable

PON (XG-PON) [26], respectively. Designed to be compatible with existing GPON infrastructure,

these standards provide an upgrade pathway for network operators to meet consumer bandwidth

demands in the short term without requiring any upgrades to the ODN infrastructure. Table 1–1

summarizes the main operating parameters of these three standards. With a 10Gbit/s aggregate

bandwidth and 32 ONUs, these newer standards still only support a maximum ∼ 300Mbit/s per

user. Scaling TDM PONs beyond 10Gbit/s poses many technological and economic challenges [27],

which has opened up new avenues of research into hybrid TDM/WDM and pure WDM solutions

to meet consumers’ future bandwidth needs.

Table 1–1: Current TDM PON standards. DS: downstream, US: upstream.

GPON [23] 10G-EPON [25] XG-PON1 [26]

Standard ITU-T G.984 IEEE 802.3av ITU-T G.987
DS/US data rate (Gbit/s) 2.488/1.244 asymmetric 10/1 asymmetric 10/2.5 asymmetric

2.488/2.488 symmetric 10/10 symmetric

Split ratio 1:16, 1:32, 1:64 1:16, 1:32 1:32, 1:64

FEC optional mandatory mandatory
RS(255,239) RS(255,223) DS: RS(248,216)

US: RS(248,232)

λDS 1480–1500nm 1575–1580nm 1575–1580nm
λUS 1260–1360nm 1260–1360nm 1260–1360nm
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Time- and Wavelength-Division Multiplexed PONs

In 2011, the Full-Service Access Network Group2 began investigating technology options to

increase PON bandwidths beyond 10Gbit/s, known as next-generation passive optical network

stage 2 (NG-PON2). In April 2012 time- and wavelength-division multiplexed (TWDM) PON

was selected as the primary solution for the NG-PON2 standard [28]. Figure 1–4 illustrates the

basic concept of the TWDM PON, which stacks multiple XG-PONs using coarse WDM to provide

aggregate access rates of 40Gbit/s downstream and 10Gbit/s upstream using pairs of wavelengths

{λ1, λ5}, {λ2, λ6}, {λ3, λ7}, and {λ4, λ8}.

Figure 1–4: A basic TWDM PON architecture for NG-PON2.

The two major technology challenges for this solution occur at the client side, where the ONUs

must be equipped with tunable transmitters and receivers to align their signals to any of these

wavelength pairs. Meeting the performance requirements while maintaining the desired targets

for cost and energy footprint is a challenging endeavour, but research is active in this area [28–31].

While TWDMPON is an attractive solution for network operators looking to provide FTTH services

to a greater number of clients, like TDM PON it does not fundamentally address the projected

bandwidth needs of consumers discussed in Section 1.1. The disadvantage of a traditional TDM

PON is that the number of supported users, available user bandwidth and physical reach are limited

due to power budget constraints by the passive power splitter at the RN [32]. A different solution

2 The Full Service Access Network Group is a forum for the world’s leading telecommunications
services providers, independent test labs, and equipment suppliers to work towards a common goal
of truly broadband fibre access networks (http://http://www.fsan.org).

http://http://www.fsan.org
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that leverages existing transport network WDM technologies in a cost effective manner will be

required to meet the future targets of 10Gbit/s per user [33–35].

1.2.2 Wavelength-Division Multiplexed PONs

Using WDM technology in PONs allows each customer to be assigned a unique communication

wavelength and eliminates the need for data aggregation that limits the data rates of TDM solutions.

At the same time, it provides enhanced security over point-to-multipoint solutions by enabling a

virtual point-to-point connection between the client premises and the central office.

By leveraging and adapting mature technologies from transport networks, WDM PONs have

the potential to supply vast amounts of bandwidth. However, since the technology choices in

access networks are driven almost entirely by costs [15], we must adhere to some guiding design

principles when engineering WDM PONs to ensure that the proposed solutions are economically

viable for deployment [36]. For example, we must: 1) use colourless ONUs; 2) avoid using expensive

external modulators; 3) use bidirectional single-fiber architectures; and 4) use optical amplifiers with

restraint.

Physical WDM PON Architecture

Figure 1–5 illustrates an example WDM PON architecture. For practical deployment reasons

the physical infrastructure is similar to the TDM case in Fig. 1–3, except that the optical power

splitter at the RN is replaced with an athermal arrayed-waveguide grating (AWG) which does not

require active cooling [37]. At the OLT, the downlink data is modulated onto different wavelengths

λ1, . . . , λN . An AWG multiplexes these wavelengths into a single optical fiber for transmission in

the downstream direction. The ODN comprises a single feeder fiber and an AWG to demultiplex

the client wavelengths onto each distribution drop fiber (DDF) which completes the short fiber

span to the ONU transceivers located at the customer premises. A coupler at each ONU splits the

downstream signal for detection and seeding of the uplink transmitter. In the upstream direction,

uplink channels for different users are multiplexed at the RN and transmitted back to the OLT over

the same feeder, where an AWG and circulators separate the individual channels for reception.

Colourless Optical Network Units

At the client side, it is essential to have generic ONU hardware that can operate irrespective

of the transmission wavelength in order to eliminate the high cost and inventory redundancy that
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Figure 1–5: A basic WDM PON architecture with bidirectional transmission. Each
client is assigned a single wavelength to communicate with the OLT.

would occur if each ONU model required a laser with a different wavelength. The two primary

candidate technologies for these colourless ONUs are tunable lasers and reflective devices.

Tunable lasers. Distributed feedback lasers, multi-section distributed Bragg reflector lasers

and microelectromechanically tuned vertical cavity surface emitting lasers are all possible technolo-

gies for tunable sources in access networks [29]. But to be a viable solution for WDM PON, the cost

of these technologies must decrease significantly compared to current levels [29,38]. Potential meth-

ods of reducing device costs include omitting the thermoelectric cooler, wavelength locker and the

integrated isolator, but doing so complicates the network’s design by requiring wavelength-control

at the PON system level.

Development of inexpensive tunable sources is an ongoing research avenue [30,31, 34,39], par-

ticularly in light of the recent ratification of the TWDM PON standard discussed in Section 1.2.1.

Current solutions focus on low wavelength numbers (4 channels for NG-PON2), but a WDM PON

with many channels spanning the optical C- and L-bands (> 32λ) will require broad tunability and

high output power to overcome the ODN losses [29]. Although at this time no technology appears

to be a clear candidate, future advancements may lead to better low-cost solutions for WDM PONs.

Reflective semiconductor optical amplifiers. An attractive option to eliminate the need

for a tunable upstream optical source is to reuse a seed light transmitted centrally from the central

office. The RSOA is a suitable device for this type of application and has numerous properties that

make it attractive for use in WDM PONs. RSOAs boast a small form factor, low manufacturing

cost, commercial availability, wide operating range over the optical C-band (1530 nm to 1565 nm),

and their output can be directly modulated by applying a data signal to the bias of the gain

medium [40].
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Various approaches of providing seed wavelengths to the RSOAs have been investigated in-

cluding spectrum-sliced broadband sources and remote continuous-wave (CW) laser seeding [41].

Currently, the most viable candidate architecture is a wavelength reuse scheme where a portion of

the downstream signal is used to seed the reflective transmitter. This approach hinges on the gain

clamping property of the RSOA which erases the downstream modulation from the seed light when

the bias current and input optical power are sufficient for it to operate in the saturation regime [42].

Figure 1–6 illustrates downstream remodulation in WDM PONs. At the OLT, the downlink

signal is modulated with a low extinction ratio (ER), that is, the modulation depth is small com-

pared to the average optical power. At the ONU, a coupler taps off a portion of the downstream

data for reception and the remaining light seeds the RSOA. If the bias current and input optical

power are sufficient for it to operate in the saturation regime, the gain clamping property will help

erase the downstream modulation from the seed light [42].

Figure 1–6: RSOA remodulation and downlink erasure with gain clamping. Details of
the ODN have been omitted for clarity.

As illustrated in Fig. 1–6, the downlink erasure via gain saturation is imperfect, and some

residual modulation remains and acts as intensity noise on the uplink signal. The uplink data

can then be imprinted on the upstream signal by directly modulating the RSOA’s gain medium,

sending data back to the central office on the same wavelength. The bidirectional performance can

be carefully optimized by using a large ER for the upstream data and carefully tuning the downlink

ER and the RSOA gain [40,43,44].

While this remodulation technique reduces the number of required AWG channels and pro-

vides cost advantages over tunable sources, bidirectional transmission on the same wavelength can

severely limit upstream performance due to in-band crosstalk from reflections [45] and Rayleigh

backscattering (RB) [46–48]. The RSOA’s gain saturation properties also effectively limit the

PON’s reach to 20 km due to power budget limitations.
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1.2.3 Challenges for High-Speed WDM PONs

RSOA Bandwidth Limitation

The primary limitation of RSOAs as colourless ONUs in next-generation systems is that their

modulation bandwidth is fundamentally limited to ∼ 3GHz by the carrier lifetime of the gain

medium, and often further reduced to ∼ 2GHz by parasitic leakage in the packaging electron-

ics [49]. Figure 1–7 shows the measured modulation response for the commercial RSOA used

throughout this thesis. Depending on the bias current, the RSOA has a modulation bandwidth

of approximately 1.8GHz to 2.2GHz. A number of techniques have proven successful at further

increasing the transmission bit rate upwards of 10Gbit/s, falling into four major categories: electri-

cal equalization, optical equalization, device structure and packaging optimization, and advanced

modulation formats.

Figure 1–7: Measured modulation response of a butterfly-packaged RSOA (CIP SOA-
RL-OEC-1550).

Electronic equalization. Modulating the RSOA with a signal beyond the −3dB bandwidth

leads to severe inter-symbol interference (ISI). As demonstrated in Fig. 1–7, the RSOA’s modulation

bandwidth has a smooth roll-off with no spectral nulls. This makes it well suited for DSP based

on the decision-feedback equalizer (DFE) [38, 50]. Using these electronic equalization techniques,

10Gbit/s nonreturn-to-zero (NRZ) upstream transmissions have been demonstrated on a WDM

PON using a 2.2GHz RSOA and a DFE with 17 feedforward and 3 feedback taps [49]. Modulating a

RSOA up to 25.78Gbit/s has also been demonstrated in an optical back-to-back configuration [51],

although the system is severely sensitive to dispersion and requires a dispersion compensating

module for transmission over a feeder [52].
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Maximum-likelihood sequence estimation (MLSE) is another electronic equalization technique

that has been investigated for use with bandwidth-limited RSOAs [53–55]. Performance can be im-

proved even further by combining MLSE and a partial response equalizer to form a partial response

maximum likelihood equalizer. Combining the partial response maximum likelihood equalizer with

optical filter detuning has been shown to enable 20Gbit/s uplink transmissions over a 20 km feeder

fiber [56]. Although solutions based on MLSE can achieve better performance than a DFE, they

come at a cost of increased computational complexity.

Optical equalization. To achieve higher data rates, optical filtering techniques can also be

used to compensate for the RSOA’s limited modulation bandwidth. When an electrical signal is

applied during data modulation, the refractive index changes in the RSOA generate a transient

chirp in the transmitted signal. This chirping produces an undesired phase modulation along with

the desired IM. Passing the chirped signal through a detuned optical filter transforms the unwanted

phase modulation into IM, thereby increasing the RSOA’s effective bandwidth [57]. This effect can

be achieved using an offset optical band pass filter (OBPF) [57] or a delay interferometer [58]. A

robust full-duplex 10Gbit/s solution has been demonstrated [59] using this technique coupled with

the DFE electronic equalization techniques discussed above. Additionally, offset filtering can also

be used on its own in an effort to reduce the receiver’s complexity [60].

RSOA structure and packaging. As noted previously, the RSOA’s frequency response is

limited by both the electron carrier dynamics and the parasitic leakage in the device packaging.

A number of attempts have been made to improve the device’s performance by optimizing the

packaging and device structure. For example, a modulation bandwidth near that of the carrier

lifetime (3.2GHz) was demonstrated by carefully optimizing the butterfly packaging of a RSOA [51].

Additionally, the structure of the RSOA device itself can be tuned to improve performance, such

as by extending the length of the gain medium [61] or by increasing the optical confinement in

the active region [62, 63]. It should be noted that these three demonstrations were made in either

an optical back-to-back configuration or over a dual-feeder PON configuration. Whether these

improvements will be integrated into commercial RSOAs is still an unanswered question which

depends entirely on the additional costs it would add to the device manufacturing process.

RSOAs can also be monolithically integrated with an electro-absorption modulator to over-

come the bandwidth limitation due to direct modulation and achieve 10Gbit/s data rates [64–66].

However, the device costs are significantly higher than for RSOAs.
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Advanced modulation formats. Another means of increasing the data rates while working

within bandwidth limitations is by using advanced modulation formats such as QAM which make it

possible to transmit more than 1bit of information per data symbol. These modulation formats are

commonplace in the current generation of transport networks [67,68]. Applications of higher-order

modulation have been investigated to some degree for access networks applications including direct

duobinary modulation [69], 4-ary pulse amplitude modulation (PAM) [70], QPSK [71], orthogonal

frequency-division multiplexing [72,73], discrete multi-tone [74], and carrierless amplitude and phase

modulation [75].

These spectrally efficient formats alleviate some of the RSOA bandwidth restrictions because

their baud rate is lower than that of a binary signal for the same data rate. This smaller signal

bandwidth also reduces the impact of chromatic dispersion [22]. However, using advanced modula-

tion formats increases the complexity of the transceivers and impacts the receiver sensitivity [50],

so it is important to select modulation formats that do not require expensive external modulators

when engineering solutions for next-generation PONs.

Due to the high cost of coherent transceiver components (e.g., external modulators, optical

hybrids), applications based on coherent technologies focus primarily on long reach PONs (> 20 km)

for rural installations [71,76,77]. The performance benefits of its superior receiver sensitivity make

it more practical in that scenario compared to traditional IM and DD, even at a higher deployment

cost.

Upstream Impairments From Bidirectional Transmission

In order to provide a cost-effective upgrade path for existing PON deployments, WDM PONs

will be required to operate bidirectionally over a single feeder fiber [36]. For systems implementing

colourless ONUs that use the same wavelength for full-duplex communication, in-band crosstalk

due to RB and reflections impose severe limitations on uplink channel performance [45–47,78]. The

primary sources contributing to RB and reflections in bidirectional PONs are illustrated in Fig. 1–8.
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(a)

(b)

Figure 1–8: The contributions of upstream impairments due to (a) downlink and (b) up-
link transmissions. The vertical lines represent a static reflection. Details of the ODN and
ONUs have been omitted for clarity.

Figure 1–8(a) shows the contributions from the downlink signal, sometimes referred to as the

carrier.3 DLRB is the backscattering of the downlink signal, DLRE can occur from reflections of the

downlink signal due to static discontinuities (e.g., connectors, splices), and DLRB_RE is the possible

reflection of the backscattered signal in the upstream direction [46,47]. Of these three components,

DLRB is always present and reaches a constant value for fiber lengths of 20 km or greater [79], while

the latter two only occur if a reflection is encountered.

Figure 1–8(b) illustrates the contributions of the uplink signal to the upstream impairments.

The most detrimental element is the backscattering of the uplink data signal, ULRB, which is

amplified and re-transmitted by the ONU, creating a feedback loop. Similar to above, ULRE can

occur due to static reflections and ULRB_RE is the reflection of the backscattered uplink signal in

the downstream direction [46,47].

Optical isolators cannot be used to suppress reflections in single feeder PONs due to the bidi-

rectional transmission. However, using optical connectors with oblique end faces (such as FC/APC)

3 In WDM PON architectures that use CW seeding, the seed signal is referred to as the down-
stream carrier. The carrier does not interact with the downlink data transmission because they
operate on separate wavelengths.
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and fusion splices throughout the network can reduce the impact of static reflections by maintaining

optical return losses of better than 55 dB [80]. Therefore, RB will generally be the most dominant

contribution to the upstream impairments [46].

It is important to note that the power spectral density of the RB is coloured, that is, the spectral

content of the RB is proportional to that of the corresponding optical signal [81]. Additionally,

severe optical beat interference (OBI) can occur when the downstream seed light is a coherent

single-frequency laser source [82]. In this case, the OBI’s frequency content is dependent on the

line width of the laser source [83].

Mitigating Upstream Impairments

For WDM PONs to be feasible for next-generation deployments, the impact of these impair-

ments must be reduced to acceptable levels while respecting the performance requirements and

economic boundaries imposed by network operators. In this section we discuss a number of pro-

posed solutions from the literature that aim to minimize the impact of upstream impairments on

the performance of single feeder bidirectional WDM PONs with wavelength reuse.

ONU gain optimization. The optical signal to RB ratio (OSRBR) for the downlink and

uplink signals due to the primary contributions from DLRB and ULRB is derived in Appendix A.1.

Assuming that the OLT launch power is less than 7dBm, the uplink channel’s OSRBR is given by

Eq. (A.7) as

OSRBRUL '
gONU · l2

ζ (1 + g2
ONU · l2) ,

where gONU is the gain of the reflective ONU, l is the total loss for a single trip through the fiber

and ζ is the ratio of backscattered power to launched power. ζ can be considered a constant for a

20 km feeder and a launch power of less than 7dBm.

The upstream impairments primarily depend on the ONU gain and the ODN losses. Carefully

selecting these operating parameters and using components with high return loss values has been

shown to minimize the impact on the upstream transmission in systems with NRZ modulation [84].

However, tuning gONU at the client side may be impractical for economic and complexity reasons

in deployed systems, as each of the customer links will have different ODN losses and will require

individual optimization.

Radio frequency subcarrier multiplexing. One method of eliminating the restrictions

on gONU is to filter out the inter-channel crosstalk from the data signals using a combination of



1.2 Review of the State of the Art 15

RF SCM and electrical filtering [40]. SCM is a method of generating one or more passband signals

in the electrical domain and transmitting them en masse over a high-speed optical link [85]. The

optical signal containing all of the SCM channels is then detected at the receiver, where the channel

of interest can be isolated using simple electrical filtering. A mathematical description of SCM can

be found in Appendix A.2.

A basic concept of using SCM in a WDM PON is illustrated in Fig. 1–9. In this example,

the downlink NRZ data is mixed with a RF subcarrier fDL and occupies the upper portion of

the electrical bandwidth. The downstream optical carrier is then modulated with the band pass

downlink signal. After propagating over the ODN and photodetection at the ONU, the received

band pass signal is mixed with a phase matched subcarrier to down-convert it to baseband. A

coupler taps off a portion of the downstream signal to seed the RSOA transmitter.

For the upstream transmission, the uplink channel’s NRZ data is up-converted onto a RF

subcarrier fUL which then directly modulates the RSOA’s gain medium. After propagation over

the ODN, the OLT receiver detects the upstream signal containing both the desired uplink passband

signal centred at fUL and the high frequency noise from the downlink channel due to RB, reflections

and incomplete data erasure at fDL. This spectral separation allows the down-conversion and low

pass filter (LPF) stages to isolate the uplink signal from the out-of-band downlink noise.

Figure 1–9: A basic SCM WDM PON architecture with bidirectional transmission,
wavelength reuse and downlink remodulation. Low bit rates are assumed to accommodate
the uplink channel within the RSOA’s modulation bandwidth and details of the ODN have
been omitted for clarity.
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WDM PONs implementing SCM have been generally limited to symmetric data rates of

1.25Gbit/s [86] or asymmetric rates of 2.5Gbit/s downstream and 1.25Gbit/s upstream [87–89]

due to the low spectral efficiency of NRZ signals and the bandwidth constraints of low cost optoelec-

tronic components. Recently, however, a symmetric 10Gbit/s SCM WDM PON was demonstrated

using a directly modulated laser [90], but it required a cost prohibitive high bandwidth photode-

tector at the ONU. Determining a means of producing spectrally efficient channels will be essential

for the adoption of SCM in high-speed WDM PONs.

Advanced modulation formats, line coding and digital signal processing techniques.

Different modulation formats and data codings of the downlink channel have been investigated as a

means of reducing the crosstalk and noise on the upstream signal [91]. Transmitting the downlink

signal with differential phase-shift keying [92] or frequency-shift keying [84] results in a constant

amplitude seed source for the RSOA. The performance is similar to that of a CW seed source but

comes at the cost of additional complexity to the ONU receiver.

Encoding the data channels in different formats (e.g., Manchester, 8b10b, duobinary) has also

been shown to mitigate the effects of RB [93–95]. These approaches are fairly similar, in that they

reduce the DC component of the transmitted signal which facilitates removal of the low frequency

OBI using an electrical high pass filter after photodetection [96,97]. Similar to SCM, the symmetric

data rates are limited to well below 10Gbit/s by the low spectral efficiency of the encoded signals

and the optoelectronic device bandwidths of the transceivers.

DSP approaches have also been proposed to help mitigate upstream impairments. A quantized

feedback equalizer has been shown to reduce the impact of the low frequency OBI contribution

for upstream signals at 2.5Gbit/s [98]. Additionally, the contribution of the coloured feedback

noise from the RSOA can be mitigated with a noise predictive equalizer [99]. It should be noted

that these demonstrations were performed with CW seeding and as a result neglect the impact of

crosstalk and noise due to the downlink modulation.

1.3 Problem Statement and Research Objectives

Optical access networks based on WDM PONs offer higher potential data rates and greater

security than existing TDM PONs. However, their viability for commercial deployment hinges

entirely on economic factors. To be adoptable, it is imperative that the client side hardware must

be colourless to reduce inventory redundancy and be comparable in cost to competing solutions.
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RSOA-based ONU transmitters with wavelength reuse and downlink data remodulation are a well

researched solution for WDM PONs, but symmetric data rates are limited by the RSOA’s modula-

tion bandwidth and upstream impairments due to bidirectional transmission. SCM is a simple and

inexpensive technique to reduce the impact of inter-channel crosstalk due to RB and reflections, but

it further reduces symmetric data rates due to the transmission channels’ low spectral efficiency.

The primary objective of this thesis is to investigate and experimentally demonstrate new

approaches to using SCM in WDM PONs while still respecting the economic and architectural con-

straints required by the industry. Specifically, we aim to achieve 10Gbit/s symmetric transmission

rates to meet the projected bandwidth demands for future optical access networks.

1.4 Thesis Overview

Here in Chapter 1, we introduced optical access networks as a leading candidate technology to

meet consumers’ future bandwidth demands. We thoroughly reviewed the state of the art from the

literature and presented WDM PONs as a candidate technology for next-generation optical access

networks. We further detailed the key technical challenges that must be addressed for commercial

viability. The remainder of this thesis is organized as follows:

Chapter 2 outlines a collaborative project with industry partner Bell Canada to develop a

bandwidth provisioning tool for their deployed GPON network. We use a Gaussian bandwidth dis-

tribution model from the literature and implement a numerical software tool with simple empirical

inputs to estimate the capacity of the TDM PON’s aggregate uplink connection.

In Chapter 3 we propose a novel O-SCM WDM PON to increase the symmetric data rates

in WDM PONs with bidirectional transmission and RSOA-based ONUs. We demonstrate that

allowing some spectral overlap between the RF channels improves the bandwidth efficiency at the

expense of additional noise and inter-channel crosstalk. We experimentally demonstrate 1.5Gbit/s

full-duplex transmission over a 20 km bidirectional WDM PON and achieve BERs less than 10−10.

We then analytically derive the system’s optical power budget and look at operating constraints due

to the RSOA modulation bandwidth and the RF mixers. We further refine the O-SCM architecture

and replace the OLT’s external modulator with a more economical integrated transmitter. We

experimentally optimize the system’s optical power budget and demonstrate 2.5Gbit/s full-duplex

transmission with BERs below 10−10. Furthermore, we demonstrate an O-SCM WDM PON with
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a stand-alone BM receiver at the OLT to perform clock and data recovery, instantaneous phase

acquisition and RF down-conversion of the 2.5Gbit/s uplink channel.

Chapter 4 presents a 5Gbit/s O-SCM WDM PON with an improved RF channel allocation

scheme. We develop a DSP-based offline analysis framework to electronically equalize the uplink

signal and remove the ISI that results from the bandwidth-limited RSOA transmitter. We achieve

full-duplex operation and characterize the system’s BER over a 20 km single feeder PON.

Chapter 5 provides an introduction to implementing higher-order M -ary QAM (M-QAM) and

pulse shaping with IM/DD optoelectronics. We further outline the key building blocks of the

10Gbit/s SCM WDM PON architecture including the development of new offline transmitter and

receiver DSP stacks, spectral pre-compensation, offset optical filtering and a characterization of the

upstream impairments.

Chapter 6 describes a series of experiments with the M-QAM SCM WDM PON architecture

developed in Chapter 5 at data rates of 10Gbit/s and beyond. We propose three uplink/downlink

channel configurations: 1) QPSK/QPSK; 2) QPSK/16-QAM; and 3) 16-QAM/16-QAM. In each

case we experimentally characterize the system’s full-duplex operation over a 20 km single feeder

WDM PON in terms of BER. The efficacy of DSP spectral pre-compensation is verified and we

demonstrate the uplink channel’s resilience to upstream impairments such as RB, reflections and

stimulated Brillouin scattering (SBS). We then further optimize the ODN and operating param-

eters to increase the channel line rates to 11.25Gbit/s and account for the FEC overhead. We

then demonstrate the architecture’s flexibility by directly comparing the BER performance of all

permutations of QPSK and 16-QAM channels on a fixed optical test bed.

We conclude this thesis in Chapter 7, where we summarize the key concepts and highlight

our contributions to the field of study. Additionally, we suggest research directions that will be

important for the future development and adoption of WDM PONs.



CHAPTER 2

Bandwidth Capacity Estimation for
a Deployed Gigabit-Capable PON

An operator’s ability to accurately forecast bandwidth usage on their network is paramount

to their business. A delicate balance must be maintained between over allocating capacity,

which wastes resources and capital, and under allocating capacity, which could starve clients of

essential services. This chapter describes the work completed in partnership with engineers at Bell

Canada to develop a software tool that helps to estimate the network’s bandwidth capacity during

the deployment process of their Bell Fibe™ fiber optic based residential service.1 This project

provided foundational knowledge of real-world industry concerns which proved invaluable in the

research described in later chapters.

This chapter is organized as follows: Section 2.1 briefly introduces the project goals and a

generalized network architecture. Section 2.2 summarizes the bandwidth model and Section 2.3

outlines a usage example. Finally, the chapter is concluded in Section 2.4.

2.1 Introduction

Figure 2–1 illustrates a generalized architecture for a GPON as part of an operator’s network.

Each PON tree connects up to 32 client ONUs to the network operator’s central office through a

TDM architecture consisting of a DDF, optical power splitter and a feeder fiber. At the central

office, a rack of OLT cards combines the PON data traffic from all of the active clients onto an

aggregate connection to the operator’s IP network. Here we assume that N is the total number

of active clients during peak activity periods. The data traffic capacity of this aggregate link,

highlighted in red, has to be carefully managed as client subscriptions increase and additional

ONUs are added to the PONs. The engineers at Bell identified this link as a primary bottleneck

1 Bell Fibe™ is a triple-play FTTH/FTTN service offering Internet, television and telephony
(http://www.bell.ca/Fibe-TV).
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during initial deployment and an upgrade path for future growth of the service. It is therefore the

focus of our efforts.

Figure 2–1: An example of a deployed GPON architecture. The aggregate connection
between the PONs and the operator’s IP network is highlighted in red.

2.2 Modelling GPON Bandwidth Capacity

In addition to providing high-speed Internet access, FTTH subscriptions typically comprise a

variety of services including high-definition broadcast IP television, video on demand and voice over

IP telephony as added revenue streams for the network operator. For Bell’s GPON we first focused

on modelling the aggregate link’s capacity to support high-speed Internet service to customers

using a Gaussian model based on work by Haßlinger [100–102] and Hartleb [103]. A portion of the

aggregate capacity is reserved to account for the other FTTH services.

2.2.1 Extreme Capacity Estimates

In general, access network providers offer consumers a choice of data rates for their HSI services.

These subscription levels are usually defined by the maximum peak bit rates offered to the clients

at various price points. However, due to variability of Internet traffic, mean data rates can often

fall well below the peak rates [104]. Here we can use the mean and peak rates to estimate the best-

and worst-case scenarios for estimating the aggregate link’s capacity.

The most desirable scenario for a service provider is when each active client uses only their

mean bandwidth, providing a relatively predictable capacity for the network. We can estimate this

best-case capacity as

CHSI,min =
N∑
i=1

µi, (2.1)
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where µi is the mean data rate for each of the N active clients. However, because µi is generally

much less than the client’s subscribed capacity, this can provide a drastic underestimate during

peak traffic periods.

At the other extreme, the least desirable situation is when each client is using their maximum

subscribed rate, Ci. We can then estimate this capacity as

CHSI,max =
N∑
i=1

Ci. (2.2)

This overestimates the network traffic and leads to underutilized capacity. Neither of these scenarios

are realistic estimates, but they provide the upper and lower bounds for the capacity estimates in

the next section.

2.2.2 Gaussian Bandwidth Capacity Model

The bursty nature of data traffic on the Internet is a well known phenomenon [105]. At

longer time scales (> 1 s) the distribution of this bursty traffic has been shown to approach that

of a Gaussian due to the statistical multiplexing nature of these networks [100, 106, 107]. This is

generally considered to be a good approximation, although there are increasing deviations in the

outer ranges greater than |2σ| from the mean [102].

In formulating our model, we need to first estimate the amount of data accessed by each user

on the network. The traffic on an aggregated network link is usually generated by statistically

independent sources, therefore the mean and variance of the aggregate supply can be computed as

the sum of the mean and variance of each involved source by way of the central limit theorem [103].

Although likely an over estimate [108], we can approximate that the mean data rate and standard

deviation of the aggregated network link are given by

µR ≈
N∑
i=1

µi (2.3)

σR ≈

√√√√ N∑
i=1

µi (Ci − µi), (2.4)

for a superposition of N independent data sources with different subscribed access capacities Ci

and mean per user data rates µi.

Deployed TDM PON systems, such as GPON, can prevent packet losses and improve customer

quality of service by using buffering to smooth out some of the bursty traffic. Here we model the
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system using a bufferless approach to provide a simplified worst case scenario [103]. The general

bufferless model begins with the loss probability ploss, often called the blocking probability, which

is given by the ratio of the mean loss rate rloss to the mean traffic rate µR.

ploss = rloss
µR

(2.5)

rloss =
∫
x>C

(x− C) dFR(x), (2.6)

where generally FR is the rate distribution function, C = µR +m · σR is the required capacity and

m is a multiplier of the standard deviation σR in excess of the mean rate µR [102]. Here, we replace

FR with a Gaussian rate distribution function and simplify, resulting in

ploss = σR
µR
· (φ(m)−m · Φ(m)) , (2.7)

where

φ(m) = 1√
2π
· e−m

2
2

Φ(m) =
∫ ∞
m

φ(x)dx.

The resulting Eqs. (2.3), (2.4) and (2.7) can be combined to provide a closed form analytical solution

which can be solved numerically to determine the required link aggregate capacity for high-speed

Internet access, CHSI,Gaussian = C (µR, σR, ploss).

2.3 Usage Example

Using the Gaussian capacity model outlined in the previous section, we built a numerical

software package to estimate the network capacity of the aggregate connection in Fig. 2–1 and

provide a visual tool for the network operator to project growth requirements. In this section we

will provide an example to illustrate the tool’s utility.

Figure 2–2 shows an example client subscription distribution for the available high-speed Inter-

net service, assuming that the aggregate supports up to N = 1000 active clients. Given the service

distribution information along with an assumed ploss = 10−6, we can numerically solve Eq. (2.7)

over a range of µi and N using the Newton-Raphson method.2 In the contour plot in Fig. 2–3, we

2 See Appendix A.3 for more details.
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Figure 2–2: An example client subscription distribution for a GPON high-speed Internet
service.

define three operating regions that depend on the available total capacity of the link connecting the

PONs to the operator’s IP network. These define situations where the aggregate link connecting the

rack of OLT cards to the IP network may be upgraded to support more users. The contour values

(1Gbit/s, 2Gbit/s and 4Gbit/s) are defined by the upgrade path of the hardware. Additionally,

we define the oversubscription factor [104]

Fos = NGaussian
Nmax

(2.8)

where NGaussian and Nmax are the number of users supported by the Gaussian model and worst-

case peak bandwidth provisioning, respectively. Fos is a measure of how aggressively an operator

wants to statistically multiplex the bandwidth provided to its users, with typical values ranging

from 5 to 20.

In order to illustrate the usefulness of this tool, we look at two example scenarios in Fig. 2–3.

In the first scenario, the initial state is marked with a (◦) in region I with 400 subscribers and a

mean per user data rate µi ≈ 1Mbit/s. The network operator can empirically determine µi for

different periods of the day using their internal usage statistics. In this case the 1Gbit/s aggregate

link can support up to 475 active clients while maintaining a Fos between 10 and 15. If the number

of subscribers on the PON increases by 50% to 600 clients, while maintaining a constant µi, the

operating point (4) moves to region II where the aggregate link must be upgraded to 2Gbit/s in

order to maintain Fos ∼ 15.

In the second scenario we will look at the effect of an increase in data consumption over a

short period of time, where the client base remains constant. This could occur, for example, with
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Figure 2–3: A typical contour plot from the Gaussian bandwidth capacity tool. The
coloured regions define operating ranges for total available aggregate bandwidth for the
PON. The white overlay contours show at what Fos the network is operating.

the introduction of a new on-demand streaming Internet video service by a third party provider.

Here the operating point moves vertically (5) if µi increases by 50% to 1.5Mbit/s. In this case

the PONs are still operating well within region II with an aggregate link speed of 2Gbit/s and Fos

between 10 and 15.

2.4 Summary

In this chapter we demonstrated a software tool that a network operator can use to gauge the

health of their network and plan for future network upgrades. The model uses simple empirical

inputs and subscriber distribution information to estimate the bandwidth capacity of the aggregate

connection between the PONs and the operator’s IP network. This analytical tool can be further

extended to include additional client services such as broadcast IP television, voice over IP telephony

and video on demand. However, these extensions depend heavily on the network architecture,

hardware and the choice of services offered by the operator and were therefore not considered in

this thesis.



CHAPTER 3

Overlapped-Subcarrier Multiplexing
for WDM PONs

Subcarrier multiplexing is a simple and attractive approach to mitigate the upstream im-

pairments in reflective WDM PONs, but symmetric transmission data rates have been limited

by inefficient bandwidth implementations. In this chapter we will introduce the concept of O-SCM

to improve the symmetric data rates in WDM PONs with downlink remodulation and RSOA-

based ONU transmitters without significantly increasing the transceivers’ cost or complexity when

compared to other SCM solutions.

This chapter is organized as follows: Section 3.1 introduces the concept of O-SCM for bidirec-

tional WDM PONs and compares it to traditional SCM solutions. In Section 3.2 we outline the first

experimental demonstration at 1.5Gbit/s and evaluate the system’s performance in terms of BER.

We also present an analytical model of the optical power budget and discuss some basic design

constraints. Section 3.3 details a second experimental demonstration with full-duplex 2.5Gbit/s

transmission over a 20 km PON using a more economical downlink transmitter. Important system

parameters are characterized, and we then verify the system’s BER performance. Section 3.4 out-

lines a collaborative experiment to demonstrate the BM reception of an O-SCM WDM PON uplink

channel at 2.5Gbit/s. Finally, the chapter is summarized in Section 3.5.

3.1 Overlapped-Subcarrier Multiplexing

As introduced in Section 1.2, SCM is a promising technique to mitigate the impact of upstream

impairments by separating the frequency spectra of the uplink and downlink channels in the electri-

cal domain. This separation enables the suppression of in-band crosstalk due to RB and reflections

through simple electrical filtering [40, 86, 87]. The main drawback of separating the channels with

SCM is that it results in low bandwidth utilization, and therefore a reduced spectral efficiency.

Without channel separation, the system performance is severely limited by crosstalk. As noted in

Section 1.2.3 this is particularly detrimental to the upstream transmission.

25
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As a compromise, we propose an overlapped-SCM approach where a portion of the downlink

noise spectrum is allowed to overlap with a portion of the uplink channel. This allows us to

further investigate the design trade-off between bandwidth efficiency and crosstalk. Figure 3–1

illustrates the concept of the O-SCM approach and compares it to two example conventional SCM

implementations.

(a) Asymmetric SCM [40] (b) Symmetric SCM [86] (c) O-SCM [1]

Figure 3–1: The upstream RF channel allocation as detected at the OLT for three
different SCM approaches.

In Fig. 3–1(a) we see the case of asymmetric transmission channels, where the 100Mbit/s uplink

channel on a 0.9MHz subcarrier is separated from the residual noise of a 622Mbit/s baseband

downlink channel. A guard band separates the two channels to facilitate electrical filtering at the

OLT receiver. The data rates are kept well below 1Gbit/s to ensure that the uplink channel resides

within the modulation bandwidth of the RSOA.

Figure 3–1(b) illustrates the channel allocation of a more conventional SCM implementation

with symmetric 1.25Gbit/s data rates. The two channels are tightly packed, with the first-null

bandwidth of the baseband NRZ uplink channel adjacent to that of the downlink channel noise.

In this example the downlink channel is placed on a 2.5GHz subcarrier, allowing the baseband

uplink channel to operate within the RSOA bandwidth. A LPF at the OLT will greatly reduce the

downlink crosstalk after photodetection.

The concept of an O-SCM channel allocation is shown in Fig. 3–1(c). We see that the 2.5Gbit/s

uplink channel is on a 2.5GHz subcarrier, with a first-null bandwidth extending from 0GHz to

5GHz. Half of this channel overlaps with the residual noise from the 2.5Gbit/s baseband downlink

channel. This increases the data rates and bandwidth utilization efficiency at the expense of an

acceptable performance penalty due to the crosstalk.
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3.2 Initial Demonstration at 1.5Gbit/s

In this section we present the first demonstration of an O-SCM WDM PON architecture that

aims to increase resiliency to upstream impairments compared to baseband remodulation tech-

niques, while providing more efficient bandwidth utilization than conventional SCM techniques [5].

Experiments during the initial investigation are performed at relatively moderate data rates to

reduce the effect of the RSOA’s limited modulation bandwidth.

3.2.1 Physical PON Architecture

Figure 3–2 illustrates the architecture of the O-SCM WDM PON, which respects the existing

infrastructure constraints and design guidelines described in Section 1.2.2. The OLT transmitter

comprises a Mach-Zehnder modulator that externally modulates a 1550.08nm distributed feedback

laser at 1.5Gbit/s with a NRZ 215 − 1 pseudo-random bit sequence (PRBS). The Mach-Zehnder

modulator is biased so that the downlink NRZ signal has an ER < 2.5dB. An erbium-doped fiber

amplifier (EDFA) and a variable optical attenuator (VOA) control the OLT launch power POLT_Tx

at the output of the circulator. The ODN comprises a 20.35 km feeder of standard single mode fiber

(SMF-28e+), a 100GHz AWG and a 1.5 km DDF. At the ONU, 10% of the downstream signal is

tapped off for detection by the receiver comprised of a p-i-n photoreceiver, a RF amplifier and a

LPF1 to remove out-of-band noise. The remaining 90% of the downstream signal seeds a RSOA

with peak gain from 1530nm to 1570nm and 2GHz modulation bandwidth. The 90% coupling

ratio facilitates downlink erasure and remodulation by ensuring that the RSOA operates in the

saturation regime.

The uplink transmitter consists of a pulse-pattern generator that outputs a 1.5Gbit/s NRZ

231 − 1 PRBS which is amplified and then mixed with a RF subcarrier fUL = 1.5GHz. A bias-tee

provides the amplified 4Vp-p signal with a 50mA bias current to ensure that the uplink operates at

ER � 2.5dB. The OLT receiver consists of a 50GHz OBPF to remove out-of-band optical amplified

spontaneous emission noise, and a p-i-n photodiode. The upstream signal is then converted back

to baseband using a phase-matched local oscillator at 1.5GHz and a matching mixer. Finally, a

LPF1 removes out-of-band noise.

1 Picosecond 4th order Bessel-Thomson (933MHz bandwidth)
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Figure 3–2: Physical architecture of the 1.5Gbit/s O-SCM WDM PON. The downlink
NRZ signal is sent at baseband, while the uplink is placed on a 1.5GHz RF subcarrier.
∆φ: electrical phase delay, AMP: RF amplifier, AWG: arrayed waveguide grating (100GHz
channel spacing), Mixers: Mini-Circuits ZX05-C42MH, MZM: Mach-Zehnder modulator,
OBPF: JDS Fitel TB9 (50GHz bandwidth), PC: polarization controller, p-i-n: HP 11982A
(12GHz bandwidth), RSOA: CIP SOA-RL-OEC-1550, T: RF bias-tee.

3.2.2 Optical Back-to-Back Performance

To first characterize the system in a reference optical back-to-back configuration, both the

feeder and DDF are removed from the setup in Fig. 3–2 in order to eliminate the RB contribution.

The BER performance in terms of received optical power is shown in Fig. 3–3.

Figure 3–3: Measured BER performance of the 1.5Gbit/s O-SCM system in an optical
back-to-back configuration.

The downlink transmission performs well, with a sensitivity of approximately −16dBm to

achieve a BER < 10−10. Two different configurations of the uplink were tested, both with and

without O-SCM. For the case without O-SCM, we removed the RF mixers but the rest of the
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transceivers remained the same. Here we see that O-SCM reduces the inter-channel crosstalk and

lowers the minimum optical power to operate at BER < 10−10 by more than 3.5dB.

3.2.3 Full-Duplex Operation Over a 20 km WDM PON

We replace the feeder fiber and DDF to continue the characterization in a more realistic

symmetric scenario. In Fig. 3–4 the downlink channel, which is largely unaffected by crosstalk,

performs similarly to the back-to-back case. For the uplink channel without O-SCM, an error floor

is reached at BER ∼ 10−9. With the aid of O-SCM, the uplink channel achieves a sensitivity of

−10dBm. Comparing the uplink and downlink channels, there remains a 6dB penalty in sensitivity

due to the impact of upstream impairments.

(a) (b)

Figure 3–4: Bidirectional performance of the 1.5Gbit/s O-SCM architecture over a
20 km WDM PON as a function of received power. (a) Measured downlink and uplink
BERs. The inset clarifies the existence of an error floor near 10−9 in the case without
O-SCM. (b) Example eye diagrams at BER ∼ 10−10.

It is interesting to note the performance difference between Figs. 3–3 and 3–4. We see that the

downlink performs consistently but the uplink sensitivity is actually worse in the back-to-back case.

This is likely due to the additional contribution of noise from the RSOA due to any reflections in

the system. As noted in Section 1.2.3, the impact of impairments originating from the uplink signal

can be minimized by tuning the ONU gain to 3dB less than the ODN losses [84]. This cannot be

accomplished in the back-to-back case due to lack of losses in the ODN.
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3.2.4 Optical Power Budget

Using the PON architecture in Fig. 3–2 as a guideline, we can analytically outline the power

budget of the O-SCM WDM PON. First, the input power to the ONU p-i-n photoreceiver is

PONU_Rx = POLT_Tx − LODN − L10 %, (3.1)

where LODN and L10 % are the insertion losses of the ODN and 10% coupler branch. On the other

branch of the coupler, the input power to the RSOA is then

PRSOA_in = POLT_Tx − LODN − L90 %. (3.2)

The ODN losses include the feeder losses Lfeeder, AWG insertion losses LAWG and the DDF losses

LDDF, where

LODN = Lfeeder + LAWG + LDDF. (3.3)

Similarly, we can define the power of the signal at the OLT receiver as

POLT_Rx = gRSOA(PRSOA_in) · PRSOA_in − L90 % − LODN − Lcirc2−3 − LOBPF (3.4)

where gRSOA(PRSOA_in) is the gain of the RSOA,2 and L90 %, Lcirc2−3 and LOBPF are the insertion

losses of the 90% coupler branch, circulator ports 2 to 3 and the OBPF respectively.

Looking at Eqs. (3.1) to (3.4), we can see that PONU_Rx depends on the choice of launch power

and ONU coupling ratio, whereas POLT_Rx also depends on the RSOA gain. To better illustrate

the need to balance the power budget, we show the symmetric BER performance as a function of

POLT_Tx in Fig. 3–5. Here we see that using the 90/10 coupler results in a 7dB disparity in the

launch power required for each of the channels to operate at BER < 10−10.

In Fig. 3–6 we use the analytical power budget to estimate the best ONU coupling ratio. Recall

from Fig. 3–4 that the minimum received powers to achieve BER < 10−10 over the 20 km feeder

are −16 dBm and −10dBm for the downlink and uplink channels, respectively. Using Eqs. (3.1)

to (3.4), we can then numerically estimate the OLT launch power necessary to achieve these received

powers for different coupler combinations. The results are shown in Fig. 3–6(a). The power balance

is achieved at the crossing point where approximately 65% of the optical power seeds the RSOA

2 Recall from Fig. 1–6 that the RSOA’s gain depends on the input optical power.
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Figure 3–5: Bidirectional performance of the 1.5Gbit/s O-SCM architecture over a
20 km WDM PON as a function of OLT launch power.

and POLT_Tx > −2dBm will allow both channels to operate at BERs below 10−10. Figure 3–6(b)

shows the characterization of the RSOA which is used to estimate gRSOA(PRSOA_in) in the power

budget.

(a) (b)

Figure 3–6: Power budget optimization of the ONU coupling ratio. (a) Launch power
required to achieve BER < 10−10. (b) Measured gain profile characteristics of the RSOA.

3.2.5 Operating Constraints for O-SCM

As discussed in Section 1.2.3, the RSOA’s primary drawback is its limited modulation band-

width. In this experiment the two transmission channels overlap, leaving some residual noise to

impact the upstream performance. Increasing the subcarrier frequency reduces the channels’ spec-

tral overlap but extends the uplink channel towards the RSOA bandwidth boundary. In Fig. 3–7
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we can qualify the trade-off between the crosstalk and RSOA bandwidth and optimize the uplink’s

performance by tuning fUL and looking at its effect on the signal’s Q factor.

(a) (b) (c) (d) (e)

Figure 3–7: Illustrations of the 1Gbit/s O-SCM channel allocation at different subcarrier
frequencies (top) and the RF spectra measured after down-conversion (bottom). The
spikes are due to the local oscillator leakage caused by the poor isolation of the RF mixers.

In order to fit both channels within the RSOA bandwidth, the symmetric data rate is reduced

to 1Gbit/s. The upper illustrations demonstrate the allocation of the transmission channels with

respect to the RSOA bandwidth. The lower plots show the corresponding electrical spectra, eye

diagrams and Q factors measured after photodetection, down-conversion and low pass filtering.

Figures 3–7(a) and 3–7(b) demonstrate the cases with overlapped channels and maintain the uplink

well within the RSOA bandwidth. Here the performance is limited by the inter-channel crosstalk

and the 1GHz to 4.2GHz RF bandwidth of the mixers.

In Figs. 3–7(c) to 3–7(e) we see the more conventional SCM implementation. Here though,

as fUL increases, the uplink channel becomes bounded by the RSOA’s modulation bandwidth and

the eye opening begins to close. In this case a 1.5GHz subcarrier results in the best Q factor and

balances the design trade-offs, which will become much more important at higher bit rates.

3.3 Optimized O-SCM WDM PON Operating at 2.5Gbit/s

In this section we continue to characterize the performance of the O-SCMWDM PON. Changes

to both the RF hardware and optoelectronic transmitters enable symmetric data rates to increase

to 2.5Gbit/s. The most obvious change at the OLT is that a butterfly packaged electro-absorption
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modulated laser (EML) replaces the expensive distributed feedback laser and Mach-Zehnder modu-

lator transmitter. The EML’s small packaging, commercial availability and cost effectiveness make

it ideal as a downlink transmitter. Additionally, we experimentally investigate the impact of the

ONU coupling ratio on balancing the system’s optical power budget and characterize the system’s

BER performance at this optimum condition.

3.3.1 Changes to the Physical PON Architecture

Figure 3–8 outlines the PON architecture used throughout these experiments. A pulse-pattern

generator drives the EML with a NRZ 215 − 1 PRBS at 1Vp-p and biased at −250mV to set the

downlink ER to 2.4dB. Fixing the EML’s integrated thermoelectric cooler at 22.5 ◦C stabilizes the

output wavelength at 1549.36nm, corresponding to the centre of the AWG’s channel. An EDFA

and VOA control the power launched into the ODN.

Figure 3–8: Physical architecture of the 2.5Gbit/s O-SCM WDM PON. ∆φ: electri-
cal phase delay, AMP: RF amplifier, AWG: arrayed waveguide grating (100GHz channel
spacing), EML: CyOptics E4560 (11GHz bandwidth), OBPF: JDS Fitel TB9 (50GHz
bandwidth), p-i-n: HP 11982A (12GHz bandwidth), RSOA: CIP SOA-RL-OEC-1550, T:
RF bias-tee.

At the ONU, the 90/10 coupler from the previous experiments is replaced by a series of couplers

in 10% increments in order to optimize the operating power budget of the PON. For the upstream

transmission, a NRZ 223 − 1 PRBS is up-converted onto a subcarrier that matches the first-null

bandwidth of the baseband NRZ signal. For example, fUL = 1.5GHz when the data rate is

1.5Gbit/s. Similar to the previous architecture, the bias-tee and RF amplifier set the signal swing

to 4Vp-p and the RSOA bias current at 50mA for direct modulation. At the OLT receiver, the

50GHz OBPF is centred on the carrier wavelength to remove out-of-band amplified spontaneous

emission noise. The p-i-n photodiode detects the uplink signal, which is then amplified, down-

converted to baseband and low pass filtered.
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3.3.2 BER Performance for 2.5Gbit/s Symmetric Operation

To verify the operation of the EML as the OLT transmitter, we first reproduce the 1.5Gbit/s

experiments from Section 3.2 over a 20 km PON using the same RF hardware and operating con-

ditions for the optical components. Note that the suboptimal 90/10 ONU coupler is used for

comparison purposes. To operate at 2.5Gbit/s we increase the subcarrier frequency and driving

clock to 2.5GHz and replace the mixers3 and LPFs4 to accommodate the increased bandwidth.

Figure 3–9 compares the BER performance of the O-SCM WDM PON operating at 1.5Gbit/s and

2.5Gbit/s using the new EML transmitter.

(a) (b)

Figure 3–9: Bidirectional performance of the O-SCM WDM PON over a 20 km feeder
at 1.5Gbit/s and 2.5Gbit/s. (a) Downlink and uplink BER as a function of launch power.
(b) Example eye diagrams at BER ∼ 10−10.

First, we can look at the BER performance in terms of POLT_Tx in Fig. 3–9(a). Raising the

bit rate to 2.5Gbit/s requires increasing the launch power by 4dB and 5dB for the uplink and

downlink, respectively, in order to achieve a BER below 10−10. The uplink channel, which spans a

first-null bandwidth from 0GHz to 5GHz, is impacted by the 2GHz RSOA modulation bandwidth.

The uplink channel’s BER approaches a floor at launch powers beyond 5dBm, indicating that the

RSOA is deeply saturated, such that the uplink signal becomes power limited. The penalty on the

3 Marki Microwave M10208MP
4 Picosecond 4th order Bessel-Thomson (1.875GHz bandwidth)
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downlink channel is primarily due to the increased dispersion as a result of the higher bit rates. The

eye diagrams in Fig. 3–9(b) demonstrate clear openings for BER < 10−10, although the uplink

signal retains some residual intensity noise due to the local oscillator clock leakage discussed earlier.

3.3.3 Optimizing the ONU Coupler

As noted previously, using a 90/10 coupler at the ONU results in an unbalanced power budget

where one channel requires a significantly higher OLT launch power than the other to operate at

BER < 10−10. The power budget developed in Section 3.2.4 estimates that a 65/35 coupling

ratio at the ONU will balance the POLT_Tx required to achieve symmetric transmission. In order

to verify this experimentally, we repeated the BER measurements at 2.5Gbit/s as a function of

launch power for a series of coupling ratios. The results are summarized in Fig. 3–10.

(a) (b)

Figure 3–10: Optimization of the ONU coupling ratio with (a) sensitivity and (b) launch
power for BER thresholds of 10−10 (top) and 10−9 (bottom).

Looking at the receiver sensitivities and launch power requirements in Fig. 3–10, we can notice

some general trends. On the left hand side, the 60/40 coupler favours the downlink channel perfor-

mance where a large portion of the downstream signal is sent to the p-i-n for detection. Here, we

see that the uplink cannot achieve a BER < 10−10 due to an error floor encountered near 10−9

corresponding to the onset of SBS at POLT_Tx > 7dBm. On the right hand side of the curves, the

coupling ratio provides more input power to the RSOA. Less launch power is therefore needed to

achieve the required BER for the uplink, but much more power is needed for the downlink. This is

the case of the 90/10 coupler in Fig. 3–9. The crossing point at 65% corresponds to the coupling
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ratio that balances the power budgets and minimizes the POLT_Tx needed for symmetric operation.

This agrees well with the previous power budget estimate in Section 3.2.4. In Fig. 3–11 we present

the system performance with a 70/30 coupler, which is the closest available coupler to the optimum.

(a) (b) (c)

Figure 3–11: Performance of the 2.5Gbit/s O-SCM WDM PON with full-duplex trans-
mission over a 20 km feeder using the 70/30 ONU coupling ratio. Channel BER as a
function of (a) OLT launch power and (b) received optical power. Eye diagrams for both
channels are inset for BER ∼ 10−10. (c) Electrical power spectra of the received down-
stream (top) and upstream (bottom) signals as measured after photodetection.

In Figs. 3–11(a) and 3–11(b) we see that symmetric operation with BERs below 10−10 is

achievable for both channels without the need for FEC, DSP or dispersion compensation. The

required minimum launch power is 7 dBm which is within the specifications for next-generation

TDM PONs [25, 26]. In terms of received power, the performance of the uplink becomes better

than that of the downlink channel. This is a design trade-off of using the coupling ratio to optimize

POLT_Tx, while fixing the other transmission parameters. Although not verified, finely tuning the

downlink ER or RSOA gain may help to improve this sensitivity imbalance.

The electrical frequency spectra in Fig. 3–11(c) help to illustrate the operating principle of the

O-SCM WDM PON. Looking first at the downstream, we see that the LPF suppresses some of

the high frequency (> 2GHz) RB noise that originates from the uplink channel. In the upstream

spectrum, the up-converted uplink channel (measured before the mixer) extends beyond 4GHz. In
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principal, the peak power of the uplink channel should be centred around the 2.5GHz subcarrier

frequency, but here the RSOA’s limited modulation bandwidth attenuates the higher frequencies.

This effectively limits the uplink data rate to 2.5Gbit/s without the aid of electronic equalization.

After detection, amplification and filtering, the baseband signal extends from baseband to 2.5GHz,

as expected. Here we also note the presence of a strong tone at fUL from the clock used for down-

conversion. This is due to a power mismatch between the input received signal and the clock signal,

causing clock leakage into the down-converted signal. The impact of this tone is a periodic intensity

noise, as demonstrated in the uplink eye diagram. Fine tuning the specifications of the mixer pair

could help alleviate this leakage.

3.4 A 2.5Gbit/s O-SCM WDM PON With a Burst-Mode OLT Receiver

In PON systems, one of the implementation difficulties that arises is achieving clock synchro-

nization for accurate data sampling. This primarily affects the OLT receiver due to the inherent

bursty nature of upstream transmissions, which can have variations in both amplitude and phase

due to varying optical path lengths [15]. In deployed systems, a BM clock and data recovery circuit

must be used to achieve a fast lock in order to minimize the amount of data lost during synchro-

nization. In PONs using SCM, it is also important to maintain the correct phase of the subcarrier

clock signal, fUL, that down-converts the SCM channel back to baseband. In this section, we char-

acterize the performance of a 2.5Gbit/s SCM WDM PON using a BM receiver at the OLT [8].

The receiver is tested by applying phase steps within the uplink data without introducing silence

periods. This scenario effectively simulates phase instabilities that may be caused by inexpensive

ONU components.

3.4.1 Physical PON Architecture

Figure 3–12 illustrates the architecture of the 20 km SCM WDM PON used in this experiment.

The operating parameters are those of the optimized 70/30 case described above in Section 3.3.3.

At the OLT receiver, we note that the mixer and 2.5GHz local oscillator are replaced with a BM

receiver that performs clock and data recovery, instantaneous phase acquisition and RF down-

conversion of the SCM uplink channel.
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Figure 3–12: Physical architecture of the 2.5Gbit/s O-SCM WDM PON with BM
clock and data recovery uplink receiver at the OLT. AMP: RF amplifier, AWG: arrayed
waveguide grating (100GHz channel spacing), EML: CyOptics E4560 (11GHz bandwidth),
OBPF: JDS Fitel TB9 (50GHz bandwidth), p-i-n: HP 11982A (12GHz bandwidth),
RSOA: CIP SOA-RL-OEC-1550, T: RF bias-tee.

3.4.2 Burst-Mode Receiver Design for SCM Applications

The architecture of the proof-of-concept SCM BM receiver, based on semi-blind space domain

oversampling, is shown in Fig. 3–13. The 2.5Gbit/s upstream signal on a fUL = 2.5GHz subcarrier

enters the receiver where it is split into three paths. A clock recovery unit5 extracts a 5GHz

reference clock CK0 from the up-converted input signal, which is then passed to a set of phase

shifters that generate multiple clocks with low skew. These two new clock signals, CK−π2 and

CK+π
2
, have phase offsets from CK0 by −π2 rad and +π

2 rad, respectively. These phase shifted

clocks are then passed to a phase picker circuit.

Figure 3–13: Block diagram of the proof-of-concept BM receiver for SCM applications
using a bang-bang Alexander phase detector.

At the same time, a bang-bang Alexander phase detector [109] compares the input data signal

to the reference clock CK0 to determine whether it is leading or lagging. At the next stage, the

phase picker circuit uses the phase detector’s output as a control signal to select between CK+π
2

5 Centellax TR1C1-A
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and CK−π2 as the clock signal that is most in phase with the data signal. The selected clock, at

5GHz, is at twice the desired subcarrier frequency. A clock divider then reduces the recovered clock

frequency by one half, resulting in a phase matched fUL which drives the down-conversion of the

SCM uplink signal back to baseband. A LPF6 then removes out-of-band noise and suppresses the

clock leakage.

Figure 3–14 shows example electrical eye diagrams of the received uplink signal for different

phase shifts, as measured at the input of the BM receiver. The frequency divided 2.5GHz clocks

CK0 (red) and CK±π2 (green) are also overlaid to demonstrate the operation of the BM clock and

data recovery. In each case, the bold dashed line indicates the optimum sampling instant to align

with the middle of the data signal’s eye opening. In Fig. 3–14(a) where no phase offset exists, CK0

is the only valid clock signal. For the cases in Figs. 3–14(b) and 3–14(c), where the clocks are offset

by −π2 and +π
2 respectively, the receiver has the ability to select the best clock between CK+π

2
and

CK−π2 to perform down-conversion.

This proof-of-concept receiver uses a two-state phase detector, and as a result, the output can

only select between the two phase offset clocks CK+π
2
and CK−π2 . In order to give this receiver

the ability to instantaneously track phase variations over a full 0 rad to ±π rad range, we propose

replacing the Alexander phase detector with a linear Hogge phase detector [110]. In this case, the

output of the linear phase detector would simply control a phase shifter that adjusts the phase of

CK0 before being passed to the clock divider and mixer for signal down-conversion.

(a) ∆φ = 0 rad (b) ∆φ = −π

2 rad (c) ∆φ = +π

2 rad

Figure 3–14: Electrical eye diagrams of the received uplink signal. The overlaid clock
signals are shown for different phase shifts ∆φ. The bold dashed line indicates the optimum
sampling instant to align with the middle of the data signal’s eye opening.

6 Picosecond 4th order Bessel-Thomson (1.875GHz bandwidth)
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3.4.3 Experimental Results

The performance of the uplink channel with the OLT BM receiver is shown in Fig. 3–15. In

Fig. 3–15(a) we measure the Q factor of the baseband uplink signal as a function of POLT_Tx for

different phase offsets. As expected the Q factor increases with launch power, similar to the case in

Fig. 3–11 where the BER performance improves with POLT_Tx. To provide an operating threshold,

we measured a 14.25dB Q factor that corresponds to a BER = 10−10 at POLT_Tx = 6.6dBm.

(a) (b)

Figure 3–15: Performance of the 2.5Gbit/s SCM WDM PON with a stand-alone BM
receiver. (a) Q factor of the uplink channel as a function of OLT launch power for various
phase shifts between the uplink data and the recovered clock. (b) Corresponding electrical
eye diagrams of the uplink SCM signal after down-conversion to baseband.

In the first case, the best performance is achieved by manually tuning CK0 to the optimized

state where no phase shift is introduced (∆φ = 0). This provides the upper bound on the per-

formance of the SCM WDM PON. When a phase offset of either −π2 rad or +π
2 rad is introduced

to the uplink, the operation of the BM receiver is tested. The uplink can still achieve a Q factor

above the operating threshold when the instantaneous phase picker selects the correct clock, either

CK+π
2
or CK−π2 . When the phase picker is disabled and the incorrect clock is selected for down-

conversion, the performance of the uplink signal degrades by more than 4dB. Figure 3–15(b) shows

eye diagrams of the down-converted signals as measured after the BM receiver.

3.5 Summary

In this chapter we introduced the concept of O-SCM for WDM PONs, which increases the

bandwidth efficiency and symmetric data rates compared to conventional SCM approaches. We
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experimentally investigated the system’s symmetric operation at 1.5Gbit/s in optical back-to-back

and bidirectional 20 km single feeder PON configurations and presented an analytical model of the

system’s optical power budget to optimize the coupling ratio at the ONU. We then characterized the

O-SCM architecture at 2.5Gbit/s using a more realistic EML downlink transmitter and experimen-

tally validated the effect of the ONU coupling ratio on the power budget. The BER performance of

the system with the optimum 70/30 ONU coupler is then presented. Furthermore, we demonstrated

a proof-of-concept O-SCM WDM PON with a stand-alone BM receiver at the OLT that performs

clock and data recovery, instantaneous phase acquisition and RF down-conversion of the 2.5Gbit/s

uplink channel.



CHAPTER 4

Electronically Equalized 5 Gbit/s
Overlapped-SCM WDM PON

The concept of O-SCM was introduced in Chapter 3 as a viable technology for next-generation

WDM PONs, but symmetric transmission rates were limited to 2.5Gbit/s due to the RSOA’s

modulation bandwidth. In this chapter we describe the design and characterize the performance of

a second generation O-SCM WDM PON architecture operating at 5Gbit/s [2]. Two key improve-

ments help to alleviate the bandwidth effects of the RSOA: 1) The downlink channel is placed on

a RF subcarrier and the uplink is transmitted at baseband. This simplifies the ONU transmitter

design and maintains a 5GHz first-null bandwidth for the uplink channel. 2) The introduction

of an offline DSP analysis framework at the OLT receiver to facilitate electronic equalization of

the uplink signal. Together these improvements allow the symmetric data rates to be increased to

5Gbit/s over a 20 km single feeder PON.

This chapter is organized as follows: Section 4.1 outlines the development of the offline analysis

framework; including the data frame structure, data capture, and electronic equalization to remove

the ISI from the bandwidth-limited uplink transmission. In Section 4.2 we introduce the improved

O-SCM WDM PON physical architecture. Section 4.3 presents an experimental investigation of

the system’s full-duplex BER performance. Finally, we summarize and conclude the chapter in

Section 4.4.

4.1 Offline Analysis and DSP Equalization Framework

As outlined in Section 1.2.3, the primary limitation of the uplink transmission bitrate is the

2GHz modulation bandwidth of the RSOA. Electronic equalization has been shown to reduce the

effects of ISI allowing bit rates beyond 2.5Gbit/s for the uplink channel [49, 53–55]. To perform

these equalization techniques, we capture the received data using a real-time oscilloscope and then

subsequently process it offline. This software framework leverages network-based data capturing

42
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and multi-core processing to enable measurements to be performed quickly, enabling system opti-

mization and rapid prototyping that would be unfeasible with a hardware equalizer.

The analysis software comprises four main components: 1) the creation of frame based data

patterns, 2) network-based data capturing with a real-time oscilloscope; 3) data alignment, sampling

and decision optimization; and 4) electronic equalization.

4.1.1 Data Frame and Structure

In order to perform accurate BER measurements, traditional BER testers compare the received

signal to industry standard PRBS patterns. For offline processing, a similar approach is taken where

a known bit pattern is transmitted and used at the receiver to calculate the BER. However, it is

impractical to use such extremely long bit sequences (such as a 223 − 1 PRBS) due to the memory

limitations of the real-time oscilloscope. To overcome this we have devised a frame based data

pattern, illustrated in Fig. 4–1, which is transmitted by the pulse-pattern generators.

Figure 4–1: Structure of the transmitted data frames. PA: preamble, TS: training
sequence.

At onset, a standard PRBS pattern (downlink: 215 − 1, uplink: 223 − 1) is generated and

encoded with a Reed-Solomon (RS) FEC code, which is widely used in communication systems

and is especially useful in channels that are susceptible to burst errors [50]. RS is a block coding

technique where the data is grouped into mbit symbols, with an encoded block length of n = 2m−1

symbols, and can correct at least t symbol errors. The choice of block size and parity is normally

denoted RS(n,k), where k = n − 2t symbols is the block size of the data payload. Table 4–1

summarizes the two most popular codes for PONs which are compatible with current GPON [23]

and 10G-EPON [25] standards.

The FEC encoded PRBS data is then segmented into 624 240bit frames. A unique 760bit

preamble is appended to the beginning of each frame to provide a signature for processing at the

receiver, adding a negligible ∼ 0.1% to the total overhead. The preamble length is selected to

ensure a total frame size of 625 000bit, which at 5Gbit/s is compatible with the 125 µs upstream

frame duration in existing GPON standards [23]. A 1000bit training sequence is placed at the front
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Table 4–1: Comparison of the RS FEC codes used in current PON standards.

Parameter RS(255,239) RS(255,223)

Encoded block size, n (Symbol) 255 255
Symbol size, m (bit) 8 8
Parity symbols, 2t 16 32
Payload symbols, k 239 223
Correctable symbol errors 8 16
Coding overhead 6.3% 12.5%
Encoded BER threshold 1.8× 10−4 1.1× 10−3

of the data sequence and initializes the equalizer taps at the OLT receiver on system start-up. It is

therefore is not considered to be part of the operating overhead. The final data frame patterns are

loaded onto a pulse-pattern generator mainframe that drives the uplink and downlink transmitters

for the transmission experiments.

This frame-based technique provides three main advantages: 1) each frame is uniquely identi-

fiable and extractable from the received data sequence to facilitate training symbols during equal-

ization and BER calculations; 2) each frame’s start can be resynchronized to account for sampling

drift, analogous to clock-synchronization in deployed GPON systems; and 3) frame alignment and

equalization can be efficiently computed in parallel using a multi-core processor.

4.1.2 Network-Based Data Acquisition

One of the key challenges of offline analysis for high-speed communication systems is the sheer

overhead of capturing and processing the transmission data. In order to streamline this process,

we developed a Matlab script that uses the standard commands for programmable instruments

interface to communicate with the real-time oscilloscope over the lab’s Ethernet network. Large

records of more than 10MSa are often needed for each captured sequence in order to accurately

measure the BER down to sufficient levels. If saved as a plain text file, the captured data sequence

would exceed 1GB. Instead, the script transfers the int16 precision data points over the network

in 218 bit blocks and saves them to a time-stamped binary data file occupying just 80MB. These

data files can then be processed immediately or kept for later analysis.

As noted above, it is important to ensure that we capture enough bits to make a BER mea-

surement that is accurate to a certain precision. Because experimental BER measurements are a

statistical process, we can define an acceptable confidence level (CL) that the system’s true BER is
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less than the specified BER [111]. To measure a specific BER threshold for offline processing, the

minimum number of captured bits is given by

Nbit ≥
− ln (1− CL)

BER , (4.1)

where typically CL = 95%. Similarly when sampling a binary waveform with a real-time oscillo-

scope, the number of captured bits is

Nbit = Rb
Rs
×Mscope, (4.2)

were Rb is the data bit rate, and Rs and Mscope are the oscilloscope’s sampling rate and memory

depth, respectively. Rearranging Eq. (4.1) and substituting in Eq. (4.2) results in

Mscope ≥
Rs
Rb

− ln (1− CL)
BER , (4.3)

which defines the minimum record size required to calculate a BER for a given CL. Equation (4.3)

proves very useful to reduce the captured file size and to optimize the offline processing and BER

calculation time. We note however that an additional margin must be made to account for the

overhead due to the training sequence and preamble bits.

4.1.3 Data Frame Alignment and BER Calculation

In order to analyze and characterize the received data frames, they must first be identified

and extracted from the recorded bit pattern; Figure 4–2 helps to illustrate this process. Each

transmitted frame is up-sampled to match the sampling rate of the received data and then the

preambles are cross-correlated with the received signal to identify the index i of each frame in the

sequence. Knowing the fixed frame size, the complete frames are extracted from the sequence and

assembled into a matrix for post-processing and BER calculations. We note that the captured

sequence is bookended with truncated frames due to the repeated output from the pulse-pattern

generators. These incomplete frames are discarded and not used in the offline analysis.

Once the matrix of received frames is assembled, they are downsampled to 2Sa/bit and the

unequalized BER is calculated by optimizing the sampling point and decision amplitude to minimize

the BER. This process is analogous to optimizing the timing delay and decision threshold voltage

of a hardware BER tester. After this step, the uplink channel undergoes post-compensation with
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(a)

(b)

Figure 4–2: (a) Example of the data frames distribution in a captured data sequence.
(b) Cross-correlation of a received data frame aligned in time with its corresponding binary
sequence.

an electronic equalizer at the OLT receiver. No equalization is performed on the downlink data in

an effort to reduce the cost and complexity of the ONU receiver hardware.

4.1.4 Electronic Equalization

Recall from Section 1.2.3 that the RSOA’s frequency response has a generally smooth roll-off

and a linear modulation response, making it ideal for use with a post-compensation DFE at the OLT

receiver [49,50]. In this investigation we use a DFE with six 1/2-symbol spaced feedforward and one

symbol spaced feedback taps, as illustrated in Fig. 4–3. The equalizer’s filter coefficients {c1, . . . , c7}

are initially trained using the 1000bit training sequence and subsequently each of the data frames

are analyzed in parallel using a multi-core processor. The tap coefficients are dynamically adjusted

using a decision-directed least-mean squared (LMS) adaptive algorithm [50]. Table 4–2 summarizes

the operating parameters of the electronic equalizer. After equalization, the BER of the received

data frames is calculated by comparing with the transmitted data.
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Figure 4–3: Block structure of a fractionally spaced DFE, where K = 2 is the number
of input samples per symbol and 1/T is the output sample rate.

Table 4–2: Summary of the electronic equalizer parameters.

Parameter Value

Training sequence length 1000bit
Minimum LMS step size 0.02
Feedforward taps 6
Feedback taps 1
Forward tap spacing 1/2-symbol
Feedback tap spacing 1-symbol

4.2 Physical PON Architecture

The bidirectional architecture of the second generation O-SCM WDM PON is illustrated in

Fig. 4–4. The OLT transmitter consists of an EML centred at 1549.36nm. The EML is driven at

1Vp-p by a 5Gbit/s NRZ 215 − 1 PRBS-based data sequence up-converted on a 5GHz subcarrier.

Following the EML, an EDFA and a VOA control the OLT launch power POLT_Tx. In a realistic

deployment this EDFA would be used to simultaneously amplify many user wavelengths, sharing

the investment costs among the customer base. The ODN comprises a 20.35 km feeder of standard

single mode fiber (SMF-28e+), a 100GHz AWG and a 1.5 km DDF.

At the ONU, a coupler taps off 40% of the downstream signal to the receiver composed of a

commercial p-i-n photoreceiver and RF down-conversion circuit. A real-time oscilloscope performs
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Figure 4–4: Physical architecture of the 5Gbit/s O-SCM WDM PON. ∆φ: electrical
phase delay, ADC: Agilent Infiniium DSCZ93204A, AMP: RF amplifier, AWG: arrayed
waveguide grating (100GHz channel spacing), EML: CyOptics E4560 (11GHz bandwidth),
Mixers: Marki Microwave M1-0412MP, OBPF: JDSU VCF050 (0.3 nm bandwidth), p-i-n:
Discovery Semiconductors DSC-R402 (10GHz bandwidth), RSOA: CIP SOA-RL-OEC-
1550, T: RF bias-tee.

high-speed analog-to-digital conversion (ADC) and captures the received downlink signal for offline

processing. The remaining 60% seeds the RSOA with enough input power to operate in gain

saturation. The uplink transmitter uses a butterfly packaged RSOA directly modulated with a

223 − 1 PRBS-based bit sequence at 4Vp-p and biased at 80mA, with peak gain from 1530 nm to

1570 nm. This results in an optical output with a large uplink ER ∼ 9.5dB to ensure sufficient

downlink data erasure and therefore data remodulation. The unamplified OLT receiver comprises

an OBPF, commercial p-i-n photoreceiver and an ADC to capture the baseband uplink signal.

It is important to note some key differences when comparing Fig. 4–4 to the previous archi-

tecture in Fig. 3–8. First, the downstream transmission is no longer transmitted at baseband and

instead is placed on a 5GHz subcarrier. As illustrated in Fig. 4–5, this downlink SCM channel

extends in the frequency domain from 0GHz to 10GHz, which is within the specified bandwidth

of the EML and the p-i-n photodetector. In the upstream direction, the baseband 5Gbit/s uplink

channel occupies the same 0GHz to 5GHz electrical channel bandwidth as in Chapter 3 but it

operates at twice the bit rate.

Secondly, we note that the coupling ratio and RSOA bias current at the ONU have changed.

Similar to Chapter 3, the coupling ratio is re-optimized and the 60/40 ratio was found to best

balance the power budget of both channels. Here, we attribute the need to favour the downlink

channel with more power to overcome the effects of dispersion from the 10GHz null-to-null electrical

bandwidth and the added noise from the SCM transmitter and receiver electronics. Increasing

the RSOAs operating current to 80mA improves the modulation bandwidth to ∼ 2.2GHz along
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(a) (b)

Figure 4–5: RF channel allocation in the 5Gbit/s O-SCM WDM PON. Measurements
and illustrations of the received (a) up-converted downlink and (b) baseband uplink signal
spectra are shown. The real-time oscilloscope analog bandwidth was limited to 9GHz and
4GHz when capturing the downlink and uplink signals, respectively.

with additional gain and power to the upstream signal (see Fig. 1–7). Lastly, instead of using a

commercial BER tester, the BER performance of each channel is calculated offline using a custom

analysis software framework that facilitates DSP post-compensation equalization and FEC decoding

of the captured signals. The details of this software package were outlined in Section 4.1.

4.3 Experimental Results at 5Gbit/s

The following section presents the experimental characterization of the 5Gbit/s O-SCM WDM

PON. We begin by presenting an optical back-to-back characterization to demonstrate the efficacy

of the analysis framework described in Section 4.1. We then proceed to a full-duplex demonstration

over a 20 km PON test bed using fully optimized operating parameters. In lieu of using analog

electrical filters, the real-time oscilloscope’s acquisition bandwidth is set to act as a sharp LPF to

reduce the out-of-band noise and clock leakage from the RF mixers.

The real-time oscilloscope captures the data signals at a sampling rate of Rs = 20GSa/s

(4 Sa/bit at 5Gbit/s) to a memory depth of 20.5MSa. Using Eq. (4.3), we can confirm that a

capture length of 20.5MSa is sufficient to accurately estimate a BER down to 10−6 with a 95% CL:

Mscope = 20.5MSa ≥ 20GSa/s
5Gbit/s

− ln (1− 0.95)
10−6

≥ 12MSa.

The 4 Sa/bit data is downsampled to 2 Sa/bit using a polyphase filter method with an additional 10

point finite-impulse response (FIR) filter to reduce aliasing effects, and then subsequently analyzed

using the framework detailed in Section 4.1.
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4.3.1 Optical Back-to-Back Performance

To begin characterizing the 5Gbit/s architecture, we first remove the feeder and DDF to

create the basic optical back-to-back configuration illustrated in Fig. 4–6. Similar to Chapter 3,

this eliminates the RB contribution to the upstream noise and provides a means to verify the

analysis framework’s operation.

Figure 4–6: Physical architecture of the 5Gbit/s O-SCM optical back-to-back test bed.
∆φ: electrical phase delay, ADC: Agilent Infiniium DSCZ93204A, AMP: RF amplifier,
AWG: arrayed waveguide grating (100GHz channel spacing), EML: CyOptics E4560
(11GHz bandwidth), Mixers: Marki Microwave M1-0412MP, OBPF: JDSU VCF050
(0.3nm bandwidth), p-i-n: Discovery Semiconductors DSC-R402 (10GHz bandwidth),
RSOA: CIP SOA-RL-OEC-1550, T: RF bias-tee.

In this preliminary experiment, a suboptimal 70/30 coupler divides the downstream signal

at the ONU. This initial choice was based on the coupler used in Chapter 3. Similarly, the bias

voltage of the EML is not fully optimized for the back-to-back test. Figure 4–7 summarizes the

system’s BER performance for symmetric transmission. Assuming that the data is FEC encoded,

the key performance markers are where the BER drops below the thresholds for the RS(255,239)

and RS(255,223) codes listed in Table 4–1. These values correspond to the undecoded BERs that

result in BER < 10−12 after error correction [25], and therefore any BER measurements below

these thresholds are assumed to be within the system’s operating range.

Looking first at the downlink signal in Fig. 4–7(a), we see that the BER begins to taper off

after POLT_Tx = 0 dBm and reaches a floor above the calculation threshold of 10−6. BERs below

the FEC thresholds are achieved for launch powers of −1dBm and 1 dBm corresponding to receiver

sensitivities of −11dBm and −9dBm for RS(255,239) and RS(255,223), respectively. For the uplink

channel in Fig. 4–7(b), performance without equalization is similar to that of the downlink channel.

However, with the aid of a post-compensation equalizer, the BERs quickly fall below the calculation

threshold for POLT_Tx > −1dBm. The electronic equalizer reduces the OLT launch power required
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(a) (b)

Figure 4–7: Optical back-to-back performance of the 5Gbit/s O-SCM WDM PON. Eye
diagrams of the unequalized data captured at POLT_Tx = 5dBm are inset.

to achieve BERs below 10−4 by more than 6.5dB. We note here that the received power at the

OLT only varies between −0.1dBm to 2dBm over the 10dB range of launch powers, indicating

that the RSOA was deeply saturated and the downlink signal is efficiently erased.

4.3.2 Full-Duplex Operation Over a 20 km WDM PON

As illustrated in Fig. 4–4, the feeder fiber and DDF are replaced in the ODN and the system

parameters are fully optimized to demonstrate the architecture’s performance in a more realistic

scenario. The ONU coupling ratio (60/40) and downlink ER (∼ 5.1dB) balance the performance of

both channels under full-duplex operation. We then repeat the BER measurements and characterize

the system performance as a function of POLT_Tx in Fig. 4–8.

In Fig. 4–8(a) the downlink channel performs in a power limited fashion where the BER steadily

decreases in a waterfall curve with increasing POLT_Tx. The downlink’s minimum launch powers for

operating are 1dBm and 3dBm which correspond to receiver sensitivities of −13dBm and −11dBm

for the RS(255,223) and RS(255,239) FEC codes, respectively.

The uplink channel’s performance during symmetric operation is shown in Fig. 4–8(b). The

uplink BER never reaches below 10−2 when the data is unequalized due to the severe ISI caused by

the RSOA’s narrow modulation bandwidth, as evident from the large intensity noise present in the
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(a) (b)

Figure 4–8: Symmetric performance of the 5Gbit/s O-SCM architecture over the 20 km
single feeder WDM PON. Measured BER of the (a) downlink and (b) uplink channels.
Eye diagrams of the unequalized data captured at POLT_Tx = 5dBm are inset.

inset eye diagram. This demonstrates the necessity of electronic equalization at bit rates beyond

2.5Gbit/s. Using a DFE equalizer with 6 forward and 1 feedback taps improves the uplink BER

in some cases by more than two orders of magnitude. Looking at the equalized uplink data, we

notice three distinct regions to the BER curve. When POLT_Tx < 4dBm, the uplink performance

is primarily power limited and steadily improves as the RSOA achieves gain saturation. The best

region for the uplink is from POLT_Tx = 4 dBm to 7 dBm where the RSOA is saturated and the

downlink channel is efficiently erased. However, because the upstream power is restricted by the

RSOA’s saturated gain, it reaches an error floor near 10−4 as the system becomes RB noise limited.

At launch powers beyond 7dBm the uplink performance quickly degrades as SBS becomes the

dominant upstream impairment and the electronic equalizer loses its efficacy.

This noise floor is primarily due to the baseband transmission overlapping with the OBI. It

is interesting to note that an uplink error floor was not encountered in the previous architecture,

where the SCM uplink channel was separated from the low frequency noise after down-conversion

and filtering. This is a design trade-off, where the uplink is sent at baseband to maximize upstream

bit rate, but some OBI can be tolerated with the aid of FEC.
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Figure 4–9 compares the BER curves for both transmission directions, assuming electronic

equalization of the uplink channel. Here we can define two operating regions over which both

channels operate below the FEC thresholds. The lower boundary is fixed by the minimum launch

power required for full-duplex transmission. This operating point is dictated by the typical design

trade-offs common to bidirectional WDM PONs using remodulation: downlink ER, RSOA gain

and ONU coupling ratio. As demonstrated in Chapter 3, selecting a suboptimal coupling ratio

results in an imbalance between the uplink and downlink power budgets. This results in an offset

between their respective operating ranges, thus reducing the system’s overall operating regions.

At high launch powers (≥ 8dBm) the system’s uplink channel performance degrades as upstream

impairments, such as RB and SBS, become more dominant and cannot be tolerated by the O-SCM

technique.

Figure 4–9: Operating regions of the 5Gbit/s O-SCM architecture over the 20 km single
feeder WDM PON. The shaded regions represent launch powers where both channels
operate below the BER thresholds listed in Table 4–1.

The choice of the channels’ FEC encoding normally depends on the quality of service require-

ments of the network operators and industry standards. If we assume that both channels are encoded

in RS(255,223) the system operates over a wide range of launch powers from 1dBm to 8.5dBm.

The drawback is a higher 12.5% coding overhead that reduces the net bit rate to ∼ 4.4Gbit/s. If

both channels use RS(255,239) the operating region shrinks to a range between 4dBm to 8 dBm,

but the coding overhead is reduced by half to 6.3% and a net bit rate of ∼ 4.7Gbit/s. In this case

though, the uplink channel may not leave enough margin below the FEC threshold to meet the

network operator’s quality of service requirements.
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It is well known that increasing the transmission power in WDM PONs using remoduation

does not necessarily provide better performance [46]. Assuming RS(255,223) coding, this O-SCM

WDM PON architecture relaxes this launch power design constraint to a wide 7.5dB range by

providing enhanced resilience to RB and reflections while maintaining efficient use of the RSOA’s

modulation bandwidth to enable higher transmission rates. Thus operators are given additional

flexibility to help manage network variations in real-world deployments.

4.4 Summary

In this chapter we presented a second generation O-SCM architecture for WDM PONs. Ex-

perimentally, we demonstrated full-duplex transmission at 5Gbit/s over a 20 km single feeder PON

using low cost IM/DD transceivers and data remodulation. Electronic equalization through offline

processing compensated for the limited bandwidth of a directly modulated RSOA-based colour-

less ONU transmitter. Full-duplex operation commences at a low 1 dBm OLT launch power and

spans up to 8.5dBm assuming standards compatible RS FEC encoding. The experimental results

demonstrate greater bandwidth efficiency than other SCM techniques and a twofold increase in

symmetric data rates from the previous O-SCM implementation in Chapter 3. The low launch

power requirements and tolerance to uplink impairments ease some well known design constraints

for bidirectional WDM PONs and provide additional flexibility for very little additional cost, thus

making the design an attractive solution for network operators.



CHAPTER 5

10 Gbit/s SCM WDM PONs with
Higher-Order Modulation Formats

In recent years, DSP has proven to be an effective technique in transport network systems by

replacing expensive optical components with high-speed transceiver electronics [67,68]. There is

great potential for access networks to build upon these signal processing techniques using lower speed

electronic components to achieve significant performance increases from economical optoelectronic

transmitters.

In Chapter 3 we introduced the concept of O-SCM WDM PONs, where portions of the uplink

and downlink channels are allowed to overlap in order to improve the channels’ symmetric bit rates.

In Chapter 4 the SCM channel spanned the entire 10GHz bandwidth of the optoelectronic hardware,

effectively limiting the symmetric bit rate of this approach to 5Gbit/s. Although a 10Gbit/s SCM

WDM PON was recently demonstrated [90], it required cost prohibitive high bandwidth (30GHz)

receivers at the ONU. It is clear that we must take a new approach in order to achieve symmetric

10Gbit/s rates if we limit ourselves to economical 10GHz optoelectronic components.

In this chapter we outline the development of a third generation SCM WDM PON architec-

ture that provides symmetric bit rates in excess of 10Gbit/s within a limited 10GHz of electri-

cal bandwidth. Instead of NRZ binary modulation, the new DSP-based architecture implements

higher-order QAM formats to provide greater bandwidth efficiency. The addition of SRRC pulse

shaping further increases the channels’ spectral efficiency, facilitating separation of the upstream

and downstream electrical spectra and enabling full-duplex operation within the bandwidth limits

of our commercial optoelectronics.

This chapter is organized as follows: Section 5.1 briefly discusses the concepts of higher-order

modulation and pulse shaping, and introduces DSP spectral pre-compensation as a way of transmit-

ting pulse shaped QAM signals with cost effective RF and optoelectronic hardware. In Section 5.2

we describe the primary building blocks of realizing a M-QAM SCM WDM PON, including the

55
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physical architecture, DSP transmitter and receiver stacks, and optical enhancement with offset

filtering. Additionally, we characterize the backscattered optical power from the ODN and verify

the onset launch power for SBS. Finally, the chapter is summarized in Section 5.3.

5.1 Spectrally Efficient M-QAM SCM WDM PONs

In the previous chapters, the data for each channel was modulated onto the laser intensity using

a NRZ binary scheme. This is one of the simplest and the most widely implemented modulation

scheme in digital communication systems [22]. In this section, we will expand the concept of digital

modulation and introduce more complex schemes to improve spectral efficiency by transmitting

more information in a smaller channel bandwidth.

5.1.1 Generating M-QAM Signals with IM/DD Optoelectronics

In Fig. 5–1, we illustrate a simple modulator where binary data is separated into k bit blocks

and each block sequence is mapped into a signal sm(t), where 1 ≤ m ≤ 2k. The data can be encoded

into sm(t) using amplitude, phase, frequency or combinations thereof. In this investigation, we will

focus on modulation schemes that allow us to maintain simple IM/DD transceivers.

Figure 5–1: A memoryless digital modulator [50].

Pulse Amplitude Modulation Signals

A PAM signal is defined [50] as

sm(t) = Amp(t), 1 ≤ m ≤M (5.1)

where M = 2k, p(t) is a real valued pulse signal, and

Am = 2m− 1−M, m = 1, 2, . . . ,M (5.2)

is the information carrying signal amplitude. In its simplest form Eq. (5.1) represents a NRZ signal

when k = 1, Am = ±1 and p(t) is a rectangular pulse. When k > 1, each of the M constellation

points maps to a k bit symbol. Figure 5–2 illustrates eye diagrams for two example PAM signals.
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(a) 2-PAM / NRZ (b) 4-PAM

Figure 5–2: Eye diagrams of multilevel PAM signals with a rectangular pulse shape at
3Sa/Symbol. The inset labels show the binary symbol value of each level assuming Gray
encoding.

Quadrature Amplitude Modulation Signals

A QAM signal is generated by combining two PAM signals that are placed onto two quadrature

orthogonal carriers. The resultant signal is expressed as follows

sm(t) = <
[
(Ami + jAmq) g(t)ej2πfsct

]
, m = 1, 2, . . . ,M, 0 ≤ t ≤ T

= Amig(t) cos (2πfsct)−Amqg(t) sin (2πfsct) (5.3)

where Ami and Amq are the information carrying amplitudes of the quadrature carriers and g(t) is

the signal pulse [50]. The information contained in sm(t) can now be mapped into a two-dimensional

constellation where each point represents a k bit symbol. Figure 5–3 shows two example I-Q constel-

lations for the special case whereAmi andAmq take discrete values {(2m− 1−M),m = 1, 2, . . . ,M}

forming rectangular constellations for QPSK (M = 4) and 16-QAM (M = 16).1 In this case the

symbols are organized using a Gray coding scheme, where adjacent symbols only differ by one bi-

nary digit. This helps to minimize errors during decoding due to amplitude noise [50]. Gray coding

is assumed for all QAM constellations throughout this thesis.

Figure 5–4 illustrates a simplified QAM transmission scheme. At the transmitter shown in

Fig. 5–4(a), the binary data is mapped into symbols Am = Ami + jAmq. The in-phase and quadra-

ture amplitudes are mixed onto two orthogonal carriers and recombined to form the M-QAM signal

1 Although the labels QPSK and 4-QAM can be used interchangeably to describe a QAM signal
of order M = 4, for clarity the former will be used throughout this thesis.
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(a) 4-QAM / QPSK (b) 16-QAM

Figure 5–3: Ideal I-Q constellation maps for Gray encoded QAM signals.

sm(t). In Fig. 5–4(b), the received signal r(t) is mixed with phase matched orthogonal carriers to

recover the in-phase I(t) = Amig(t) and quadrature-phase Q(t) = Amqg(t) signal components after

low pass filtering.

(a) (b)

Figure 5–4: General (a) modulation and (b) demodulation schemes for a QAM signal.

Assuming an ideal transmission channel, the demodulation process is given by

ri(t) = cos(2πfsct) · r(t) (5.4)

= I(t) cos(2πfsct) cos(2πfsct)−Q(t) sin(2πfsct) cos(2πfsct)

= 1
2I(t) + 1

2

[
���

���
��:0

I(t) cos(4πfsct)−���
���

��:0
Q(t) sin(4πfsct)

]

= 1
2I(t) (5.5)
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and

rq(t) = − sin(2πfsct) · r(t) (5.6)

= I(t) cos(2πfsct) (− sin(2πfsct))−Q(t) sin(2πfsct) (− sin(2πfsct))

= 1
2Q(t)− 1

2

[
���

���
��:0

I(t) sin(4πfsct) +
��

���
���:

0
Q(t) cos(4πfsct)

]

= 1
2Q(t), (5.7)

where the residual high frequency components are efficiently removed by a LPF stage with a cutoff

frequency of less than 2fsc.

5.1.2 Square-Root Raised Cosine Pulse Shaping

The frequency spectrum of the PAM and QAM signals is influenced by the signal pulse shape.

As we encountered in Chapter 4 with the RSOA, if a signal’s bandwidth exceeds that of the

band-limited channel then ISI will result from the adjacent information symbols. It is therefore

important to transmit information channels with high spectral efficiency in order to operate within

these bandwidth limits. According to the Nyquist pulse shaping criterion, certain signal pulse

shapes can result in zero ISI [50]. One such pulse shape is the raised cosine, which has frequency

characteristics

XRC(f) =



T if 0 ≤ |f | ≤ 1− α
2T

T

2

{
1 + cos

[
πT

α

(
|f | − 1− α

2T

)]}
1− α

2T ≤ |f | ≤ 1 + α

2T

0 |f | > 1 + α

2T ,

(5.8)

where α is called the roll-off factor with values in the range 0 ≤ α ≤ 1 and T is the symbol duration.

The impulse response for the raised cosine spectrum is then given by

xRC(t) =
sin
(
πt

T

)
πt

T

cos
(
παt

T

)
1− 4α2t2

T 2

. (5.9)

Figure 5–5 illustrates the time and frequency domain of a raised cosine pulse for different roll-off

factors. As α is reduced from 1 to 0, the bandwidth occupied by the signal decreases from the

symbol rate Rs = 1
T

to 1
2T . At α = 0 the frequency response is that of an ideal LPF.
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(a) (b)

Figure 5–5: Raised cosine (a) impulse response and (b) frequency domain spectrum. We
note that xRC(t) has zero-crossings at t = ±T,±2T, . . . which satisfies the Nyquist pulse
shaping criterion.

In practical implementations the filtering stage can be divided between the transmitter and

receiver. Known as matched filtering, the cascade of transmitter and receiver filters approximates

the overall response of the raised cosine spectrum. In an ideal channel with matched filtering

XRC = GT (f)GR(f) = |GT (f)|2 (5.10)

where GT (f) and GR(f) are the frequency responses of the transmitter and receiver filters, respec-

tively. We can solve for the filter response of the matched SRRC filters

GT (f) =
√
|XRC(f)| exp−j2πft0 (5.11)

GR(f) = G∗T (f) =
√
|XRC(f)| exp+j2πft0 (5.12)

where t0 is an arbitrary delay [50]. In the time domain, the impulse response of the SRRC pulse is

xSRRC(t) =

(
4αt
T

)
cos
[
π (1 + α) t

T

]
+ sin

[
π (1− α) t

T

]
(
πt

T

)[
1−

(
4αt
T

)2
] . (5.13)

Figure 5–6 illustrates the time and frequency domain response of the SRRC filter for different roll-

off factors. Again we see that as α is reduced from 1 to 0, the bandwidth occupied by the signal

decreases from Rs = 1
T

to 1
2T . In the time domain, decreasing α adds more ripples and extends the

pulse duration. Generating SRRC pulses with small α therefore requires higher-order FIR filters,

providing greater spectral efficiency at the expense of added complexity.
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(a) (b)

Figure 5–6: SRRC (a) impulse response and (b) frequency domain spectrum.

Using Eq. (5.3) we can now specify a SRRC pulse shaped band pass QAM signal of order M

sm(t) = AmixSRRC(t) cos (2πfsct)−AmqxSRRC(t) sin (2πfsct), m = 1, 2, . . . ,M (5.14)

with a first-null channel bandwidth

B = (1 + α)×Rs. (5.15)

Equations (5.14) and (5.15) will be the basis for designing the downlink and uplink channels through-

out the rest of this chapter.

5.1.3 DSP Spectral Pre-compensation for Bandwidth-Limited Devices

An important condition for the SRRC matched filtering in Eq. (5.10) is that the channel should

be be ideal. That is, the frequency response of the channel C (f) = 1 for |f | ≤ fc, where fc is the

cutoff frequency of the band-limited channel. In the case of an optical transmission system, the

channel response includes the optical fiber as well as the transceiver hardware. Here we assume

that the fiber’s response is flat for our moderate baud rates, and so we focus our attention to the

electronics and optoelectronic components in the transceivers.

We can look at the bandwidth limiting components summarized in Table 5–1 to determine

how this assumption affects the design of our M-QAM SCM WDM PON. All of the major down-

link channel components are rated for operation at ∼ 10GHz or above, and the uplink’s obvious

bottleneck is the RSOA. We again stress that because of the RSOA’s slow bandwidth roll-off, even
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transmitting SRRC pulse shaped channels within the 2GHz band will result in ISI. To overcome

this we need a means of approximating a flat channel response.

Table 5–1: Summary of the bandwidth limiting components in the downlink and uplink
transmission channels. Note that this is the −3dB electrical bandwidth.

Downlink Uplink

Component Bandwidth (GHz) Component Bandwidth (GHz)

p-i-n photoreceiver 9.5 RSOA (80mA) 2.2
RF amplifier 10 p-i-n photoreceiver 9.5
EML 11 RF amplifier 10
RF bias-tee 15 RF bias-tee 12
RF DC blocks 18 RF DC blocks 18
RF attenuators 18 RF attenuators 18

In the literature, analog resistor-capacitor circuits have been used as high pass filters to extend

the modulation bandwidth of RSOAs [57,59,63,112] by attenuating the lower frequency components

of the uplink binary signal and providing more relative power to the high frequency components.

The high pass filter effectively acts as the inverse to the RSOA’s modulation response roll-off,

resulting in a flatter frequency response over the band of interest.

Figure 5–7 illustrates an example of how we can apply a similar approach in DSP by designing

a FIR filter that approximates the inverse of the RSOA’s modulation response. Here we see that

cascading a pre-compensation filterHFIR(f) to the RSOA with frequency responseHRSOA(f) results

in an effectively flat output response X(f) = HFIR(f) ·HRSOA(f). The resulting modulation output

now extends to ∼ 6GHz, albeit at a lower signal power.

(a) (b) (c)

Figure 5–7: Magnitude response plots of the (a) 16th order FIR filter, (b) RSOA mod-
ulation response at 80mA bias and (c) pre-compensated RSOA response.
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As we will see in the experimental demonstrations that follow in Chapter 6, a similar approach

can be used for the downlink signal to compensate for the moderate roll-off of the p-i-n and EML

as the M-QAM channel approaches the upper bounds of the 10GHz operating bandwidth.

5.2 Building Blocks of a 10Gbit/s SCM WDM PON

A primary challenge in designing a SCM solution is to ensure that the uplink and downlink RF

channels are sufficiently separated to facilitate band pass filtering. In this section we will outline

the building blocks needed to implement a M-QAM SCM WDM PON with wavelength reuse and

RSOA-based colourless ONU transmitters. We will implement the spectrally efficient M-QAM

transmission channels introduced in Section 5.1 to facilitate a symmetric 10Gbit/s solution that fits

both channels within a 10GHz band. We intentionally limit ourselves to using 10GHz hardware in

order to maintain economic viability and to leverage the commercially available hardware designed

for existing 10Gbit/s TDM PON standards.

5.2.1 Physical PON Architecture

In Fig. 5–8 we illustrate the concept behind the RF channel allocation using the pulse shaped

M-QAM modulation technique described in Section 5.1. The downlink channel will reside in the

high frequency section of the 10GHz band on a subcarrier fDL. Whereas the uplink channel,

on a subcarrier fUL, will occupy the lower frequency portion to reduce the effects of the RSOA’s

modulation bandwidth. In the upstream transmission, residual noise from the downlink RF channel

will remain present due to reflections and RB. The optical architecture of the PON is similar to

previous experiments, with the new addition of an offset OBPF at the OLT receiver to optically

enhance the upstream signal. This will be discussed more thoroughly in Section 5.2.3.

Figure 5–8: High level illustration of the 10Gbit/s M-QAM SCM WDM PON including
the downstream and upstream RF channel allocations.



5.2 Building Blocks of a 10Gbit/s SCM WDM PON 64

5.2.2 Offline DSP Framework

Using the techniques described in Section 5.1, we developed a new DSP framework to transmit

and receive SRRC pulse shaped M-QAM signals over a single feeder WDM PON with wavelength

reuse. These spectrally efficiency signals will allow the downlink and uplink channels to coexist

within the available 10GHz bandwidth, while achieving 10Gbit/s full-duplex data rates. Block

diagrams of the DSP performed on the transmitted and received signals are outlined in Figs. 5–9

and 5–10, respectively.

Figure 5–9: Block diagram of the M-QAM transmitter DSP.

For the transmitters, PRBSs of length 223 − 1 and 231 − 1 are first generated for the downlink

and uplink respectively. A short 1 kSymbol preamble is then added to the beginning of each data

sequence and the binary data is mapped into M-QAM symbols. The sequence is then truncated

to fit within the 512 kSymbol memory of the DAC. A SRRC pulse shaping filter is then applied to

the in-phase and quadrature-phase components to increase spectral efficiency and reduce the effect

of ISI. Each component is then upsampled and mixed with an orthogonal carrier at the desired

RF subcarrier frequency fsc, and then combined to form an equivalent band pass signal [50]. A

FIR filter emphasizes the higher frequency portion of the signal to pre-compensate the channels’

bandwidth limiting components. This enables the M-QAM electrical signals to be transmitted

using low-cost optoelectronics by creating a flat power spectrum over the RF channel of interest.

The signal is then quantized to 6bit precision and transferred to the Micram VEGA II DAC for

transmission. The DAC is operated at 20GSa/s regardless of the baud rate and M-QAM order to

maintain the 10GHz of total channel bandwidth.

At the receiver, a real-time oscilloscope acts as an ADC to capture the data stream r(t) at

40GSa/s. After downsampling, the signal is mixed with phase matched orthogonal carriers to

recover the in-phase and quadrature-phase signals, which then undergo SRRC matched filtering to

eliminate ISI and remove out-of-band noise. After the timing synchronization and QAM decision

blocks, the preamble symbols are used to remove the phase-locked loop (PLL) phase ambiguity.
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Figure 5–10: Block diagram of the M-QAM receiver DSP.

Additional post-compensation is optionally performed with a DFE to remove any residual ISI that

remains due to a mismatch of the SRRC filters. The equalizer taps are initially trained using the

preamble symbols and then dynamically adjusted using the LMS algorithm. The signal is then

demodulated to binary data for BER calculation.

5.2.3 Offset Optical Filtering

In addition to the electronic compensation, we use an offset OBPF at the OLT receiver to

optically enhance the upstream signal. Optical filter detuning has been shown to increase the

RSOA’s effective bandwidth by transforming the unwanted phase modulation due to the device’s

transient chirp into IM [57,112]. The frequency response of the OBPF is given as

|H(w)|2 = a+ b∆f(w), (5.16)

where a and b are the coefficients of attenuation and ∆f(w) is the slope of the filter at the offset

wavelength. Around the offset wavelength operating point, the filter transforms the frequency

variations into intensity variations as

Pout(w) = Pin

[
a+ b

α

2 (jw)
]
, (5.17)

where α = 2I dφdI is the RSOA chirp parameter, I is the RSOA input current intensity, and φ is the

phase of the output field. The factor jw represents a high pass contribution from the transformation

of the phase modulation into IM by using the slope of the filter [57, 112]. The dependence on the

filter’s slope indicates that a sharp roll-off is essential to implement this technique. Figure 5–11

shows the OBPF profile and location of the upstream optical carrier. We define the filter offset as

∆λ = λOBPF − λUL, (5.18)

where λOBPF is the centre of the filter’s passband and λUL is the uplink carrier’s peak wavelength.
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Figure 5–11: Measured profile of the JDSU VCF050 OBPF along with the upstream
optical carrier’s power spectra measured before and after filtering. The optical powers
were normalized to the peak power of the upstream carrier. ∆λ = −0.18nm.

Implementing offset optical filtering in a deployed WDM PON poses some system design chal-

lenges. Bulk enhancement of all WDM channels with a single device will be necessary to make it

cost effective, and sensitivity to wavelength drift of the upstream carrier needs to be considered

closely. A delay interferometer has been demonstrated to simultaneously enhance up to 34 WDM

channels, assuming use of a commercial wavelength locker [113]. Recently, a narrow bandwidth

AWG was used at the OLT to both enhance and demultiplex the WDM channels across the optical

C-band with a wavelength drift tolerance of 10GHz [60]. Electronic equalization has also been

shown to increase tolerance to wavelength drift [59].

5.2.4 Upstream Impairments

As outlined in Section 1.2.3, there are three primary contributors to upstream impairments

in bidirectional WDM PONs: Reflections, inter-channel crosstalk and RB [46]. In this study, we

minimize the impact of static reflections by using optical connectors with oblique end facets, and

reduce inter-channel crosstalk by separating the two transmission channels with SCM. In Fig. 5–12

we characterize the amount of backscattered optical power originating from the downstream signal.

The setup for the measurement is illustrated in Fig. 5–12(a). An EDFA and VOA control the

CW launch power PTx of an EML laser with λ = 1549.4nm. The CW light is launched into the

ODN, where the reflective ONU is removed and the end of the DDF is capped. The average power

of the backscattered signal P3 is measured at port 3 of the circulator. Using Eq. (A.1) we can
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(a) (b)

Figure 5–12: (a) Experimental setup and (b) measurement of the backscattering due to
the downlink laser (λ = 1549.4nm). OSA: optical spectrum analyzer.

determine the ratio of backscattered power to launch power [79]

ζdown = P3

PTx
.

Figure 5–12(b) shows the measurements of backscattered power and ζdown. For PTx ≤ 7 dBm, the

ratio ζdown remains fairly constant at approximately −33dB, agreeing with values found in the

literature [79]. When the CW launch power is further increased the backscattered power increases

rapidly with the onset of SBS. The spectra of the backscattered signals are measured with an optical

spectrum analyzer to verify this behaviour. The central peak is the elastic scattering due to RB,

which maintains the same λ = 1549.4nm as the carrier laser. As the launch power is increased

further, a second peak begins to form with an optical frequency offset of ∼ 10GHz due to the

inelastic SBS process.

5.3 Summary

This chapter presented the development of a third generation SCM WDM PON architecture.

We motivated pulse shaped QAM signals as a way to improve spectral efficiency compared to

NRZ solutions, which will enable symmetric 10Gbit/s data channels to reside within the 10GHz

operating bandwidth. Furthermore, we outlined the key components and technologies necessary

to experimentally implement the proposed architecture including a new DSP analysis framework,

spectral pre-compensation for bandwidth-limited components and offset optical filtering. In Chap-

ter 6 we will experimentally verify the performance of this third generation SCM WDM PON

architecture.



CHAPTER 6

Experimental Demonstrations of
M-QAM SCM WDM PONs

In Chapter 5 we introduced the concept of higher-order modulation as a means of achieving

symmetric data rates in excess of 10Gbit/s for a third generation SCMWDM PON architecture.

There we outlined how a combination of SRRC pulse shaping, spectral pre-compensation, offset

optical filtering and electronic equalization can enable the two transmission channels to reside in

just 10GHz of electrical bandwidth. In this chapter we will confirm these results experimentally

over a 20 km single feeder bidirectional WDM PON with wavelength reuse.

The rest of the chapter is organized as follows: In Section 6.1 we experimentally demonstrate

the first SCM WDM PON with 5Gbaud QPSK channels and look at the system’s sensitivity to

downlink subcarrier frequency and SRRC roll-off factor. In Section 6.2 we experimentally investigate

the performance of a SCM WDM PON with 2.5Gbaud 16-QAM downlink and 5Gbaud QPSK

uplink channels. We optimize the OBPF’s wavelength offset, demonstrate the efficacy of spectral

pre-compensation to transmit M-QAM signals on economical IM/DD transceivers, confirm the

BER performance of the transmission channels and characterize the uplink’s resilience to upstream

impairments. In Section 6.3 we experimentally show the first SCM WDM PON with two 2.5Gbaud

16-QAM channels. The channels’ BER performance is characterized for different SRRC roll-off

factors for both CW seeding and full-duplex scenarios, and the spectral efficiency of the 16-QAM

channels is compared to the Shannon limit. In Section 6.4 we use a fixed and fully optimized optical

test bed and offline processing code to directly compare the performance and design trade-offs of

the architecture for all permutations of QPSK and 16-QAM channel formats. The line rate of each

channel is increased to 11.25Gbit/s to account for the 12.5% overhead of the RS(255,223) FEC

encoding, providing a truly symmetric 10Gbit/s payload. Finally, this chapter is summarized in

Section 6.5

68
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6.1 10Gbit/s QPSK SCM WDM PON

In the following section, we characterize the performance of a SCM WDM PON with QPSK

modulation for both the downlink and uplink channels. We achieve 10Gbit/s bidirectional data

rates over a single 20 km feeder and demonstrate BERs below the RS(255,223) FEC threshold for

a wide range of OLT launch powers from 0 dBm to 9 dBm. At the time of publication, this was the

first experimental demonstration of a symmetric 10Gbit/s WDM PON with wavelength reuse and

QPSK transmission using IM/DD for both the uplink and downlink directions [9].

6.1.1 Physical PON Architecture

The single feeder architecture used in this experiment is illustrated in Fig. 6–1. The OLT

transmitter consists of a Micram VEGA II DAC with 6 bit precision driving an EML centred at

1549.57nm. Following the EML, a booster EDFA and a VOA control the launch power POLT_Tx.

The ODN comprises a 20.35 km feeder of standard single mode fiber (SMF-28e+), a 100GHz AWG

and a 1.5 km DDF.

Figure 6–1: Physical architecture of the 10Gbit/s QPSK SCM WDM PON. ADC: Ag-
ilent Infiniium DSC-X 93204A, AMP: RF amplifier, AWG: arrayed waveguide grating
(100GHz channel spacing), EML: CyOptics E4560 (11GHz bandwidth), OBPF: JDSU
VCF050 (0.3nm bandwidth), p-i-n: Discovery Semiconductors DSC-R402 (10GHz band-
width), RSOA: CIP SOA-RL-OEC-1550, T: RF bias-tee.

At the ONU, a coupler taps off 80% of the downstream signal for detection by the receiver com-

prised of a p-i-n photoreceiver, a RF amplifier, and a real-time oscilloscope performing 8 bit precision

ADC. The remaining 20% of the downstream signal seeds a RSOA with peak gain from 1530 nm to

1570 nm and 2.2GHz modulation bandwidth. The RSOA uplink transmitter is directly modulated

at 4Vp-p, biased at 80mA, and driven by a second DAC. The OLT receiver consists of a 0.3nm

tunable OBPF, a pre-amplifier EDFA and a VOA to fix the received power at POLT_Rx = −2dBm,

along with a p-i-n photoreceiver, RF amplifier and a similar ADC to capture the received signal.
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In addition to the DSP pre-compensation, the effective uplink bandwidth is further increased by

offsetting the centre of the OBPF from the upstream wavelength by an optimized ∆λ = −0.18nm.

6.1.2 Downlink Performance

We first characterize the 5Gbaud QPSK downlink channel. The downlink signal has a roll-off

factor of αDL = 0.35 and is centred on a fDL = 7.66GHz subcarrier to minimize overlap with the

uplink channel. Figure 6–2(a) shows the frequency spectrum of the downlink signal that is loaded

into the DAC, where the downlink channel occupies the upper portion of the electrical bandwidth.

This leaves the low frequency portion of the bandwidth for the uplink channel. Figure 6–2(b) shows

the measured power spectrum of the downstream signal received at the ONU. Here we note the

presence of uplink channel RB noise due to the simultaneous upstream transmission.

(a) (b)

Figure 6–2: (a) Frequency content of the pre-emphasized downlink QPSK signal.
(b) Measured power spectrum of the received downstream signal.

Figure 6–3 demonstrates the BER performance of the downlink channel during symmetric

operation. Without electronic post-compensation at the receiver, the BER approaches an error

floor near the FEC threshold at 10−3. The spectra in Fig. 6–2 show that the transmitted channel

extends beyond the 10GHz channel bandwidth. Additionally, the received signal indicates that the

channel band has become distorted at high frequencies primarily due to a sub-optimal pre-emphasis

filter. We attribute the poor performance of the unequalized case to unwanted ISI resulting from

SRRC filter mismatch, which violates the Nyquist pulse shaping criteria [50].

Adding a DFE with 4 forward and 1 backward symbol-spaced taps to the ONU receiver reduces

the measured BER significantly. The electronic equalizer effectively removes the residual ISI due

to the mismatched filter. This greatly improves the downlink BER performance and reduces the

system’s sensitivity to channel distortion. As a result, the equalized downlink BER drops below

the FEC threshold at POLT_Tx > −2dBm corresponding to a receiver sensitivity of −13dBm. The

BER remains below the FEC threshold up to 9dBm of launch power.
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Figure 6–3: BER performance of the downlink QPSK channel after transmission over a
20 km PON. Constellation diagrams at POLT_Tx = 5dBm are inset as indicated.

6.1.3 Uplink Performance

The uplink channel is a 5Gbaud QPSK signal with a SRRC roll-off factor of αUL = 0.15

spanning a null-to-null bandwidth of 5.75GHz. The uplink subcarrier frequency fUL = 2.97GHz

minimizes the bandwidth effects of the RSOA while isolating the uplink channel from the low

frequency OBI noise. Figure 6–4(a) shows the channel allocation of the upstream signal. A com-

bination of spectral pre-emphasis at the transmitter and optical enhancement of the offset OBPF

compensate for the RSOA’s limited bandwidth. The received spectra in Fig. 6–4(b) demonstrates

that the uplink channel extends with a flat response up to 6GHz, far beyond the transmitter’s

∼ 2GHz modulation bandwidth. It is important to note that the uplink channel overlaps with the

downlink by approximately 1.5GHz and so some level of inter-channel crosstalk will be present.

Figure 6–5 presents the uplink channel BER as a function of POLT_Tx. As the launch power

increases, the uplink signal becomes power limited as the RSOA reaches gain saturation. The uplink

signal operates below the FEC threshold for launch powers from 0dBm up to 9dBm. The addition

of a DFE with 4 forward and 1 backward symbol-spaced taps at the OLT receiver further reduces the

BER floor to 10−4 providing extra margin for the network operator. Maintaining this performance

at such high launch powers demonstrates the system’s resistance to upstream impairments such as

RB, reflections and SBS.
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(a) (b)

Figure 6–4: (a) Frequency content of the pre-emphasized uplink QPSK signal loaded
into the DAC memory. (b) Measured power spectrum of the received downstream signal.
We note the presence of the residual downlink channel which is amplified and reflected by
the RSOA.

Figure 6–5: BER performance of the QPSK uplink channel in full-duplex operation.
Constellation diagrams at POLT_Tx = 5dBm are inset as indicated.

6.1.4 Parameter Sensitivities

In Fig. 6–6 we investigate the system’s sensitivity to different downlink channel parameters

while in full-duplex operation. In Fig. 6–6(a) we maintain αDL = 0.35 and shift the channel by

varying the subcarrier frequency. At low fDL, the upper portion of the downlink channel is no

longer distorted and performs well below the FEC threshold both with and without equalization.

This increases the amount of spectral overlap between the two channels and adds to the additional

inter-channel crosstalk in the upstream signal. As a result, the uplink BER performance degrades.

Increasing fDL > 7.5GHz reduces the inter-channel crosstalk on the upstream but causes distortion

to the downlink channel as it further extends into the 10GHz channel boundary. The choice of

fDL = 7.66GHz used above provides a good performance balance between the two channels.
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(a) (b)

Figure 6–6: Characterizing the impact of the downlink channel’s (a) subcarrier frequency
and (b) SRRC roll-off factor. POLT_Tx is fixed at 5dBm.

In Fig. 6–6(b) we vary the roll-off factor of the downlink SRRC pulse shaping to change the

channel’s null-to-null bandwidth. fDL was slightly reduced to 7.5GHz for this measurement. In

terms of BER performance, the downlink is quite insensitive to αDL, except at 0.95 where the

channel extends well beyond the 10GHz boundary. As αDL increases, the uplink channel’s BER

slowly degrades as the inter-channel crosstalk from the downlink signal becomes more significant,

but the BER never reaches above the FEC threshold.

6.1.5 Conclusion

In this section we presented a preliminary demonstration of a single feeder 10Gbit/s QPSK

SCM WDM PON architecture using low cost IM/DD optoelectronics and DSP techniques. We

verified the system’s full-duplex performance over 20 km single feeder PON and achieved BERs

below the RS(255,223) FEC threshold over a wide range of launch powers from 0dBm to 9 dBm.

Additionally we investigated the system’s sensitivity to the downlink channel’s subcarrier frequency

and pulse shaping roll-off factor.

6.2 10Gbit/s 16-QAM/QPSK SCM WDM PON

This section expands upon the concepts proposed in our initial demonstration in Section 6.1

by migrating the downlink channel from 5Gbaud QPSK to 2.5Gbaud 16-QAM. This improves the

spectral efficiency and provides robust resistance to the inter-channel crosstalk due to reflections and

RB. We use DSP spectral pre-compensation, offset optical filtering and electronic equalization to
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compensate for the bandwidth-limited RSOA-based ONU transmitter. We demonstrate symmetric

operation over a wide range of OLT launch powers from 1dBm to 9dBm, assuming standard

RS(255,223) FEC codes with 12.5% overhead. The physical architecture and operating parameters

used in this experiment are the same as those described in Section 6.1.1.

6.2.1 Downlink Performance

The downlink channel consists of a 2.5Gbaud 16-QAM signal with a SRRC roll-off factor

αDL = 0.35. In Fig. 6–7 we determine the downlink’s sensitivity to fDL by moving the channel

across the available electrical band. We first isolate the downlink transmission by blocking the input

port to the RSOA to remove the upstream transmission and eliminate any crosstalk contribution.

The downlink BER is then measured at different subcarrier frequencies without any spectral pre-

compensation. When fDL ≤ 6.5GHz the channel resides well within the ideal portion of the

channel where the response is essentially flat. Here the SRRC pulse shaped transmissions achieve

BERs < 10−4 without any pre- or post-compensation. As fDL increases beyond 6.5GHz, the BER

quickly degrades to a plateau of 10−2 as the channel pushes towards the 10GHz boundary of the

bandwidth-limited components. This distorts the upper portion of the channel causing a mismatch

of the SRRC filter applied at the ONU receiver and thus violates the Nyquist pulse shaping criterion.

Figure 6–7: Uncompensated 16-QAM downlink channel performance for different sub-
carrier frequencies. The electrical power spectra inset for 5.16GHz and 8.28GHz show the
location of the channel within the available 10GHz bandwidth. The OLT launch power is
fixed at 5dBm.

For symmetric transmission during the remaining experiments, the downlink is centred on a

7.66GHz subcarrier to provide enough spectral separation from the uplink channel to minimize
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inter-channel crosstalk while also reducing the distortion effects of the channel. An optimized 16th

order FIR filter with 50ps tap spacing is applied to the signal to pre-compensate for the roll-off of

the channel.

Figure 6–8(a) presents a study of the downstream BER performance as a function of POLT_Tx

with and without the aid of spectral pre-compensation. The resulting BER of the uncompensated

downlink channel reaches an error floor near 10−2 due to severe ISI. When the transceiver distortion

is pre-compensated for at the OLT, the downlink channel achieves BERs below the RS(255,223)

FEC threshold for POLT_Tx greater than 0dBm and quickly reaches the calculation floor of 10−5.

For POLT_Tx ≥ 5dBm the pre-compensation results in a BER improvement of at least three orders

of magnitude. By using an optimized pre-compensation filter, no electrical equalization is required

at the ONU and thus simplifies its design. Figures 6–8(b) and 6–8(c) show the spectra of the

downstream signal with and without pre-compensation.

(a)

(b)

(c)

Figure 6–8: Effect of pre-compensation on the 2.5Gbaud 16-QAM downlink transmission
after 20 km. (a) BER performance with and without spectral pre-compensation. Constel-
lation diagrams at POLT_Tx = 5dBm are inset as indicated. The corresponding PONU_Rx
at the ONU indicates a received power sensitivity of −11dBm. Electrical power spectra of
the (b) uncompensated and (c) pre-compensated downlink channel at POLT_Tx = 5dBm.
We note the presence of uplink channel RB noise due to the bidirectional nature of the
proposed PON system.
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6.2.2 Uplink Performance

The uplink channel comprises a 5Gbaud QPSK signal with a roll-off factor αUL = 0.15 trans-

mitted on a 2.97GHz subcarrier. The smaller roll-off factor allows the uplink channel to occupy

a null-to-null bandwidth of only 5.75GHz. Maintaining the uplink channel away from baseband

also provides some spectral separation from the low frequency RB beat noise [94]. Using the uplink

electrical power spectra in Fig. 6–9, we observe that the combination of DSP pre-compensation and

offset optical filtering results in a flat received power spectrum throughout the 6GHz channel band.

(a) (b)

Figure 6–9: Electrical power spectra of the (a) uncompensated and (b) pre-compensated
uplink channel after transmission over 20 km. POLT_Tx = 5dBm and ∆λ = −0.18nm.
We also note the presence of the residual downlink channel noise which is amplified and
reflected by the RSOA.

In Fig. 6–10 we characterize the BER performance of the uplink transmission both with and

without spectral pre-compensation. The uncompensated transmission cannot operate below the

FEC threshold without an additional post-compensation DFE stage at the receiver. We see in

Fig. 6–9(a) that the received uplink signal has a power imbalance of nearly 10dB over the width

of the channel. Similar to NRZ modulated signals [49], the RSOA’s smooth bandwidth roll-off

enables the DFE to remove the residual ISI and achieve BERs below the FEC threshold for

POLT_Tx ≥ 0dBm. Pre-compensating for the RSOA roll-off flattens the uplink channel, lowers

the minimum launch power by 6dB and sustains the operation up to 9dBm of launch power. The

BER reaches an error floor near 10−4, which can further be reduced to ∼ 3× 10−5 with a DFE.
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Figure 6–10: BER performance of the uplink channel with and without spectral pre-
compensation for the RSOA. Constellation diagrams are inset as indicated. The OBPF is
offset by −0.18nm resulting in an average loss of 6.6dB, including its insertion losses.

6.2.3 Optimizing the Offset OBPF

Optical filter detuning has been shown to increase the RSOA’s effective bandwidth by trans-

forming the unwanted phase modulation due to the device’s transient chirp into IM [57, 60]. Fig-

ure 6–11 demonstrates the sensitivity of the uplink performance to the OBPF offset. For the

uncompensated transmission, the uplink BER only dips below the FEC threshold at −0.27nm.

As found previously for NRZ signals [57], adding a DFE at the receiver reduces the wavelength

sensitivity and widens the operating region of the offset filtering to 0.13nm (∼ 16GHz).

Figure 6–11: The impact of offset filtering and spectral pre-compensation on the uplink
BER. POLT_Tx is fixed at 5dBm.
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The ONU pre-compensation filter is optimized for each ∆λ to provide an upper bound on the

system performance. In this case, the trends of the curves are the same regardless of whether or not

a DFE is used. Pre-compensation reduces optical losses by achieving operation at the minimum

∆λ = −0.13nm. It simultaneously widens the operating region of the offset filtering to 0.19nm

(∼ 24GHz), which significantly lowers the system’s overall sensitivity to laser wavelength drift.

This improvement may be due in part to the added sensitivity resulting from pre-amplification at

the OLT.

6.2.4 Resilience to Upstream Impairments

In wavelength reuse systems where the RSOA is seeded with a modulated downlink signal,

inter-channel crosstalk results from incomplete erasure of the downlink data and impacts the uplink

transmission [43]. The impact of inter-channel crosstalk on the uplink channel BER performance

is shown in Fig. 6–12.

(a)

(b)

(c)

Figure 6–12: The inter-channel crosstalk’s impact on the uplink channel transmission.
(a) BER performance as a function of OLT launch power. Electrical power spectra
of the received upstream signal with (b) CW and (c) modulated downlink seed light.
POLT_Tx = 5dBm and ∆λ = −0.18nm.

We see in Fig. 6–12 that there is no power penalty in terms of POLT_Tx as a result of downlink

modulation and only a 1.5 − 2× increase in BER. This is important in two ways: 1) here the

downlink ER is maximized to facilitate transmitting 16-QAM signals; and 2) the residual downlink

noise is still strongly present in the downlink channel band due to the high pass filtering effect
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of the gain saturated RSOA as per Fig. 6–12(c). These results confirm that strong erasure of the

downlink is not required for wavelength reuse in this M-QAM SCM system because the RF channels

are spectrally separated and the out-of-band noise is efficiently removed in DSP at the OLT receiver.

The impact of RB on the performance of bidirectional PONs has been well studied [46]. In

Fig. 6–13 we demonstrate its effect on the uplink OSRBR from Eq. (A.4), as measured at the port 3

output of the OLT circulator [79].

Figure 6–13: Influence of backscattering on the uplink channel performance. The inset
shows the optical spectra of the received uplink signal before and after the OBPF at
POLT_Tx = 9 dBm. The OBPF profile is included for reference.

The behaviour of the OSRBR measurement corresponds well to the BER curves in Figs. 6–10

and 6–12. At launch powers≤ 0dBm the OSRBR remains constant∼ 20dB where the BER steadily

decreases with POLT_Tx indicating a power limited system. As the launch power increases further,

the OSRBR slowly decreases as the RSOA’s gain saturates, causing the BER curves to reach an

error floor as the system becomes RB noise limited. As previously demonstrated in Section 5.2.4,

SBS becomes the dominant noise source on the upstream signal when POLT_Tx is above 6dBm and

deteriorates the uplink BER performance. However, in this case the system remains operational up

to 9dBm corresponding to just 12dB of OSRBR. The inset of Fig. 6–13 illustrates that the system’s

resilience to SBS is a direct result of the offset OBPF, as its characteristic 10GHz frequency offset

sets it further down the filter’s stop band.
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6.2.5 Conclusion

In this section we presented a 10Gbit/s SCM WDM PON architecture with 16-QAM down-

link and QPSK uplink transmission channels. We demonstrated the system’s full-duplex operation

over a 20 km single feeder PON and achieved BERs below the FEC threshold. We verified the

effectiveness of spectral pre-compensation to enable higher-order M-QAM channels to be transmit-

ted with commodity IM/DD optoelectronic hardware. Additionally, we confirmed that moving the

downlink to a more spectrally efficient modulation format eliminates the impact of inter-channel

crosstalk during bidirectional transmission. Finally, we demonstrated the system’s operation over

a wide range of launch powers from 1dBm to 9 dBm and established its resilience to upstream

impairments.

6.3 10Gbit/s 16-QAM SCM WDM PON

In this section we present the performance of a symmetric 10Gbit/s per wavelength 16-QAM

SCM WDM PON using a bandwidth-limited RSOA-based ONU and economical IM/DD optoelec-

tronics. In contrast to previous demonstrations in Sections 6.1 and 6.2, here we use 16-QAM signals

on both the uplink and downlink to increase the net spectral efficiency up to 2.8bit/s/Hz per chan-

nel. This enables guard bands to separate the SCM channels from surrounding noise sources. The

RSOA’s 2.2GHz modulation bandwidth is spectrally pre-compensated in DSP, while offset optical

filtering further enhances the chirped upstream signal at the OLT [3,9]. A new receiver DSP block

is implemented to correct for timing and sampling frequency offset (SFO). This improves both the

uplink BER floor and receiver sensitivity, while reducing the timing sensitivities due to signal pulse

shaping. We demonstrate operation over a 20 km single feeder WDM PON and characterize the

system in terms of BER performance. Furthermore, we present scenarios with both remote CW

seeding and wavelength reuse of the modulated downlink signal. We then demonstrate symmet-

ric operation at 5dBm of OLT launch power and achieve a −12.5dBm uplink receiver sensitivity,

assuming standard RS(255,223) FEC codes with 12.5% overhead.

At the time of original publication, this was the first experimental demonstration of a single

carrier 10Gbit/s SCM WDM PON using a commercial RSOA with wavelength reuse and IM/DD

16-QAM transmission for both the uplink and downlink directions [10], as well as the highest

reported spectral efficiency for a 10Gbit/s SCM WDM PON [4].
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6.3.1 Physical PON Architecture

Figure 6–14 illustrates the single feeder architecture we used in this investigation. The OLT

transmitter consists of a Micram VEGA II DAC with 6 bit precision driving an EML centred at

1549.41nm. Following the EML, a booster EDFA and a VOA control the launch power POLT_Tx,

as measured at the circulator’s port 2 output. The downlink ER is set with a bias-tee to achieve a

minimum BER. The ODN with 9.2dB losses comprises a 20.35 km feeder of standard single mode

fiber (SMF-28e+), a 100GHz AWG and a 1.5 km DDF.

Figure 6–14: Physical architecture of the 16-QAM SCM WDM PON. ADC: Agilent
Infiniium DSC-X 93204A, AMP: RF amplifier, AWG: arrayed waveguide grating (100GHz
channel spacing), EML: CyOptics E4560 (11GHz bandwidth), OBPF: JDSU VCF050
(0.3nm bandwidth), p-i-n: Discovery Semiconductors DSC-R402 (10GHz bandwidth),
RSOA: CIP SOA-RL-OEC-1550, T: RF bias-tee.

At the ONU, 70% of the downstream signal is tapped off for detection by the receiver comprised

of a p-i-n photoreceiver, a RF amplifier and a real-time oscilloscope performing 8 bit precision ADC.

The remaining 30% of the downstream signal seeds a RSOA with peak gain from 1530 nm to 1570 nm

and 2.2GHz modulation bandwidth. The RSOA uplink transmitter is directly modulated at 4Vp-p,

biased at 80mA, and is driven by a second DAC. At the OLT, an EDFA pre-amplifies the upstream

signal prior to detection and a VOA sets the input power to the p-i-n, POLT_Rx. An OBPF is offset

from the carrier wavelength by ∆λ = −0.18nm [3] to optically enhance the received signal while

also emulating a second AWG for wavelength demultiplexing [60]. The OLT receiver is similar to

that of the ONU consisting of a p-i-n photoreceiver, a RF amplifier and an ADC to capture the

received signal.

Here we note two architectural changes compared to that in Fig. 6–1. Firstly, the ONU

coupling ratio has been modified to provide 30% of the downstream signal to the RSOA, allowing

for greater gain saturation and a higher signal power to facilitate the SNR requirements for a

16-QAM uplink signal. Secondly, the OLT pre-amplifier stage is now placed before the offset
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OBPF. This configuration better emulates a real-world deployment where the EDFA cost is shared

among the PON’s user base by simultaneously amplifying all of the upstream WDM channels prior

to demultiplexing.

6.3.2 Offline DSP Framework

The transmitter DSP used in this experiment is the same as described in Section 5.2.2. A

block diagram of the upgraded receiver stack is illustrated in Fig. 6–15. The data stream captured

at 40GSa/s by the ADC receiver is downsampled, RF down-converted and a matched SRRC filter

removes ISI and out-of-band noise. A new block based on 2Sa/Symbol blind feedforward symbol

timing estimation [114] then corrects for timing and SFO. After the QAM decision blocks, the

preamble symbols are used to remove the phase ambiguity of the PLL output. At the OLT receiver,

post-compensation is optionally performed using a DFE with 12 feedforward and 1 feedback symbol-

spaced taps. The DFE taps are initially trained using the preamble symbols and then dynamically

adjusted using the LMS algorithm. The signal is then demodulated for BER calculation.

Figure 6–15: Block diagram of the receiver DSP stack used for offline processing the
downlink and uplink 16-QAM signals. Note that DFE post-compensation is optionally
performed at the OLT receiver, but is not used at the ONU to reduce complexity.

6.3.3 Downlink Performance

The downlink channel is a 2.5Gbaud 16-QAM signal on a 7.97GHz RF subcarrier. A 16th

order FIR filter pre-compensates for the bandwidth roll-off of both the EML transmitter and the

10GHz ONU p-i-n photoreceiver. In Fig. 6–16 we confirm the downlink channel operation by

characterizing its BER performance as a function of POLT_Tx. A BER threshold of 1.1× 10−3 is

assumed for RS(255,223) FEC. Additionally, different SRRC roll-off factors αDL are tested to vary

the channel’s bandwidth and spectral efficiency.

As the OLT launch power increases, the downlink BER quickly reaches below the FEC thresh-

old for powers greater than 1dBm, corresponding to a receiver sensitivity of −11dBm. Increasing
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(a) (b)

Figure 6–16: Performance of the 2.5Gbaud 16-QAM downlink channel after transmis-
sion over a 20 km PON. (a) Measured BER curves for different roll-off factors. A normal-
ized electrical power spectrum and example constellation at POLT_Tx = 5dBm are inset.
We note the presence of uplink channel noise from simultaneous upstream transmission.
(b) Eye diagrams of the in-phase 16-QAM signal component for different αDL.

the launch power beyond 5dBm results in BERs below the 10−5 calculation floor. This behaviour

corresponds with previous demonstrations in Section 6.2. All of the roll-off factors tested per-

form similarly in terms of BER and sensitivity. The highest gross spectral efficiency tested is

3.2bit/s/Hz when αDL = 0.25, resulting in a channel bandwidth of 3.125GHz. After accounting

for the RS(255,223) FEC overhead, the information spectral efficiency decreases to 2.8bit/s/Hz.

The eye diagrams in Fig. 6–16(b) demonstrate the effect of αDL on the signal in the time

domain. A larger roll-off factor broadens the pulse width in time and, in turn, increases the eye

opening of the multilevel signal. A smaller αDL value decreases the pulse width and the channel’s

bandwidth, but leads to increased timing sensitivity at the receiver [68]. In this case, the impact

of αDL is minimized by adding the new timing and SFO correction block in the DSP stack.

6.3.4 Uplink Performance

The uplink channel is a 2.5Gbaud 16-QAM signal on a 2.97GHz RF subcarrier. A 64th

order FIR filter pre-compensates for the RSOA bandwidth roll-off prior to quantization. The OLT

launch power POLT_Tx was fixed at 5dBm while characterizing the performance of the upstream

transmission. As shown above in Fig. 6–16, this launch power provides an excellent downlink

performance while staying below the threshold power for SBS [79]. 5dBm is also within the range

of power levels for NG-PON2 [25, 26]. This launch power corresponds to a RSOA input power
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PRSOA_in = −10.7dBm, which is greater than the RSOA’s saturation power of −17dBm. The

resulting ONU gain is ∼ 12.9dB, providing an upstream PONU_Tx = 2.2dBm. After transmission

through the ODN, the received power at port 3 of the circulator is measured to be P3 = −7.6dBm.

In Fig. 6–17 we present the BER performance of the 10Gbit/s upstream transmission with

both remote CW seeding and symmetric transmission with wavelength reuse from a portion of the

modulated downlink signal. The impact of the uplink SRRC roll-off factor is verified for αUL from

0.25 to 1.00, with resulting channel bandwidths ranging from 3.125GHz to 5GHz, respectively.

The downlink αDL was fixed at 0.50 for symmetric operation.

(a) (b)

Figure 6–17: 16-QAM uplink channel after transmission over a 20 km PON. BER per-
formance with (a) CW seeding and (b) full-duplex transmission. Normalized electrical
power spectra and equalized constellations for αUL = 0.25 are inset.

In Fig. 6–17(a), the uplink with remote CW seeding achieves a BER below the FEC threshold at

−11dBm of received power. This represents a 2dB improvement over our initial demonstration [10]

due to the new timing and SFO correction block. The addition of a DFE stage eliminates any

residual ISI and further reduces the receiver sensitivity to −13.5dBm. In both cases the BER

performance reaches a floor for received powers greater than −9dBm due to noise limitations.

Figure 6–17(b) demonstrates the uplink performance during full-duplex transmission. As a

result of reusing the modulated downlink signal, the penalty is only a ∼ 1.5× increase in BER. On

the other hand, the uplink receiver sensitivity degrades to −7dBm without post-compensation, a
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4dB power penalty compared to the CW seeding case. Adding a post-compensation DFE block

at the OLT receiver removes the residual ISI in the uplink signal and significantly improves the

receiver sensitivity, requiring just −12.5dBm of power to operate below the FEC threshold. In

terms of power penalty, the difference between CW seeding and symmetric transmission is reduced

to only 1dB when a DFE is used at the OLT receiver. Similar to the downlink channel, the uplink

performance is quite insensitive to roll-off for αUL ≥ 0.25. For the remaining analysis, we will

assume the use of a DFE at the OLT receiver in order to maintain BERs well below the FEC

threshold.

6.3.5 Comparison With the Shannon Limit

Figure 6–18(a) is an example of the BER performance of both the downlink and uplink channels

with respect to Eb/N0, the SNR per bit of information after the FEC overhead has been removed

[50]. To calculate Eb/N0 for each data set, the frequency domain spectrum is first calculated from

the captured time domain signals. Integrating over the channel bandwidth and subtracting the

average noise power from the signal results in the gross SNR per symbol, Es/N0. The SNR per bit

of information is then given by
Eb
N0

= Es
N0

1
log2(M)

n

k
, (6.1)

where M = 16 is the QAM order and (n, k) = (255, 223) are the block lengths for the RS FEC

coding.

The Eb/N0 of the downlink channel increases with launch power and the BER steadily drops

below the FEC threshold at Eb/N0 = 12.7dB. The uplink BER reaches below the FEC threshold

at Eb/N0 = 12.5dB, but does not increase beyond 15dB because the uplink signal power is limited

by the gain saturated RSOA.

Furthermore, in Fig. 6–18(b) we can use these Eb/N0 values to compare the performance of

this 16-QAM SCM WDM PON with Shannon’s channel capacity limit [50],

Eb/N0 >
2r − 1
r

(6.2)

where r is the channel’s spectral efficiency. Here the design trade-off between bandwidth and energy

is evident, as the highest spectral efficiency requires ∼ 2.2dB greater Eb/N0 than the lowest one.
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(a) (b)

Figure 6–18: (a) BER vs. Eb/N0 for the downlink and uplink channels. (b) Comparison
of the 16-QAM SCMWDM PON performance with different SRRC roll-off factors to Shan-
non’s channel capacity limit. We also include the best theoretical 16-QAM RS(255,223)
FEC coded signal to achieve the BER threshold [50]. Note that the added overhead for
the RS(255,223) FEC has been taken into account for both the spectral efficiency and
Eb/N0.

6.3.6 Discussion

This 16-QAM SCM WDM PON solution improves on previous demonstrations in Sections 6.1

and 6.2 by increasing the channels’ net spectral efficiency up to 2.8bit/s/Hz, while still maintaining

a simple wavelength reuse scheme and commodity IM/DD transceivers at both the OLT and ONU.

Guard bands of up to 1GHz (αUL = 0.25) isolate the uplink channel from surrounding noise sources,

including low frequency RB beat noise [94] and inter-channel crosstalk from the downlink signal

[46]. The noise can then be efficiently filtered out in DSP during the down-conversion and SRRC

matched filtering stages. Notably, these improvements are achieved without any additional optical

components or significant impact to the channel’s BER.

Although 2.8bit/s/Hz is the highest net spectral efficiency achieved in this investigation, it

is not necessarily the highest possible. As evident in Fig. 6–18(b), increasing the uplink channel’s

spectral efficiency further would require larger Eb/N0. This, however, could prove difficult given

that the maximum value obtained in this investigation is ∼ 15dB. Achieving a larger Eb/N0 by

increasing POLT_Tx beyond 5 dBm would limit any gains because of additional RB and SBS [3].

Further reducing α also narrows the eye opening and increases the receiver’s sensitivity to timing

jitter. At 10Gbit/s data rates, α = 0.25 provides adequate guard bands to separate the data

channels from noise and crosstalk without impacting performance.
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6.3.7 Conclusion

In this section we presented a 10Gbit/s 16-QAM SCM WDM PON architecture using DSP to

maximize the performance of economical IM/DD transceivers, achieving net spectral efficiencies up

to 2.8bit/s/Hz per channel. We characterized the system’s performance over a 20 km single feeder

PON with both remote CW seeding and full-duplex transmission scenarios and achieved BERs

below the RS(255,223) FEC threshold. The pulse shaped 16-QAM channels facilitate large guard

bands, providing robust resistance to upstream impairments and leading to a small 1dB power

penalty for reusing the downlink modulated signal as a seed source.

6.4 Designing a Flexible 11.25Gbit/s SCM WDM PON

In Sections 6.1 to 6.3 we presented experimental results for three possible channel configurations

of the M-QAM SCM WDM PON architecture. Comparing each of the configuration’s design trade-

offs from these results is difficult due to the evolution of the analysis code and variations in the

ONU and OLT designs at each stage of development. In this section we use a fixed and fully

optimized optical test bed and offline processing code to directly compare the performance and

design trade-offs of the proposed M-QAM SCM WDM PON architecture for all permutations of

QPSK and 16-QAM channel formats. The line rate of each channel is increased to 11.25Gbit/s to

account for the 12.5% overhead of the RS(255,223) FEC encoding and provide a truly symmetric

10Gbit/s payload. The architecture’s flexibility allows the signal bandwidths to be engineered to

achieve certain network quality of service requirements.

6.4.1 Physical PON Architecture

Figure 6–19 illustrates the single feeder architecture used in these experiments, which is based

on that in Section 6.3. The OLT transmitter consists of a Micram VEGA II DAC with 6bit precision

driving an EML centred at 1549.41nm. Following the EML, a booster EDFA and a VOA control

the launch power POLT_Tx, as measured at the circulator’s port 2 output. The downlink ER is set

with a bias-tee at −1.4V. The ODN comprises a 20.35 km feeder of standard single mode fiber

(SMF-28e+), a 100GHz AWG and a 1.5 km DDF.

Based on the results in Section 6.3, we select a 70/30 coupling ratio for the ONU to facilitate

sending 16-QAM uplink channels. The coupler taps off 70% of the downstream signal for detection

by the receiver comprised of a p-i-n photoreceiver, a RF amplifier and a real-time oscilloscope per-

forming 8 bit precision ADC. The remaining 30% of the downstream signal seeds a RSOA uplink



6.4 Designing a Flexible 11.25Gbit/s SCM WDM PON 88

Figure 6–19: Physical architecture of the optimized M-QAM SCM WDM PON. ADC:
Agilent Infiniium DSC-X 93204A, AMP: RF amplifier, AWG: arrayed waveguide grating
(100GHz channel spacing), EML: CyOptics E4560 (11GHz bandwidth), OBPF: JDSU
VCF050 (0.3nm bandwidth, ∆λ = −0.27nm), p-i-n: Discovery Semiconductors DSC-
R402 (10GHz bandwidth), RSOA: CIP SOA-RL-OEC-1550, T: RF bias-tee.

transmitter which is directly modulated at 4Vp-p, biased at 80mA and driven by a second DAC.

At the OLT, an EDFA pre-amplifies the upstream signal prior to detection and a VOA sets the

input power to the p-i-n, POLT_Rx. An OBPF is offset from the carrier wavelength by −0.27nm to

optically enhance the received signal while also emulating a second AWG for wavelength demulti-

plexing. According to Fig. 6–11, this wavelength offset should provide an optimized enhancement

for the uplink channel. The OLT receiver is similar to that of the ONU, consisting of a p-i-n

photoreceiver, a RF amplifier and an ADC to capture the received signal.

6.4.2 Offline DSP Framework

To facilitate increasing the line rate to 11.25Gbit/s, we modified the offline analysis software

to support transmitting and receiving M-QAM signals at non-integer-per-symbol sampling rates.

Figure 6–20 details the transmitter and receiver DSP blocks. In Fig. 6–20(a), the transmitters first

generate PRBSs of length 223−1 and 231−1 for the downlink and uplink channels and add a short

1 kSymbol preamble to the beginning data frame. A SRRC pulse shaping filter is then applied

to increase the spectral efficiency and reduce the ISI. Each phase component is then upsampled

and mixed with an orthogonal subcarrier. The FIR pre-emphasis filters, shown in Fig. 6–20(c),

compensate for the bandwidth limiting components and provide a flat modulation response over

the band of interest. An amplitude clipping stage then reduces the signal’s peak-to-average power

ratio (PAPR) by clipping the output above a certain threshold. The final signal is then quantized

to 6 bit precision and transferred to the DAC for transmission. The DAC was operated at 24GSa/s

regardless of the baud rate and M-QAM order to ensure sampling beyond the Nyquist rate for all

scenarios.
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(a) (b) (c)

Figure 6–20: DSP stacks of the (a) transmitter and (b) receiver. (c) The magnitude
response of the spectral pre-compensation filters applied at the OLT and ONU transmit-
ters.

At the receiver, the data stream captured at 40GSa/s by the ADC is downsampled, RF

down-converted and matched filtered. A 2Sa/Symbol blind feedforward symbol timing estimation

block [114] then corrects for timing and SFO. After the QAM decision blocks, the preamble symbols

are used to remove the phase ambiguity of the PLL output. To ensure the best BER performance

of each configuration, a mandatory DFE with 12 forward and 1 backward symbol-spaced taps

compensates for any residual ISI that remains after matched filtering. The DFE taps are trained

with the 1 kSymbol preamble and then dynamically adjusted using the LMS algorithm. After

equalization the signal is then demodulated for BER calculation.

6.4.3 Optimizing the Operating Parameters

While the optical architecture of the PON remains fixed, we characterize the parameters in

the driving electronics and DSP analysis software to find the optimal operating points. Due to the

flexibility of the guard bands, we also optimize the DAC clipping ratio, SRRC roll-off factor and

uplink subcarrier frequency for 16-QAM channels. When QPSK is used, the channels’ operating

parameters are primarily selected to minimize the channel bandwidth and spectral overlap.

DAC Clipping Ratio

The PAPR at the transmitter is determined by a combination of the QAM order, shape of

the constellation signal space and the pulse shaping filter. In systems using SRRC pulse shaping,

the PAPR increases with reduced excess bandwidth (smaller α) and increased filter length [115].

This becomes increasingly important because the DACs that drive the optical transmitters have a



6.4 Designing a Flexible 11.25Gbit/s SCM WDM PON 90

6bit resolution, and so if the generated signal has a high PAPR the resolution of the information

carrying transitions will become distorted.

In this optimized architecture we introduce a simple function to clip the output of high level

pulses beyond a certain threshold prior to quantization. This is a technique commonly used in

multicarrier systems, such as orthogonal frequency-division multiplexing, to reduce PAPR [116,117].

The clipped M-QAM SCM signal is represented as

xn =


Amax if x > Amax

−Amax if x < −Amax

x otherwise,

(6.3)

where Amax is the maximum amplitude of the signal. The severity of clipping is measured by the

clipping ratio, defined as [116]

γ = Amax√
Px

, (6.4)

where the average power of the discrete time signal after pre-compensation is

Px = 1
N

N−1∑
n=0
|xn|2. (6.5)

In Fig. 6–21 we characterize the effect of clipping ratio on the full-duplex BER performance

of each transmission channel. In this example both channels are 16-QAM with a 0.05 roll-off to

emphasize the effects of PAPR. The launch power POLT_Tx = 5dBm ensures a balanced operating

point for both channels and the received uplink power POLT_Rx is fixed at −5dBm to negate the

receiver sensitivity. The RF subcarriers fDL = 7.5GHz and fUL = 3.0GHz separate the channels

to suppress inter-channel crosstalk effects.

For the downlink channel, a small BER improvement is found for γDL ∼ 9.5dB. At higher γDL

the peaks fall below the threshold level and little clipping occurs, and at lower levels the performance

degrades due to excess signal distortion. The improvement for the uplink is more pronounced at

γUL = 8dB where the BER is reduced by a factor of ∼ 2.5×. Repeating these measurements for

roll-off factors from 0.05 to 0.75 consistently results in γDL = 9dB and γUL = 8dB as the optimized

values.
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Figure 6–21: Optimizing the clipping ratio for 16-QAM downlink and uplink transmis-
sions. The solid lines indicate the channel’s performance without any signal clipping.

Pulse Shaping Roll-Off Factor

Increasing the line rate to 11.25Gbit/s makes it necessary to further investigate the effect of

α on the system’s performance. In Section 6.3 we noted that decreasing the SRRC roll-off reduces

the excess channel bandwidth but increases the receiver sensitivity due to shorter pulse duration in

the time domain. In Fig. 6–22 we characterize the effect of α on the downlink and uplink channels’

receiver sensitivity with both CW seeding and full-duplex operation. As above, POLT_Tx = 5dBm

and POLT_Rx = −5dBm are fixed to ensure balanced operation of both channels, and the subcarriers

fDL = 7.5GHz and fUL = 3.0GHz minimize the impact of inter-channel crosstalk effects.

(a) (b)

Figure 6–22: Optimizing the SRRC roll-off factor for 16-QAM transmission channels.
(a) Receiver sensitivity during symmetric transmission and CW seeding. A BER threshold
of 1.1× 10−3 is assumed for RS(255,223) FEC. (b) Example eye diagrams of the downlink
channel’s in-phase components.
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In Fig. 6–22(a) we see that the behaviour for both channels is similar in terms of the receiver

sensitivity, which remains constant at α ≥ 0.25. When α < 0.25 the performance begins to degrade

as the added timing sensitivity from the short pulse duration closes the eye, as clearly demonstrated

in Fig. 6–22(b). The uplink channel’s sensitivity suffers a 1.5dB to 2dB penalty due to added noise

from symmetric transmission. These results are consistent with those presented in Section 6.3.

Uplink Subcarrier Frequency

The bandwidth allocated to the uplink channel is determined by three main factors: 1) the

RSOA modulation bandwidth; 2) the low frequency OBI due to RB; and 3) the inter-channel

crosstalk from the downlink channel. We demonstrated previously that combining spectral pre-

compensation at the transmitter and offset optical filtering at the receiver flattens the uplink chan-

nel’s frequency response over a span from 0GHz to 6GHz. This effectively removes the impact of

the RSOA’s bandwidth over this range. In Fig. 6–23 we characterize the fUL operating range of a

16-QAM uplink channel within this span as governed by the OBI and inter-channel crosstalk. The

downlink 16-QAM channel is transmitted at 5dBm on a 7.5GHz subcarrier and both channels’

roll-off factors are 0.25.

(a) (b)

Figure 6–23: Characterizing the effect of uplink subcarrier frequency. (a) Uplink channel
BER as a function of the RF subcarrier frequency. (b) Evolution of the upstream electrical
power spectrum while sweeping fUL.

Figure 6–23(a) shows the BER of the uplink channel as a function of fUL during full-duplex

operation. At fUL = 1.75GHz, the left boundary of the channel is adjacent to 0GHz and the

BER is limited to 10−2 by the OBI. As fUL increases, the BER steadily improves and falls below
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the FEC threshold at 2.5GHz. Figure 6–23(b) illustrates the progression of the uplink channel’s

power spectrum for the corresponding fUL frequencies. It is evident from the spectrum that at this

frequency the lower edge of the uplink channel is no longer overlapping with the low frequency RB

beat noise. The uplink BER remains constant up to fUL = 4.25GHz where the upper edge of the

channel approaches the 6GHz boundary. Beyond this, the channel BER becomes limited by both

the pre-compensation filter and crosstalk from the downlink channel.

6.4.4 Comparing M-QAM Channel Configurations

In this section we will use the optimized physical PON architecture and DSP framework de-

scribed above in Sections 6.4.1 and 6.4.2 to compare the BER performance of the four possible

channel combinations of QPSK and 16-QAM. The operating parameters for each scenario are

listed in Table 6–1. Measured electrical spectra of each scenario can also be found in Appendix A.4.

Figure 6–24 presents the full-duplex performance of the downlink and uplink channels for each

configuration over a 20 km single feeder PON. In Fig. 6–24(a) we characterize the downlink BER

as a function of POLT_Tx and PONU_Rx. In all four cases the BER steadily improves with added

launch power, dropping below the RS(255,223) FEC threshold at POLT_Tx ≥ 2dBm which is well

below our target 5dBm launch power. This behaviour is consistent with previous results where the

downlink is primarily power limited rather than noise limited. These launch powers correspond to

ONU receiver sensitivities between −13dBm to −11dBm. It is important to note that we reduce

the DAC swing voltage from 900mVp-p to 400mVp-p when the downlink uses QPSK (Scenarios I

and IV). This has two effects: 1) it minimizes the inter-channel crosstalk on the upstream channel

due to spectral overlap; and 2) it effectively reduces the QPSK signal’s Eb/N0 to achieve a similar

downlink BER performance when compared to the 16-QAM configurations.

In Fig. 6–24(b) we present the BER performance of the uplink channel as a function of POLT_Rx.

The OLT launch power is fixed at 5dBm and a VOA adjusts the upstream received power after

optical pre-amplification. Here we see that although all cases achieve BERs below the FEC thresh-

old, the performance of the uplink channel depends on the modulation format. When the uplink

is transmitted in QPSK (Scenarios I and II) the BER quickly drops below the 10−5 calculation

threshold. However when the uplink is 16-QAM (Scenarios III and IV), the BER reaches an error

floor at 10−4 as the SNR reaches a plateau.
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(a) (b)

Figure 6–24: BER performance of the (a) downlink and (b) uplink channels for scenarios
with different modulation formats. Example constellations are inset at POLT_Tx = 5dBm
and POLT_Rx = −11dBm.

6.4.5 Discussion

The performance results in Fig. 6–24 demonstrate the 10Gbit/s M-QAM SCM WDM PON

as a truly flexible solution that meets the bandwidth demands of next-generation optical access

networks. Using standard DSP techniques and DACs to generate the waveforms, we can produce

four different transmission scenarios without any changes to the optoelectronics or ODN. This

flexibility to select the modulation format, pulse shaping and spectral efficiency enables the network

operator to implement a solution to best meet their service requirements.

The two QPSK channels in Scenario I provide the lowest receiver requirements for both the

OLT and ONU, but is the least flexible solution in terms of channel allocation because even with

very aggressive pulse shaping (α = 0.05) the two channels still overlap by more than 2GHz. With

such a large overlap the uplink channel becomes susceptible to inter-channel crosstalk effects and

its performance will be dependent on the downlink transmission parameters.

In Scenario II, transitioning the downlink channel to 16-QAM separates the channels with a

small 0.19GHz guard band to eliminate the inter-channel crosstalk. This configuration provides

the best balance of performance and tolerance to upstream impairments by effectively making the
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uplink performance independent of the downlink ER, while maintaining a QPSK uplink ensures

that both channels can operate with BERs below 10−5 at POLT_Tx = 5dBm.

With two SRRC pulse shaped 16-QAM channels, Scenario III provides the highest net spec-

tral efficiency of the four configurations. The large 1GHz guard bands isolate the channels from

the surrounding noise sources, while also providing ample bandwidth for RF overlays. The main

drawback is a 3dB penalty in OLT receiver sensitivity as compared to QPSK.

Scenario IV simplifies the ONU receiver requirements by using a downlink QPSK channel while

the uplink 16-QAM minimizes the spectral overlap. This scenario is likely the least practical for

deployment. From the previous results in Chapters 3 and 4 we know that the downlink does not

suffer from the same severity of crosstalk and bidirectional impairments as the uplink channel. In

this sense it is counterintuitive to favour the downlink performance over that of the uplink.

6.5 Summary

This chapter experimentally demonstrated the M-QAM SCMWDM PON architecture’s perfor-

mance characteristics at data rates of 10Gbit/s and beyond. Sections 6.1 to 6.3 show the evolution

of the architecture’s development with three proposed uplink/downlink channel configurations at

10Gbit/s line rates: 1) QPSK/QPSK; 2) QPSK/16-QAM; and 3) 16-QAM/16-QAM. DSP spectral

pre-compensation was verified to enable the transmission of higher-order modulation signals with

commodity IM/DD optoelectronics. Furthermore, we demonstrated the uplink channel’s resilience

to upstream impairments such as RB, reflections and SBS. In each case we experimentally char-

acterized the system’s full-duplex operation over a 20 km single feeder WDM PON. In Section 6.4

we demonstrated the architecture’s flexibility to meet network operators’ quality of service re-

quirements by directly comparing the performance and design trade-offs all permutations of QPSK

and 16-QAM channel formats using a fixed optical test bed and optimized offline processing code.

The channels’ line rate was increased to 11.25Gbit/s to account for the 12.5% overhead of the

RS(255,223) FEC encoding, providing a truly symmetric 10Gbit/s payload.
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CHAPTER 7

Conclusions

Optical access networks show great potential to meet the growing bandwidth demands

of consumers, by migrating existing legacy networks to fiber optics. The high bandwidth

capacity and low loss of optical fiber make it a near future-proof technology. That said, current

FTTH technologies based on TDM will be difficulty to scale beyond 10Gbit/s of aggregate band-

width. WDM PONs that leverage technologies developed for transport level networks are a leading

candidate for next-generation access networks, but solutions must be engineered within the eco-

nomic constraints of the industry. The research presented in this thesis aims to show the viability

of WDM PONs using a single feeder architecture with colourless RSOA-based ONUs as a potential

solution. We demonstrated that SCM can be an effective technique to overcome the impairments

due to bidirectional transmission, and that 10Gbit/s per wavelength symmetric transmission rates

can be achieved using spectrally efficient QAM channels and commercial IM/DD transceivers.

7.1 Overview

In Chapter 1, we introduced optical access networks as a leading candidate technology to meet

consumers’ future bandwidth demands. We thoroughly reviewed the state of the art from the

literature and presented WDM PONs as a possible solution for next-generation access networks.

We then further detailed the key technical challenges that must be addressed for its commercial

viability.

Chapter 2 outlined a collaborative project with industry partner Bell Canada to develop a

bandwidth provisioning tool for their deployed GPON network. We implemented a Gaussian band-

width distribution model from the literature and built a numerical software tool to estimate the

capacity of the TDM PON’s aggregate uplink connection using simple empirical inputs.

97
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In Chapter 3 we proposed a novel O-SCM WDM PON architecture to increase the symmetric

data rates in WDM PONs with bidirectional transmission and RSOA-based ONUs. We demon-

strated that allowing some spectral overlap between the RF channels improves the bandwidth uti-

lization efficiency at the expense of an acceptable increase in noise and inter-channel crosstalk. We

experimentally demonstrated 1.5Gbit/s full-duplex transmission over a 20 km bidirectional WDM

PON and achieved BERs below 10−10. We then analytically derived the system’s optical power

budget and looked at operating constraints due to the RSOA modulation bandwidth and the RF

mixers. We further refined the O-SCM architecture and replaced the OLT’s external modulator

with a more economical integrated transmitter. We experimentally optimized the system’s optical

power budget and experimentally demonstrated 2.5Gbit/s full-duplex transmission with BERs be-

low 10−10. Furthermore, we built a proof-of-concept O-SCM WDM PON with a stand-alone BM

receiver at the OLT to perform clock and data recovery, instantaneous phase acquisition and RF

down-conversion of the 2.5Gbit/s uplink channel.

Chapter 4 presented a 5Gbit/s O-SCM WDM PON architecture with an improved RF channel

allocation scheme. We developed a DSP-based offline analysis framework to electronically equalize

the upstream signal and remove the ISI that results from the bandwidth-limited RSOA transmit-

ter. Full-duplex operation was achieved over a 20 km single feeder PON and we characterized the

system’s BER performance.

Chapter 5 provided an introduction to higher-order QAM and pulse shaping with IM/DD

optoelectronics. We proceeded to outline the key building blocks of the 10Gbit/s M-QAM SCM

WDM PON architecture including the development of new offline transmitter and receiver DSP

stacks, spectral pre-compensation, offset optical filtering and a characterization of the upstream

impairments.

Chapter 6 described a series of transmission experiments with the M-QAM SCM WDM PON

architecture developed in Chapter 5 at data rates of 10Gbit/s and beyond. We initially pro-

posed three uplink/downlink channel configurations: 1) QPSK/QPSK; 2) QPSK/16-QAM; and

3) 16-QAM/16-QAM. In each case we experimentally characterized the system’s full-duplex oper-

ation over a 20 km single feeder WDM PON. The efficacy of DSP spectral pre-compensation was

verified and we demonstrated the uplink channel’s resilience to upstream impairments such as RB,

reflections and SBS. We then further optimized the ODN and operating parameters to increase the

channel line rates to 11.25Gbit/s, accounting for the 12.5% RS(255,223) FEC coding overhead.
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We then established the architecture’s flexibility by directly comparing the BER performance of all

permutations of QPSK and 16-QAM channels on a fixed optical test bed while providing a truly

symmetric 10Gbit/s payload.

7.2 Summary of Contributions

In this section we summarize the original contributions to the optical access network research

field. The contributions listed here are all novel and have not been demonstrated previously in the

literature. As evidence of our original contributions, the investigations presented in this thesis have

resulted in ten peer-reviewed publications, including four journal articles [1–4] and six conference

proceedings [5–10], including one invited conference paper [6].

7.2.1 Overlapped-Subcarrier Multiplexed WDM PONs

We proposed the concept of an O-SCM WDM PON to relax the channel separation require-

ments in a bidirectional system and improve the bandwidth efficiency of the RSOA-based ONU [5].

We experimentally demonstrated 1.5Gbit/s full-duplex transmission with BERs below 10−10 with-

out the aid of electronic equalization or FEC coding. At the time of publication we reported the

highest symmetric bit rate for a bidirectional SCM WDM PON with NRZ line coding, downstream

remodulation and a RSOA-based ONU.

We then further refined and optimized the O-SCM WDM PON’s design and experimentally

demonstrated 2.5Gbit/s full-duplex transmission with BERs below 10−10 using an integrated com-

mercial EML transmitter at the OLT [1]. We also demonstrated operation with a stand-alone BM

receiver at the OLT to perform clock and data recovery, instantaneous phase acquisition and RF

down-conversion of the 2.5Gbit/s uplink channel [8].

7.2.2 Electronically Equalized Overlapped-Subcarrier Multiplexed WDM PONs

We proposed a second generation O-SCM architecture to minimize the impact of the RSOA

modulation bandwidth by modifying the RF channel allocation. We then designed and implemented

an offline analysis and DSP framework to electronically equalize the uplink signal with a DFE to

increase symmetric bit rates [7]. Combining electronic equalization and FEC further reduced the

minimum optical launch power required to achieve full-duplex operation. We built an optical test

bed to achieve full-duplex 5Gbit/s operation with BERs below the desired FEC coding threshold [2].
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At the time of publication we established the lowest reported minimum launch power for a SCM

WDM PON operating at 5Gbit/s.

7.2.3 Pulse Shaped M-QAM Subcarrier Multiplexed WDM PONs

We proposed a third generation SCM WDM PON architecture implementing higher-order

QAM signals and DSP to achieve symmetric 10Gbit/s transmission over a 20 km bidirectional

PON. We developed an offline DSP analysis framework, featuring spectral pre-compensation to lin-

earize the modulation response of the IM/DD optoelectronic transceivers, and SRRC pulse shaping

to increase the spectral efficiency of the RF channels. Combined with optical offset filtering of the

upstream signal, these facilitated 10Gbit/s full-duplex transmission in 10GHz of electrical band-

width. We built optical test beds to experimentally verify the system’s operation and characterized

its BER performance for different modulation formats. We further demonstrated a resilience to

upstream impairments and characterized the impact of system parameters such as pulse shaping

roll-off factor, subcarrier frequency and QAM order. We reported: 1) the first demonstration of a

single carrier 10Gbit/s SCM WDM PON with wavelength reuse, a commercial RSOA and 10GHz

IM/DD transceivers [3]; 2) the highest symmetric bit rate for a WDM PON with wavelength reuse

and IM/DD QPSK transmission for both the uplink and downlink directions [9]; 3) the first demon-

stration of a single carrier 10Gbit/s 16-QAM SCM WDM PON using a commercial RSOA with

wavelength reuse and IM/DD [10]; and 4) the highest net spectral efficiency for a 10Gbit/s SCM

WDM PON [4].

7.3 Future Research

Although the research objectives of this thesis have been realized, a number of interesting

avenues are still to be explored. In this section we briefly highlight two research directions that will

be important for the future of WDM PONs.

7.3.1 DSP-Enabled PONs

Advancements in high-speed DACs, ADCs and DSP techniques have revolutionized transport

level networks [67,68] and much of recent FTTH and WDM PON research has focused on adapting

these technologies to the access network space. Techniques such as pulse shaping, higher-order

modulation and electronic equalization can improve spectral efficiency, extend reach, mitigate im-

pairments and provide flexible resource allocation to customers [118]. DSP can similarly reduce
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hardware costs by extending the performance of low cost commercial optoelectronics. In this the-

sis we demonstrated the viability of these techniques with RSOA and EML transmitters, but the

potential applications for future architectures and devices are vast.

7.3.2 Low-Cost Tunable Lasers for WDM PON

The development and commercialization of low-cost and widely tunable laser sources for access

networks would eliminate the noise and reach restrictions of RSOA-based approaches and revolu-

tionize WDM PONs. Tunable sources have already been selected as the transmitter for NG-PON2,

but their required wavelength range is limited to only a few channels. This makes the current gen-

eration of devices inappropriate for next-generation WDM PONs which would likely require broad

tunability over the optical C-band. Research in this area is ongoing and offers great opportunities

for advancements in WDM PONs.

7.4 Final Thoughts

Although WDM PONs are an attractive technology for future optical access networks, their

adoption primarily hinges on the availability of economical and colourless transceivers. This thesis

successfully demonstrated that SCM WDM PONs with colourless RSOA-based ONUs are a viable

solution to achieve the projected 10Gbit/s per wavelength data rates of next-generation optical

access networks. Additionally, we showed that combining DSP techniques and spectrally efficient

QAM data channels can enhance the performance of low cost IM/DD transceivers while simultane-

ously mitigating the bidirectional impairments of the single feeder PON architecture. In all, these

provide network operators with a flexible solution to meet the future demands of their customers.
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Further Details

A.1 Optical Signal to Rayleigh Backscattering Ratio

The two major RB contributors in the received uplink signal have optical power,

PDLRB = POLT_Tx ·
αsS
2α

(
1− e−2αL)

= POLT_Tx · ζDL (A.1)

PULRB = PONU_Tx ·
αsS
2α

(
1− e−2αL) · gONU · e−αL

= PONU_Tx · ζUL · gONU · l, (A.2)

where αs is the fiber scattering coefficient, S is the fiber scattering recapture factor [83], gONU is

the gain of the ONU transmitter (including coupling losses) and l = e−αL is the total loss for a

single trip through a fiber of length L with attenuation constant α. We can now define the OSRBR

for the received uplink signal [79,84] as

OSRBRUL = PONU_Tx · l
PDLRB + PULRB

= PONU_Tx · l
POLT_Tx · ζDL + PONU_Tx · ζUL · gONU · l

. (A.3)

Assuming that the ODN losses and ONU gain profile are well characterized, the uplink launch

power is PONU_Tx = POLT_Tx · l · gONU, simplifying Eq. (A.3) as

OSRBRUL = gONU · l2

(ζDL + ζUL · g2
ONU · l2) . (A.4)

A similar treatment for the impact of RB on the downlink signal gives

OSRBRDL = POLT_Tx · l
ζUL · PONU_Tx

(A.5)

= POLT_Tx · l
ζUL · (POLT_Tx · l · gONU) . (A.6)
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Furthermore, for fiber lengths greater than approximately 20 km, ζUL and ζDL converge to a

nearly constant value for launch powers below 7dBm [79, 80, 84]. Therefore given ζ ' ζUL = ζDL,

Eqs. (A.4) and (A.6) further simplify to

OSRBRUL '
gONU · l2

ζ (1 + g2
ONU · l2) (A.7)

OSRBRDL '
1

ζ · gONU
, (A.8)

which are valid when POLT_Tx < 7dBm and solely dependent on gONU and l [79, 84].

A.2 Principle of Subcarrier Multiplexing

Mathematically, a passband signal is produced by multiplying a baseband modulated signal

A(t) with a sinusoidal subcarrier frequency fsc, resulting in

x(t) = A(t) cos (2πfsct). (A.9)

Assuming an ideal transmission medium, the channel of interest is recovered from the received

signal by multiplication with a sinusoidal signal of the same frequency fsc

y(t) = x(t) cos (2πfsct+ φ), (A.10)

where φ is a phase offset. After expanding Eq. (A.10) and simplifying, we obtain

y(t) = [A(t) cos (2πfsct)] cos (2πfsct+ φ) (A.11)

=A(t)
2 [cos (2πfsct− (2πfsct+ φ)) + cos (2πfsct+ (2πfsct+ φ))]

=A(t)
2 cos (−φ) + A(t)

2 cos (4πfsct+ φ). (A.12)

If the phase of the receiver’s clock signal is properly tuned (φ = 0), then

y(t) = A(t)
2 +

���
���

��
��:0

A(t)
2 cos (4πfsct+ 0), (A.13)

where A(t)
2 is the recovered baseband signal, and the second term can be eliminated with a simple

LPF.
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A.3 Solving the Gaussian Bandwidth Approximation Model

We use the Newton-Raphson root finding method [119] to solve the Gaussian capacity model

given in Eq. (2.7). This method is well suited for functions with a first derivative that can be

determined analytically. We define a function

f(m) = σR
µR
· (φ(m)−m · Φ(m))− ploss, (A.14)

which has first derivative

f ′(m) = −1
µR

Φ(m). (A.15)

To solve for the root f(m) = 0, we use an initial estimate m0 of the root. The first approximate

solution is given by

m1 = m0 −
f(m0)
f ′(m0) .

We then repeat this process to find

mk+1 = mk −
f(mk)
f ′(mk) .

until the error ξ = |mk+1 −mk| is sufficiently small.
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A.4 Electrical Spectra for the M-QAM SCM WDM PON Scenarios

Figures A–1 to A–4 show electrical power spectra for downstream and upstream signals, as

measured at the OLT and ONU receivers, respectively. These correspond to the four scenarios

discussed in Section 6.4.4. The top plots demonstrate the spectral contribution of each channel

by alternating single channel modulation and then decoupling their effects, and the bottom plots

show the combined power spectra measured during full-duplex transmission. All measurements

were performed using an electrical spectrum analyzer with 0dBm reference level, 30 kHz resolution

bandwidth and 30 kHz video bandwidth.

(a) Downstream (b) Upstream

Figure A–1: Power spectra for Scenario #1 with QPSK downlink and uplink channels.

(a) (b)

Figure A–2: Power spectra for Scenario #2 with 16-QAM downlink and QPSK uplink
channels.
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(a) Downstream (b) Upstream

Figure A–3: Power spectra for Scenario #3 with 16-QAM downlink and uplink channels.

(a) (b)

Figure A–4: Power spectra for Scenario #4 with QPSK downlink and 16-QAM uplink
channels.
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A.5 Additional Hardware Specifications

EML
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Mixers
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Optical Band Pass Filter



A.5 Additional Hardware Specifications 115



A.5 Additional Hardware Specifications 116



A.5 Additional Hardware Specifications 117

Photoreceiver
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RF Amplifier
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RSOA
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