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Abstract

The production of charmonium states, Xl and Xz, was measured at 300 GeV/c with

rr+, rr-, and proton beams on a lithium target.. The cross-sections were determined

by analyzing the full data sample recorded, during the 1987-1988 running period, by

experiment E70S at Fermilab. The X mesons were dete~ted through their radiative

decay into J/1/! 'Y and the subsequent decay, 1/! -+ J.L+ J.L-.

The measured cross-sections ·for the X mesons and estimates of the cross section

for direct production of J/1/! 's have been compared with measurements obtained in

other experiments and with theoretical predictions within the framework of Quantum

Chroll1oDynamics.

Sommaire

La production des états charmomium, Xl et Xz, a été mesurée avec des faisceaux de

rr+, rr-, et de protons de 300 GeV/c sur une cible de lithium. Les sections éfficaces

ont été déterminées par l'analyse des événement. enrégistrés par l'expérience E70S au

Fermilab au cours des années 1987-1988. Les mésons X ont été mesurés en utilisant leur

désintégration en J/1/J 'Y et la transition subséquente 1/! --. J.L+ J.L- •

Les sections éfficaces mesurées pour les mésons X et l'estimation de la section éfficace

de production direct de J/1/! , ont été comparées aux valeurs obtenues par d'autres

expériences et aux prédictions théoriques faites dans le cadre de la théorie Chromodi­

namique Quantique.
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My principal contributions to the accomplishment of the E705 experiment, in chrono-

logical order, were:

• Responsibility for the debugging, testing, and timing of ail the 560 scintillation

counters of the experiment.

• Participating on shifts for the day.to-day operation of the expcriment and main·

taining the counter systems during the run (June 1987 - Feb 1988).

• Writing the online diagnostic and monitoring program for the beam proportional

chambers, developing the beam tracking reconstruction program, and software

aligning the beam stations and measuring their efficiencies throughout the run.

• Working on the charged particle tracking reconstruction on the ACP[l) multipro­

cessor system. This detailed study considerably improved the dimuon tracking

efficiency. Also, l checked the consistency between the experimentally measured

momentum resolution and the intrinsic resolution of the spectrometer, lIsing a

Monte Carlo simulation. l developed an algorithm to reconstruct the vertex which

improved verte.x resolution considerably. l studied the final sampie of high mass

dimuon pairs in order to extract the purest 'l/J signal.

• Working on the analysis of the electromagnetic detector in an effort to improve

the energy resolution. l studied electrons from calibration runs and electrons

in the dimuon triggers and this effort showed the necessity of improvements in

the correction due to the shower longitudinal development and in the shower

energy fitting package. These modifications improved our energy resolution. Also
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. '....

using the electrons, the energy absc1ute sca!e was determined and was checked by

reconstructing ,,0 and Ti decays in two photons.

• Working On the extraction of the X signals and eva!uating the detector acceptance

and the X reconstruction efficiency (by a Monte Carlo program),

• Determining Xl and X2 cross-sections for pion and proton beams and the cross

section for direct production of ,p.
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1

Chapter 1

Introduction

The work presented in this thesis is based upon data collected at the Fermi National

Accelerator Laboratory (Fermilab) in experiment Ei05 during the 198i-1988 run. Ei05

employed a large aperture, open geometry, fixed target spectrometer installed in the

Proton West beam line at Fermilab, to study the following processes and decay sequence:

( + --)"p,7r ,11" ,p .n-+ x+anything

(1.1)

where X and J/1/1 are charmonium states: bound states of a charm quark and anti­

quark (cë). These states are produced in high energy collisions between the elementary

constituents of strongly interacting partieles (hadrons) .. TJ..e framework to study the

dynamics of strong interactions among partieles is provided by the Quantum Chromod­

inamics (QCD) theory. The specifie predictions, obtained when QCD is applied to X

production, can be compared to the experimental results to obtain valuable informa­

tion on the dynamics of strong interactions. Furthermore, the comparison of reactions

initiated by different incident partieles, with different internal structure (like pions and

protons) allows one to investigate the role of the hadronic constituents.

The Ei05 spectrometer consisted of a tracking system, an analysis magnet, an elec­

tromagnetic calorimeter and a muon detector. Bearn partieles were tagged with two gas

Cherenkov counters; the negative beam was 98.5% 11"- and 1.5% fi, the positive one was

40% 11"+ and 60% p. The dimuon trigger consisted of two stages: two muons in different

quadrants were required by the first level; at the second level a fast online processor



(1.2)

'J"" "

-';' '-;

'1't~
-4:ii'

2

performed the computation of the invariant mass of the dimuon system, sclecting events

with apparent masS 2:2.4 GeV/c2 •

The analysis leading to the extraction of the X signal and the first set of result. for

X production, induced for both pion and proton beams, will be presented in this thesis.

1.1 Quark model

In the past 30 years, important progress in our understanding of partiele physics

has been achieved. In the eariy 1960's a large number of meson and baryon resonances

had been discovered, and sorne regularities or patterns were noted among the observed

states. In 1964 M. Gell·lllann [2] and G. Zweig [3] suggested that the observed regu­

larities could be accounted for by postulating that al! known partieles were some sort

of bound state of two or three elementary spin 1/2 partieles, quarks, which can appear

in three different types or "/lavors" called "up", "down", "st range" (u,d,s). Within the

model, the known strong interacting partieles are interpreted as bound states of three

quarks (baryons) or of a quark-antiquark pair (mesons). Purther developments of the

quark model suggested [4) that quarks must have an additional degree of freedom, which

Was given the name "color", and that the observed partieles had net zero color. The

introduction of the concept of color was able to provide, among other things, the correct

rate for two well-known processes, which bear indirect evidence for the color degrees of

freedom: the decay roO -+ "l'y and ée- annihilation. In these proccsses the number of
"

colors appear as an extra factor for the reaction rate and the experimentally measured

rates are consistent with quarks appearing in three dmerent colors. In 19iO, Glashow,

Illopoulos, and Maiani [5] proposed the existence of a four th quark, "charm" (c), to

explain the absence of sorne /lavor-changing reactions induced by the weak interaction.

For example, the ratio of neutral to charged-current rates in kaon decay is [9J:

J(+ ro+vii < lO-s
J(+ rooJL+v"

At the time, no partiele containing a charm quark had yet been observed. In !'iovember

19i4 a narrow resonance with a mass of 3.1 GeV/c2 , the J/1/1 , was simultaneously
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discovered in experiments at the Brookhaven Alternating Gradient Synchotron[G] and at

the Stanford Linear Accelerator[7]. This was the !irst direct evidence of the existence of

charm, since the newly discovered particle was eventually interpreted as 0.1-- cë bound

state.

The discovery of the J/1/J was followed in 1977 by the observation of similar narrow

resonances in the mass region 9.5-10.5 GeV/c2 , attributed to bound states of an even

higher mass qu..rk, the "bottom" or. "b" quark [8]. The lS' bound state of a bottom

quark antiquark, referred to as T, was first seen in p-nucleus interactions, but it was

studied in detail at e+e- colliders. Also, experimental upper limits on b - d and b - s

neutral current decays indicate that, if the current description of the quarks properties

is correct, the b quark should belong to a doublet together with a sixth quark. This

sixth quark, called "top", has not been directly established and is the subject of an

ongoil.g search at the Fermilab pp Collider experiments.

The dynamics gc:verning quark systems are described by a non-Abelian gauge field

theory with color symmetry, called Quantum Chromodynamics (QCD). Just like the

photon, which is the gauge field mediating electromagnetic interactions, the non-Abelian

gauge field in QCD, the gluon, mediates color interactions between quarks. A major

difference between QED and QCD is that, while photons have no electric charge, gluons

carry color charges and therefore, in addition to interacting with quarks, they can inter­

act with each other. This property of the gluons implies that the interaction between

quarks becomes weaker at shorter distances. This characteristic of color interactions is

called "asymptotic freedom". Accordingly, the property of asymptotic freedom of QCD

allows perturbation theory to be used in describing short distance (~1 fm) interactions.

In conclusion, the fundamental hadronic (i.e. strongly interacting) entities are, six

quarks, whose properties are listed in Table 1.1[9] and the gluons which are the media­

tors of the color interaction between quarks. In the quark model with color symmetries,

each quark appear in three possible colors, while baryons and mesons appear as color­

less states. In the framework of this theory, it is assumed that only colorles5 states are

physically realized and hence quarks cannot be observed as isolated states.
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Table 1.1: Summary of the characteristics of quarks.

Flavor Q/e mass (GeV/c2 )

u 2/3 "" 4. la 3

d -1/3 "" 7.10-3

s -1/3 "" 0.2
c 2/3 "" 1.5
b -1/3 ",,5

t 2/3 ?

The discovery of the J/1fJ, right after the foundation of QCD, presented an ideal

testing ground for the Lagrangian formulation of the quark mode!. In anaJogy with

the eJectromagnetic interaction, the Born term for the quark-quark or quark-antiquark

interaction is of the familiar Coulomb (l/r) form, at least at short distances. The

gluon self-coupling results in a slow decrease of the effectÏ\'e coupling strength with

decreasing distance. By calculating the first quantum correction to the color Coulomb

potential[ll], the strong interaction analog of the fine-structure constant G. = g;/4r.

can be parametrised as:

2 1h
G.(Q ) = (33 _ 2nl)/n(Q2/A2)

Here Q is the four-momentum transferred between the incoming and outgoing particles

during the interaction, nI is the number of participating quark f1avors (in general a

quark i of mass mi is expected to contribute to the interaction only when Q2 > 4mll,

and A is a fundamental constant of QCD which must be determined experimentally

(values reported from various experiments are of the order of 200 MeV[9]). Perturbation

theory is applicab;~ only for Q2 » A, for which G. « 1.

1.2 Charmonium spectrum

Charmonium states are flavorless mesons which are bound states of charm and an-

ticharm quarks (cë). The level diagram for the observed charmonium states is shown
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~12S1
-,

'7 e (2S) /---r--J

hadrons

JPC = 0·+

h'Y~~,.V~ ilS)

1 1, , , THE CHARMONIU~ISYSTE~l

Figure 1.1: The current state of knowledge of the charmonium system and transitions

as interpreted in the charmonium model

in Figure 1.1[9]. For each particle, the spectroscopie notation 25+1 LJ is also listed. In a

non-relativistic approximation, the total angular momentum of a quark-antiquark sys­

tem is J=L+5 with spin states 5=0 (antisymmetric) and 5=1 (symmetric). The parity

and charge conjugation of the system are P = (_I)L+! and C = (_1)L+5. Char­

monium states above threshold for production of two charmed mesons (referred to as

charm threshold, 2MDo = 3727 MeV/c2), decay strongly into the charmed mesons and

:'\<~her~f;;re:h<'."e,!argewidths. One very interesting feature of the charmonium spectrum
'<,:::;:-

in Figure 1.1 is that the level spacings are very small compared to the overall mass scale

of the system. Even before the J/'" discovery, Appelquist and Politzer [12) suggested

that, as a consequence of asymptotic freedom, a system of bound massive quarks could

be described as a non-relativistic atomic system analogous to positronium (the bound

state of ée-). 5ince the charm quark is rather massive (,;" 1.5 GeV/c2) and thus has

small kinetic energy in a charmonium bound state, non-relativistic potential models are

used to describe the bound states.
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In this madel, one can write the standard Schraedinger equatian for the batlnd state:

( 1.4 )

By salving this equatian the energy levels, En, are abtained, and the batltld state masses

can be expressed as:

(1.5 )

Ignoring spin for the moment, central potential models may be di,ided inta two cate·

gories. The first class cansists of models which are directly motivated by QCD consid·

erations. The second class i~ purely phenomenological.

For a pair of baund quarks in a color singlet state, the exchange of one gluon at short

distances Jeads ta a CouJomb-like interaction. For large distances (;:: 1 Fermi), interac·

tians are dominated by the confinement term which Jeads ta potentials which rise with

large inter-quark separation r. With these QCD premises, the "Cornel! potential"[13]

was proposed:

( )
40:.

V r =-- +kr
3r

(1.6)

The two parameters of this model could be adjusted ta predict the correct mass sepa­

ration for the !/J'and J /!/J states.

Bhanot[14] improved upon the Comel! potential by interpolating lagarithmically

between the coulambic and the linear term; the potential can then be written as:

Ver) = _ 40:.
3r

Ver) = blnr/ra

Ver) =+ar

R< RI

(1.7)

Requiring Ver) ta be continuous with continuous derivatives at RI and R2 , the six

parameters reduce ta two independent adjustable parameters.

In another appraach, proposed by Richardson[15], the patential was written in mo­

mentum space using a minimal number of parameters. The Fourier transform of a l/r

potential at small r behaves as. I/Q2 for large momentum transfer Q wldle the linear



(1.8)

(

i

potential for large r behaves as l/Q' for small Q. An expression embodying both limits

lhal reproduces the expected logarithmic variation of the strang coupling constant for

large Q2 is:
2 16".

V(Q ) = - (33 _ 2Nf)Q21n (1+ Q2/A2)

Nf is the number offlavors and A is the QCD cut-offparameter. The spin-independent

features of quarkonium spectroscopy are weil described by any of the above mentioned

potentials.

An expansion of these models is needed to incorporate relativistic effects and spin

dependences in the interquark interaction. McClary et aI.[16) calculated the relativistic

corrections mainly for the radiative decay 7/J' -+ X'Y, where the non-relavistic model

predicted twice the value (If the experimentally determined width. When relativistic

corrections were taken into account, the relativistic distortions of the 25 and IP wave

functions reduce the value of the predicted width. Although differences still remain

among various relativistic treatments, the overall agreement is satisfactory. In the limit

of vanishing spin-dependent forces, the P·wave states would be degenerate in mass.

ln order to calculate spin-orbit interactions (Ieading to fine structure, e.g. 3PJ level

spacings), spin-spin interactions (hyperfine structure: 3S _1 S, 3p _1 P spacings) and

tensor interactions, spin must be incorporated into the potential models. The spin­

dependent potential can be written as the sum of the spin-spin, spin·orbit and tensor

terms:

V,pi.(r) =Vss +Vso +VT (1.9)

(

~Iany different parametrizations were proposed for the spin-dependent effects in quark.

onium. A simple model based on a short-range vector interaction Vv(r) and a long

range scalar interaction Vs(r) is compatible with present data[17). The vector term is

natural on the basis of single gluon exchange while an effective scalar term can arise

from an exchange of many gluons. There is an encouraging agreement of the spectrum

predicted by equation 1.9 spin interaction, with the 3PJ measured masses, but more

work is needed both ..xperimentally and theoretically.



s

1.3 Hadroproduction mechanisms of Charmonium

Since the discovery of the JN there has been a lot oftheoretical work in the effort of

understanding the production mechanisms of charmonium and, more generally, heavy­

quark bound states. In the framework of QCD, the production of cê states can pl'Oceed

through annihilation of quarks or gluon fusion.

The scattering of high energy, strongly interacting particles is described within the

framework of the parton model, in terms of the lowest order subprocesses, which are

two-body scatterings. In the parton model, hadrons are represented as a collection

of free partons (Le. pointlike constituents), each carrying a fraction x of the hadron

momentum. Initial and final partons are assumed to be collinear with the corresponding

initial and final hadrons, Le. the transverse momenta of the partons are neglected.

Within the parton model, the total inclusive cross-section for a hard scattering process

between particles A and B giving rise to the quark q (regardless of any other reaction

products X), can be written in the form:

where:

the indices a,b run over all parton species: all quark and antiquark flavors and

gluons.

x. is the fraction of the hadron momentum carried by parton a.

7" = X• • Xb, which, in a Lorentz frame where masses can be neglected compared

to the three momenta, can he written as 7" = sis where s is the center of mass

energy for the A-B hadron system and s is the center of mass energy of the a-b

parton system.

f./A(X.),!b/B(Xb) are the parton densities, or structure functions, for a, b in A, B

and these represent the prohahility offinding parton a,b with a certain momentum

fraction x., Xb in hadron A, B

-...... ,...
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â(ab ..... q + X) is the elementary cross-section for the subprocess a + b ..... q + X

averaged over initial parton colors and summed over final parton colors.

Q2 is the square of the momentum transfer bet\Veen the incoming and outgoing

partons.

The quark distribution functions for the proton have been measured in deep inelas·

tic lepton.nucleon scattering experiments in processes such as eA ..... eX, /lA ..... /lX,

v~A ..... /l- X, iï~A ..... /l+X, with a large momentum transfer bet\Veen the lepton and the

nucleoll. To obtain the gluon distribution, a more comprehensive set of data \Vas needed

since deep inelastic scattering is not very sensitive to gluon distributions. A rcpresenta­

tion in common use is the 50 called Duke and Owens set of distribution functions [18].

A global analysis of deep inelastic scattering, and JN , T, and high-mass dilepton

production \Vas performed in order to determine a set of nucleon parton distributions.

Both the proton and pion distribution functions have been measured experimentally in

high cnergy collisions and it appears that, using different beam particles aIlows us to

probe the relative importance of the different elementary processes (a recent review on

structure functions can be found in reference [19]).

Historically, the JI1/; was the first charmonlum state seen, as it was discovered si­

multancously in e+e- and p-nucleus collisions. e+ c annhilation has been the classic

channel for producing and studying heavy quarks, due to the superior signal to back­

ground ratio.

e+C collisions can only produce JP = 1- states directly, X states are typically ob·

t"ined through the 1/;(2S) radiative decays in ée- machines. Hadron·hadron collisions,

on the other side, can produce ail charmonium states directly. There have been many

cxperiments to study,hadronic production of charmonium states, with the JI1/; being

the most studied. It is now known that a good fraction of the JN are not dil'ectly pro­

duced but are the decay products of·higher mass charmonlum states (X, 1/;(2s) or 1/;')

and thcrefore the inclusive JI1/; production is not a good probe of cc hadroproduction.

X states are much better ;andJdates: there is only one cc state (the 1/;') with mass
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Figure 1.2: The two gluon fusion diagram

higher that the X and less than DÏJ, and the !/J' has a fairly small decay width to X's.

There are two main candidates for a successful description of the present hadroprod uc­

tion data: the "color singlet" model and the "color evaporation" mode!. These models

make predictions for for X and J/!/J production as will be outlined in the next two

sections.

1.3.1 Color singlet model

This model requires that the initial quark and antiquark or gluons form direclly a

bound state cê in a color singlet. At lowest order, O("'~)' the only possible process

involvcs the fusion of two gluons to form a C=+1 color singlet state, as shown in

Figure 1.2.

The matrix element, describing the transition from the initia! to the final state, is

obtained by crossing symmetry, using the decay amplitude of charmonium decaying

into two gluons. Due to Yang's theorem[21] a spin odd particle cannot decay into a

symmetrical state of two massless spin-l quanta, the transitions 99 -+ Xl> 99 - !/J

are forbidden. The two gluon fusion cross-section for Xc and X2 can be written in the

form[20]:

&(99 -+ 3Pj +X) = ~;j (2J +l)rePj - 99)

;... :.,

(1.11)
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where Mx, is the mass of the X state with spin J. f(Xi --+ gg) is the decay width for

the elementary process Xi .... gg and can be written as:

f(Xc .... gg) = 6Q; IdiP(O) 1
2

(1.12)
M~o dr

f(Xl --+ gg) = 0 (1.13)

f(X2 --+ gg) = 8Q; 1diP(O) 1
2

(1.14)
5M~, dr

where 1d~~C) 1 is the derivative of the charmonium radial wave function evaluated at

the origin, to be calculated by solving the non-relativistic Schroedinger equation based

on the potentials described in Section 1.2. There are sorne unavoidable uncertainties

in the determination of the absolute cross-sections, with major contributions corning

from the charmonium wave functions and the value of Q., the QCD coupling constant.

The uncertainty can be eliminated by looking at relative yields of the charmonium

states. At lowest order, the two gluon fusion model predicts the following ratios for the

X cross-sections:

(1.15)

(

In the color singlet mode! the lowest order diagrams contributing to J/'I/J and Xl pro­

duction are of the order O(Q~). At this order the charmonium states can be produced

by quark-antiquark annihilation, quark(or antiquark)-gluon scattering, and gluon-gluon

scattering and three gluon fusion. The corresponding diagrams are shown in Fig­

ure 1.3. The cross-sections for charmonium production for these processes have been

calculated by several authors [22],[23J. The process gg .... cëg is thought to dominate

JN production at high P, while the three gluon fusion process (ggg .... cë) is thought to

dominate at high XF (XF= 29. where Pl. is the longitudinal component in the center of

mass frame of the particle momentum with respect to the bearn direction and VS is the

available energy in the center of mass frame). These two processes have been studied

in detail[23] in conjunction with the nuclear dependance of the J/'I/J cross-section. The

quark (or antiquark) gluon scattering process can only contribute to the X but not to

JN production. The processes q-g and g-g scattering at order O(Q~) present sorne
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Figure 1.3: The color singlet diagrams at order O(Q~): a) three gluon fusion , b)

quark-gluon scattering, c) gluon-gluon scattering. d) quark-antiquark annihilation
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calculational difficulties due to infrared divergencies. In principle, when the cë pair has

a small transverse momentum, it is possible to consider the gluon as part of the inci­

dent hadron and consequently factorize out the divergencies of these processes into the

distribution function of the gluon involved in the O(Ct~) process. A simple procedure

was used[22]: a cut-offwas imposed on the divergent PT distributions at PT - 2 GeVle.

The cross-section for the qij --+ Xg process was found[22] to be at le1\St one order of mag­

nitude smaller than the other O(Ct~) processes. The absolute normalizations of these

diagrams are uncertain and usually the predictions are fit to the shape of the observed

Ld " distribution. The JI1/! PT distributions predicted by this model for high PT are in
PT

agreement with the data. Numerically, a large effective QCD scale, A - 500 MeV, is

necessary to explain the observed JI1/! yields, in particular at high PT' In this model,

35% of JI1/! production is attributed to the direct production through the 9 - 9 --+ ,;,. - 9

process and the remainder to X states radiative decays. The relative contribution of

the different diagrams to X production is unknown and no predictions are available for

X production at order O(Ct~).

1.3.2 Co!or evaporation mode!

This model assumes that, in the hard collision between partons, an unbound cë pair

is produced wJUch materializes into the physical meson by radiating one or more soft

gluon. The diagrams for the lowest order processes are shown in Figure 1.4.

The states that remain after color evaporation can be charmonium states or pairs

of charmed mesons when M(cë ) is above charm threshold. According to the semnocal

duality hypothesis[24), the production of cë bound states is approximately given by the

free cë cross-section integrated from m =2me to m =2mD. The cross-section for a

bound cë state 0 can be written in the form:

14Mb du
O'(AB --+ 0 +X) = dm2d"2(AB --+ cë +X)

4m~ m
(1.16)

where me is the unbound charm quark mass, MD is the mass of the Iightest charmed

meson and i:, is the cross section for free cë production. The left hand side represents
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Figure 1.4: The co1er evaporation diagrams at lowest order:. a) two gluon fusion, h)

quark-antiquark annihilation

a sum over· al] resonant states. The model does not make an)' prediction for the relative

production of charmonium states; a common assumption [25J is that the X cross-sections

are proportional to the spin factors (2J+l):

(1.17)

(1.18)

This mode1 also implies that al] the states are observed in the same proportion over th,

entire range of ZF and PT.

Another model which has been proposed involves both constituent annihilation into

bound states and into the cë continuum[26). The cross-section is assumed to be the sum

of a color sing1et production mechanism (as presented in the previous section) and a

color non-sing1et mechanism producing a free cë which materialize into physical bound

state by emitting a gluon. The cross-section for producing heavy quark bound states of

mass Mi, by the nonsing1et mechanism, was calculated by multiplying the cross-section

for producing a free cë state by RdR2, where RI is the rate of producing charmonium

from a free cë palr by ernitting a gluon and R2 is the rate of capture of a light quark by

the heavy quark to form a charmed meson. 50 far the calculation has h~~n done on1y

for protons, for which the gluon contribution is dominant:

J
RM;

u(pp - Mi +...)= dTFgg( T )ITLqg - cë, Mi) R~;
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where:

FggiT) is the excitation function which gives the probability for the colliding

gluons to have enough energy to produce the desired particle:

Fgg(r) = Tl J(x)J(TIs)dx/x (1.19)

J(x) is the gluon density, representing the probability of finding a gluon with a

certain momentum fraction x in the proton.

x is the fraction of the hadron momentum carried by the gluon.

T = sis where s is the center of mass energy for the ,l.-B hadron system and sis

the center of masS energy for the two gluon sY3tem.

a(gg --. cë, Mi) is the cross section for producing a free cë pair as calculated using

the lowest order QCD.

Comparing color singlet production with the new mechanisms, the latter is found to be

dominant. The values of the absolute X cross-sections at our energies are not available

as of this time, but the ratio of XtlX2 cross sections due to non color singlet production

are assumed to follow the spin statistical weights as shown in Equation 1.17.

It is also possible to get information about charmonium prtlduction mechanisms

by studying angular correlation function for the various decay products[27]. More

specifically, in the case of the X production, there are predictions for the decay X --. vry

followed by the decay 1/J --. p.+1-'-. The angular distribution of the photon and the p.+

can be written as:

where:

[= L W.l,v(O,4>)V.I •.I,(O"4>")
"\,).'=O,±l

(1.20)

oand 4> are the polar and azimuthal angles of the J11/J measured in the rest frame of

the X (x,y,z), where the xz plane i5 spanned by the initial hadrons (beam+target).
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(Jo and <po are the polar and azimuthal angles of the Jl+ measured in the rest frame

of the ,p (x'y'z'), where the z' a:cis is chosen opposite to the photon momentum

direction.

It was assumed that X states are produced by gluon fusion or quark annihilation and

that the average tranverse momenta of the partons is negligible. The form of the angular

distributions, V and W, depends on the spin, J, of the X meson and also on whether the

production mechanisms was quark annihilation or gluon fusion. Therefore, by looking

at the angular distributions, it may be possible to extract the relative contributions of

gluon and quark fusion subprocesses.

As a conclusion from this theoretical review, it appears that a coherent model, to

be confronted with ail the charmonium hadroproduction data available presently or in

the near future, doesn't exist. Charmonium hadroproduction holds the potential for

providing a useful tool for a deeper understanding of the subnuclear world. Nevertheless

it doesn't seem that much theoretical work, exploiting the advances in the formulation

of QCD, has been done on the topics in the past few years.

1.4 Existing experimental results

The X states are usually detected through their radiative decay into JI,p ,. The

branching fractions for these decays are [9]:

BR(xo --+ ,pl) = (0.66 ± 0.18)%

BR(XI --+ ,pl) = (27.3± 1.6)%

BR(X2 --+ ,pl) = (13.5 ± 1.1)%

Therefore, given that the XO branching fraction is aùout 30 times smailer than those of

Xl and X2, XO production is less often observed. The X masses have been very accurately

determined and the present world average values [9] are:

M(Xo) = (3415.1 ± 1.0) MevIc2
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M(Xt) = (3510.6 ± 0.5) MevIc2

M(X2) = (3556.3 ± 0.4) MevIc2

The study of charmonium states hadroproduction presents great experimental dif­

ficulties. In fact, given that the cross-section for these processes are fairly small, it is

desirable to use a high luminosity beam and, to maximize the percentage of produced

events which are in the geometrical acceptance of the apparatus and therefore can

be reconstructed, it is necessary to use an apparatus with large solid-angle coverage.

Therefore a spectrometer with large aperture and capable to sustain high interaction

rates is needed. Moreover, for the X production it is necessary to distinguish two states

with very similar masses, since the XtlX2 moss difference is only 45 MeVIc2• This

implies that both the energy and the position of the photons have to be determined

with great accuracy, and this in a regime of high flux and over a fairly wide range of

photon energies. As a consequence, as it will be seen in the remainder of this chapter,

where the previous X hadroproduction experiments are described, the overall amount

of experimental information available on the X production is rather limited.

1.4.1 Experiments at Fermilab

Experiment E369

Experiment E369 was performed at Fermilab by a collaboration of physicis~s from

Fermilab, Harvard University, University of lllinois, University of Oxford and Tufts

University. X production[28] was observed using a 217 GeVle 1\"- beam incident on

beryllium and liquid hydrogen targets. The Chicago Cyclotron Magnet Spectrome­

ter, shown in Figure 1.5, was used to detect and identify tfte particles associated with

dimuon production. The trigger required two penetrating particles in diagonally oppo­

site quadrants of a scintillation counter hodoscope located downstream of a steel hadron

absorber. The photons were detected using a lead glass array of 76 elements (each

6.35x6.35x61 cm). The dimuon mass spectrum is shown in Figure 1.6a; a peak of 160

JI!/; events was observed above background. Combining the reconstructed photons with
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the J/7/J candidates, the invariant mass spectrum shown in Figure 1.6b was obtained. A

2.6 standard deviation excess above background at ~3.5GeV/c2 , was observed. Fitting

the invariant mass distribution with a gaussian plus a backgl'ound shape, the excess

was found to be 17.2 ± 6.6 events. Attributing the excess to the process X - 1/ry and

correcting for acceptance and reconstruction efficiencies, the fraction of J/7/J coming

from X radiative decays was found to be:

R
- l:; u(X;) . BR(Xj -> 7/J'Y) _ 0 70 0 28
- u( 7/J) - • ± . (1.21)

This early result seemed to con/hm some of the theoretical expectations that a large

fraction of the J/7/J hadronic cross-section was in fact the result of X production and

decay.

Experiment E610

Experiment E610 was the follow-up experiment to E369. X production[29] was ob­

served using a 225 GeV/c 7r- beam incident on beryllium target. It was performed

at Fermilab using the Chicago Cyclotron Magnet Spectrometer (shown in Figure 1..5),
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Figure 1.6: Results of E369: a) the JL+JL- invariant mass spectrum, b) the J/'f/J -"(
invariant mass spectrum

with two major modifications: the spark chambers were replaced by drift chambers and

the photon calorimeter was completely redesigned and enlarged. The photon detector

consisted of a tranverse and a longitudinal array of lead blocks aud, in-between them,

a proportional tube array used to measure the shower position, as shown in Figure 1.7.

The dimuon mass spectrum is shown in Figure 1.Sa. A gaussian fit to the peak with an

exponential background gave 1056 ± 36 J/'f/J events above background. Photons in the

energy range 5-30 GeV were combined with the J/'f/J candidates, to obtain the invariant

mass spectrum shown in Figure 1.Sb. The number of X events above background was

found to be SO ± 15. Correcting for photon reconstruction efficiency, the fraction of

J/'f/J 's produced via X radiative decays was found to be:

R = 0.37 ± 0.09 (1.22)

(

The background-subtracted signal ·,va.ifit using two gaussians centered at X(351O) and

X(3555). Correcting for acceptances and branching ratios, the ratio of X production
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Figure 1.7: The E6l0 photon detector
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cross-sections was found to be:

u(X(3555)) = 0 9 ± 0 4
u(X(3510)) . . (1.23)

Experiment E673

Experiment E673 studied X production using a 190 GeV/c 7r- beam and proton

beams of 200 and 250 GeV/c[30]. It was the first attempt to compare charmonium pro­

duction using both pion and proton beams in the same experiment. The experiment

\Vas actually a continuation of E610 and used the Chicago Cyclotron magnet spectrom­

eter in the same configuration. Three Cherenkov detectors in the beam Une \Vere used

to identify the beam particle type. The dimuon invariant mass spectra obtained for

7r- and proton beams are shawn in Figure 1.9a; Gaussian fits \Vith polynomial back-

grounds yielded 157 ± 17 J/1/J events for the proton beam and 908 ± 41 J/1/J events
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for the '11"- beam. Combining the J/t/J candidates with photons reconstructed in the

electromagnetic calorimeter, the mass spectra shawn in Figure 1.9b were obtained. A

constrai.~ed two-gaussian fit ta the background-subtracted plots was done ta determine

the number of reconstructed X's. The fraction of J/t/J 's produced through X radiative

decays was found ta be:

R = 0.31 ± 0.10

R = 0.47 ± 0.23

for pions

for protons

(1.24 )

(1.25)

Correcting the number of observed XI and X2 events for acceptance, reconstruction

efficiencies and branching ratios, the ratios of the X production cross-sections were

found ta be:

u(xll = 0.96 ± 0.64
U(X2)

u(xll = 0.24 ± 0.28
U(X2)

for pions

for protons

(1.26)

(1.27)

Using in addition the known JN cross-section (from experiment NA3 [31], extrapolated

ta E673 energies), the X cross-sections for XF > 0 were determined ta be:

u(X(3510)) = 65 ± 28 nb

u(X(3555)) = 67 ± 34 nb

u(X(3555)) = 134 ± 68 nb

for pions

for pions

for protons

(1.28)

(1.29)

(1.30)

The apparent dominance of the X2 in the proton beam led the authors ta suggest that

simple gluon fusion in the singlet mode!, dominated by the two-gluon X2 prad uction,

could account for the bulk of the X production in proton interactions. This is ta be

contrasted with the '11"- beam data, where the results indicated that a mixture of a11

the possible mechanisms was responsible for X production. The very low statistics of

the proton induced X signal (Figure1.9b) should however be noted.
0•• _

..---..: '
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Experiments at CERN

Experiment R8DB

X production was studied at the CERN Interacting Storage Rings in proton-proton

collisions at ..;s = 62 GeV[32]. The apparatus consisted of four modules, each cover·

ing a solid angle of 1 sr. 50° to 130° in polar angle and 40° in azimuth, as shown in

Figure 1.10. The J/1/; was observed through its decay into electron-positron pairs. The

energies of the two electrons were measured by segmented lead·liquid argon calorime·

ter, which also helped reject the hadrollic background. The invariant mass distri­

bution for electron-positron pairs is shown in Figure 1.11a. Seven hundred forty,

eight (i48) JN candidates were selected based on the requirement 2.6ï ::; M,+,_ ::;

3.52GeV/c2 • The estimatcd background in this sample is 129. Of these i48 events, 205

JN' candidates had aL least one reconstructed photon. These photons were combined

with the J/1/1 's after constraining the e+ e- pair to be 3.1 GeV/ c2 and the resulting
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invariant mass distribution is shown Figure 1.11b. l\fter the corrections, the fraction

of J /1/J 's coming from X radiative decays was found to be:

R =0.47 ± 0.08 (1.31)

It should be observed however that this result is extremely sensitive to the evaluation of

the background, given that the signal and the background both peak at the same mass,

and therefore a small change in the evaluation of the background could significantly

affect the estimate of the signal.

Experiment WAll

X production was studied at the CERN Super Proton Synchotron (SPS) in 71"-'

Beryllium interactions at 185 GeV/c[33J. The experimental setup is shown in Fig­

ure 1.12. The trigger selected events with two muons in diagonally opposite quadrant

of the hodoscopes. The data sampIe consisted of 50,037 dimuons in the mass range 2.95

to 3.25 GeV/c2 , containing 44,750 J/!/; 's. Photons were detected by their conversion

into e+ e- pairs. The e+ and e- momenta were reconstructed by the charged particie

tracking system. An e+e- pair was labeled a photon candidate if the invariant mass,

1>1.+.-. was less than 25 MeV/c2 • The J/!/; -"{ invariant mass spectrum is shown in

Figure 1.13. Clearly this technique allows the resolution of the Xl and X2 peaks. The
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price paid for excellent mass resolution is low detection efficiency; nevertheless thi, ex­

periment was able to determine the percentage of J/t/J 's separately coming from XI

and Xz radiative decays:

RI = u(X,)' Bu~~l t/J"I) = 0.177 ± 0.035 ± 0.015

Rz = u(Xz)' Bu~~~z t/J"I) = 0.128 ± 0.023 ± 0.015

(1.32)

(1.33)

Using a total J/t/J cross-section of 116 nb[33], the cross-sections for XI and Xz production

by 11'- 's were found to be:

U(XI) = 65 ± 19 nb

u(Xz) = 96 ± 29 nb

(1.34)

(1.35)

The ratio of Xl to XZ cross-sections led the authors to conclude that neither the quark.

antiquark fusion, nor the gluon-gluon fusion model could alone explain the data, while

the color evaporation was compatable with tho experimental results.
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1.4.3 Experiments at Serpukov

Experiment GAMS2000

X production \Vas studied near threshold in the reaction "-p ..... x+ ... at the 70 GeV

IlIEP proton synchotron[34). A ,,- beam of 38 GeV/c was transported onto a liquid

hydrogen target. The experimentallayout is shown in Figure 1.14. J/'I/J particles were

identified by their decay into electron-positron pairs. The electrons and photons \Vere

reconstructed using GAMS2000, a hodoscope spectrometer and a lead glass matrix

of 48x32 lead-glass counters. The e+e- invariant mass distribution is shown in Fig­

ure 1.15a. It shows a peak corresponding to J/'I/J production \Vith 40 J/'I/J candidates in

the mass range 2.8 :::; M,t,- :::; 3.4 GeV/c2 • Combining those events with the recon­

structed photons, the mass spectrum of Figure 1.15b was obtained. It shows a peak

containing 10 events in the mass region MJN--r ~ 3.5 GeV/c2 •

After the appropriate corrections, the fractiull of J/'I/J 's coming from X radiative
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dccays \Vas found to be:

R = 0.44 ± 0.16 (1.36)

Using the XdX2 ratio measured by WAll with 71'- beam and the probability of the

decays the cross section was evaJuated:

(1.37)

As a conclusion of this experimental review, it appears that, although many exper­

iments have been performed in the attempt to accurately measure X production and

relative XI to X2 yields, not much experimental data is available. The X production

induced by pion beam \Vas measured by WAll with good accuracy but rather sta­

tistically limited sample. Basically no measurement is available for X production by

protons, especially with respect to the XI to );2 relative yields.
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Chapter 2

Experimental setup

2.1 Overall layout

The Fermilab experiment E705 was performed by a collaboration of physicists from

University of Arizona, University of Athens, Duke University, Fermilab, Florida A&M

University, McGill University, Northwestern University, Prairie View A&M University,

Shandong University, University of South Alabama, and University of Virginia. The

first physics run of E70S was conducted in the Proton West beam line from July 1987

through February 1988.

The experiment layout is shown in Figure 2.1. The origin of the coordinate sys·

tem is placed in the midpoint of the analysis magnet. The positive z·axis is directed

downstream along the direction of the beam, the positive x·axis points in the horizontal

direction to the left, looking downstream along the beam, a"d the positive y-axis points

upward.

The experiment studied dimuon and direct photon production in interactions of

positive and negative 300 GeVIc pions and protons incident on a naturallithium target.

Two threshold Cerenkov counters were nsed to identify the beam partiele type. A set

of 19 Proportional "Vire Chamber planes and 28 !\fultiwire Drift Chamber planes was

employed, together with a di pole analysis magnet, to reconstruct the chargerJ partieles

produced in the interaction. The electromagnetic calorimeter was used to determine

the energy and position of photons, electrons, and positrons. The muon hodoscope,

consisting of four planes of scintillation counters located behind blocks of steel and

concrete, was employed in the identification of muons and in the definition of the
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dimuon tl'igger.

2.2 Beam detectors

2.2.1 The Beam Hne

The Fermilab Accelerator produced 800 GeVle proton beam \Vhich was then extracted

for 23 seconds out of 57 seconds and split to three major experimental areas: neutrino,

meson and proton. Each of these beam lines had further splits to enable severa! experi.

ments to l'un simultaneously. In the Proton West beam line, in Figure 2.2, a fraction of

the primary proton beam of average intensity 1.5 X 1012 particles pel' spill, impacted a

Be production target to produce secondaf)' particles which were collected through the

aperture of the dipole magnet PW6W2.

The beam line was designed to operate in two different modes to deliver positive and

negative secondary beams. In the secondary or "charged" mode the primary beam hit

the Be target at an angle and the PW6VV2 magnet \Vas used to select the negative (or

positive, depending on the desired beam charge) tracks \Vhile diverting to a dump the

positÏ\'ely (or negatively) charged tracks. By the combination of the dipole magnets

and a collimator, referred to as "momentum slit", a fairly monochromatic 300 GeVle

beam was achieved (Âplp < 5% ). In the tertiary or "neutral" mode, the production

beam hit the target at zero angle and the PW6W2 magnet \Vas used to slVeep alVay

most charged tracks, letting through only neutral tracks. The final beam, consisting of

p and ,,- were produced by the decays ÏÎ. -. p,,+ and j(o _ ,,-,,+. When this second

method was used to extract negative particles, the beam had lower yields than the

"charged" one, but it presented the advantage of higher percentage of ii (8% instead

than 1.5%).

Another type ofbeam generated was an electron beam for the pürpose of calibrating

the electromagnetic detector. The neutralmode was used and a lead plate, EMAKER,

\Vas inserted in the neutral beam line to convert photons to electron-positron pairs. By

using PW6W3 and the Momentum Slit, the momentum of the beam could be selected.
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Beams of2, 6,10,30,60, and 100 GeV/c were used periodically to calibrate the detector.

The lntensity of the beanl was controlled by the primary and secondaI')' line colli­

mators and was measured by a secondaI')' emission monitor (SElvl). The beam profile

was monitored by segmented wire ionization chambers (SWICs) positioned throllghout

the beam line.

Two threshold Cerenkov counters located in the PW8 area upstream of the exper­

imental setup were used to tag the beam partieles. The counters were filled with a

mixture of 80% helium and 20% nitrogen as radiator. The light was focused by a 33 cm

diameter mirror on a RCA 31000M photomultiplier. In the normal 300 GeV/c rllnning,

using a gas pressure of 1.8 psia it was possible to discriminate bet\\'een incoming pions

and protons. Pions were defined if a signal wa, present in an)' of the two Cerenkov

counters, while proton were defined if no ';;;lIal was present. During calibration l'uns,

to distinguish electrons from pions, the CcrcIlkov pr<'lsure was adjusted according to

the different beam energies.

2.2.2 Beam chambers

The beam trajectories upstream of the experimental target were determined by Ilsing

a set of multi-wire proportional chambers referred to as Bearn chambers (BC1, BC2,

BC3). Each Bearn Station consisted of thl'Cc planes with 128 wires: one Y plane with

wires stretched along the x axis and two planes (U and V) with wires rotated by +600

and -600 respectively from the x direction. Each plane was made of 128, 12.5 }-lm

diameter, tungsten wires. The chambers were l'un with a gas mixture of 77% argon,

16.7% isobutane, 6% methylal and 0.3% freon. The signais of the Beam Station were

recorded by readout system, due to W. Sippach of Nevis Lab. The characteristics of

the beam chambers are shown in Table 2.1.
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Table 2.1: Bearn Chambers

Chamber Z position Wire spacing 8.y
1

(cm) (cm) (rad)

BC-1 y -6714.635 0.1 O.
BC-1 U -6729.875 0.1 -1.047

BC-1 V -6722.255 0.1 1.047

BC-2 y -4260.380 0.1 O.
BC-2 U -4252.760 0.1 -1.047

BC-2 V -4245.140 0.1 1.047

BC-3 y -1029.594 0.1 O.
BC-3 U -1021.974 0.1 -1.047

B8-3 V -1014.354 0.1 1.047

2.2.~. Bearn and Veto counters

Each beam chamber had a scintillator hodoscope associated with it. The beam ho­

doscopes were used to define the beam in the trigger logic. Each hodoscope consisted

of 8 scintillation counters positioned parallel to the x-axis having a width gradually in­

creasing from the center to the sides (ranging from 0.8 cm to 2.3 cm). Each hodoscope

covered an area of 13 X 13 cm2• A scintillation counter, Tl, placed after the last beam

station and before the target, was also used to detect beam particles and to define the

overaU timing for beam definition and triggering.

The muon flux along the beam line was reduced by spoiler magnets. In addtion,

a Veto wall was installed, before the lithium target, to minimize the trigger rate from

muon halo associated with the beam and upstream interactions. This wall was made o·f

two scintillation counter hodoscopes, VX and VY, oriented in the vertical and horizontal

direction respectively. The VX wall consisted of 22 scintillation counters covering an

area of 408 x 147 cm2 with a rectangular hole in the center of 25.4 X 8.8 cm2 for the

beam to go through. The VY wall consisted of 18 scintillation countcrs covering an

area of 306 X 153 cm2 with a 8.8 X 25.4 cm2 beam hole.

J8zJl is defined as the angle between the wÎres and the horizontal x axis.
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2.3 Target

The target design was based Dn cDnsideratiDns Df the radiatiDn length and interactiDn

length of the material used. A lDw Z (atDmic number) material was selected tD reduce

the cDnversion rate of phDtons intD e+e- pajrs relative tD the interactiDn rate. The

thickeness of the target was determined by requiring it to be 10% of a nuc1ear interac­

tiDn length. The target was a cylinder Df natural lithium (94% 1Li and 6% 6Li), 33 cm

long and 5 cm radius. The chDice of lithium was motivated alSD by the consideratiDn of

it beinz almost an iSDscalar materiaI. An isoscalar target is desirable since, cDntaining

the same number Dfprotons (uud) and neutrDns (udd), at a parton level the interactiDns

Df the beam partic1e with u and d quark of the target were equally probable, making

the Interpretation of the results mDre straightforward. The target was mounted Dn a

motorized table that could be moved, under cDmputer control, in the directiDn trans­

verse tD the beam. This feature of the target was used during calibration and aIignment

l'uns, when the beam partic1es were allDwed tD gD thrDugh withDut interacting.

2.4 Charged particle spectrometer

2.4.1 Multiwire proportional chambers

Large angle tracks MPWC

A set of three propDrtional chambers, PCl, PC2 and PC3, were part Df the tracking

system upstream of the analysis magnet. AIl of the planes in these chambers had their

beam regions desensitized. These chambers, tDgether with the upstream drift chambers,

determined the path of the charged tracks before they were delleeted by the analysis

magnet. Each chamber consisted of three planes (fDur in the case of PCI): Dne X plane

with wiresstretched alDng the y axis and two planes (U and V) with wires rDtated by an

angle +8"y and -8"y respectively from the x direction. The chambers used gold-plated

tungsten wires of diameter 15 or 20ttm with spacing of 1.5 or 2 mm, depending on the

chamber. The high voltage cathode planes were 0.0025" copper-beryllium wires with
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Table 2.2: Multiwire Proportional Chamber system

Chamber Z position 'Nire spacing Ozy 1 Aperture Dead region radi us

(cm) (cm) (rad) (cm2 ) (cm)

PC-1 -405. 0.15 0.29 54x 29 5.08
PC-2 -334. 0.15 0.29 76x 40 5.08

PC-3 -265. 0.2 0.29 106x 50 6.35

PC-lB -427. 0.ü75 0.49 60x 30 O.
PC-2B -380. 0.075 0.49 75x 40 O.
PC-3B -244. 0.1 0.49 90x 50 O.

1 mm spacing and they were kept at a high voltage of around 4. kV. The gas used in the

MWPC was a conventional "Magie gas" mixture of 77% argon, 16.7% isobutane, 6%

methylal, 0.3% freon. A circular region, at the center of each plane, was de-sensitized to

minimize high occupancy rate due to the beam and target fragments; this was achieved

by an electroplating procedure which doubJed the radius of the wires and therefore

decreased the eJectrie field by a factor of two. The signal of every wire was amplified

by a commercial (Nanometrie) N-277D amplifier and was recorded by a N-278 latch.

The details of the characteristics for each chamber are shown in Table 2.2.

Small angle MPWC

Three more proportional chambers were located between the target and the magnet:

PC1-B, PC2-B, PC3-B. They were implemented to detect the small angle tracks whieh

couic! not be detected by the other proportional chambers, which were desensitized in

the central region. Each chamber consisted of three planes of sense wires: one X plane

with wires stretched along the y axis and two planes (U and V) with wires rotated

by an angle +57.30 and -57.30 respectively from the x direction. The chambers used

gold-plated tungsten/rhenium wires of diameter 12.5 J.lm with spacing of 0.75 or 1 mm,

18zll is defined as the angle between the U and V plane wires and the horizontal x axis. By
convcntion,B,1'.lI is posith'e for U view and negative for V vie"".
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depending on the chamber. The high voltage cathodes were 25!lm graphite-coated kap­

ton planes. After few weeks of running, because of the 'high beam rate, severe damage

occurred ta the graphite coating and all cathode planes had ta be replaced by alu­

minized kapton. This problem made the chambers unava1!able for much of the data

and therefore they are not used in the analysis presented in this thesis. The character­

istics of each chamber are shawn in Table 2.2 and more details on their construction

and their performance can be found in reference [35].

2.4.2 Drift chambers

Three large drift chambers were located upstream of the analysis magnet (DCI, DC2,

DC3) and three downstream (DC4, DC5, DC6). Each of the front drift chambers had 3

planes X, U, V while each of the rear drift chamber had four planes, two X's (referred ta

as X and X') ,and two other rlanes, U and V, rotated by +16.7° and .16.7° respectively

from the vertical axis. The drift chambers were of two construction types. DCI, DC5,

and DC6 had sense gold-plated tungsten wires of 25/lm diameter (with the exception of

DC1: 20I,m) ground and cathode planes of 63.5 /lm copper·beryllium wires at negative

voltages (the same as field shaping wires). DC2, DC3, and DC4 consisted of planes

of sense wires kept at positive voltages alternating with field shaping grounded 'wires

sandwiched between cathode aluminium foils. The gas used was a 50% argon, 50%

ethane mixture. The signal from each wire was amplified and converted ta ECL levels

by the LeCroy 7790 ampli fiers and sent ta a LeCroy TDC (Time ta Digital Converter)

which recorded the drift time. Ail drift chambers had their central regions desensitized.

Detailp.d characteristico for each of the drift chambers are shawn in Table 2.3.

2.4.3 AnaI~'sis Magnet

The analysis magnet, rderred ta as "Rosie", was a dipole magnet which, in conjunc·

tian with the proportional and drift chamber, measures the momenta of the charged

l'articles. It had an aperture of 185 cm horizvntally and 91 cm vertically and a 150 cm



(

(

39

Table 2.3: Drift Chamber system

Chamber Z position Wire spacing 8x
"

1 Aperture Dead region 2

(cm) (cm) (rad) (cm2 ) (cm)

DC-1 -216. 0.6 0.29 51x 102 6.35

DC-2 -194. 1.27 0.29 51x 102 6.35

DC-3 -180. 1.27 0.29 51x 102 6.35

DC-4 175. 1.95 0.29 203x 102 30.5 x 15.2

DC-5 277. 1.95 0.29 335x 1<38 30.5 x 15.2

DC-6 381. 1.95 0.29 335x 168 30.5 x 15.2

length along the z-a.xis. Its center was located 533.3 cm downstream of the target and

the operating current was 2100 Amperes. This current corresponded to an integrated

field length (f B x dl) of 25.55 KG·m or a transverse momentum "kick" of 0.766 GeVle.

To reduce the fringe field downstream of the magnet, and its effect on the calorimeter,

an steel mirror plate (22 cm thick) was placed on the downstream end of Rosie.

2.4.4 Charged partiele hodoscope

'Iwo scintillation counters hodoscopes, CPX and CPY, were located downstream ofthe

rear drift chambers and measured the X and Y position of charged tracks respectively.

These hodoscopes provided fast signaIs to be used in the multiplicity trigger and were

used in the reconstruction procedure to remo"e sorne of the tracking ambiguities.

The CPX hodoscope consisted of two rows, for a total of 184 vertically-oriented

counters. Each counter was, 1 cm thick, 4 cm wide, and 100 cm long. They formed a

350 x 200 cm2 wall with a 30 x 15 cm2 beam hole. They were coupled ta photomultiplier

tubes with transistorized bases. The output signal from each photomultiplier on the

top row was summed with the signal from the corresponding counter in the lower row.

The logical signais from the CPX counters were summed and discriminated to supply

J8z31 is defined as the angle between the U and V plane wires and the horizontal x axis. By
cOlwention,8zll is positive for U view and negative for V view.

'2 For Dc.l, nC-2 and DC-3 the radius of their circular dead region is reported, while for DC-4, DC-5
and DC-6 the dimensions of their rectangular dead regions are reported.
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a CPX2:2 signal to the fast trigger logic when two or more counter, were lit. Also, the

discriminated signaIs from CPX counters were recorded fol' each e"ent and were use"

in the charge" partiele tracking (as reporte" in Section".'!).

The CPY hodoscope consisted of two vertical columns for a total of 48 counters, each

being 1 cm thick, 8 cm wide, and 200 cm long. They formed a wall 400 x 180cm2 with

a 30 x 15cm2 square hole. Signals from the CPY were used to defined the interaction

trigger together with the CPX signaIs.

2.5 Electromagnetic ca\orimeter

The electromagnetic calorimeter was placed 10 m downstream of the target, behind

the tracking system. lts purpose was to measure the energies and positions of photons

and electrons. It consisted of a large glass array, referred to as Main Array, and, in

front of it, a photon converter, referred to as the Active Converter. The con"Nter was

used to initiate the showers, so that their centroids could be measured. The converter

also gave useful information on the longitudinal development of the shower, which

was used as a basis for rejecting hadrons. The converter consisted of different devices

in the two different regions shown in Figure 2.3. In front of the outer region of the

Main Array, the Active Convertel' consisted of vertically mounted glass blocks used

to initiate the electromagnetic showers and measure the deposited energy. Between

the Active Converter and the Main Array there was a Gas Tube Hodoscope, used to

measure the shower profile and therefore determine the shower position. In the central

region, a Leo.d Gas Converter, consisting of a sandwich of severallayers of lead plates

and proportional tubes, served the purpose of both initiatillg the shower and measllrillg

the shower profile. The entire calorimeter rested on a moving table, inside a climate

controlled house whose temperature was kept constant within ±O.OGo C. The whole

house could be moved horizontally and vertically so that each Main Array block cOllld

be centered on the electron beam for calibration purposes. In the following sections,

the details of the devices forming the electromagnetic detector will be described.
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Figure 2.3: Top view of the electromagnetic ca!orimeter

2.5.1 Main array

The Main Array consisted of392 glass blocks covering an area of 371x195 cm2 , as shown

in Figure 2.4 The blocks were arranged to leave a 30x15 cm2 hole in the center to avoid

interaction of very energetic hadrons produced at small angles with respect to the beam

and the beam itself. Two different materia!s and two different sizes were used for the

glass blocks. ln the centra! area of the detector, the blocks were made of scintillation

glass (Ohara Optical SCG1-C); while in the outer region lead glass (SF5) \Vas used.

The properties of these two types of glass are summarized in Table 2.4. This choice \Vas

motivated by several considerations: energy resolution, radiation damage and finan-

cial limitations. ln the lead glass, light derives from Cerenkov radiation produced by

relativistic electrons and positrons. ln the scintillation glass, in addition to Cerenkov

light there is a!so scintillation light due to the Ce20a scintillator. In a test performed

at SLAC by the E705 collaboration [36J, the light yield from scintillation glass was

found to be 5.1 times that of the SF5 glass. This, in principle, results in better energy

resolution for the scintillation glass. Also, the SCG l-C was found to be 150 times more

resistant to radiation damage [37], \Vhich would result iri a darkening of the glass and
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Table 2.4: Summary of the characteristics of the glass types used in the E705 Main

Array.

SCG1-C SF5

Composition BaO 43.4% PbO 55%
(by weight) SiOz 42.5% Si02 38%

Li20 4.0% K20 5%
MgO 3.3% NazO 1%
K2 0 3.3%

AhOa 2.0%

Ce20a 1.5%

Radiation Length 4.25 cm 2.47 cm

Interaction Length 45.6 cm 42.0 cm

a consequent degradation of energy resolution. On the other hand, SF5 presented the

advantage of a more favorable ratio of radiation length to interaction length so that,

for a given number of radiation lengths, there is a smaller probability for a hadron to

interact. Also SF5 was a less expensive material. The SCG1-C blocks came in two dif·

ferent sizes. Most of the blocks, had a cross-section of 15x15 cm2 and a length of 89 cm,

corresponding to 20.5 radiation lengths. In order to achieve better segmentation in the

busy central region of the detector, blocks with a smaller cross·section (7.5x7.5 cm2)

were used. The SF5 blocks surrounded the scintillation blocks; their cross-section was

15x15 cm2 and their length was 41.45 cm, corresponding to 18 radiation lengths. The

light obtained from the glass was collected to the photomultipliers: EMI 9791KB 5"

photomultipliers for the large blocks and RCA6342A 3" tubes for the small blocks. An

optical coupling gel (Dow Corning 92-3Q67) provided the seal between the tube and

the glass. The high voltage to the photomultiplier was supplied by LeCroy 1440 power

supplies. The signais from the phototubes were carried by RG-8 cables, 200 ns long, to

the inputs of the custom made Precision Charge Cards, where the charge \Vas integrated

and sent to ADCs and to TDCs systems.

The precision Charge Amplifier/ ADC cards [38J were especially made for E705 in

order to perform in high rates and to coYer a large dynamic range of energies with
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high accuracy. Each card consisted of 16 channels continuously intograting the input

signals. The charge pulses from the glass block phototubes were split into high and low

frequency components in order to pre"ent the low frequency noise from contributing

at the integration-shaping stage. The high frequency component was amplified and

integrated by a resistor-capacitor circuit. Two copies of the integrated pulses were

produced, one being sent to a Cluster Finder trigger and the other to LeCroy 4290

TDCs. Another copy of the pulses was delayed by 400 ns to wait for a trigger decision

and then sent to the digitization section of the cards. There the voltage pulse charged

two sample-and-hold capacitors, Cl •.nd C2, via two JFET .witches. When a trigger

occurred, one switch opened just before the signal of interest appeared on the delay line

output, so that the Cl voltage refiected the state of the charge integrating amplifier

output just "before" the event of interest was integrated. The other switch opencd

250 ns later, so that the voltage on C2 refiected the state of the integrator ou tpu t

"after" the interaction of the event of interest. A differential amplifier subtracted the

"before" from the "after" leve\. After subtraction, the resulting pulses were sent to a

single 5200 Analog Deviee 12-bit ADC. Before reaching the ADC they were amplified

by a factor of 8 if the level was such that the digitized value would have beon less than

1/8 of the full scale, or by 1 otherwise. This provided an effective sensitivity of 15­

bits, increasing the ma:(Îmum range to 32760 counts. The voltage level of capacitor CI

was also digitized in 3 bits, giving information about the "before" state of the charge

integrating amplifier, often referred to as "before bit". A 16-bit word was formed by

the 12 bits of the digitized difference, the 3 "before bits", and one bit set ,0 1 when

the analog output had been multiplied by 8. The digitized values for the 16 channels

of each board were then sent to a FIFü to awalt read-out through CAMAC.

The signals from the front output of the Charge Cards were sent to a LeCroy 4290

TDC system. The TDCs operated in a cornmon stop mode, using the ADC signal as a

start and the trigger pulse as a stop. The TDCs were used to identify glass blocks with

energy deposition not associated with the interaction of interest.

The gains of the photomultiplier tubes were monitored with a light pulser system.
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The light source consisted of an array of 96 green Hewlett Packard HL/\IP-3950 lighl

emitting diodes (LED). Optical filters were used to vary tl.e light intensity from 0-100%.

Bundles of optical libers brought the light from the LED array to the glass blocks. For

the Main Array blocks, each liber was attached to the block surface opposite to the

photomultiplier, while for the Active Converter blocks it was mounted in the middle

01 the block. Three Litronix BPX 66 PIN diodes were used to monitor the LED light

leveI. The pulser was operated during the run of the experiment at about 2 Hz.

2.5.2 Glass Converter

The Glass Converter consisted of two layers of vertically arranged SCG1-C scintillation

glass blocks. Each block had a cross-section of 7.5x7.5 cm2 and was 97.5 cm long.

Particles traversing the two layers, were going through ~15 cm of glass equivalent to

3.45 radiation lengths, sufficient to initiate the shower of most electrons, positrons,

and photons. An RCA 6342A photomultiplier was mounted on the free end of each

block. The signals from the phototubes were sent ta the Charge Cards (described in

the previous section) for charge integration and' digitization.

2.5.3 Gas Tube Hodoscope

The Gas Tube Hodoscope (GTH)[39] was built ta determine the position of the elec­

tromagnetic showers in the outer region of the electromagnetic calorimeter and was

positioned between the Glass Converter and the Main Array. The GTH consisted of

two panels, 156x197 cm2 each, positioned at the left and the right outer regions of the

Main Array. Each panel consisted of two planes of 216 conducting polystyrene tubes,

vertically arranged and sandwiched between three sheets of 1.6 mm copper-clad G-10.

The two outer copper layers, adjacent ta the tube p1<ines, were etched into horizontal

strips 0.86 cm wide and measured Y-coordinate. The tubes were of single and double

width, with a wire stretched along their center, set at +2100 volts. The wire-to-wire

spacing was 0.88 cm and 1.76 cm for the single and double width tubes ro"pectively.
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The boundary between the single and double width tubes \Vas at ±85 CIll from the cen·

ter of the calorimeter. The tubes were filled \Vith agas mixt ure of 50/50 Argon/ El hane.

The two layers of tubes were ganged together, as were the two layers of strips. The

signais were carried bl' RG8 cables ta LeCroy 2280 ADCs.

2.5.4 Lead Gas Chamber

The Lead Gas Chamber (LGC)[40] was positioned in front of the central region of the

Main Arral'. The LGC was an 8·lal'ered sampling device with each sampling section

consisting of 1.2 mm lead, 10 mm aluminum extrusion proportional tubes, coppel"

clad horizontal strips, and 1.6 mm fiberglass board. A 1.3 cm sheet of steel, follo\Ved

by 8 mm of lead were placed in front of the whole LG C assembly. The device had

a total thickness of 4.2 radiation lengths and spanned an area of 1.03x1.95 m2 with

an 30x14 cm2 hale in the center. The LGC was used bath as active converter and

sho\Ver position detector. The X coordinate was given bl' the proportional tubes and

the Y coordinate bl' a copper.clad printed circuit board of horizontal strips picking

up capacitivell' the signais in the tubes. There were two planes of tubes: a top and

a bottom, each having 104 tubes. Each tube had a 50 JLm gold.plated tungsten wire

stretched inside it, set at +1850 volts. The wire·to-wire spacing was 9.92 mm. The

gas consisted of a mixture of 50/50 Argon/Ethane. The cathode strips were 1.25 cm

wide and they were arrangeci in two groups. The eight wires at the same x position

and at different depths were ganged together, as were the eight corresponding strips.

The wire and strip signais were brought bl' RG8 coaxial cables ta LeCroy 2280 ADCs.

Pedestals were subtracted online, and only clusters of channels above a preset threshold

were written ta tape.

2.6 Muon detector

The muon detector was placed behind the electromagnetic calorimeler and consisted of

four planes of scintillation counters, l'Y, 1'1, 1'2, and 1'3, positioned within coppel', steel
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and concrete absorber material. The muon detector was designed to detect muons with

at least 6 GeV/e momentum, which was the minimum momentum reqnired for a muon

to penetrate the absorbers and reach the last hodoscope. Ail muon counters were made

of NE1l4 1 cm thick plastic scintillator.

The Ill' and III planes were located behind the first shield, which consisted of a layer

of copper and one of steel. The copper shield was 40 cm thick and covered only the

central part of the hodoseope for a total surface of 183x290 cm2 • The steel wall covered

the entire hodoscope surface and was 310 cm thick. The p.y plane consisted of 96

horizontally·arranged counters in four eolumns of 24 counters each. It covered a total

area of 620x285 cm2 with a 40.6x40.6 cm2 hole in the center. The counters were of two

sizes: 187x13 cm2 for the outer-column counters and 129x13 cm2 for the inner·column

counters. The 111 plane eonsisted of 60 counters, vertically arranged in two tows of 30

counters each, covering a total area of 618x290 cm2 with a 40.6x40.6 cm2 hole in the

center. Each counter measured 20x145 cm2 •

Proceeding downstream, the p.2 hodoscope was located behind a steel absorber 61 cm

thick. The )"2 hodoscope was composed of 62 scintillators, arranged vertically in two

rows of 31 counters each, covering a total area of 617x315 cm2 with a 40.6x40.6 cm2 hole

in the center. The counters were arranged 50 that between two adjacent counters, in

the same row, there was a 1 cm region of overlap. Each counter measured 20x145 cm2 •

The ,,3 hodoscope was located behind a 90 cm concrete absorber. It consisted of

62 counter arranged vertically in two rows of 31 counters each and it covered an area

of 723x352 cm2 with a 87.6x40.6 cm2 hole in the center. The counters were arranged

50 that between two adjacent counters, in the same row, there was a 3 cm region of

overlap. Each counter measured 26.7x176.0 cm2•

2.7 Trigger system

The trigger system was designed to select the events of interests and reduee the amount

of data recorded to tape. The primary goals of the experiment were to measure the
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Table 2.5: P~rcentage of the various data triggers written to tape

Trigger type % to tape

Interaction 1.1

Dillluon 69.2

Single Photon 12.8

Diphoton 11.6

Two vee 4.3

LED 1.0

production of high mass dimuons (J/1/J decays in particular) and, at the same time,

measure the production of high PT neutral particles (direct "1, ,,0, ,.,) in hadronic inter­

actions. During the 1988 run, data were collected based on six triggers to satisfy the

different goals of the experiment:

The interaction trigger was used to insure that an interaction had occurred in the

target.

The dimuon trigger was used to select events with two opposite.sign muons with

high mass.

The photon trigger was used to select events with high PT showers in the electro­

magnetic calorimeter (more details are given in[42]).

The diphoton trigger was implemented to study the production of two prompt

photons. It selected events with two high PT showers in opposite quadrants of the

calorimeter.

The two-vee trigger was implemented te select events with two "vee" decays

occurring between PC2 and PC3.

The LED trigger was used to track the gains of the glass blocks.

The percentage of the various data triggers written to tape, averaged over the entire

run, is reported in Table 2.5. In the following sections the interaction and di muon
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triggers will be described in detai! since they were used ta collect the data analized in

this thesis.

2.8 Interaction trigger

The interaction trigger was defined as the coincidence of a beam particle with at least

two hits from the CPX hodoscope planes.

A beam particle was defined using the BY, Tl, and the HALO counter signais, as

shawn in Figure 2.5. The discriminated pulses from the BYi counters, set to a width

of 10 ns, were bath OR'ed and summed together ta form six pulses, named BYl, BY2,

BY3 and I:BYl, I:BY2, I:BY3 respectively. Ta define a proper beam particle the BY

counter signais had ta be in coincindence with Tl (which defined the absolute timing

of the experiment). In arder ta reject halo particles the coincidence of the two veto

planes, referred ta as HALO, was used as a veto. Bearn was than defined as:

B = Tl . BYl . Bn . BY3 . HALO (2.1)

The accelerator delivered the beam particles as a train of equal!y spaced bunches,

referred ta as "buckets". The separation between buckets was about 19 ns. The beam

rate was 4 MHz, at the beginning of the l'un, and increased steadily ta reach GMHz for

the second half of the l'un. Given the high beam rate and the beam structure of the

accelerator, the secondary beam could have more than one particle within a bucket.

The multiple partiele buckets had higher probability ta interact in the target and they

could callse errors in the calculation of the beam normatlzation. These buckets \\'ere

removed from the data sample, but ta keep the useful beam rate as high as possible

only buckets with more than two particles were rejected. The beam normal1zation

was corrected amine ta take lnto account the cases of double occupancy. The I:BYi

signais were sent ta discriminators with thresholds set ta select more than two partides.

Therefore the vetoed beam was defined as:

(
BV =B ·Œ:BYl > 2+ LBY2 > 2+ LBY3 > 2) (2.2)
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Figure 2.5: Bearn trigger logic
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Tile boam l'article type l'as identified based on the two threshold Cerenkov counter

signais. The Cerenkov counters were set to give light only for 300 GeV/c momentum

l'articles with mass below that of the proton mass. The signais of the two Cerenkovs,

Cl and C2, l'cre discriminated and used to deline a pion (r.) or a proton (p):

r. = EV· (CH C2) p = (EV 'Cl) .(EV ·C2) (2.3)

Finally, the signais from the CPX counters l'cre summed and the result was sent to a

discriminator with a threshold set for two hits. The interaction trigger was then defined

as:

INTERACTION = (r. +p). (CPX > 2)

2.9 Dimuon trigger

(2.4)

The dimuon trigger consisted of two stages: two muons in different quadrants were

required by the first level, referred to as the fast trigger; at the second level a fast

online processor [43] performed the computation of the invariant mass of the dimuon.
system, selecting events with apparent mass 2: 2.4 GeV/c2 •

2.9.1 Fast trigger

The fast trigger was satislied if two muons were detected in dilferent quadrants of the

muon detectors. A single muon was defined as the triple coincidence, as illustrated in

Figure 2.6, by the followir.g exprssion:

TC. = P.li . (P.2i +P.2i+!) . (p.3. +p.3.+!)

The coincidences were groupcd in four quadrants in the following way:

(2.5)

Quadrant 1 = TCl to15 (2.6)

Quadrant 2 = TC 16 t,· .il' (2.7)

Quadrant 3 = TC3l to:': (2.8)

Quadrant 4 = TC46 t060 (2.9)

(~
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Figure 2.6: Scheme of the di muon trigger defintion

Then the dimuon trigger was formed if at least two triple coincindences from different

quadrants were present at the same time as an interaction trigger. The di muon ttigger

rate was approximately 10-3 relative to the interaction rate. The majot contribution

to the fast dimuon trigger was due to muons coming from pion and kaon decays.

2.9.2 Trigger processor

The trigger proccssor['13] selected high mass di muons by performing a fast track recon­

struction and calculating a mass for every opposite sign track pair. The tracks were

found using the x and x' planes of the rear drift chambers. Vsing only the position

of the drift chamber wires, tracks were reconstructed which pointed toward lit CPX

counters and muon triple coincidences. The Y trajectory of the track was estimated

by using the p.y co"nter information. If more than one p.r counter was consistent with

a track, the trigger proc,:,sor attributed to the track the counter which gencrated the
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Iargest ang!e bet",een the t",o muons. This was done in arder ta reduce the loss of

events duc ta an underestimate of the mass. The tracks were assumed ta originate in

the target. center and the momenta were calculated using this assumption. Once ail

the tracks were found and the mass had been calculated for ail the combinations of

opposite.sign tracks, events with mass lower than 2.4 GeV/c2 were rejected. This value

of the mass cut rejected 75% of the dimuon triggers while accepting 90 ± 5% of the

J/ t/J event•.

2.10 Data acquisition system

The data was coUected from the e!ectronics by Smart Crate ControUers which resided

;n standard CAMAC crates. The Controllers were designed specially for the experi­

ment [41] in order to achieve a high data collection rate. The controllers executed lists

of CAMAC instructions in order to ir.itialize, read, and clear the modules,hat resided

in their crates. The lists were pre·loaded into the Controllers from a VAX 11/780 corn·

puter via RS-232 lines. The data from the Controllers was s~nt te"! a VME·bus based

system, containing a set of ACP modules (Fermilab Advanced Computer Project) [1].

These Motorola. 5S020·based computers had 2 megabytes of memory and they were

responsible for assembling into a single record the data arriving in parallel from the

Smart Cmte Controllers. and then holding the event in memory until it was recorded

to magnetic tapes. Thanks to the parallel ''.1'chitecture and the fast list execution, the

time to service a single trigger was less than a 1 msec. From the VME-crate the data

\l'as sent to a PDP 11/45 computer via a CAMAC branch highway. The PDP Il'fote

the data ta two tape drives. For peak running conditions, a tape was written every 10

minutes. A fraction of the events was also transferred from the VME-crate to the VAX,

for monitoring programs checking the various devices during the data taking.
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2.11 Data sampie

The data were taken from August 1987 ta February 1988. At about 6 ~Ill" beam

rate, the interaction rate was of about 700 KHz and the number of dimuoll triggers per

interaction was approximately 10-3 . A total of about 140 millions good quality dimuou

~\'ents were written ta tape, as shawn in Figure 2.7 ~s a function of time. These triggers

divid~ into roughly equal positil'e and negative beam sample. The negative beam was

98.5% ,,- and 1.5% p, while positive beam was 40% ,,+, 60% p.
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Chapter 3

Calibration and Alignment of the Speetrometer

Special sets of data were collected to study in detaii cach component of the detectol' to

determine their characteristic parameters and evaluate their performance. In Section 3.1

the detailed study to determine the a\ignment constants and efficiencies of the beam

chambers will be described. In Section 3.2 the performance of the various clements

of the charged l'article spectrometer will be discussed. Finally, in Section 3.3 the

electromagnetic calorimeter calibration procedure will be presented and the energy and

position resolution obtained analyzing calibration events will be repol'ted.

3.1 Beam chambers

3.1.1 Alignment method

During the data taking, special runs were performed with the target out, so thatthe

beam chamber alignment could be checked with respect to the rest of the spectl'ometcl'.

The alignment was done in three steps:

1. Using U and Y hits, the position of the expected V hit was computed and com­

pared with the position of the closest V hit. A tripl~twas defined by the existence

of a V hit within a predefined tolerance (± 1 wire-spacing). The position of the

planes relative to each other was adjusted iteratively to maximize the number of

triplets.

2. Using the combination of Y,U, and V hits, space points were defined in each

chamber. Space points in the three beam chambers were used to reconstruct

beam tracks. The beam tracks were then projected into carl, plane. The residual
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difference betwecn the beam track projection and the closest hit is shown in

Figure 3.1 for al! the beam chambers. Keeping the position of one chamber fixed,

the position of the other two chambers was varied, until the residua! distributions

were centered at zero. This step was done iteratively since the chamber positions

define the space location of the beam tracks which are used as reference lines

for the alignment. This procedure converged after few iterations. The chamber

resolution can be inferred from the widths of the residual distributions and it was

found to be about 250 /lm. Such a value is consistent with what one expects for

a uniform distribution of hits within a cel!:

wire - spacing 29
" = V12 =' OlIm

where wire - spacing= 1.0 mm in the case of the beam chambers.

3. The beam track was projected into the PCBs, located downstream of the target,

and the difference between the projected track position and the PCB space points

was plotted. The beam chambers were then moved as a whole until their alignment

was consistent with that :.f:f'tBs. This procedure provided an absolute alignment

for the beam chaw:oers since the PCBs had been previous!y aligned with the l'est

of the spectrometer.

The alignment pal'ameters were determined periodically throughout the l'un and

lhey were fairly stable.

3.1.2 Beam chamber efficiency

I4Ç, <

.~-

Using alignment tapes, the beam chamber efficiencies were estimated by checking

for planes not participating in the definition of the reconstructed beam tracks. The

efficiency of the beam chambers was monitored throughout the l'un as shown in Fig­

ure 3.2, there is no evidence of systematic variation with time. The average value, over

the entire l'un, for i.'ach beam chamber plane efficiency is shown in Table 3.1. The er,.ors
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Table 3.1: Summary of the beam station efficiencies

Chamber y plane efficiency (%) U plane efficiency (%) V plane efficiency (%)

BC-1 88 ± 2 84 ± 1 93 ± 2
BC-2 89 ± 3 87 ± 3 93 ± 1

BC-3 93 ± 2 92 ± 2 90 ± 2

]jsted represent the variances on the arithmdic mean (cr2 = n~1L:~~l ((i _ < ( »2 )

and they are mainly due to fluctuations during the data acquisition period.

3.2 Charged particle spectrometer

3.2.1 Front and rear chamber alignment method

Precise position and efficiency measurements for the front and rear chambers were

determined using special runS in which the analysis magnet was turned off. The tracks of

the partieles coming from interactions in the target were used as straight line refcrcnces

to evaluate the relative position of the front and l'car chambers. In the proportion al

chambers, the position of the first wire for each plane was set so that the residuals of

the track projected position and the hit position were centered at zero. ln the drift

chambers, the time corresponding to a zero drift distance, Ta, \l'as detel"/nined for each

\l'ire. A correction \Vas applied to compensate for the non-uniform drift speed \l'ithin

the celi. The distribution of the residuals, defined as the difference between thc track

projection and the hit position, is shown in Figure 3.3 for ali the planes for one of the

proportional chambers and one of the drift chambers. The intrinsic resolution of each

plane was estimated from the width of the residual distribution. Table 3.2 summarizes

the resolution for ali the chambers. These numbers represent the averages for all of the

planes within a given chamber.
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3.2.2

Table 3.2: Summary of the front and rear chamber resolutions

Chamber Average resolution (jLm)

PC-l 660 ± 50

PC-2 670 ± 40
PC-3 740 ± 40

DC-l 420 ± 40
DC-2 390 ± 10

DC-3 360 ± 20
DC-4 660 ± 40
DC-5 480 ± 70

DC-6 660 ± 80

Chamber efficiency

'1'0 measure the chamber efficiencies, tracks were selected which inlersected the live

region of al! the chambers. The reconstructed track was projected inlo each plane for

which the efficiency was to be determined, and a search made for nearby hils. The

tolerance used to decide whether the hit was present or not was the quaùrature sum of

the track projection error and the spatial resolution of the plane in question. Chamber

efficiency was monitored throughout the l'un and lime variations were found 10 be ±5%

[44]. Table 3.3 shows the efficiency for each of the planes averaged ol'er the enlire data

collection period.

3.2.3 Muon counter efficiency

'1li
~:

'1'0 estimate the 1'1,1'2,/13 and 1'1' efficiencies photon triggers were analyzed, so as lo

avoid the bias present in the dimuon evenls where Ihe presence of signais in ail counler

planes had already been required by the trigger.

Muon candidates were selecter] by requiring three of the four planes of the muon

counter hodoscope to be consistent with a reconstructed charged parlicle track.

Each muon track was then projected into the countel' plane of interest and the
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Table 3.3: Efficiencies for the front and the rear chambers

Chamber X plane eff (%) V plane eff (%) U plane eff (%) X' plane eff (%)

PC-l 84 79 73 69

PC-2 82 91 81 -
PC-3 87 77 80 -
DC-l 90 89 87 -
DC-2 93 89 89 -
DC-3 93 91 93 -
DC-4 89 85 85 88

DC-5 93 90 87 91

DC·6 90 85 85 85

Table 3.4: Summary of the muon counter efficiencies

Counter Efficiency (%)

/-'1 91.4 ± 2.4

/-'2 97.0 ± 1.1

/-'3 96.0 ± 0.7

/-,y 92.0 ± 3.7

efficiency \Vas defined as the percentage of tracks w.ith a muon counter lit within the

tolerance (for more details see reference [45]). Muo,," counter efficiencies were carefully

monitored throughout the run. The muon counter efficiencies, averaged over the entire

run, are shawn in Table 3.4. The errors reported represent variances on the arithmetic

mean (12 = n:12:::':1((;- < ( »2 ) and they are mainly due to fluctuations during

the data collection period. The lower efficiency of /-'1 and /-,y is due to g" ps in between

counters in the hodoscope plane; these were not present in the /-'2 and i'3 \Valls.
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3.3 Electromagnetic calorimeter

Special calibration runs based on electroll or positron beams of known energy were

used to determine the gain constants for the electromagnetic detector elements. Durillg

the calibration runs, the target was moved out of the beam line and the glass house

was moved so that the beam was centered sequentially on to each Main Array glass

block. The nominal beam energies used for the calibration runs were G, 10,30, GO, 100

GeV. The Cerenkov counter information was used to separate the electrons from pions.

Pion contamination in the beam varied between 3% at the lower energies and 50% at

100 GeV. Pion background in the final sampIe of tagged electrons was estimated to be

less than 1%. At the beginning of each calibration, beam line elements were uscd to

deflect the beam so that it traversed the live region of aU the upstream chambers. A

further deflection by Rosie combined with the track measurement by the downstream

chambers then al10wed the evaluation of the mean value and the width of the beam mo-

mentum distribution. This information was found to be in agreement \Vith predictions

obtained from a simulation of the beam transport line. The momentum spread of the

beam was typically t!.p/ p = 0.7%.

3.3.1 Calibration procedure

......

One of the main tasks in the calibration of any apparatus is to determine the pa­

rameters needed to convert the raw data to the desired physicü.1 qualltities. In the case

of the electromagnetic calorimeter the gain constants, used to convert ADe counts of

the measured pulse height into energy, had ta be determined. As a first step, the gain

constants for the electromagnetic detector were established online by referring the ob·

served pulse height to the nominal beam energy. Usillg a special trigger, which required

only a beam particle tagged as an electron, calibration events wcre also writtcll to tape

ta allow further oflline analysis.
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Online gain setting

The settings of the photomultiplier high voltage gains were chosen to reach a good

compromise between the aim of optimizing the resolution (which would imply large

gain) and the necessity of measur;ng hi(;h energy showers. To measure most of the

kinematically attainable photons, the gains were set radially; in the small block region

the least ADe .:ount was made to correspond ta 8.3 MeV, in the region oflarge SCG1-C

blacks to 5 MeV, and in the lead glass region to 3.3 MeV. Using the 30 Gev beam, the

high voltage c'f each photomultiplier was set online while keeping the analysis magnet

off. The values of the high voltage were subsequently adjusted ta compensate for the

effect of the fringe field from th~ magnet. For this purpose, the LED pulse height

measured with magnet-off was compared ta the magnet-on pulse hE'ight and the gains

of each phototube were modified accordingly.

amine gain determination

30 GeV calibration electron showers in the calorimeter blacks were analyzed omine

to get the best possible value of the gains. E"ents with more than one reconstructed

beam track were removed l'rom the sample. An iterative procedure 'l'as used to calculate

the calibration constants which relate pulse height to energy for each block. Starting

with the values of the g2.ins determined online l'rom the nominal energy of the beam, a

fit \l'as performed ta minimize the X2 defined as:

No.
X2 = I;(E - En )2

n=l

(3.1)

where E i, the b~all1 energy, En is the sum of the energy deposited in the Active

Converter and in the Main Array blacks for the n-th event.

For the generic n-th event, the energy deposited in the k-th element of the electro­

magnetic detector is related ta the pulse height measured:

(3.2)

where:
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Gk is the gain factor for the dotector clemet,t k

Pkn is the pulse llCight of the detector clement k ill the II-th evellt

Ollly the beam-celltered black gain constants (in the ~ïain Array and in the Active

Converter) I\'ere treated as unknown in the minimization procedure of a given black.

More specifically, in terms of the glass gain constants for individual blacks different

equations were written for the regions covered by the two different Active Converters:

1) In the region of the Glass Converter, using the index a for targeted Main Array

black, b for the hit Front Converter black, c for the hit Back Converter black, wc

can write for the n-th event:

Na Nb Ne

En =Ean +2: E'n +Eb. +2: Ejn +E'n + 2: Eln (3.3)
i=l, j=l, 1=1,

where:

the index i l'uns over the Na neighbors of the Main Array black a

the index j l'uns over the Nb neighbors of the Front converter black b

the index [ l'uns over the N, neighbors of the Back Converter black c

The measured energy in the Glass Converter was affected by glass attellllation,

therefore a correction was applied ta account for the differellt attenuation of light

for partieles entering the Converter at different vertical positiolls. Ta optimize the

resolution, the attenllation coefficients were ineluded among the fitted parame!ers.

The energy deposition measured in the black b of the Active Converter, hit by

the beam at a certain distance d from the phototube, was written as:

(3.4 )

--i-~

where ko and /;1 are parameters which were empirically deterrnined from the

calibration, since the energy deposited in a specifie Active Converter black was

measured for tluee different values of the distance d from the phototube (corre­

sponding ta three different targeted Main Array bloch).
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2) In the LGC region the tubes in the X·view were used to determine the energ)'

deposited in the Lead Gas Converter. Using the index a for targeted Main Array

black, b for the hit tube in the X view of the LGC wc can write:

NQ Nb

En = E"n + 2: Eôn + Ebn + 2: E;n
i=l, i=l,

where:

the index i l'uns over the Na neighbors of the Main Array black a

(3 ..5)

the index j l'uns over the Nb neighbors of the hit tube b in the X view of the

LGC (4 on each side).

Before doing the calibration, the LGC tube ta tube relative gains were determined

by looking at a large number of standard data events taken just before or artel' the

calibration. Assuming that the interaction dynamics produce a smooth average

profile of the energy deposition in the tubes, a smoothing procedure fpr the profile

was used ta establish the relative tub;' gains. The relative tube gains obtained !n

such a fashion were used as input ta the calibration procedure, which was used

to determine the overall gain constants for the four different quadrants of the

LGC (each quadrant was connected ta a different power supply, therefore four

different gain constants had ta be determined). The energies are related ta the

measured pulse heights as shawn in Equatiou 3.2. For the purpose of calibrating

a given black, only the Main Array targeted black and one LGC gain constant

were treated as unknown.

In addition ta the gain, two correction factors were also determined as a result of the

calibration procedure for each Main Array black. Because of the attenuation of light in

the Main Array blocb, the Main Array energy measured at the phototube will deper.d

upon the longitudinal distribution of the sholVer development. Paramctrizing in terms
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of z, the shower-max.imum depth position' in the ~la.in Array, one can write:

E - E (1 Àm ).\1A - ,\[ .-lme,;uur<:d +--;- (3.6)

where Àm is a constant which depends on the glass quality of the Main Array block m.

Empirically it was found that the inverse depth can be well represented by the ratio of

the energy measured in the Active Converter to the energy measured in the Maiu Array.

In fact, a shower that starts later deposits less energy in the converter and more energy

in the Main Array, farther back in the blocks (therefore closer to the photomultipliers),

than an early-developing shower. Since the light would have to go through less glass,

more of it would reach the photomultiplier giving a larger signal. We can then write:

(3.7)

iÇ~'·
;"0:

The factors am and f3m were determined block by block for electrons at the different

calibration energies and a slow variation with energy was found. To take this into

account the factors am and f3m corresponding to an arbitrary value of the energy were

obtained by linear interpolation between two nearby known euergy points (more details

on the calibration procedure can be found in [46]).

After a set of gain constants was obtained for ail of the blocks, such values were used

as input for the next iteration until convergence was reached. In this procednre sollle

of the gain constants were overdetermined since the active plane elements coyer more

than one Main Array block. The final set of gain constants was then determined by

averaging the different values obtained for each dete,:tor element. The 30 OeV e1ectron

beam energy spectrurn, obtained using the final set of calibration constants, is shown in

Figure 3.4 for the four different regions of the detector. Looking at the energy spectra

for different Main Array blocks and rnaking a gaussian fit to the distributions, the rnean

energy value for each block can be extracted. As shown in Figure 3.5 (for a subsample

of blocks selected randomly) this callbration procedure fixes the energy scale for each

block to better than 1%. It should be noted in fact that although the X2 procedure,

1 Defined as the depth where the shower deposîts the maximum amaunt ..:,r encrgy.
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Figure 3.4: Recanstructed energy spectrum for a 30 GeV calibration run in the clifferent

regians of the detectar; a) SF5 blacks, b) Large SCG blacks with GTH as position

hodoscope, c) Large SCG blacks with LGC as position detector, d) Small SCG blacks.
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Table 3.5: Summary of the energy resolution in the four different regions of the detector.

The mean beam energy of each calibration l'un is also indicated.

Region (JE (GoY) (JE (GeY) (JE (GeY) (TE (GeV)

E=G.G GeY E=10.G GeY E=31.2 GeY E=GO.5 GeV

Slllall SCG 0.433±0.005 0.558 ± O.OOG 1.153±0.008 2.10±0.Q3

Large SCG (LGC) 0.3i4±0.004 0.451 ± 0.004 0.853±0.00G 1.·12 ±0.01

Large SCG (GTH) 0.184±0.03 0.21 i ± 0.02 0.50ï±0.02 0.0·1 ±0.02

SF5 0.19ï±0.002 0.232 ± 0.002 0.453±o.003 0.8'IO±o.00i

as defined in Equation 3.1, minilllizes the width of the energy distribution for ail Main

Array blacks, it does not guarantee that the central energy "allle found for <'a eh black

is the same for ail the blacks.

3.3.2 Energy resolution

The ability ta calibrate the detector using electrons/positrons of known energy in the

calorimeter enabled us ta investigate the energy resolution for dectromaglletic showers

for a wide range of energies. The fractional energy resolution, (JE/E, was extracted

from the width of the calibration energy spectra. The contribution ta the width due ta

the mOlllentum spread of the e1ectron beam was estilllated from the deflected electron

l'uns ta be O.i %. After removing it in quadrature, the energy resolution obtained for

the four different regions of the detector at different energieô is shawn in Table 3.5.

The measured fractional energy resolution is usually parallletrized as:

(JE b-=a+-
E .JE (3.8)

1f:'
~

In Figure 3.G the plot (Js/E for different calibration runs versus 1/../E and a least·

squares straight-line fit are shawn. Table 3.6 summarizes the values obtained for a and

b in the different regions of the detector. The SCG resolution had been mea..ured in

a test perforllled earlier by the Ei05 collaboration at the Stanford Linear Accclerator

Center ([48]). The measurement comparable ta the SLAC results is the one for theJarge
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Table 3.6: Summary of the resolution constants in the different regions of the detector.

Region a b (GeV I / 2 )

Small SCGl-C l.573±0.003 12.20 ± O.OS

Large SCG1-C (LGC) 0.694±0.001 11.77 ± 0.03

Large SCGl-C (GTH) 0.S06±0.001 4.29 ± 0.02

SF5 0.433±0.001 5.71 ± O.bl

SCG1-C behind the GTII hodoscope where it was found that CT / E = (0.64+3.9/JE)%.

The small difference from the SLAC measurement can be attributed to the difference

in material of the two hodoscopes and to the 1.3 cm thick steel in front of the active

converter during the Eï05 l'un. The pOOl' energy resolution of the LGC accounts for

the worse resolution in that region. The choice of the LGC was motivated by the

better segmentation of the device with respect to the Gla,'.5Cor,/erter, to case the

pattern recognition in the busy central region. Also the transverse develoJlment of

electromagnetic showers in the LGC was smaller , enabling the reconstruction of showers

with small spatial separation as for photons coming from high pt 11'0 decays. Another

advantage of the LGC detector \Vas that it had less interaction lengths than the Glass

Converter region. Previous measurements [49] of the SF5 resolution gave comparable

results.

3.3.3 LED triggers

LED triggers were used throughout the l'un to monitor the gain and pedestal stability.

Gain monitoring

Once the callbration constants were determined, LED data were used to track the

gain variation in between calibrations, by comparinr; the detector response to LED

flashes. The stabilityof the LED system was monitored using the pulses coming from

three PIN diodes. To get the gain constants at a specific point in time, the gain
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ca1.ibration constants were updated in the following way:

LE DcalibrationP1 N ClIrrcnt
9current = 9calibration LED Pl 'v . .

current • catlbratlOn
(3.9)

where LED is the mean pulse height of the glass l'espanse ta the LED pulse, PIN is the

mean pulse height recorded by the PIN diode, referred ta calibration or cIment tirne.

This procedure was tested by determining the gains for two calibratiou l'uns taken in

different times. The first set of gains was corrected with this method and compared

with the second set. It was found that it was possible ta extrapolate gains over the

entire run with an accuracy of ±2% [4ï).

Pedestal correction

The pedestal is the effective zero levcl for a channel, that is the number of ADC

counts corresponding no energy deposited. Pedesta! values for each black were ex­

tracted using LED trigger events with the ,:: éer wheel closed (when no LED light was

transmitted). These events were recordcd throughout the l'un by pulsing the LED

during the off-spill portion of the accelerator cycle. Out of the beam spill, pedestal

fluctuations were found to be of the arder of few ADe counts, corresponding to energy

values of 5-20 MeV.

Special l'unS were also dedicated ta record LED triggers dnring the beam spil1, mak·

ing use of a special trigger which vetoed ail interactions in a window from 250 ns before

to 2·jO ns after the LED pulse. The in-spill pedesta!s were found to be different from

the ones extracted out of the spill. This effect was observed by p!otting the pedesta!

distribution in each black as a function of the spill clock time, measured relative ta the

beginning'0f each spill. In Figure 3. ï the pedestal recorded in one SCG black and one

SF5 black is shawn asa function of clock time.

The difference between the in-spill pedestal distribution (corresponding to t~24 s)

and out.of-spill (t~24f) is evident for both blacks, although the effect is more evident in

the SCG block. A detailed study found the pedestals to be dependent on interaction rate

and glass t:;pe and to be decreasing with distance from the center of the calorimeter (as
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reported in reference [4i]). This effect was eventually traced to an incorrect behaviour

of the newly designed electronics employed for the glass readout and an ;;after the fact"

correction procedure was then attempted. Event by event, the interaction rate could

be measured using the value set for the Before Bit. For each block of the Main Array,

the value of Before Bit was set proportional to the energy deposited in a block before

the triggering interaction time. The Before Energy in each block, a three bit field, was

then measured in units corresponding to 1/8 of the energy fuil·scale (12 GeV for SF5,

19 GeV for large SCG1·C, 31 GeV for the smail SC1G·C blocks). Using in.spill LED

triggers, the pedestal energy distribution, as a function of total Before Energy in the

event, could be measured for each block. As shown in Figure 3.8, for one SCG block and

one SF5 block, a strong correlation between the pedestal shift and the Before Energy

was found. A pedestal subtraction could be made as a function of Before Energy

using correction factors extracted from in-spill LED triggers. The corrected energy

after pedestal subtraction is shown in Figure 3.9 as a fnnction of Ei05 clock time for

one SCG and one SF5 block. Even if the correction removed sorne of the systematic

in-spill pedestal shift, the broadening of the pedestal energy distribution for in.spill

events compared with the out-of-spiil ones, indicated that not ail of the effect could be

removed and that the energy resolution of the detector in the data would be dcgraded.

The method used to determine the energy resolution in the data will be described in

the next chapter.

3.3.4 Position resolution

During cailbration, the precise impact location of the electron/positron beam in

the calorimeter was determined by using the beam chamber information. Therefore

the position resolution of the tube hodoscopes could be investigated for several shower

energies, by studying electron cailbration runs and comparing the position of the shower

as determined from the electromagnetic calori;neter information and from the position

of the beam track projected on to the glass. The distributions of the residuals between

the beam track projection and the shower position, for the X and Y view of both
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hodoscopes, are shown in Figure 3.10. A Monte Carlo simulation was donc to f·"aluate

the effect of multiple scattering in the spectrometer upon the residual distribution.

After unfolding the estimated beam projection error, values for position resolution in

the different regions of the detector as function of energy were obtained and are shown

in Figure 3.11.
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Chapter 4

Charged particle reconstruction

This chapt€'r describes the algorithm used to reconstruct the trajectories of the

charged particles in the spectrometer. The analysis of the ra\V data to reconstruct

charged particles \Vas performed on the Fermilab ACP parallel processor system. The

computer program, written to interpret the raw dat.. and convert them into physical

quantities, consisted of a set of routines driven by a main program. The input to these

routines \Vere the hits in the proportional and drift chambers and the latched signais

from the charged particle hodoscope and muon counters. The trackfinding technique

used \l'as the "track road" method, \Vhere one candidate track \l'as chosen by starting

\l'ith t\l'O points and predictions \Vere made to look for further points belonging to

the track candidate. If additional points were found, they were added to the track,

otherwise the track candidate was dropped. When the charged particie reconstruction

\l'as finished, the information on the beam trajectory, the interaction vertex and the

charged particles four-momenta was added to the raw event data, \l'hich was then

recorded onto an output tape. The reconstruction of charged tracks proceeded in the

following sequential steps:

Bearn tracking.

Front tracking.

Interaction vertex reconstruction.

Rear tracking.

. Linking rear and .front tracks.
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. Momentum and Charge determination.

In the following sections ail of these steps will be described in dotai! and the results on

the tracking efficiency and momentum resolution (ohtained by a Monte Carlo simulation

of the charged l'article spectrometer) will he presented.

4.1 Beam tracking

The trajectory of the beam l'articles was reconstructed using the information of the

three beam chambers (BCI, BC2 and BC3). The first step involved the reconstruction

of space points defined by the combination of hits in two or three views. Using U

and Y hits, the po,ition of the expected V hit was computed and compared with the

position of the closest V hit. A trip:. ,t was defined by the existence of a V hit within

a predefined tolerance (± 1 wire-spacing). In each chamber all possible YUV triplets

were reconstructed and their coordinates were stored as space points. Then "li possible

doublets defined as the combination of two hits (UY,VY,UV) were formed and~tored

as space points. Ali the hits participating in a triplet were excluded from contributing

to doublets. The space points in the three beam chambers were used to reconstruct

tracks. Using the space points in BCI and BC3 a track candidate was defined and

projected into BC2. If a space point was found in nC2 within the tolerance, definod as

four times the sigma of the BC2 space point, the track was fit, using the space points

from all tluee chambers. If two of the reconstructed tracks shared two hits in lIlore

than one chamber, the two tracks were considered duplicates and the track with the

worse chisquare was dropped. The beam tracks were stored in the beam track bank,

in order of increasing chisquare, up to a maximum of five tracks. Typical beam track

multiplicities, number of hits on the beam track, and X2 values from the beam track

fitting are shown in Figure 4.1. Due to electronic noise and chamber inefficiencies and

a small amount of real double tracks, about 50% of the events had more than one

reconstructed beam track. Using these chamber information only, it was impossible

to identify the beam responsible for the interaction, but at the vertex reconstruction
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level (as described in section 4.3) this ambiguity was remol·ed. The distributions for

the X and Y projections at the middle of the target (z'a,g" = -533. cm) are shown in

Figure 4.2.

4.2 Front tracking

Tracking upstream of the analysis magnet involved three MWPCs and three DCs

for a total of 19 planes: 7 in the X view , 6 in the U view, 6 in the V view. The first

step of the front tracking was to reconstruct track projections, called view tracks, in

each of the three views (X,U,V) separately. Once all view tracks were reconstructed,

the algorithm matched them to form space tracks.

4.2.1 View tracks

As a first step, the hits of each plane we reordered in ascending order. In each view,

a pair of hits belonging to 2 different planes (called seed planes) were used to define a

track candidate. The view track candidate was projected into all the other planes to

search for other hits if it satisfied the following conditions:

The track slope was within the spectrometer angular acccl't<.nr.e.

The track projection into the middle of the magnet was within the acceptancc o·

the magnet.

The track was pointing to the target within the projection error.

The track candidate was projected into each plane and all hits found within the toler­

ance (defined to be ±3 mm for MPWCs and ±1 wire spacing for DCs) were selected.

If at least four bits belonging to the track were found, a chisquare fit to a straight line

was performed. The X2 distribution for view track candidates is shown in in Figure 4.3.

If the X2 was :::; 4, the view track was stored. For 4 :::; X2 :::; 8, the hit contributing the

largest value to the chisquare was removed. Then if the number of hits left was ~ 4,
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the track was refit to see if the new X2 was acceptable or not. For X2 > 8, the view

track was dropped.

Severa! passes were made using as seed planes all possible combinations of the i (or

6) planes of each view, excluding combinations of adjacent planes. After all the view

tracks were formed, they were cross·checked for cornmon hits. If two view tracks shared

t\Vo or more wires, the one \Vith the smaller number of hits \Vas dropppedi if they had

the same number of hits, the one with the \Vorse X2 was dropped.

The same procedure \Vas repeated for all three vie\Vs. THical distributions of view

track multiplicity and the number of hits found for each track are sho\Vn in Figure 4.4.

4.2.2 _Space trRcks

The space tracks \Vere reconstructed by matching the view tracks in two passes. In

the first pass, combinations were tried by taking as "seed" U and V vie\V tracks. If a

"seed pair" formed a track candidate \Vithin the magnet aperture and projecterl back

to the target, a search among the X view tracks \Vas made. A space track \Vas found if

the following requirements \Vere satisfied:

1. The difference between the x slope computed using U and V vie\V tracks and the

X vie\V track slope \Vas < 10 mrad.

2. The difference between the x intercept computed ",ing U and V view tracks and

the X view tracks intercept was < 0.5 cm.

3. The total number of hits on the space track \Vas ~ 8.

4. The "pseudo·x2 " \Vas required to be $ 15, \Vhere "pseudo.x2 " \Vas defined as the

X2 (sec equation 4.1) computed using the view track fit parameters (intercepts

and slopes).

If any of the vie \V tracks had been already used to form another space track, the two

tracks were compared and the track with the worse pseudo·chisquare was dropped.
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After all possible space tracks candidates were formed using ail three view tracks, a

second attempt to make space tracks was made by using a pair of tracks in two seed

views and looking for hits in the search view. Ali possible combinations of the X, U

and V views VIere used as seed views. The pair of seed view tracks were projected into

al! the search planes. If at least two hits were found within the tolerance, they were

used, along with the hits of the seed view tracks, to compute the "pseudo-x2". If the

"pseudo,x2" 'l'as $ 15 and the total number of hits on the space track was ~ 8, the

track \Vas kept as a space track candidate.

Finally, the track slopes and intercepts were determined by minimizing the following

,,2.
A'

(4.1)

(4.2)

where:

Xi = location of the hit in the plane i

Xi = track projected location at plane i

N = number of hits on the track

i= index over the N planes

Ur, ay =slopes of candidate track in X and Y projections

br, by =intercepts of candidate track in X and Y projections

a = angle of the orientation of the plallP. (see Table 2.2, 2.3).

Minimizing this X2 , a system of equations was obtained and the space track pa­

rameters, ar ,ay, br and by, were uniquely defined. The X2 distribution for space track

candidates is shown in in Figure 4.5a.

For X2 $ 5, the track was stored in the front track bank. For 5 ::; X2 ::; 15, the hit

contrihuting the largest value to the chisquare was removed. If the number of hits on

','
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the track was ~ 8, the track was refit to see if the new X2 was acceptable or not. For

X2 > 15 the space track was dropped. The distribution of the number of hits on the

final sampIe offront tracks is shown in in Figure 4.5b. On average 8.8 front tracksjevent

were reconstructed and the distribution of the front track multiplicity is shown in in

Figure 4.5c.

4.3 Vertex reconstruction

Using the front tracks, two different methods were used to reconstruct the interaction

vertex depending on whether the beam trajectory information was available or not.

4.3.1 Vertex reconstruction using beam and front tracks

If at least one beam track was reconstructed, the interaction vertex coordinates were

found using the beam trajectory and the front tracks.

At first, the beam partiele which actually produced the interaction was identified as

the beam track which could be associated with the largest number of front tracks. Each

of the beam tracks was projected into the target at different values of the Z-coordinate

(16 different steps were made through the 33 cm long target). At each Z-coordinate,

a cirele was defined with a radius set to 3 times the projection error of the beam and

the front track combined, as illustrated in Figure 4.6. At ail the Z-coordinates within

the target, the number of front tracks within the cirele was evaluated for ail the beam

tracks. The beam track associated with the largest number of front tracks was flagged

as the one causing the interaction if at least three tracks were pointing to it (referred to

as interacting beam in the following). If the front track multiplicity associated with the

beam was :s 2 the verte:'< was reconstructed without using the beam track information,

as described in the next section.

Using the interacting beam track and the front tracks associated with it, the vertex
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Figure 4.§: Vertex reconstruction: identification of the trajectory of the beam particle

which produced the interaction.

z coordinate (z") was determined by minimizing the following X2 :

(4.3)

with: (4.4 )

(4.5 )

/:,>.
.;4;5'

where:

· ;= index over ail selected tracks.

- a.pay,= x, y slopes of the ;·th track.

• b., ,by ,= x, y intercepts of the ;·th track.

· CT., ,CTy, = x, y projection errors for the ;-th track calculated at z=-533.5 (the middle

of the target).

• AXB,ABB= x, y slopes of the interacting beam track.
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Bxo ,BYB = X, Yintercepts of the interacting beam track.

a.fB,aYB= x, y projection errors of the inleracting beam track calculated at z=·

533.5 cm (the middle of the target).

The vertex x and y coordinates, Xv and Yv, were determined as the interacting beam

projection at Zv (using equation 4.5). ,U,illg trus method the vertex resolutioll was found

to be 2 cm in the direction oi the beam (Z direction) and of 250 Jlm in the transverse

projection (x,y).

4.3.2 Vertex reconstruction using only front tracks

If 110 beam track was reconstructed or none of the reconstructed beam tracks could

be flagged as havillg caused the interaction, the vertex coordinates were determined by

using only the front tracks. The vertex was reconstructed by minimizillg the following

X2
:

(4.6)

r
~,

where:

i is the index running over the front tracks.

ari ,aYi = x, y slope of the track i.

brnbYi = x, y intercept of the track i.

ar, ,aYi = x, y projection error of the track i caiculated at z=-533.5 (the middle of

the target).

- xv, Yv, Zv is the x, y, z location of the vertex.

Two iterations were made to determine the vertex coordinates. At first, the vertex

location was determined by using ail the front tracks. The tracks giving a contribution

to the X2 greater then 70 were removed as they were not pointing to the vertex. Then the

fitting procedure was repeated using the remaining front tracks to get a more accurate



'.-'•.,

95

determination of the vertex. By using this method, the achieved vertex resolution \Vas

1 mm on the determination of Xv and Yv and 5 cm in the determination of Zv.

4.4 Rear tracking

The tracking downstream of the analysis magnet involved the three drift chambers

for a total of 12 planes: 6 in the X view, 3 in the T] view, 3 in the V view. First X-view

tracks were reconstructed, then the X-hits belonging to a track were used together with

all the hits in the U or the V views to form Y-coordinates. Using the Y coordinates,

two-dimensional YZ tracks were reconstructed. The space tracks were obtained by

combining the X and Y view tracks.

4.4.1 X-view tracks

X view tracks WNe reconstructed by using a pair of hits belonging to the seed planes

to deline a track candidate. Ail possible combinations of one of the two planes in DC4

and one of the two in DCG were used as seed planes. The view track candidate was

projected into all the other planes to search for other hits, if il satisfied the following

requirements:

The track slope was within the spectrometer angular acceptance.

The track projection at the middle of the magnet was within the acceptance of

the magnet.

The track candidate was projected into each plane and hits within the tolerance (de­

fined to be ±3 mm) were selected. To reject out-of-time tracks and to reduce the

combinatorial background, the information of the scintillation counters was used:

a) When dealing with the search for muon tracks, the muon hodoscope was used.

The track was projected to each of the muon counter planes, the residual between

the track projection and the center of the closest lit counter was computed. The
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track \Vas flaggcd as a muon if:

11'1 residuall:::; 19 cm

11'2 residuall:::; 22 cm

11'3 residuall:::; 27 cm

b) When a search \Vas made for al1 possible charged tracks, each track candidate was

projected onto the CPX counter plane. The residual between the track projection

and the center of the c10sest lit counter was computed. The track was stored as

an X-view candidate if:

1 CPX residuall :::; 10 cm

If at [cast 4 hits belonging to the track were found and at least one hit in each chamber,

a chisquare fit was performed. For X2 :::; 8, the view track was stored. For 8 ::; X2 :::; 16,

the hit contributing the largest value to the X2 was removed. Then, if the number of

hits left was 2: 4, the track was refit to see if the new X2 was acceptable or not. For

X2 2: 16, the view track was dropped. The distributions of the X2 , the number of hits

on the tracks and the number of reconstructed X-view tracks per event, are shown in

Figure 4.7.

4.4.2 Rear space tracks

Each X-view track \Vas used in combination with ail the U and V hits to make a list

of ail possible Y hits. YZ tracks were reconstructed by using a pair of hits to define

a track candidate. The track candidate was projected into ail the other rear planes to

search for other hits belonging to the track if:

The track candidate was within the spectrometer angular acceptance (rear Y-slope

:::; 400 mrad).

The track candidate, projected back into the middle of the magnet, was within

the magnet acceptance.
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The slope of the front line connecting the projection of the rear track into the

middle of the magnet to the center of the target \Vas calculated. The track was

kept if the difference between the Y-slope of the rear candidate and the front line

was ::; 30 mrad.

When the tracking was used to reconstruct muon tracks, the YZ track was pro­

jected onto the J.ly counter plane and the track was f1agged as a muon if:

IJ.lY residuall ::; 19 cm

If at least three hits belonging to the track were found (the tolerance was defined to be

±3 mm), the pseudo-x2 was calculated. If the pseudo-x2 was ::; 15, the hits were kept

as a YZ track candidate. For each X-view track only the YZ candidate with the largest

number oT hits was kept. If more than one YZ candidate \Vas found with the same

number of hits, the one with the smallest value of the pseudo-x2 was stored. Finally

the space track parameters were extracted by a chisquare fit as defined in Section 4.2.2

using ail the rear plane hits belonging to the track. The X2 distribution, the number of

hits on the reconstruted rear space tracks and the number of reconstructed tracks per

event, are shown in Figure 4.8.

4.5 Linking rear and front tracks

Linking track segments upstream and downstream of the magnet aIlowed the deter·

millation of the particle trajectory throughout the spectrometer. To a good approx­

imation, the magnetic field of the dipole magnet bent the tracks in the X-view only.

The bending of the tracks in the field was considered as a simple bend at the magnetic

center plane of the magnet. For each rear track, ail front tracks were scanned to find

the proper front-rear track palr. A front-rear match \Vas found if:

The Y-slope differellce between rear and front segments was ::; 20 mrad.

The front and the rear track \Vere extrapolated to the magnetic center plane and

the projected difference \Vas required to he ::;3 cm in the X-view and ::;6 cm in
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Y-view. The distribution of the projected difference is shown in Figure 4.9.

If more then one front·rear match was found, the one with the best link X2 was

chosen, ho.ving defined link X2 as:

(4.7)

Where X., Yr are the rear track X, Y projections into the middle of the magnet and

Xj, YJ are the front track X, Y projections into the middle of the magnet. The factor

9 in the denominator of the Y·component of the residual \Vas used to take into account

the different resolutions achieved by the tracking system for X and Y projections. If no

candidate \Vas found ampng the front space tracks, the rear projection at the middle

of the magnet and the vertex \Vere used to deline a road to search for hits in the front

chambers. If at least 7 hits were found, a least squares lit was performed as described

in section 4.2.2. If the chisquare was ::;:; 5 the track was stored in the front track bank

and the rear track was considered to be matched.

If it was not possible to reconstruct a front track to link with the rear segment,

the track was then classilied unmatched. A pseudo-front segment, delined as the line

connecting the rear projection at the middle of the magnet and the primary vertex, was

assigned to the rear track.

4.6 Momentum and charge calculation

Particle momentum was calculated using the trajectories before and after the analysis

magnet. The tlnee components of the momentum were obtained by solving the following

equations:

(
where:

.; 2 + 2 = Pk;ck
p", p~ sin(8x,.) - sin(8X~I)

p", = tan(8x )
Pz . th

p~ = tan(8y;. )
Pz ln

(4.8)

(4.9)

(4.10)
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Pkick = 766 MeV jc is the tranverse momentum kick of the magne!.

Bx.o• is the outgoing angle in the XZ plane, determined using the X rear slope.

BX'n is the incoming angle j'l the XZ plane, determined using the X front slope.

BY;n is the incoming angle in the YZ plane, determined using the Y front slope.

The charge of the particles was determined from the direction of the bend in the XZ

plane.

4.7 Momentum resolution and tracking reconstruction efficiency

A Monte Carlo study was performed to determfne the spectrometer momentum res­

olution and the track reconstruction efficiency. Jj1/J events were generated, as described

in Chapter 6, and the trajectory of each charged particle was propagated through the

spectrometer. The hits were generated according to the measured resolution in each of

the chambers (as reported in section 3.2.2). The chamber and counter efficiencies were

taken into account by using the results presented in Chapter 3. The fractional mo­

mentum resolution, (J'pjP, was inferred by comparing the momentum of the generated

particle and the reconstructed momentum. Grouping the tracks with respect to the

value of their momenta, the distributions of the difference between the reconstructed

momentum and the generated momentum were plotted. By fitting these distributions

with a gaussian function, the value of the momentum resolution was determined as

a fUllction of momentum. When the MonteCarlo generated events consisted of only

two muons from the Jj1/J decay, this procedure would provide the intrinsic resolution

of the spectrometer, which is shown in. Figure 4.10 by the unfilled circle points. The

data can be parametrized as (J'pj P=O.OS P (P measured in GeV jc). The presence of

other particles accompanying the production was simulated by cverlapping the hits of

the Monte Carlo generated track to the hits recorded in a real dimuon trigger. The

fractional resolution of the spectrometer, obtalned from such a procedure, is shown

in Figure 4.10 by the filled circle points. The degradation of the resolution, due to
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thc prcscncc of othcr tracks in the evcnt, is more cvident for high momentum tracks,

which are in the central region of the detector, where the hit multiplicity is higher.

Thc data can be parametrized as apiP =0.2 +0.02 P + 0.001 p 2 (with P measured

in GeVle). Thc agrcement between the momentum resolution predicted by the Monte

Carlo and thc momentum resolution measured in the data was checked by comparing

the JI'" width predicted by the Monte Carlo with the JI'" signal reconstructed in the

data; as described in Chapter 6, a very good agreement was found.

The efliciency of the tracking was evaluated using the same Monte Carlo simulation.

Particles with trajectories intersecting the live region of aU the chambers were selected.

The efliciency was calculated as the ratio of the number of found tracks to the number

of generated tracks. The track reconstruction efliciency was found to be 78 ± 1%.



105

Chapter 5

Eleetromagnetic shower reconstruction

The electromagnetic detector reconstruction program is used to reconstruct showers

in the glass, identify the ones which are consistent with being electromagnetic showers,

and determine their energy and position in order to mensure the photon four·momenta.

The reconstruction of calibration partieles such as electrons, 7l'0 's, and 7]'S, which are

abundantly produced in high energy interactions, was used to make detailed studies of

the accuracy of the energy scale, the energy resolution achieved in the data and the

reconstruction efficiency.

5.1 Description of the algorithm

5.1.1 Pedestal subtraction and decoding

The first step of the reconstruction program was the decoding of the information of

the glass and the hodoscope. The ADC data for each block were examined and the

mean pedestals, calculated as a function of Before Energy, were subtracted. Finally,

each block ADC signal was multiplied by a gain constant to determine the energy

deposited in the block. Pulse heights of the tubes and the strips of the LOC were also

converted into energy using appropriate gain constants.

5.1.2 Clustering

Each Main Array block with energy E ~ 300 MeV ant: containing more energy than

any of the 4 neighbouring blocks with a cornmon boundary (or S if the block was near

the large·smali block boundary) was defined as the peak of" d",I('r. Blocks in the
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innermost layer (around the beam hole) or in the outermost layer were not considered

in this selection process.

Clusters were deflned as the ensemble of the peak block and its neighbors (typically

eight) to form 3x3 block arrays. At this stage, the energy assigned to each cluster

was the sum of the energies contained in each block. If two or more clusters partially

overlapped, the energy of the common blocks was divided proportionally to the energy

contained in the peak block of each clnster.

5.1.3 Energy and position determination

To bettcr redistribute energy for partially overI:l.pping showers and better lneasure

the shower position, a fitting procedure was used to match the measured shower shapes

to predetermined shower transverse development patterns.

PaHern definition

A pattern consisted of a set of numbers which uniquely defined the energy and the

position of a shower. Patterns were obtained by generating showers of known energy

and position and sampling the average behavior of the generated showers. Using Monte

Carlo methods" "hower5 \Vere simulated by EGS IV [50], a standard simulation package

\Vhich tracked the clectromagnetic cascade of each generated photon or electron through

the various materials of the E705 calorimeter. Showers \Vere generated for 5 different

incident electron energies: 1,2.45,6.05,14.9, and 36.6 GeV.

The transverse development of electromagnetic showers, which on average is diffnrent

for the photons and eleetrons, is also dependent upon the angle of incidence into the

calorimeter. Therefore three different set of tables were produced. In the first set,

the incident particles were photons, \Vhile for the second and third sets electrons were

generated according to t\Vo different running conditions: in one set, representing the

standard data taking mode, where electrons produced in the target are deflected by

the analy.is magnet, events .\Vere generated \Vith an incidence angle which depended



107

on their momentulll. In the other set, representing calibration data, electrons were

constrained to hit the glass at zero degree.

EGS showers were distributed randomly in one quadrant of the detector. The in­

formation for the other three quadrants was derived by using mirror symmetry. The

quadrant was divided into 34 rosions to take into account the dilferent glass types and

block sizes as weil as the different incidence angles. For each region about 5000 showers

were generated. Each region was divided into 1 x 1cm2 cells and for each cell four

different patterns were determined depending upon the fraction of energy deposited in

the Active Converter plane. In order to minimize the number of parameters in the

pattern, only live out of the nine blocks of a cluster were used. The patterns for the

vertical position were derived by the horizontal position patterns, using the symmetry

properties of the detector. The following ratios were defined:

El E4
Pl = P4 =

EI+E2+E3 El +E'l +Es
E2 Es

P2 = Ps =
E I +E2+E3 El +E'I + Es

E3
P3 =

El +E2+E3
(5.1)

E I - E2 El - E4T12= ._-- Tl4 =
El +E2 El +E4
E I -E3 El - Es

Tl3 = El +E3 TIS =
El +Es

E3 - E2 Es - E'I
T32= E3+E2

TS4 =
Es + E4

where Ei is the energy in block i and the index i = 1,2,3,4,5 with the convention

illustrated in Figure 5.1.

In a given œil, for a given position, the average and standard deviation for the Pi

ratios were derived from the 5000 event sampie. The mean was used to predict the

individual shower energy and the standard deviation sigma was used to determine its

accuracy, which is limited by fluctuations in shower developm~nt. For each energy,

intervals for the variable Tij were delined and an average position was determined by
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Figure 5.1: Indexing of blocks for tables

selecting showers with Ti; within each interval. The standard deviation for the position

was also calculated. These tables were used ta estimate shower position from the energy

distributed in the five blocks (for more details see references [51], [47) ).

Energ,' determination

An initial position for every cluste~ was estimated using the position patterns. The

ratios RIz, R13, R3z, RIs, Ru, and R4S (defined as Ti; in equation 5.1), were formed

using the energies measured in the cluster blocks. The position was predicted by in·

terpolating between the positions corresponding to the two pattern ratios ri; c\osest to

the measured Ri;. Using the sigmas from the tables, the position errors, .6.Ti;, were

also calculated. The position in x and y was calculated as the weighted average of the

three possible determinations:

(5.2)

The ratios Pl> Pz, P3, P4 , and Ps, (defined as the Pi in equation 5.1) were then

formed. Using PI, Pz, and P3 and interpolating between pattern tables, the predicted

values for the energy in the three horizontal blocks, &1, &z, and &3 were extracted. Using

then Pl, P4 and Ps the predicted values for the energy in the vertical blocks, &4, es



109

were determined by applying the constraint that the energy assigned to the peak block

using the vertical pattern would be the same as the one predicted using the horizontal

pattern. By means of EGS studies, the predicted energy for the corner blocks was

determined as the ratio of energies predicted for their nearest neighbors. The energy of

each cluster was final1y estimated by minimizing the X2 with respect to a scale factor

required to make the shower pattern match the experimental pattern. The X2 was

defined as:

x2 = 2:(Ei - Mi) Mij (Ej - Mj)
i,;

(5.3)

where A is the scale factor and Mij is the inverse of the covariance matrix, which was

empirical1y defined as:

(mor(E"E,»'

o

if blocks i and j were neighboring blocks

otherwise

(5.4)

The total Main Array energy attributed to each shower was the sum of the predicted

energies over al1 the blocks. If a block was shared by several showers, the fitting

procedure was repeated iteratively until the process converged (energy of last iteration

within 1% of the previous one) or until 25 iterations had been tried. At each iteration

a fractional energy error was calculated as:

(.'5.5 )

where the index i runs over the five blocks for which the patterns were defined and the

energies Ejn, Erul are the energies assigned to the block i before and after the fitting.

liE was used as a measurement of how weil the latera! shape of the shower matched

the pattern-predicted shape (section 5.3.1). For the case of blocks belnnging to more

than one shower, the sum of the block energy attributed to the diffen'III showers had

to equal the actual measured energy for the block.
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Position determination

Shower position, as determined from the glass block patterns, was used as starting

value for a more accurate determination based on the tube hodoscopes: LGC informa­

tion in the central region and GTH information in the wings. The X and Y positions

were measured by looking at the profile of the energy distribution in the tubes and

strips. A window was defined on the hodoscope in front of each cluster, centered on

the hodoscope position predicted by the glass patterns. The window width was defined

to be ±3 times the position error, ",ith a maximum width of ±6 cm and a minimum of

±3 cm. A search for hodoscope peaks within this window was done independently in

the X and Y views using a deconvolution technique. This technique was used to share

the energies deposited in the tubes by overlapping showers, before trying to extract the

position information. The input signal was Fourier transformed and then divided by

the expected pulse shape in the frequency space as derived from the 30 GeV electron

calibra.tion data. The resulting spectrum was then transformed back to position space

and signal peaks extracted. Tubes were selected as peaks if their energy was greater

than their neighbors' and above a threshold, which was set to 200 MeV in the LGC

and 300 ADC counts in the GTH. Once ail the peaks associated with a shower were

found in both views, a match of peak i in the X-view with the peak j in the Y-view

was made based on the asymmetry variable:

Aij =

A;j =

EXj-Ey,
EXi+EYj

ADCXi-ADCYj
ADCx,+ADC"

for the LGC

for the GTH (5.6)

where Ex; is the energy, ADCx, is the number of ADC counts found for peak i in

X-view hodoscope and EYj is the energy; ADCy; is the number of ADC counts found

for peak j in Y-view hodoscope. A hodoscope crossing was defined if the asymmetry

A;j was less then 0.25 for peaks located in the LGC and less than 0.35 for peaks located

in the GTH. These values were chosen by looking at the asymmetry distribution for

calibration electrons. If more than one hodoscope crossing was found, the position of

the palr with smallest asymmetry was chosen. The final position wa. rnmputed as the
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weighted average of the positions detennined by the glass and hy the hodoscope.

5.2 Electron reconstruction

The main Source of electrons were 1l'0 and 1] decays into two photons, followed by

photon conversions in the target, generating e+e- pairs. In this section, and in the

remainder of this thesis, the word "electron" will be used to mean electron or positron

regardless of the charge of the l'article. Electrons were reconstructed as tracks using

spectrometer information and their momentum could be determined very accurately.

Since electrons deposit al! their energy in the electromagnetic calorimeter and their

mass is negligible relative to their momentum, there is a near equality between P',a.k>

the momentum measured by the spectrometer, and Edu,'." the energy determined by

ca1oril11et~r. Therefore electrons were used extensively to study the accuracy of the

electromagnetic detector energy scale.

The first step in the selection of candidate electron showers consisted of looking for

tracks whose projection into the ca10rimeter was within 3 cm of a reconstructed shower.

This criterion, by itself, was not sufficient to distinguish between electrons and hadrons.

Hadron showers are not fully contained in the ca10rimeter therefore hadrons deposited

only a fraction of their energy in the glass. Moreover, they typically deposit very little

energy in the Active Converter plane. To optimize hadron rejection in the data, events

from the electron calibration beam were compared with events from special calibration

runs done with pure hadron beam (pions). Figure 5.2 shows the comparison of energy

deposited in the Active Converter by 6.5 GeV electrons and pions. It appears that

::: 90% of the hadrons could be rejected by requiring:

EAC ~ 200. MeV. (5.7)

Figure 5.3 shows the distributions of the energy, reconstructed by the calorimeter, for

6.5 GeV electrons and for pions interacting in the Active Converter plane.

The distribution of~ for ail the showers reconstructed in the data and associ-
Prrock

ated with a track is shown in Figure 5Aa. Electrons appear as a peak near E/p = 1,
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Figure 5.2: Energy deposited in the Active Converter plane: a) for 6.5 GeV energy

pions, h) for 6.5 GeV electrons.
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Table 5 l' Efp for electron candidates.. <.
Region Efp mean Efp sigma Average p (GcVfc)

Small 1.074 ± 0.002 0.091 ± 0.002 13.0
Large SCG LGC 1.088 ± 0.002 0.098 ± 0.002 9.7
Large SCG GTH 1.064 ± 0.001 0.085 ± 0.001 6.9

SF5 0.984 ± 0.001 o.on ± 0.001 4.2

while hadrons appear in the the broader peak at lower values. In Figure 5.4b the same

distribution is shown after the eut on the energy deposited in the active planc is applied

(Equation 5.7). The h"dr"nic peak is greatly suppressed using this requirement.

Looking for electrons in the data, showers were considered electron candidates if

they could be associated with a track and had some energy dcposited in the Active

Converter plane (Equation 5.7). Electron candidate showers were taggcd as clectrons

if they satisfied the requircment:

0.8 < E,how.. ::; 1.2.
- ptro.ck

(5.8)

The hadron contamination, under the electron signal, is estimated to be of the order of

10%. By doing a background subtraction, the position and wj,lth of the electron Efp

peak was accurately determined. The position of the peak provided information on the

accuracy of the energy scale in the data. Since the momentum scale was known at the

level of 0.25% (as it be will seen in Chapter 6), any shift of the peak position from

unity indicated that the energy measurement was systemtltically wrong. The width

of the peak was used to determine the energy resolution achieved in the data. The

Efp plot was fitted using a 3rd degree polynomial for the background and a gaussian

distribution for the electron signal. In Figure 5.5 the Efp spectrum is shown for the

4 different regions of the detector. The mean values and sigmas, extracted for the

different regions by the fitting procedure, are shown in Table 5.1.

Resolutions measured in the data appeared to be worse than those reported in the

previous chapter as derived from the calibration runs. The degradation is mainly due

to the pedestal rate dependence: a detailed simulation of such an effect found the
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..
Region e< {J (GeV)

Small 0.95 0.31

Large SCC LCC 0.92 O.
Large SCC CTH 0.94 O.

SF5 1.00 O.

Table 52' Correction constants for sho\VN energy""1'/>'

degradation of the resolution measured in the data to be quantitatively consistent with

the expected value [53].

Since the mean of the E/p distribution \Vas found to be different from unity in

the SCC region, a recalibration of the electromagnetic detector using elect l'ons recon·

structed in the data \Vas necessary. E/p was studied in detai! as a function of p, as

shown in,Figure 5.6. In the small SCC blocks the mismeasurement of energy was found

to be dependent on the momentum of the track. Thercfore an empirical correction was

applied to the reconstructed energy according to the expression:

Etrue = Q * (Erecon3trueted - {3) (.5.9)

The parameter {J is a small positive offset for the small SCC blocks and it is at·

tributed to a residual pedestal shift during the spill in this region where the dynamic

pedestal e!fect was more pronounced. The parameter cr is an overall renormalization

constant to bring the mean value of the E/p to unity. The correction parameters were

extracted by applying a linear fit to E /1' as a function of p. In fact, assuming Etr., = p:

Erecon.!!ructed = a + .!!..
p p (.5.10 )

\Vhere Cl = 1/e< and b = {J. Typical values of 0: and {J for the difrerent ngions of the

detector are shown in Table 5.2.

The E/p distribution \Vas monitored and readjusted throughout the l'Un, as shown

in Figures 5.7,5.8,5.9, and 5.10, and the energy scale appeares to be correct at a level

of ±1%. The energy resolution Was aIso studied as a function of the momentum in

the four regions of the detector as shown in Figure 5.11.



118

(

1.02 ~

r 1 '. 1 11 • ,
4 8 12 16 20 24

Trock Momentum (GeVjc)

a.. 1.1
"-w

1.08 f-

+1.06 ~ + + + +1.04 - +

a)

+

a.. 1.1

"- ~ b)w
1.08 f-

1.06 - +
+ +

+ +
1.04 -

1.02 -
1 • 1 1 1

1
4 8 12 16

Track Momentum (GeVjc)

••

a.. 1.05.,----------,
~ 1.04 E- d)

1.03
1.02 "-
1.01 ;-

1 :;... ••
0.99 "- •
0.98 ;-
0.97 :;...

0.96 ~ 1 1 1 1

0.95 2 4 6 8 10 12

Track Momentum (GeVjc)

a.. 1.1
"- c)w

1.08 r-

1.06 - +++ + +
+1.04 f-

1.02 r-

1 : 1 1 1 1 1

2.5 5 7.5 10 12.5

Trock Momentum (GeVjc)

Figure 5.6: E/p signal as a function of track momentum: a) small SCG blocks. b) large

SCG blocks behind LGC, c) large SCG blocks behind GTH, d) SF5 blocks.

(



119

0... 1.05

"'--.
W

1.04 1-

1.03 1-

1.02 1-
~

1.01 l tt~ tl tt 1 &~ tt1
Y t 1

t0.99 1- 1&
1

0.98 1-

0.97 1-

0.96 l-

I . , , 1 1 1 1 1
0.95

A S 0 N 0 J F M
U E C 0 E A E A
G P ï V C N 8 R

Figure 5.7: E/p signal as afunction oftime for showers in the Small SCG block region.



120

0.. 1.05
'-...
W

1.04

1.03

1.02

1.01

~~ H f
0.99

0.98

0.97

0.96

0.95
A S 0 N 0 J F M
U E C 0 E A E A
G P T V C N 8 R

Figure 5.8: E/p signal as a function of time for showers in the Large SCG blocks located

behind the LGC.



0... 1.05

"-W
1.04

1.03

1.02

1.01

0.99

0.98

0.97

0.96

t t

121

0.95 L....:....i.-.J......JL....L...i.-J........L.....L..L-J........I.--'--'--LI-'--'-'-...i.-l-l.....L...!-L....l.--'--'--'-'-...LJ........L....J"....J.-J

A SON 0 J F M
U ECO E A E A
G P T veN 8 R

Figure 5.9: E/p signal as a functian aftime far shawers in the Large SCG blacks lacated

behind the GTH.



122

0... 1.05
..........
W

1.04 -

1.03 -

1.02 -

1.01 -

1 -

Il !J-
? ?

11
f-

t0.99 ~ ??
t0.98 ~

?f-
0.97 -

0.96 -

0.95 1 , 1 , l , , 1 1 1

A S 0 N D J F M
U E C 0 E A E A
G P T V C N B R

Figure 5.10: EJp signal as a function of time for showers in the SF5 block region.



123

~ 0.13 ~ 0.13
1:':

0)
~

b)~

0.12 =- ~

0.12 =-UJ UJ
"- "-t:> 0.11 =- +

t:> 0.11 =-
+0.1 1=- 0.1 1'-

++ + + + +0.09 1=- 0.09 f-

+0.08 1=- 0.08 1=-

0.07 =- 0.07 F-

006:' 1
, 1 ... 1 ,

1 1 1 • 1

. 8 12 16 20 24 0.06 a
4 8 12 16 20

Energy (GeV) Energy (GeV)

~ 0.1 ~ 0.1
1:':

c)
~

d)~ ~w 0.09 f- UJ 0.09 f-
"- + "-t:> t:> 0

0.08 1=- + + 0.08 f-
00

0.07 1'- + + 0.07 f- 0
0

+
0.06 f- 0.06 f-

+
0.05 1'- 0.05 f-

0.04 1 1 • 1 1
0.04

0
1 1 1 1

2 4 6 8 la 12 2.5 5 7.5 la
Ene rgy (GeV) Energy (GeV)

Figure 5.11: Energy resolution as a. function of energy measured from E/P spectra. in

dimuon triggers for the four different regions of the detector: a) small SCG blocks, b)

large SCG blocks behind LGC, c) large SCG blocks behind GTH, d) SF5 blocks.



(

124

5.3 Digamma combinations

Reconstruction of ,,0 and 1J decays in the data provides further information on the

accuracy of the energy scale, as determined from the electron reconstruction described

in the previous section. Pizeros and etas were reconstructed through their decay in two

photons. Selecting non-electron showers, a11 possible pair.wise combinations were made

and their invariant mass Mn computed:

(5.11)

where E.,; and E"j are the shower energies as measured by the calorimeter and cor·

rected using Equation 5.9. 6ij is the opening angle between the two photons computed

from the positions of the two photons on the glass and the primary interaction vertex

reconstruèted using the charged tracks (given the short lifetimes of pizeros and etas,

the distance between their production and decay points is negligible).

5.3.1 ".0 decays

Showers were selected as photon candidates if they satisfied the following require-

ments:

1. The shower in the glass was associated with a crossing in the position hodoscope.

2. The XZ from glass shower fitting was ~10.

3. The fractional energy error (as defined in Equation 5.5) was tJ.E ~0.2.

4. The ratio between the energy deposited in the Active Converter plane and the

square root of the total shower energy was ~ 2: 0.15 GeVl/Z. This empirical

eut was chosen on the basis of EGS studies to optimize the rejection of hadronie

showers without hurting the photon reconstruction efficiency.

To get a better understanding of the energy scale in the different regions of the detector,

'"l'y combinations having both showers in the same region were selected and the corre·

sponding invariant mass plots are shown in Figure 5.12. Using a polynomial function
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Table 5 3' 11"0 rnass in the different reaionsQ

Region 11"0 Mass (MeV) 11"0 mass sigma (MeV)

Small 138.4 ± 0.2 12.2 ± 0.3

Large SCG LGC 137.9 ± 0.5 14.3 ± 0.6

Large SCG GTH 142.5 ± 1.9 13.7 ± 2.0

SF5 137.6 ± 0.5 10.3 ± 0.5

to fit the background and a gaussian for the 11"0 signal, the position and the width of

the measured 11"0 mass were determined for the four different regions of the detector, as

shown in Table 5.3.

The rneasured 11"0 width was checked against the prediction of a Monte Carlo simula­

tion. Using the Pythia event generator [52], 25,000 events were generated. Each event

was required to satisfy the interaction trigger and to have both photons in the electro­

magnetic calorimeter. The photons were then propagated through the electromagnetic

detector using EGS. The energy and position resolution were taken into account by

using the results of the electron studies. The 11"0 signal obtained from the data (after

background subtraction) is compared with the Monte Carlo prediction for the 11"0 width

in Figure 5.13. The Monte Carlo predicted 11"0 width was found to be consistent with

the measured one at the 3% level. This is an independent check that the energy reso-

lution, as measured by reconstructing electrons, also represents weil the measurement

error for photon showers. Therefore the same technique will be used in Chapter 6 for

photon showers coming from X radiative decays.

ln view of the deviations from the known ,,0 mass (m=134.97 MeV/c2)[9], the sys­

tematic error on the energy scale 'l'as estimated to be $3%. Combinations of photons

with energy in specifie intervals were selected to study the stability of the energy scale

as a function of "1 energy and the corresponding mass spectra are shown in Figure 5.14.

The ,,0 measured mass as a function of the energy of the two photons appeared to be

fairly stable for E~ ~ 3.0 GeV. Photons which IVhen combined with other photons in the

event, produced a mass combination in the range 100. MeV/c2 $ Mn $180. MeV/c2

lVere considered 11"0 photon candidates.
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Figure 5.14: .,., invariant mass for different ., energy range
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5.3.2 77 decays

A signal for the decay 77 -> "t"t was more difficult to observe since the 77 production

cross-section and branching ratio into two photons are smaller than for the 1r0 , and con-

sequently the expected signal-to·background ratio is less favorable. Therefore selection

criteria for photon candidates were more restrictive:

1. The shower in the glass was associated with a crossing in the position hodoscope.

2. The X2 from glass shower fitting was ~4.

3. The fractional energy error was t.E ~0.15

4. The ratio between the energy deposited in the Active Converter plane and the

square root of the total energy was ~ ;:::0.15 GeVl/2

5. There was no track projection within 5 cm of the shower

6. E~ ;::: 5. GeV and the total energy of the parent particle E~, + E~j ;::: 15. GeV.

To reduce the combinatorial background even further, showers considered ,,0 photon

candidates were rejected. The T'I mass spectrum for the 77 region is shown in Figure 5.15.

Using a polynomial function for the background and a gaussian for the 77 signal, the

mass and width were measured: M" = 556 ± -1 MeV and aM., = 17 ± 4 MeV.~he mass

determination, when compared with the known value of the 7J mass of 549 MeVjc2, is

consistent with the belleved energy scale systematic error of 3%.

5.4 Reconstruction efficiency

Photons converting in the target into electron-positron pairs provides useful infor·

mation on the electromagnetic reconstruction efficiency. In fact, the conversion pairs

could be identified by using solely the charged particle spectrometer information and

this aIIowed a probe of the electromagnetic package reconstruction efficiency.
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High energy photons, traversing a thickness ~z of a material having radiation length

Xo, generate electron-positron pairs at a rate:

_Là!.
N.+.- = N~(l- e .x,) (5.12)

Given our 33 cm long natural lithium target (Xo=155 cm) and assnming that, on

average, photons traverse half of the target, about ï% of the photons converted into

electron-positron pairs within the target. Since about 8 photons/event are produced in

a typical interaction at our energy, we expect 0.5 pairs/event to be produced (althongh

only 10% of these will fall within the detector's acceptance). Particles produced in the

decay of a massless parent particle, would be detected as a single track in the chambers

upstream of the magnet given the very small opening angle of the decay. The effect

of the analysis magnet would be to split the horizonthal projection but to leave the

-vertical projection untouched. Therefore to se~ect e+ e- pairs, a search was made for

pairs of opposite sign satisfying the coudition:

YGpo• - YGn•• ::; la. cm (5.13)

where YGpo• "s the impact position of the positive track at the glass and YGn •• is the

impact position of the negative trad:. Using the momenta determined by the charged

particle spectrometer, the invariant mass for the candidate e+ e- pairs was calculated

and is shown in Figure 5.16. The clear peak at M.+.- ::; la MeV is interpreted as a

photon conversion signal. About 0.03 pair/event were reconstructed.

The distribution of~, requiring the shower to be within ±3 cm of the track
PlrClck

projection at the glass is shown in Figure 5.17. To minimize the hadronic background

under the photon signal, a pair of low-mass opposite-sign tracks was identified as an

e+e- pair if at least one of the two tracks, called "first" in the following, was identified

as an electron by the electromagnetic calorimeter. About 8.9.10-3 pairs/event satisfied

this requirement.

The "second" electron of the pair was required to be within the electromagnetic

detector geometrical acceptance. These e+e- pairs were used to determine the re­

construction efliciency for showers by the electromagnetic package by checking if the
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expected "second" e!ectron of the pair was found:

Number of "second" electrons reconstructed
€ = ----;:;---;--'-~,.---:c"'--;7.-'7--':"-....:...:....:...::..:....:,=,..:_

Number of "second" e!ectrons expected
(5.14)

(5.15)

(

Since the average track mu!tiplicity per event was 16, sorne of the identified pairs

were not rea! e+e- pairs but random combinations of an e!ectron with an opposite!y

charged track. This combinatoria! background was estimated by t\VO dilferent methods

using the sampie of events containing an e+e- pair:

• Each electron in the pair sample was combined with all the tracks of the previous

event. The probability for an electron to make a fake low-mass pair was found

to be (4.2 ± 0.6)10-3. On average, 0.16 electrons per event were found, therefore

the probability of having a fake pair was (6.7 ± 0.9)10-4fevent. Compared with

the found rate of 8.9 1O-3jevent, the estimated percentage of fake pairs by this

method was (8 ± 1)%.

• Each electron was combined with all the tracks of the same-sign in the event.

The requirements used to select the e+e- pair sampie were imposed and the

probability of having a fake pair was estimated to be (1.2 ± 0.1)10-3. Therefore

the estimated percentage offake e+e- pairs by titis method was (14 ± 1)%. Since

same-sign pairs are less numerous than opposite-sign pairs, a further correction

had to be applied. The same-sign average pair multiplicity is 6.4, the opposite­

sign is 7.4. Taking this into account, the estimated background from opposite-sign

fake pairs is (16 ± 1)%.

Averaging these two results, the estimated background from opposite sign fake pairs

is (12 ± 4)%, corresponding to a correction factor of 1.14 ± 0.05 to the estimated effi-

ciency:
€ = 1.14 Number of electrons found

Nllmber of electrons expected

The momentum distribution of the expected electrons in the four regions of the de-

tector is shown in Figure 5.18. The same distribution for electrons identified by the
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Region efficiency (%) corrected eff (%)
Small 35 ± 3 40 ± 3

Large SCG LGC 23±2 26±2

Large SCG GTH 35± 2 40 ±3

SF5 49 ± 1 56±3

clectromagnetic package, as defined in the previous section, is shown in Figure 5.19.

The ratio of the second distribution to the first gives a measure of the reconstruction

emciency as a function of momentum of the electron in the four regions of the detec­

tor. This distribution, corrected using Equation 5.15, is shown in Figure 5.20. The

electron reconstruction efliciency, averaged over all the values of momentum, is shown

in Table 5.4 for the four regions of the detector.

These -results were used, together with the EGS simulation, to estimate the recon­

struction efficiency for X radiative decays ( as reported in the I1ext Chapter). Morp

specifical1y, EGS was used to take into account the different longitudinal distribution;

of photon showers relative to electron showers: photons start their showers later and

therefore deposit less energy in the Active Converter.
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Chapter 6

Analysis of dimuon events

The analysis of dimuon triggers to extract the radiative decays X -+ 1/ry \Vas done in

tlnee steps:

• Ali the events \Vere analysed to reconstruct muon tracks. Events containing at

least one opposite-sign dimuon pair \Vith invariant mass greater than 2.6 GeV/c2

\Vere kept for further analysis.

• In the second pass, cuts on the quality of the dimuon tracks \Vere applied, to

optimize the ratio of the J/1/1 signal to background. Events \Vith invariant mass

in the interval 2.98-3.28 GeV /c2 \I"Ne selected as J/1/1 candidates.

• Finally, J/1/1 candidates \Vere combined with ail photon sho\Vers in the event.

Using the ,;, "Y invariant mass distribution, the X signal and the background \Vere

evaluated.

6.1 Dimuon first pass analysis

In the tirst pass, ail possible muon candidate tracks \Vere found, using the chamber

information. This analysis \Vas performed on the Fermilab AC? parallel processor

computer system. A filter program \Vas used to pre-analyze the events and to make a fast

selection based on a rough estimate of the dimuon invariant mass. The filter program

used a similar algorithm as the trigger processor (section 2.9.2). Using the drift chamber

TDC information, X-vie\V tracks \Vere reconstructed and lIsing the projection of the

beam trajectory into the middle of target, the muon foul"ll1omenta \Vere calculated.
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Ali possible pairs of opposite sign tracks were made. Gnly events with at least one pair

with invariant mass ~2.5 GeVIc2 , were considered for further analysis.

Events accepted by the filter were analyzed by the dimuon reconstruction program

for complete analysis using the algorithm described in Chapter 4. Events containing

a pair of fully reconstructed opposite sign tracks, with a corresponding invaria.nt mass

greater than 2.6 GeVIc2, were selected. The dimuon mass spectrum for these events

is shown in Figure 6.1a (full line) , for 10% of the data sample. A clear peak at the

JN mass is evident.

6.2 Dimuon second pass analysis

The dimuon triggers \Vere re-analyzed to reduce the number of events present in the

background under the J/1/J peak and the number of J/1/J candidates \Vas evaluated as

described in the following sections.

6.2.1 Second pass selection criteria

The subsample of the datasho\Vn in in Figure 6.1, was used to optimize the JI1/> signal

to background ratio. Criteria in selecting the best muon candidates \Vere: a) the'quality

of the rear segment as a track (number of hits and X2 ) and as a muon candidate (muon

residuals), b) the near equality of the front and rear Y-slopes c) the near equality of

the front and rear X and Y intercepts.

An initial set of cuts was chosen, excluding the quantity under study (and ail the

variables correlated \Vith the variable under study). Using the initial set of cuts the

good muon events \Vere selected as the tracks belonging to a JI1/> ca.ndidate. For each

variable,the distribution for ail tracks (shown as the fuUline in Figures 6.2-6.4) and for

ail good quality muons in the JN mass region (shown as the dotted line in Figures 6.2­

6.4) were compared.

As a result of the comparison this set of cuts \Vas applied to the muon candidates:

• Each muon track \Vas required to have momentum :5 320 GevIc (given that beam
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momentum was 300 GeV je, higher momentum corresponded to either fake" or

badly measured tracks).

• Each muon track was required to have al least 7 (out of a possible maximum 12)

hits on rear segment, as shawn by the arrow on Figure 6.2a.

• The value of the X2 (pel' degree of freedom) obtained from 1,,,e least square fitting

of the rear space track (Figure 6.2b) was required to be ::; 6 for each track.

• Each muon track candidate was required to point ta a lit muon counter within

a set distance, determined by Monte Carlo The Monte Carlo took into account

projection uncertainties and multiple scattering:

1JlY residuall::; 16 cm

1III residual 1::; 16 cm

1Jl2 resid ual 1 ::; 20 cm

1Jl3 residuall::; 23 cm

The residual is defined by the dilference between the track projection into the

moun counter plane and the center of the closest lit counter (muon counter residual

distribution are shawn in Figure 6.3).

• The difference in upstream and downstream vertical slopes be less than 15 mrad:

where Al'".n. 1s the front segment Y-slope and Ay"., is the rear segment Y-slope

(Figure 6Aa).

• The X and Y d1lferences between the track front segment and the rear segment

projection at the magnetic-center (zmog=-4.8 cm). were required to be (Fig­

ure 6Ab and Figure 6Ac):

IX, - Xrl ::; lem

!Y, - Yrl ::; 4cm

: ',-.-
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where:

x, = AXI,on. 'Zmog +BXI,on, is the projected location of the front X segment

at the magnet middle plane.

X r = Ax"o,·zmog+BX..., is the the projected location of the rear X segment

at the magnet middle plane.

Yr = AY"or • Zmog +By..., is the projected location of the rear Y segment at

the magnet middle plane.

Y, = AYlron• . Zmag +Byl,on. is the projected location of the front Y segment

at the magnet middle plane.

The dimuon mass spectrum for the events satisfying these requirements is shown in

Figure 6.lb (dotted line) for 10% of the data sample. The distributions, before and

after the cuts, were fitted using an exponential function for the background and a

double gaussian for the J /1/1 signal (as described in more detail in the next section).

This set of cuts, applied in the second pass, kept (85 ±5)% of the signalwhile rejecting

(90 ±5)% of the background. Applying the same cuts to Monte Carlo generated events

(see Section 6.4 for more details), a similar signal rejection factor was obtained.

6.2.2 JN final sample

Events satisfying the second pass cuts were refit and the momentum recalculated by

adding the constrainl that the front segment originated at the interaction vertex. Fig­

ure 6.5a shows the dimuon effective mass for the full sampie of events with mass greater

than 2.5 GeV/c2 • A signal to background ratio exceeding 3:1 was achieved. Based on

the results of the 1fonte Carlo studies (see Section 6.4 for a detailed description), the

mass resolution of the experiment was evaluated as a sum of two gaussian functions:

C'
.'

where:

f(M) = e
(M-M,,)'

2·1 +Ce
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M" is the J/1/; mass.

al and a2 are the width of the two gaussians.

C is a scaling factor between the two gaussians.

The parameters obtained by the double gaussian fit to the Monte Carlo generated events

were:

M" = (3095.6 ± 0.5) MeV/c2

al = (38 ± 1) MeV/c2

a2 = (115 ± 15) MeV/c2

C = (0.34 ± 0.03) (6.1)

In Figure 6.5b the lIIonte Carlo prediction for the J/t/J mass resolution is compared

to the background-subtracted mass spectrum for the full sampie of dimuon events.

The double gaussian function represented well the eITect of the numerous factors which

degraded the mass resolution and the agreement between the data and the Monte

Carlo simulation is very good. Dimuon invariant mass spectrum for each beam type is

shown in Figure 6.6. The smooth curve is a fit to the data using the double gaussian

function for the J/1/> signal plus an exponential background. The double gaussian

width and relative scaling factor were lb,ed at the values obtained from the Monte

Carlo simulation ( Equation 6.1). The J/1/> mass obtained with this fitting procedure

was M" = (3088.9 ± 0.5) lIIeV/c2• Comparing this value with the known value[9],

3096.9 MeV/c2 , we estimate that the momentum scale of our tracking system is correct

to the level of 0.25 %.To obtain the best possible values of the J/t/J four-momenta,

the four-momenta of the muons in the J/t/J region, defined to be 2980-3280 MeV/c2 ,

were rescaled so that they yielded an invariant mass of 3097 MeV/c2 • The number

of J/t/J events, background corrected, is shown in Table 6.1 for the different beam

types, together with the total number of events having a invariant mass M~+ ~- in

the J/t/J region. These events were f1agged as J/t/J candidates and used in subsequent
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Table 6.1: Dimuon events with with 2.88 < M~+~_ < 3.28 GeV/c2-
Bearn type 1 Number of JN candidates Number of JN 's,

(background subtraeted)
,,- 16353 12470 ± 160
,,+ 7147 5560 ± 90

p 8211 6090 ± 90

P 439 320 ± 20

analysis. Such an event sampie was also used to deri"e total and differential cross

sections for the production ([55]).

6.3 ,pi invariant mass

As the-Iast step of the dimuon event analysis, we reconstructed ail possible elec­

tromagnetic showers using the electromagnetic package described in Chapter 5. Each

J/1/; candidate was combined with ail showers reconstructed in the same event which

passed the electromagnetic snower cuts defined in Section 5.3.1. The J/1/; "1 effec­

tive mass distribution is plotted, for the full data sam?)le, in Figure 6.7 as a function

of the difference ~Û'c-==M~+~--r - M~+~_. Expected values of tJ.M for the X states

are: tJ.Mxo = 0.318 GeV/c2, tJ.MX1 = 0.414 GeV/c2 and tJ.MX2 = 0.459 GeV/c2.

Given the branching fractions, BR(Xo .... 1/;"1) = 0.7 %, BR(XI .... 1/;"1) = 27.3%, and

BR(X2 .... 1/;"1) = 13.5% [9), one might expect comparable XI and X2 signal and a much

smaller Xo signa!. Figure 6.7 shows an e"ident excess occuring in correspondance of

the Xl, X2 mass region. The background under the X peak in the plot of Figure 6.7 is

due to the high multiplicity of showers reconstructed in dimuon events (on average 3.3

showers per event). Possible sources of these showers include:

• ,,0 .... "1"1 decays

• electrons and hadrons which passed the electromagnetic shower requirements (as

seen in Section 5.2 10% of the hadrons passed our requirements).

• 71 .... "1"1 decays.
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Table 6 2· Parameters of the x F and PT fits to li> cross section..
beam type n Xo < PT> (CcV/c)

7i+,7l"- 2.34 ± 0.12 ± .5 0.028 ± 0.06 l.On ± 0.008

P 4.89 ± 0.21 ± .5 0.028 ± 0.05 l.OOS ± 0.012

Therefore, to enhance the X states whHe rejecting most of the background, the following

'X quality' criteria were used:

• '1'0 eliminate 1r0 decays, al! photons, which when combined with another photon

gave an invariant mass Mn :0;180 MeV/c2
, were rejected.

• '1'0 eliminate electrons and hadrom and Hie contamination due to hadron sholVers

in the vicinity of a photon, sholVers lVithin 8 cm of a projected track were rejected.

The J/1/; "( effective mass distribution for photons satisfying the "X quality" criteria

is shown in Figure 6.8. The following sections describe the extraction of t.he X signais,

the evaluation of the acceptance, and the estimation of the reconstruction efficencies.

6.4 X Monte Carlo

A Monte Carlo program was used to evaluate the X geometrical acceptance, the X

reconstruction efficiency and the expected width of the X signal. The production of

the desired reaction requires a model of the mechanisms involved. The X production

distributions have not yet been measured and therefore the J/1/; XF and PT distributions,

as measured in our experiment, were used [.54]:

(6.2)

where the values for < PT >, xo, and n are listed in Table 6.2 for the different beam

types. The X's lVere generated using the above distributions, and then allowed to de­

cay, isotropically in their center ofmass frame, into J/1/; ."(. The J/1/; IVas then decayed

isotropically into ,,+,,-, The muons were checked to see if they satisfied the trigger

and subsequently they were sent through a simulation of the apparatus. Chamber and
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counter efficiencies were taken into account by using the results described in Chap­

ter 3. The presence of other particles accompanying J/?/J production was simulated by

overlapping the hits of the Monte Carlo generated J/?/J tracks with hits recorded in a

real dimuon trigger. The events were then analysed by the same algorithm used in

the dimuon reconstruction program described in Chapter 4 and the second pass selec­

tion criteria, described in Section 6.2, were imposed to identify the simalted J/?/J 's.

About 10% of the generated events had a fully reconstructed J/?/J (more details on the

J/?/J simulation Monte Carlo are given in reference [45]). Photons within the detector

acceptance were then run through the electromagnetic detector using EGS. Energy and

position resolution were taken into account by using the results of the electron studies

presented in Chapter 5. Finally, each photon was weighted by the detection efficiency,

calculatefr using e+e- pairs as described in Chapter 5, ta determine if it was to be

included among the detected sample.

6.4.1 X geometrical acceptance and reconstruction efficiency

The acceptance/efficiency of the spectrometer is defined as the ratio of the number

of reconstructed events to the events actually produced. In the case of X production,

given that our r~construction algorithm required the presence of a reconstructed J/?/J ,

the X acceptance was calculated relative to the J/?/J acceptance. Events having a fully

recollstructed JI 1/J were used to calculate the X acceptance, reconstruction efficiency

and the expected width of the X signal. Once the J/?/J was reconstructed, the photon

was checked to see ifentered the electromagnetic detector. Photons impacting the inner

and outer most layers of the Main Array, or a dead region of the detector were removed.

The X acceptance was defined as:

A = Number of X with 'Y accepted and JN reconstructed (6.3)
x Number of X with J/?/J reconstructed

The X acceptance as function of XF and PT is shown in Figure 6.9 for. pion and proton

beams. The integrated X acceptances were found to be:

(
Ax =62±1% for pions



Ax = 63± 1% for protons
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Once the X was accepted, the photon was propagated through the electromagnetic

detector as described above and the X reconstruction efficiency was e\'aluated as:

Number of X reconstructed
€x = Number of X with 'Y accepted and JI1/J reconstructed (6.4)

The X reconstruction efficiency as a function of XF and PT is shawn in Figure 6.10

for pion and proton beams. The reconstruction efficiencies take into account the i%

of the X photons which converted before reaching the electromagnetic calorimeter (see

Chapter 5 for more details). FinaUy, the integrated X reconstruction efficiency was

found to be:

€X = 26.0 ± 0.2 ± 3.0

€x = 26.1 ± 0.2 ± 3.0

for pions

for protons

where the first error is the statistical error due to the number of simulated events and

the second is the uncertainty in the determination of the reconstruction efficiency us­

ing electron showers. The acceptance is the same for the XI and X2. Varying, wilhin

reasonable limits, most of the parameters used in the X Monte Carlo simulation didn 't

affect the X acceptance, only exception was the X angu!ar distributions. The X was

decayed into 1/J'Y in its center of mass according to the angular distribution 1 +Clcos28,

where 8 is the angle between the photon and the incident beam particle (à = 0 cor­

responds to the isotropie decay). Theoretical mode!s predict va!ues of Cl ranging from

-1/3 to 1. Varying Cl between these limits produced variations in the X acceptance of

about 10% and this is taken to be the systematic error.

6.4.2 Expeeted width of X signal

The observed width of the X peak can be predicted from the Monte Carlo procedure

of propagating both the photon and the JI1/J through the detector. Figure 6.11 shows

the invariant mass spectrum derived from two different simulations:
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al Only the contribution to the X width from the J/1/J reconstuction is taken into

account.

bl Both contributions to the X width from the J/1/J and 1 reconstructions are taken

into aCCoullt.

The contribution of the muon tracking resolution to the X width was estimated to be

0X".<k'•• = 7± 0.5 MeV/c2 • This follows from ~ gausûan fit to the plot in Figure 6.11a.

The expected ,X width was estimated by fitting the plot in Figure 6.11b where both

muon tracking resolution and the photon energy resolution were accounted for. The

expected X width was found to be 0x = 30 ± 3 MeV/c2 • The error on this number was

estimated by varying the parameters used in the X Monte Cario simulation. For the

most part parameter variation only marginally affected the X width. In contrast, it was

found that the photon energy resolution factor affected the X width significantly. From

Chapter 5 the estimate of the error on the energy resolution was about 10% and this

leads to a 10% uncertainty in the expected X width.

6.5 Background sources to X signal

To find the number of X 's reconstructed, the background had to be estimated and

subtracted. At this stage, the backgrôûnd was caused primarily by a J/1/J accompanied

by an uncorrelated 1 from the decay of a roO - Il, where one of the two photons missed

the detector or failed our reconstruction algorithm. Other sources of background include

decays of charmonium states, other than X's, ha"ing a J/1/J and a Î' in the final state.

The simulation of both of these backgrCJunds will be discussed in the following sections.

6.5.1 Uncorrelated background

The background due to J/1/J accompanied by a'n uncorrelated "1 from the decay

roO - 1"1 produced in the interaction was simulatt:d by combining each J/1/J in our

sampie with the photons from other 25 J/1/J candidates.' A typical distribution of the

background is shown in Figure 6.12. The shape of the background \Vas then determined
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using a 9th degree polynomial(shown by the line Figure 6.12).

6.5.2 Background due to t{i decays

The JL+ JL- invariant mass plot shows a 1/;' peak, as can be obscrved in the logarithmic

scalc distribution shown in Figure 6.13. The unbroken linc is the fit based on 3 gaus­

sian functions for the JI1/; and 1/;' signals and an exponcntial background. The dotted

line is the ;;,:~d background. The numbcr of 1/;' reconstructed is 370 ± 70. A Monte

Carlo simulation 'l'as used to estimate thc 1/;' acceptance as described in Section 6.4,

using JI1/; production distributions (see table 6.2). The combincd '1/." acceptances and

reconstruction cfficiencics werc found for ail beam typcs ([45]):

fA = 6.9 ± 1.1%

fA = 8.2 ± 1.6%

for pions

for protons

Knowing BR(1/;' -+ 1'+JL-) = 0.77 ± 0.17% ([9]), the number of 1/;"sprod lIced can be

estimated as:

11'"., = _-=N:!-."'~'m~_."".""..",.d-;--...,.) = (7 ± 2)105

'+' produced €A . BR( 7/;' -+ J.L+ J1.
(6.5)

In order to estimatc thc contribution of 1/;' dccays into the JI1/; -y mass plot, a Monte

Carlo simulation 'l'as done to evaluate the 1/; and thc photon acceptances for each of

the channels.

1/;' decay into JI1/; 11'0 11'0

Givcn thc branching fraction BR(1/;' -+ 1/;11'011'0) = 8.6 ± 1.2% ([9]), the number of

produced 1/;"s decaying through this channel is:

11' - (6 -l. ~.), 04
1jJ'_W1r°1l'° - .... ~ .. (6.6)

r.
"

~,.
:~. r;'.~'

;.d.

Only JI1/; 's decaying into JL+JL- wcrC actually rccordcd in the cxpcrimcnt. Using

the Monte Carlo simulation the J/1f; 'l'as dccayed isotropically into two mllons and

the two muons were propagatcd into the spcctromctcr, using thc method dcscribcd
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in section 6.4. The J/ljJ acceptance times reconstruction cfficiency was detcrmined ta

Le (A = C.O ± 1.2% for pions and €A = 7.1 ± 1.2% for protons. Given BR(JN' ­

1'+1'-) = 5.9 ± 0.2% ([57]), the expected number of !/J"s decaying into J/!/J 11'011'0 having

the J/!/J fully reconstructed was estimated:

(6.7)

Knowing that 11'0 decays into "l'y with a branching fraction BR(1I'° - ,,) = 98.80 ±

0.03% ([9]), the final state of this !/J' decay will usually contain four photons. The

accepted photon multiplicity is shown in Figure 6.14a. The energy spectrum for ail

photons generated by 11'0 decays is shown in Figure 6.14b, the energy spectrum for

photons within the detector acceptance is shown in Figure 6.14c. Finally, the invariant

mass spec~rum for photons satisfying the "X quality" cuts is shown in Figure 6.14d.

!/J' decay iuto J N 71

Given the branching fraction BR(!/J' - !/J'I) = 2.7 ± 0.4% ([9]), the number of

produced !/J' decaying through this channel is:

(6.8)

cnly J/!/J decaying into 1'+1'- were actually recorded in the cxperiment. Using

the Monte Carlo simulation the J/!/J was decayed isotropically into two muons and

the two muons were propagated into the spectrometer, using the method described in

section 6.4. The J/!/J acceptance times reconstruction efficiency was determined to be

(A = 6.0 ±1.2% for pions and (A = 7.1 ± 1.2% for protons. Given BR( J/!/J - 11+1'-) =

5.9 ± 0.2% ([57]), the expected number of !/J' decaying into JN '1 with the JN fully

reconstructed was estimated:

(6.9)

The 7J can either decay into "'1"'1, 11'011'+11'- or 11'011'011'0 with branching fractions: BR(7J­

"'1"'1) = (38.9 ± 0.8)%, BR(7J - 11'011'011'0) = (31.9 ± 0.4)%, and BR(7J _ 11'011'+11'-) =
(23.6 ± 0.6)% ([9]). The multiplicity of the accepted photons is shown in Figure 6.15a.
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The energy spectrum for ail the photons generated bl' the TI deca)'s is show Il in Fig.

ure 6.15b, the energy spectrum for photons within the detector acceptance is shawn

in Figure 6.15c. Finally, the invariant mass spectrum for photons satisfl'ing the "X

quality" cuts is shawn in Figure 6.15d.

1/1' decay into X "1

Given the branching fractions BR(1/1' --> XI "1) = 8.ï ± 0.8% and BR( .:" --> X2'Y) =
7.8 ± 0.8% ([9]), the number of produced ,p"s decaying through these channels is:

N,,,,_x~ = (1.2 ±0.3)IOS (6.10)

Only X decaying into J/1/1 were actually recorded in the experiment through their

subseque(jt decay into Il+ Il-. Using the Monte Carlo simulation the ,p' were decayed

into X "1 and subsequently the X into J/1/1 "1 according to the branching fraction for the

X radiative decays, using the method described in section 6.4.

The expected number of ,p"s decaying into 1'+Il-"I"I with the JN fully reconstructcd

was estimated to be :

(6.11)

'l'he multiplicity of the accepted photons is shawn in Figure 6.16a. The energl' spcctrum

for both photons is shown in Figure 6.16b, the energy spectrum for photons witiJin the

detector acceptance is shown in Figure 6.16c. Finally, the invariant mass spectrum for

photons satisfying the "X quality" cuts is shawn in Figure 6.16d.

In Figure 6.1 ï, the measured J /,p "1 mass spcctrum is compal'ed with the shape of the

ba?kground taking into account both the uncorrelated photon production (described

hi séction 6.5.1 and represented by the dotted line) and the contribution duc to ,p'

decays (which is shown separate!y in Figure S.17b). The data, shows an excess for low

vadues of the invariant mass, adthough the contribution of the ,p' decays has decreased it

somewhat. The remaining excess might be due to decal's of undiscovered charmonium

states, e.g. IPl decays. The uncorrelated background shape (shown by the dotted line)

has a satisfactory agreement with the measured mass spectrum and since the excess at
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low mass is fair!y weil understood. it is possible to extract an IInbiasserl estimate of the

number of reconstructed X events.
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Chapter 7

Results and Conclusions

7.1 X final analysis

Tha ovarall normalization of the background was adjusted by fitting the JI1/; -"( mass

spactrum axcluding tha X mass region, in the mass interval (0.55-1.)GeVIc2 • The JI1/; "(

invariant mass spectrum for the total sample is shown in Figure 7.1. The overlayed line

is tha background estimated from uncorrelated events. The excess at.low mass is due

to photons correlated with the JI1/; , mainly from 1/;' decays. As shown in the pravious

chaptar, this corralated background does not affect the mass spectrum in tha X mass

region and th_~Tefore does not affect the estimate of the number of X's. The background·

subtractad :>Iot is shown in Figure 7.2. The dashed curva represents the expected signal

shapa, based upon our estimate of the resolution, if only one resonant state, centered at

the Xl mass, was produced. The data indicates a clear excess, indicating the presence

of two statas. The X invariant mass plots for "-, ,.+ and proton beams are shown in

Figure 7.3 and 7.4. The excess of background at low mass is attributed to various

channels of 1/;' decay, as discussed in Section 6.5.2: this is more evident for the pion

beam spectra, as expected from the higher values of the 1/;' cross section[54].

The Least-Squares method was used to fit the background-subtracted plots. The sum

of two gaussian functions was usad with the constraints that the widths be identical

and the mass difference between the Xl and the X2 be the world average valua[9J:

(M-M., -45.6)'

N A - 2.'+ ,,' l..>oM· e x
.::....",.-=..;z:rr;;;2,.=-'-.(-:"Cl -+-p"7)-.(]'-,,--

( whera t:.M is the bin width of plot of the invariant mass (10 MeVIc2) and the fitte'd'
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Table 7.1: Number of reconstructed X's for the different beam types

Beam, type Nx
".- 590 ± 50
<Jr+ 300 ± 35

p 250 ± 35

quantities are:

Nx it the total number of reconstructed X 's .

(lx is the width of Xl and X2,

p is the ratio between the number of Xl events and the number of X2 events.

As discussed in detail in Appendix A, MX! aud (lx were ineluded among the fitted pa­

rameters to be determined by the fit, in order to account properly for our experimental

uncertainty in the actual values of those two quantities. !vIore specifical!y, the accuracy

of the energy scale had been determined by the procedure descrihed in Chapter 4 from

electrons, pizero and eta reconstruction, while the X width was derived from the Monte

Carlo simulation as described in Chapter 6. These estimates were used in the definition

of the X2 as described in Appendix A. This method was t·"sted for repeatability by

applying different set of cuts to select the !/J, combinations and using different intervals

ta normalize the background. The results were found to be fairly consistent and wel!

within the the quoted errors.

7.1.1 Percentage of JI1/; 's produced through X radiative decays

When the fitting procedure, described in the previous section, was applied to the !/J,

invariant mass distributions, the total number ofreconstructed X's (Nxl was determined

for the different beam types as reportea in Table 7.1.

The total number of X partieles was corrected for acceptance and reconstruction
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efficiency:

N. _ Nx
XCQl"rl!cled - A ( (7.1)

x x

Therefore the fraction, R, of '" partic1es produced through the radiative decays of X's

has been estimated by:

(7.2)

The measured values of R for the different beam types are reported in Table 7.2 and are

compared with results obtained by other experiments ([28], [29], [30], [32], [33], [34])

in Fig. 7.S as a function of ,fi = Mxl0 where yS is the center of mass cnergy of

the beam-target system. Our measurement of the fraction of J 11/J produced through

. .
11"- 11"+ p

R(%) 37± 3 40±4 30±4

Table 7 2' Percenta!!;e of 1/J from X radiative decny.

X radiative decays for pion beam is in agreement with WAll results and ail the other

experiments, while for the proton beam our results disagree with R8Da by more than

one standard deviation.

7.1.2 J/1/J direct production cross-section

As discussed previously, it is now understood that JI'" hadre-production can be due

to.either direct J/1/J production or the production of another charmonium state which

decays into JI'" . On the basis of the known branching fractions [9], it can be assumed

that the only important contribution to indirect JI'" production are decays from other

charmonium states, Le. from X's and ""s (it could also be shown that contributions

from other channels, e.g. B decay into JI'" , are negligible). Given that E7DS was able

to measure simultaneously both X and 1/J' production, it is then possible to quote a

result for the cross-section of direct JI'" production. E70S values[54] for the product
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Table 7.3: Total cross·section times branching ratio for ,p and 1// production (XF > 0)

beam type UA X BR(,p)(nbfLi nucleus) UA X BR(,p')fuA X BR(,p)(%)
71"- 71.4 ± 1.0 ± 7.3 1.S ± 0.3
71"+ 68.0 ± 1.3 ± 5.1 1.9 ± 0.2

p 58.2 ± 1.1 ± 6.0 1.3 ± 0.2

of the inclusive cross.sections, u(,p) and u( ,p'), multiplied by the branching ratios,

BR(,p,,p' - j.t+ j.t-), are given in Table 7.3.

The cross-section per nucleus can be converted to cross-section per nucleon by using

the following relation:
O'nucleu",

O'nucleon = A"
(7.3)

where c< = 0.93±0.01 from a collection ofworld datacompiled by L. Lyons[56]. Further·

more, in e~tracting the cross·sections, the values reported in Table 7.3 are multiplied

by the the branching ratios:

BR(,p - j.t+JL-) = (5.9 ± 0.2)% [57]

BR(,p'-/L+j.t-) = (7.7±1.7)1O-3 [9)

(7.4)

(7.5)

The measured values of the,p and,p' cross-sections per nucleon are shown in Table 7.4.

..
beam type u(,p) (nbfnucleon) u(,p')fu(,p) (%)

71"- 199. ± 9. ± 22. 14. ± 4.
71"+ 191 ± 9. ± 15. 15. ± 4.

p 162± 7. ± 18. 10. ± 3.

Table 74' Total cross-sections for ,p and ,p' production

The fraction of Jf,p 's coming from ,p' decays can then be calculated as:

F = U(,p') X BR(,p' - ,p + anything) (7.6)

where BR(,p' _ Jf,p+anything) = O.57±O.04 [9J. Therefore the fraction of Jf,p coming

from ,p' decays, F, was found to be:

\<:n,~,
.~.

F"" = (7.8 ± 2.2)% for pions (7.7)



Finally, the fracticn of J/1/J 's produced directly is given by:
f

F". = (5.5 ± 1.6)%

Fdir••' = 100 - R - F = (47.1 ± 4.6)%

Fdi"., = 100 - R - F = (60.0 ± 4.8)%

for protons

for pions

for protons
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(7.8)

(7.9)

(7.10)

Multiplying by the 1/J inclusive cross-section, an upper limit for J/1/J direct production

cross-section can be estimated:

(Tdirect(1/J) = (92 ± 6. ± 9.) nb/nucleon

(Tdi",,(1/J) = (97 ± 6. ± 12.) nb/nucleon

for pions (7.11)

for protons (7.12)

Although the fraction of J/1/J produced directly has been measured by previous experi­

ments, th€ measurement of the <::ross-section has never been very accurate. Since Ei05

had the capability of measuring the cross-section of several charmonium states, and

for different beam types, it was a particular good candidate for measuring the relative

contribution of the different processes, given that sorne of the systematics effects, being

common to ail the measurements, are canceled. Also, the recent improved measurement

of the branching ratio for J/1/J decay in two muons (as published by the Mark III col­

laboration [57]) decreases the uncertainty in the absolute value of the J/1/J production

cross-section. The substantial fraction of J/1/J 's produced directly, indicates that some

process other than the simple quark fusion and/or gluon fusion, as predicted by the

singlet model, must be involved in hadroproduction of charm.

7.1.3 Xl and X2 cro~;;-section

The Least-Squares method with a two gaussian function, shown in Equation 7.1, was

used to fit the background-subtracted plots for the different beam types. The results

of the fit are overlayed to the mass spectra as shown in Figure 7.3 and 7.4. The ratio

between the number of observed events for the two X states, p, was derived from the fit

and is reported in Table 7.5 for the different beam types. In the same table, the results

of the fit for the XI-J/1/J mass difference and the X width are also reported.
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Table 75' Nllmbe" of reconstructed X's for the different beam types.. , .
Bearn type Nx Mx - MJI,p (MeV/c2) I7x (MeV/c2

) p
71"- 590 ± 50 413 ± 7 32 ± 3 1.1 +0.8 -0.5
71"+ 300 ± 35 413 ± 6 32 ± 3 1.1+0.8 -0.5
p 250 ± 35 415 ± 7 30 ± 3 1.4+1.4 -0.7

Table 7 6' v and X production cross sections• ,,1 2 -
. 71" 71"+ p

+160. +160. 160.

q(Xl) (nb/nucleon) 140. 150. 100.

-100. -100. -80

+100 +100. +90.

I7(X2) (nb/nucleon) 260. 270. 150.

-70. -70. -50.

The Xl to X2 production cross-sections can be determined using the ratio between

the number of observed events for the two X states, p and the X branching fractions:

(7.13)

The Xl and X2 cross-section can then be written, as a function of measured parnm-

eters:

(7.14)

(7.15)

where R is fraction of '1/; coming from X radiative derays, p is the oberved ratio of the

Xl to X2 production, 17('1/;) is the '1/; inclusive cross-section, and BR(X -> 'I/;'Y) are the

branching ratios for X radiative decays into J/'I/; [9]. Our result for the values of the X

production cross-section are reported in Table 7.6. These results, especially the proton­

induced production, cannot be explained in terms of the color singlet mode!. According

to this model, in the absence of valence antiquarks production should be dominated

by two-gluon fusion. The color singlet model, therefore, predicts no lowest-order Xl

production. In contrast, the measured values of the X production cross-section seem to
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favor the color evaporation model, predicting the X states to be produced according to

their statistical weight (Xl: X2=3:5). These results disagree with previous published

data on proton.induced X hadroproduction [30]. In fact, since no production of Xl had

been observed (in their statistical1y·limited X sample), the authors concluded that X

production was compatible with the color singlet mode!.

7.2 Conclusions

The production of charmonium states, with particular emphasis on X states, produced

in lf- Li, lf+ Li and p Li collisions at VS =23.7 GeV has been studied.

It was observed that asubstantial fraction of J/1/1 's are produced directly. For pions,

(47 ± 5)% of the J /1/1 's are produced directly giving a cross-section (Jdirec« 1/1) = 92. ±

6. ±9. nb/nucleon (XF > 0). For protons, (60 ± 5)% of the Jj1/J 's are produced directly,

giving a cross-section (Jdiroc< = 97. ± 6. ± 12. nb/nucleon. As :Jiscussed in Chapter l,

the parton model assumes that charmo111um production induced by proton beam, since

no valence antiquark are available, is dominated by gluon fusion, while the production

induced by pion beam can proceed also through quark·antiquark annihilations. As it

has been observed[22], [23), [24], that in the framework of the QCD singlet model it is

hard to adjust such a high yield of 1/1 direct production. A very large QCD effective scale

(A >500 MeV), which is hl disagreement with the present measurements of A, would

be needed to explain the measured cross-section. In contrast,1/1 production would seem

to be compatible with the color evaporation mode!.

X production was studied relatively to 1/1 production, individual Xl and X2 cross­

sections for protons and pions were determined. For pion beam, the ratio of Xl to

X2 cross-section was found to be 0.54 + 0.40 - 0.25, both for positive and negative

beams, in agreement with previously published results[33]. For proton beam, the ratio

of Xl to X2 cross-sections was found to be 0.69 +0.70 - .35 indicating a substantia.l Xl

produc~ion. This resuIt is in contrast with previously published results by E673[30],

although it is not inconsistent given their statistical1y limited sample. Indication of



182

substantial Xl production induced by proton beam is in contrast with the singlet modcl

predictions since, as seen in Chapter 1, at lowest-order ollly X2 production can proceed

through two-gluon fusion. The ratio of the Xl to X2 cross-sections indicate that color

evaporation model, which predicts Xl to X2 to be produced proportionally to their

statistical weights (3:5 for Xl : X2), is more consistent \Vith our data. Alternativcly, our

results should be comparcd to a less naive, more exhaustive, beyond 10\Vest order, QCD

calculation, taking into account the most recent QCD developll1ents. At this wiriting,

such a calculation is not available.

In conclusion 1/1 anrl X production cross·sections were deterll1ined, both for proton

and pion beams. This experiment l1as measurcd these quantities for three different

beam types. Using the same apparatus and the same anaJysis procedure has reduced

the systematic differences oetween the different sets of data, making us more sensitive to

potentiaJ differences among the different production mechanisms. The measured vaines

of X a.nd 1/1 cross-sections and relative production yields, favor the color evaporation

model over the most basic color singlet mode!.
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Appendix A

Maximum likelihood method and Chi-square fitting

A.l Background-subtracted mass spectrum

Given the J/1/> -1 plot, the background was estimated by making a chi-square fit to the

9-th degree polynomial shape obtained by mispairing each event in the J/1/> sample with

all the photons reconstructed in 25 other events of the sampie. The fit was performed

in the ïnass region 0.55-1.0. The X signal plot was then obtained by subtracting the

estimated background. The error attributed to each bin i, as for any background­

subtracted distribution, was calculated as:

where N;;gnal is the number of events in bin i of the background-subtracted distribu­

tion, Ntackgroundis the estimated number of background events in bin i, and N'o'al'

is the number of entries in the bin i of the measured distribution, before background

subtraction. Il was assumed that the error in the estimate of the background under the

X signal was negligible when compared to the statistical error of each bin.

The X mass dis"ribution, after subtracting the background, can be written as the

sum of two gaussians, separated by 45.7MeV/c2[9]. The width, CT", of the two X peaks,

which is presumably dominated by experimental resolution, is assumed to be the same.

The probability distribution can be written as:

where:
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rXI it the fraction of XI events contained in the measured disl ..ibution.

rX' it the fraction of X2 events contained in the measured distribution,

M XI is the value of the XI mass, as determined by the fit.

(Ix is the measured width of the XI and the X2'

A.2 Maximum Likelihood Method and Least Squares Method

The ma:cimum likelihood function [58J is defined as the product of the probability

distribution function calculated for the N events of the sample:

N

L(Mxl ' (Ix' r Xl ' rx,) = II f(M;)
i=l

According to the Maximum Likelihood Principle, the best values of the parameters can

be found by maximizing L.

If we assume that the individual measurernents M; arc normally dislributed around

their true, unknown ,'alues f; with variances (1; then, the likelikehood for observing the

series of measurements ],[1> A12 , ....MN is

(M,-J;)'
N - 2/1:2

L=II e
•

;=1 ..,I2ir(l;

Given that the actual XI mass is known with great accuracy and the detector \Vas

carefully calibrated and monitored, the measured value of XI mass, AiXI is expected to

follow a gaussian distribution centered around the "true" value Mo =351O.6MeV/c2with

an uncertainty dominated by the photon energy scale error. The uncertainty in the

X mass due to the photon energy scale can be calculated by using the relation:

M;f - MJ (lE
(lM = 2Mo E

Therefcre the 2% error in the photon .energy scale, reported in Chapter 5, implies

(lM = 8 MeV/c2•

As seen in Chapter 6, the photon energy resolution is the dominant contribution

to the X width, the Monte Carlo prediction for the X width being (la = 30MeV/c2•
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lts uncertainty was estimated by varying the input parameters to the l\Ionte Carlo,

including the photon energy resolution, within reasonable limits, and it was estimated

to be u. = 3MeV/c2 ,

This information about the unknown parameters Mx. and U x can be added to the

maximum likelihood function as multiplicative weighting factors:

(M;-J;)'
N 20'2, II e •L=

;=1 ..j2;ui

e
(M., -M,)'

2qlr _ (cry _0'0)2

e 20'~

..j2;u.

According to the Maximum-Likelihood Princip!e the most probable values of the

unknown f;'s are those wlùch make L' as large as possible. Evidently L' has a maximum

when the chi-square has a minimum, having defined:

When the number of observation is large, the data can be grouped into subsets

corresponding to the bins of the histogram of the invariant mass distribution. If the N

events are grouped into k classes or bins and the number of events in the bin i is n;,

they follow the multinomial distribution la\\':

• The expectation value for class i is N Pi

• The variance for class i is N Pi(l - Pi)

• The covariance for class i, jvalue is -N P; Pi

where Pi is the probability for the bin i. This probability can be found by integrating the

probabilty distribution function over the bin width AM. If the number of billS is large

so that the Pi are small, the off-diagonal terms become negligible and u?=N Pi "" ni.

therefore:
2 _ ~ (ni - f;)2 (Mx. - Ma)2 (M•• - ua?

X-L-J +. 2 + . 2
1'=1 ni slgmaM slgma"

The lea.<t squares principle asserts that the best values of the parameters are those

that minimize the chi-square. The minimization was done in the framework of the

MINUIT package [59). This package provides the minimization through a routine called
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MIGRAD, which also gives the parabolic errarS for the estimated parameters. A more

accurate determination of the errors was obtained by c,llling the routine MINOS whicll

estimated the true confidence inter"als by examining the exact bella"ior of the chi·

square function.
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