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Dedicada a mi madre, mi padre y mi hermano;

con amor infinito y en eterna gratitud.

Dedicated to my mother, my father and my brother;

with unbound love and in immense gratitude.



Después de todo, todo ha sido nada,
a pesar de que un dia lo fue todo.
Después de nada, o después de todo

supe que todo no era mas que nada.

Grito “Todo!”, y el eco dice “{Nadal”.
Grito “{Nadal!”, y el eco dice “jTodo!”.

Ahora sé que la nada lo era todo,

y todo era ceniza de la nada.

No queda nada de lo que fue nada.
(Era ilusién lo que crefa todo

y que, en definitiva, era la nada.)

Qué mas da que la nada fuera nada
si mas nada sera, después de todo,

después de tanto todo para nada.

— José Hierro

After all, all has been naught,
even though it once was it all.
After naught, or after all

I knew that all was but naught.

I shout “Alll”, and the echo says “Naught!”.
I shout “Naught!”, and the echo says “All!”.
Now I know that the naught was it all,

and all was ash of the naught.

Naught is left of what was naught.
(It was delusion what I believed all

and that, ultimately, was the naught.)

What does it matter that the naught were naught
since more naught it shall be, after all,

after so much all for naught.

— José Hierro
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Abstract

We construct two M-Theory models and relate them to each other through a series of dualities.
In doing so, we provide a unifying scheme of the supergravity proposals by Ooguri-Vafa and
Witten to study knots and their invariants. Subsequently, we focus in the world-volume gauge
theory following from one of the constructed models. This is a four-dimensional, N' = 4 Yang-
Mills theory with generic gauge group SU(N), in the presence of a boundary. We obtain
its Hamiltonian and, for time-independent field configurations, we find that the equations
of motion minimizing its energy are specific Hitchin integrable systems, along with certain
“consistency conditions”. All these results were first derived by Kapustin-Witten applying
localization techniques to the path integral formulation of the gauge theory. Hence, our model
provides a simplified scenario for calculations. Additionally, it allows for an interpretation
of all the parameters in the theory in terms of supergravity quantities. We also derive
the corresponding half-BPS boundary conditions. Upon a topological twist, we show that
the boundary physics is governed by a complexified Chern-Simons action, thus providing a
suitable subspace for the embedding of knots in our setup. Finally, we include knots in our
model. At the M-Theoretical level, this is achieved by adding a given M2-brane state to the
previously constructed model. In the bulk of the associated gauge theory, this M2-brane can

be understood as a surface operator, whereas in the boundary it appears as a Wilson loop.
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Abrégé

Nous construisons deux modeles de théorie M, que nous relions 'un & ’autre par une série
de dualités. Ce faisant, nous fournissons un cadre unificateur aux supergravités proposées
par Ooguri-Vafa et Witten pour étudier les noeuds et leurs invariants. Nous nous intéressons
ensuite a la théorie de jauge dans le volume d’univers qui découle de I'un des modeles con-
struits. Celle-ci est une théorie de Yang-Mills N' = 4 quadridimensionnelle possédant comme
groupe de jauge SU(N) en présence d'un bord. Nous obtenons son hamiltonien et, pour
des configurations de champs indépendantes du temps, nous trouvons que les équations du
mouvement qui minimisent I’énergie sont des systemes intégrables définis de Hitchin, accom-
pagnés de certaines “ conditions de validité”. Tous ces résultats ont été précédemment dérivés
par Kapustin et Witten en appliquant des techniques de localisation a la formulation de la
théorie de jauge en termes d’intégrale de chemin. Notre modele apporte donc un scénario
de simplification des calculs. De plus, il permet une interprétation de tous les parametres
de la théorie en termes de quantités de supergravité. Nous dérivons également les condi-
tions au bord semi-BPS correspondantes. Par une torsion topologique, nous montrons que
la physique au bord est régie par une action de Chern-Simons complexifiée, fournissant ainsi
un sous-espace propice a l'insertion des noeuds dans notre cadre. Enfin, nous incluons les
noeuds dans notre modele. Au niveau de la théorie M, cela est réalisé par I’ajout d’un état
de M2-brane donné au modele construit précédemment. Dans ’espace intérieur associé a la
théorie de jauge, cette M2-brane peut étre vue comme un opérateur de surface, tandis qu’au

bord elle apparait comme une boucle de Wilson.
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Preface

As already pointed out in the statement of originality, this thesis comprises results first
obtained in [1,2]. In more detail, parts I and IT are based on [2]. This in turn is a companion
paper to [1] which complements, extends and generalizes its key results in the manners
specified in section 1.2 of [2]. Both these works constitute what the authors refer to as “Part
17 in a series of papers to appear whose goal is to establish a direct connection between
String Theory and Knot Theory via the construction of concrete models. We believe that
having specific frameworks for computation hugely simplifies the approach to the complex
topic of figuring out the many roles that knots possibly play in theoretical physics. In this
context, part III contains new advancements to the aforementioned aim and, in due time,
will probably be included in the paper(s) that shall form “Part 2” of the project.

Other works by the author, developed during the PhD period but not included in this
thesis, are the following:

e N. Acharyya and V. Errasti Diez, “Monopoles, Dirac operator, and index the-
ory for fuzzy SU(3)/(U(1) x U(1))”, Phys. Rev. D 90, no. 12, 125034 (2014),
doi:10.1103/PhysRevD.90.125034, [arXiv:1411.3538 [hep-th]].

e V. Errasti Diez, R. M. Godbole and A. Sinha, “Improvements to the Froissart bound
from AdS/CFT”, Phys. Lett. B 746, 285 (2015), doi:10.1016/j.physletb.2015.05.016,
[arXiv:1504.05754 [hep-ph]].

e N. Acharyya, A. P. Balachandran, V. Errasti Diez, P. N. Bala Subramanian and
S. Vaidya, “BRST Symmetry: Boundary Conditions and FEdge States in QED”, Phys.
Rev. D 94, no. 8, 085026 (2016), doi:10.1103/PhysRevD.94.085026, [arXiv:1604.03696
[hep-th]].

Together with M. Pandey, the author is also involved in the development of a super-
symmetric extension of the matrix model for SU(3) Yang-Mills theory first proposed in [3].
Additionally, the author is working with N. Acharyya, A. P. Balachandran and A. F. Reyes
Lega in a book preliminary entitled “Constrained Hamiltonian Dynamics”. The book in-
tends to cover a wide variety of topics, ranging from a review of the classical dynamics of
constrained systems to advanced topics related to the quantization of such systems, such as
boundary value problems.

ix



Chapter 1: Introduction

Knot Theory is the branch of Topology that studies knots. In this context, a knot is an
embedding of a circle in a three-dimensional Euclidean space, or in its compact analogue:
the three-sphere. T'wo such knots are said to be equivalent iff there exists an ambient isotopy
transforming one to the other. This formal definition of equivalent knots is, unfortunately,
insufficient in practice. To such a great extent that one of the main unresolved problems in
Knot Theory consists in distinguishing knots. That is, determining when two knots are (or
are not) equivalent. This is known as the Classification Problem of Knots. Very elaborate
algorithms exist to this end, yet the problem persists.

Another approach to the knot differentiation puzzle involves knot invariants: numbers,
polynomials or homologies defined for each knot which remain unchanged for equivalent knots.
Interestingly, invariants such as Khovanov and Floer homologies are capable of telling apart
the unknot from any other non-equivalent knot. Although this is a phenomenal achievement,
there is still much to be accomplished. So much so that, at present, it is not known whether
a knot invariant exists which is capable of distinguishing all inequivalent knots.

There are various ways to compute knot invariants. Mathematicians use recursive rela-
tions, known as skein relations, to compute the Conway [4,5], Alexander [6] and Jones [7]
polynomials, among others. The first physics understanding of knot invariants appeared much
later, in the groundbreaking work [8]. In it, knot polynomials are obtained as expectation
values of the holonomy of a Chern-Simons gauge field around a knot carrying a representation
of the underlying (compact) gauge group. For instance, the Jones and HOMFLY-PT [5,9]
polynomials follow from considering the defining representations of SU(2) and SU(N), re-
spectively.

Starting roughly at the same time and up to now, there have been a number of works that
address the study of knot invariants from the point of view of four-dimensional physics: [10—
16], to mention but a few. It is within this context that the present thesis attempts to
provide a unifying and neat scheme of the results obtained so far and contribute new insights.
Specifically, we will first establish a precise connection between the models in [14] and [11].
Then, we will reproduce the conclusions of [14] in the low energy supergravity description of
a given M-Theory model. As we shall see, our approach leads to a strikingly simple analysis
in the context of the usual classical Hamiltonian formalism. Last but not least, we will
explain in details how knots are to be embedded in our model. It bears emphasizing that the



appearance of knots in physical theories is generally not clarified. Instead, knot invariants
are computed in setups that leave the reader wondering where the knot came from to begin
with.

This thesis, together with [1,2], constitute the first step in the path towards a clear and
concrete derivation of knot invariants from M-Theory, compactified down to four dimensions.
The simplest knot invariant, the so-called linking number, was computed in [1]. We leave the
realization of more challenging invariants to the sequel(s).

Although the present thesis has knot invariants as its main (not yet achieved) motivation,
it touches upon a wide range of topics in theoretical physics that have recently gathered plenty
of attention. For example, we will discuss torsion classes, topological twists and surface
operators. We will also briefly mention a connection to Morse Theory. An extension of our
construction, currently under development, seems capable of bridging over to Seiberg-Witten
Theory [17,18] and certain Theories of Class S [19,20]. All this points to knots as objects
that play a plethora of vital roles in fundamental physics.

Beyond the theoretical realm of our interest, it should be noted that knots are not only
abstract mathematical objects. Rather, they are existing, physical entities that have been
observed in a wide variety of classical contexts. To mention some of the most relevant and
surprising scenarios, one can create and then detect knots in condense matter systems like
optical beams [21,22] and nematic liquid crystals [23-25], but also in water [26] and even
in DNA [27]! Additionally, knots have recently been discovered in a quantum framework
involving Bose-Einstein condensates [28]. In short, knots are not only fascinating objects at
an abstract level, but also a hot topic of research at an experimental level —even though this
work shall not be concerned with the latter approach.

1.1 Organization of the thesis

As hinted by the title itself, the thesis is arranged in three parts. In part I, we construct two
distinct M-Theory configurations that have all the necessary features to harbor knots. We
refer to these as (M,1) and (M,5). Specifically, chapter 2 is devoted to the construction of
(M,1), starting from the well-known D3-NS5 system in type IIB String Theory considered
in [14]. The very same D3-NS5 system is also the basis for the construction of (M,5), presented
in chapter 3. It is worth pointing out that (M,1) is dual to the model in [14], whereas (M,5)
is dual to the resolved conifold in the presence of fluxes considered in [11].

Part II focuses on the study of the world-volume gauge theory that follows from appro-
priately compactifying model (M,1). In particular, chapter 4 deals with the derivation of its
action. The corresponding Hamiltonian is obtained in chapter 5, where we also minimize its
energy for static configurations of the fields. We thus find the BPS conditions of the gauge
theory. After the energy minimization process, the Hamiltonian reduces to an action in the



three-dimensional boundary subspace, as proved in chapter 6. Further, a careful analysis of
the symmetries and physics of this boundary shows that knots can be consistently embedded
in its Euclidean version, after a certain topological twist is performed.

At last, part III shows how knots can be consistently included in the model. This is
achieved by entertaining a given M2-brane state in (M,1). In chapter 7 we consider a toy
model M2-brane that allows for explicit computations but yields incorrect results. Chapter
8 suitably reorients the toy model M2-brane so that, in the world-volume gauge theory, it
appears as a surface operator. The surface-operator-M2-brane sources a Wilson loop contri-
bution to the boundary action. The thesis concludes in chapter 9 with a summary of the
main results and a discussion of the challenging goals we intend to achieve through the model
here developed.

Due to the considerable length of the computational details and arguments presented,
we have included a graphical summary of the thesis. It works in the following manner. By
looking at the fifteen figures (and their captions) here shown, the reader can quickly grasp the
fundamental logic articulating each part and chapter. Additionally, most of the figures refer
to equations in the text: these constitute our main results. Hence, the figures can be used to
efficiently locate any particular information of interest within the text, as well as to gain a
bird’s eye view of the contents that follow. The graphical summary is further supplemented
by a brief recapitulation paragraph in italic typeface at the end of chapters 2-8.



Part 1
Two M-theory models to study knots: (M,1) and (M,5)

As the title suggests, in this first part we will construct two different M-Theory configura-
tions that, as we shall show in due time, provide an appropriate framework for the study of
knots. We will refer to these configurations as (M,1) and (M,5). Both of them will be directly
obtained from the well-known type IIB system of a D3-brane ending on an NS5-brane con-
sidered in [14]. Chapter 2 contains the construction of (M,1) from the D3-NS5 system, while
chapter 3 derives (M,5). As will be argued towards the end of this first part, in section 3.2.2,
(M,5) is intimately related to the model in [11]. Consequently, this part lays the ground for
an explicit connection between the two seemingly different supergravity approaches in [11,14]
to study knots.

Before proceeding to the details, a word of warning: we will consider multiple intermediate
type ITIA, IIB and M-Theory configurations on our way to (M,1) and (M,5). Figure 1 provides
a visual sketch of the overall logic in this part. Hence, the reader may find it clarifying to
come back to this image while reading through chapters 2 and 3.
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Figure 1: Graphical summary of part I. Starting from the type IIB D3-NS5 system of [14], we
construct two different M-Theory configurations where knots and their invariants can be studied. We
refer to these as (M,1) and (M,5). (The configuration (M,2) is equivalent to (M,1) for the purposes of
our work, yet computationally tougher to handle. We will thus focus our efforts in the study of (M,1)
only.) Note that (M,1) is dual to the supergravity model [14]. Similarly, (M,5) is dual to the resolved
conifold in the presence of fluxes considered in [11]. The right-hand side of the figure, colored green,
schematizes the contents of chapter 2. The left-hand side, in blue, depicts the discussion in chapter 3.



Chapter 2: Construction of (M,1) from the D3-NS5 system

As we just mentioned, the starting point of our analysis is the well-known type IIB String
Theory configuration of a D3-brane ending on an NS5-brane. In more detail, we consider
Minkowski spacetime R, with mostly positive metric signature. We denote the coordinates
as (t, x1, w2, 3,01, ¢1, ¥, 7, 8, x9). (The identifications (x4 = 01, x5 = @1, x6 =V, x7 =7)
will shortly become sensible.) We take the D3-brane to stretch along (¢, x1, z2, ¥) and the
NS5-brane along (¢, x1, w2, x3, s, x9). The U(1) gauge theory on the D3-brane has N' =4
supersymmetry and the intersecting NS5-brane provides a half-BPS boundary condition. The
world-volume gauge theory thus has N’ = 2 supersymmetry as a whole. This is, essentially,
the starting point of [14] as well. (The only difference is that, in [14], an axionic background
Cp is switched on. We will elaborate on this point in section 2.2.)

Next, we do three modifications to the above setup. These are depicted schematically in
figure 2 and discussed in the following.

e First, we introduce a second NS5-brane, parallel to the first one and which also intersects
the D3-brane. This means that 1, the direction of the D3-brane that is orthogonal to the
NS5-branes, becomes a finite interval. The inclusion of the second NS5-brane halves the
amount of supersymmetry of the gauge theory on the D3-brane. However, we consider
the case when the 1 interval is very large (that is, the two NS5-branes are far from
each other). Then, near the original NS5-brane, effectively no supersymmetry is lost in
this step.

e Second, we do a T-duality to type IIA String Theory along x3. As a result, we now
have a D4-brane (instead of a D3-brane) between the same two NS5-branes of before.

e Third, we do a T-duality back to type IIB along . The NS5-branes thus disappear and
give rise to a warped Taub-NUT space in the (61, ¢1, ¥, r) directions. (This justifies
the coordinate relabeling above.) As argued in [29], because v is a finite interval, the
D4-brane converts to a D5/D5 pair which wraps the 1 direction and stretches along
the radial direction 7.
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Figure 2: Caricature of the modifications to the D3-NS5 system described in chapter 2. This chain
of dualities is done so that the corresponding metric can be written: the geometry of D is known. A:
The type IIB D3-NS5 system. The corresponding world-volume gauge theory has A/ = 2 supersym-
metry. The D3-brane spans the (¢, 21, x2, ¢) directions and the NS5-brane the (¢, 21, z2, x3, 3, Z9)
directions. The (61, ¢1, r) directions are suppressed. B: Introducing a second NS5-brane, parallel
to the first one, converts the ¢ direction into an interval. We take this interval to be large (but
finite) in order to effectively retain the same amount of supersymmetry near the original NS5-brane.
C: A T-duality along z3 does not affect the parallel NS5-branes, but converts the D3-brane into a
D4-brane. D: A T-duality along 1 converts the parallel NS5-branes to a warped Taub-NUT space
along (01, ¢1, ¥, r). The D4-brane converts to a D5/D5 pair that wraps the 1 direction and stretches
along r. The (01, ¢1, zs, x9) directions are suppressed.



The geometry corresponding to this last configuration is known (in fact, the three mod-
ifications above were done only to be able to write the corresponding metric) and is given
by

ds?y 1) = (—dt* + da? + da} + da) + P Fy(ded + dad)
+ e [Fydr? + Fy(di + cos Ordey)? + Fs(d6? + sin? 0,dg?)), (2.1)

where e~? is the usual type IIB dilaton. (Since we will consider many metrics in the ongoing,
we adopt the notation dS%X’n). Here X = A, B, M stands for type IIA, type 1IB and M-
Theory, respectively and n € N is an index to label the different metrics that will occur.) We
consider, for simplicity, the following dependence of the warp factors and dilaton':

Fi:Fi(r)7 F4 :F4(T,ZE8,ZL'9), ¢:¢(913T7$8ax9)7 1= 17233' (22)

The warped Taub-NUT space metric is, quite obviously, the second line in (2.1).

Let us temporarily move the D5-brane far away along the (zg, x9) directions (the Coulomb
branch) and consider only the D5-brane. This will simplify the flux discussion in the con-
struction of the M-Theory configurations (M,1) and (M,2). Later on, in section 4.2, we will
move this D5-brane back to its original location and appropriately account for its effects. We
will then see that the D5-brane plays an important, non-trivial role in our investigations.

It has been known for quite some time now that D-branes carry Ramond-Ramond (RR)

charges [30]. In this case that concerns us, the D5-brane sources an RR three-form flux ]-':,EB’I)
that can be computed as?
f?EBJ) = €2¢ * d\7(B,1)> (23)

where J(p 1) stands for the fundamental form of the metric e_d’ds%B 1 along the Taub-NUT
and Coulomb branch directions (61, ¢1, ¥, r, g, x9), which we call ds?l):

ds(yy = Fidr? + Fa(dy + cos 01d¢n)? + F3(d67 + sin® 01de7) + Fa(daf + daj). (2.4)

in details next.

Let us calculate féB’l)

! As made more precise in section 3.1, a definite choice of the warp factors and dilaton will in general not
preserve the N' = 2 supersymmetry of the world-volume gauge theory. Consequently, any concrete choice one
may wish to consider must be checked to indeed preserve the desired amount of supersymmetry.

For a review on how fluxes can be determined, see [31].



We take the vielbeins of (2.4) to be

éB ) = \/F B 1) \/ d@l, E(B D \/ e(B D _ =/ 3 sin 91d¢1,
ff‘ b~ \/FQJB Y = /F(di + cosb1déy), E(B UV JF e<B Y~ /Fdr, (2.5)
(B D _ \/F4€8B71) =/ Fydzg, éB - VF, (B D _ = Fydxg.

These vielbeins can be used to compute the fundamental form Jp 1):

Jipyy =By NEG + ESPY A BED 4 B A gD
=F3sin6,d6; A doy + \/ﬁ(d@[) + cosfrden) A dr + Fudrs A dag. (2.6)

The exterior derivative of J(p 1) is given by

dj(BJ) = (Fg,r — FlFQ) sin01dr N dfy A doy + F477«d7‘ A dzxg N dxg, (27)

where (F3,, Fy,) stand for the derivatives of (F3, Fy) with respect to r. The Hodge dual of
the above, with respect to the metric (2.4), can be easily checked to yield

*dtj(B,l) = 2 [kg(dl/) + cos 91d¢)1) Adxg N dxg + k1 sinf1dy A dfy A dgbl] , (28)

where we have defined

F, F: F F
]61 = €2¢ ij?)le Ty k‘g = 2¢ 2 4 \/FIFQ — Fgr (29)

Further using the vielbeins (2.5), we obtain the desired result, the RR three-form flux }"?EB’l):

Bl Bl B Bl Bl Bl
]:( ) = 1(/) A (kleél A efz)l ) + kgeé A eé )) . (2.10)

It is important to note that this three-form is not closed: d]—"3 ;é 0. This reflects the
presence of the D5-brane in this configuration.

Summing up, the type IIB configuration shown in figure 2D can be obtained directly from
the well-known D3-NS5 system. It has the metric (2.1), dilaton e~® and an RR three-form
flux (2.10).

An essential ingredient that makes the study of knots using the D3-NS5 system possible
is the presence of a ©-term in the D3-brane gauge theory. In the case of [14], this term is
sourced by an axionic background Cy. In the following section, we will present an alternative,
computationally simpler way to source the required ©-term: by further modifying the above
setup switching on a non-commutative deformation.



2.1 Sourcing the ©-term: a non-commutative deformation

The starting point in this section is, of course, the just discussed type IIB geometry in (2.1).
We will first T-dualize this to type IIA along . (This means we will move from D to C
in figure 2.) Here, we will do the non-commutative deformation, which will only affect the

(x3, 1) directions: (z3, ) — (&3, 1»). This will be followed by another T-duality along
. At this point, we will have a type IIB configuration capable of sourcing the required
©-term in the U(1) world-volume gauge theory. Then, we will T-dualize along ¢; to type
ITA. Finally, we will lift the resulting configuration to M-Theory. Along the way, we will also
study the NS B-field, dilaton and fluxes associated to each geometry considered, which will
in turn shed some light into the connection between the non-commutative deformation and
the ©-term. (The precise connection between these two will be shown early in section 5.2,
see (5.82).) Figure 3 summarizes the just described chain of modifications and points out the
most relevant equations in this section.

Let us go ahead and show in details the above outlined M-Theory construction. We start

by rewriting the metric (2.1) in a more convenient way for our present purposes:
dsip 1) = dsly) + ¢ Pdai + ¢® Fy(dip + cos O1dn ), (2.11)

with ds?

@) defined as

dsé) e~ ?(—dt* + da? + dx3) + e?[Fidr? + F3(d6? + sin® 0,d¢?) + Fy(dx? + dz3)]. (2.12)
We recall that the dilaton here is
ePB = e~¢ (2.13)

and the RR three-form flux was given in (2.10).
T-dualizing along 13, we get the metric

—¢
2 _ 3.2 —¢5.2 , € 2
dS(A,l) = dS(Q) + e dl‘g =+ 7F2 dd} s (214)

with associated NS B-field and dilaton

Bayy = cosbrdp Ndpy,  ePan = (e3Fy) 2, (2.15)

3For a practical compendium of formulae regarding how to perform T- and S-dualities and how to go from
(to) type IIA to (from) M-Theory, see section 6.5 in [32].
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Type lIB configuration (B,1)

Metric: (2.1)
Dilaton: (2.13)
RR 3-form flux: (2.10)

Type IIB configuration (B,2)

Metric: (2.24)
Dilaton: (2.25)
RR 3-form flux: (2.27)
NS 3-form flux: (2.28)

T-duality
along ¢,

Type lIA configuration (A,3)

Metric: (2.31)
Dilaton: (2.33)
RR 2-form flux: (2.34)
NS 3-form flux: (2.41)

T-duality
along y

>

Type lIA configuration (A,1)

Metric: (2.14)
Dilaton: (2.15)
RR 2-form flux: (2.17)
NS 3-form flux: (2.18)

NC deformation

T-duality
along y

<

Uplift

>

11

(2.19)

Type lIA configuration (A,2)

Metric: (2.20)
Dilaton: (2.15)
RR 2-form flux: (2.17)
NS 3-form flux: (2.23)

M-theory configuration (M,1)

Metric: (2.46)
G 4-form flux: (2.51)

Figure 3: Graphical summary of section 2.1. To the type IIB configuration of figure 2D we do a
series of modifications in order to source a ©-term in the U(1) world-volume gauge theory. This is
achieved in going from the configuration (B,1) to (B,2). The presence of a ©-term is essential to,
later on, construct a three-dimensional space with the required features to allow for the realization
of knots. The (B,2) configuration is then lifted to M-Theory. The configuration (M,1) (and its non-
abelian enhanced version, studied in section 2.1.1) is the first M-Theory construction where knots can



We take the relevant vielbeins associated to ds? A to be

egfm) = db, 6&?71) =sinbidpr, (") = dy + cosbidoy, 2.16
(A1) _ éA’l) = dxg %A Y = day. 210

As for the fluxes, the RR three-form flux in (2.10) now converts to an RR two-form flux:

(A1) _

Fy =k eé DA e((ﬁA Dy k‘geéA’l) A eéA’l). (2.17)

Note that, for an arbitrary value of the warp factors and dilaton, the above flux is not closed:

dF, (A1) # 0. This is consistent with having a D4-brane as a source (see figure 2C). The NS
three-form flux is given by

HSMD = dBa ) = — sin01d6; A dip A deby. (2.18)

We will now deform the above type IIA configuration. The non-commutative deformation
(x3, ) — (T3, ©) that we will consider is

1 = cos anf(;, T3 = sec 0,.23 + sin anz/NJ, (2.19)

where 6, € [0, 27) is the deformation parameter. Note that the (z3, ¥) directions in ds% A1)
form a square torus; that is, a geometry which is isometric to a square with opposite sides
identified. Hence, the non-commutative deformation simply inclines the torus. This same
deformation was considered in [33], albeit in a different context. Under this deformation, the
above type ITA metric changes to

Fy cos? 0, ~ =~ -
ds? Sa2) = ds( 9 e ?2 sec and + 7, (dy + Fy sec? 0,,. tan 9ncdm3)2 , (2.20)
where we have defined
- F2

Fy (2.21)

1+ Fytan2 0,

and ds? A2 has been written in a form suitable for the T-duality along 1/1 that will soon follow.
The NS B-field is also affected by the deformation and now takes the form

B(,2) = c0s Oy cos 01dep A dos. (2.22)

On the other hand, due to our simplifying choices in (2.2), the dilaton remains unchanged:
e?42) = e?4n, The RR two-form flux (2.17) is also not affected by this deformation, namely

12



]_-Q(A,z) = .7:2(‘4’1), but the NS three-form flux in (2.18) changes to
M = dBag) = — cos e sin61df; A dip A depy. (2.23)

T-dualizing the metric (2.20) along 1, one obtains the type IIB metric

F: -
dS%B,Q) = ds%z) + €_¢F2 sec? O,.dis + e?Fy( + cos B1doy ). (2.24)

2 COS Upe

The NS B-field and dilaton associated to ds%B 5) are

B = Fy sec? 6, tan an(dﬁ + cos O cos O01dp1) A dTs, e?B2) = \/ FQ/FQ sec Oee?,

(2.25)
respectively. To the dS(2B’2) metric, we associate the following relevant vielbeins:
(B2 _ (B,Q) (B2) .
?B y = dzs, (}3 y = db, e((% ) = sin f1d¢1, (2.26)
= dz/J + cos 0, cos O1dep, eg = dzg, eqg = dxg.
In terms of these, it is not hard to see that the RR three-form flux 73 (B2 qual to Fs (A.2) ¢
be written as
FPD = PN (knef?? nelP? + kaeH p e (2.27)

Once again, it is important to note that the flux ]-':,EB’ ) is not closed: d]-"3 75 0. This
(B)2) .

implies that indeed there is a D5-brane in this setup. Determining H; '™ is also not hard.
Taking the exterior derivative of B(p o) and using (2.21) and (2.26), we get

FyFy,
HPD — Fysec Oy, tan 9m< 2F 222, 50 OpoelB?) /\egsz) i) Aefff’”) ne? . (2.28)

which is a closed form by definition.

So far, all we have done in this section boils down to introducing an NS B-field to the
type IIB configuration that was our starting point (described in chapter 2 and depicted in
figure 2D). This NS B-field, in turn, sources the NS three-form flux we just determined. In
section 5.2, we will see how this NS flux sources the desired ©-term in the world-volume
gauge theory. For the time being, however, let us focus on the construction of the M-Theory
configuration associated to this setup.

13



The following step in the duality chain outlined at the beginning of this section is to take
the T-dual along ¢ of (2.24). In order to make this step easy, we rewrite the aforementioned
metric as

Fg cos 01 sec 0,
Fycos2 0 + Fysin? 6,

. N\ 2
ds%Bg) :dsé) + e?(Fycos® 0y + Fysin?6,) (dd)l + dz/)) , (2.29)

where we have defined
E FyFysec? O,.sin%0; -
ds%g) =e ¢ (—dt* + da? + do3 + ~2 sec? Ornedi2) + e = 2 3560 o SH_l 5 L a?
Fy F5 cos? 01 + F3sin” 64
+ e?[Fidr? + F3d0? 4 Fy(dx3 + dx)). (2.30)

T-dualizing along ¢1, we obtain the type ITA geometry

& (do1 + F sec O, tan O, cos 01dz3)?
Fycos2 0y + Fsin? 6, .

dsiy 5y =ds(y) + € (2.31)
The NS B-field associated to the ds% A,3) metric is

Fy sec O,
Fy cos? 0y + Fjsin? 6,

Biag) = (F3sec Op tan Oy, sin? 01dvp A dis + cos O1dgpr A dz;) (2.32)

The corresponding dilaton is given by

}3’2 sec 0,6~ 39/2

F2 \/Fycos2 6; + Fysin® 6,

ePa3) = (2.33)

Coming to the fluxes, the type ITA two-form flux .7-"2(’4’3) dual to F?EB’Q) in (2.27) can be easily

seen to be

]:2(A’3) = ki sin Hld& A dBq + ko cos 0y, cos B1dxs N dxg. (2.34)

It is again important to note that, of course, this two-form flux is not closed: d]-"Q(A’S) #0,
which reflects the presence of a D6-brane (dual to the D5-brane in the previous type IIB
configuration). Thus, if we denote as A; the type ITA gauge field for this configuration, then

it follows that ]:Q(A’g’) can be written as

]:2(14:3) =dA; + A, dA = sources. (2.35)

14



J—_‘(AV?’)

The explicit expression of the dA = dF; sources is
d]-'Q(A’?’) = k1 4sin6ida A dip A dby + (k2,q cOS O cos O1da — kg cos Opesin 01d01) A dxg A dxg.
(2.36)
We define A; = Aq(6,, zs, x9) as
A1 = Ay, db + Aqgdag + Aqgdxy, (2.37)
We further define
o) = OA1 — aAlS, g = M — 8A18, a3 = % — %. (2.38)
oxs Oxg oxs 00, O0xg 001
Using the above quantities, the exterior derivative of A; is
dA1 = ardxg N drg + asdag A dbi + azdxg N dby. (2.39)

Since d(dAq) = 0, the a’s just introduced are subject to the constraint

80[1 8042 8043
— =0. 2.4
891 8:1:9 + 8338 0 ( 0)

The definition (2.37) will become sensible in the M-Theory uplift that follows. But first let
us finish the flux discussion for this type ITA configuration. We note that the corresponding
NS three-form flux is given by the exterior derivative of B, 3). This is

U = db A oy ydi) A g + o pdpr A i), (2.41)
where we have defined
7 F F 2 nc nc in? 7 F F nc
iy = 2 F3 sec” 0, tan 0,,. sin 01, oy = 5 F3 sec 0, cos 01 (2.42)
F5cos2 0, + Fssin? 6, Fy cos? 01 + Fysin® 6,

and b = (01, r) are the only coordinates on which the above two functions depend, as a
consequence of our choices in (2.2).

Finally, we will uplift the above type IIA configuration to M-Theory. To this aim, we
rewrite the metric ds% A,3) in (2.31) in a more convenient way. We first introduce the following
quantities:

H, = (HyH3)~ /3, Hy = (cos? O + Fosin? 0,0) 71,
Hs = (Fycos? 6y + Fysin?6;)7!, Hy = H3F»F3sec?,,.sin? 6, (2.43)
f3 = FysecO,.tan 0, cos 0.
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In terms of these, the metric ds% A3) can be written as

ds? e’ {H1[-dt? + dx} + da3 + Hod#} + Hs(dgr + f3dis)?]
(A3) — H, 1 Ty L 2GT3 3 1 343
+ €20 Hy [Fidr? + F3d6? + Fy(dz? + do?) + H4d1;2]} . (2.44)

It is essential to note that the M-Theory uplift will only be able to capture the dynamics of
the type IIA theory in the strong coupling limit of the latter. For us, that means that we can
only rely on the M-Theory description when e?4:3) is of order one or bigger. However, we will
be interested in having a finite radius for the eleventh direction after we uplift. Therefore,
we will be careful to avoid the infinite coupling limit where

e?43) — oo. (2.45)

From (2.33) it follows that the above is true when e~® — oo, for an arbitrary choice of
(Fy, F3). Additionally, the infinite coupling limit also applies at two isolated points (p1, p2)
given by p1 = (61 =0, r =r1) and py = (61 = 7/2, r = ra) (for any value of the remaining
coordinates), where (r1, r2) are the values of the radial coordinate for which F5(r;) = 0 and
F5(ra2) = 0, respectively.

The M-Theory metric corresponding to (2.44) is

dsfyyyy =Hi[—dt* + dai + da3 + HadF5 + Hs(dy + fadis) + €**(Fidr® + Hydy?)]

+ €2 H, [F3d6? + Fy(da? + dzd)) + e 2 H 2 (dx11 + A1)?, (2.46)

where Aj is the type ITA gauge field defined in (2.37). We note that, due to (2.2) and
(2.37), for a fixed value of the radial coordinate, r = r¢, the second line above describes a

warped Taub-NUT space in the (61, s, 9, 11) directions. (Indeed, this is what motivated
the definition (2.37).) This is most easily seen by introducing

Gy = *?H\ Fy , Go,G3 = e*H Fy , Gy=e 2H? (2.47)
T T

=70 =70 =70

and writing the warped Taub-NUT metric as
dsty, = G1d07 + Godag + Gsdxl + Ga(dryy + Ay)*. (2.48)
Note that, as we just explained,

Gi = Gi(el,mg,l‘g), = 1,2,3,4. (249)
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We take the vielbeins of (2.48) as

(M D _ = v/ G1db, €éM’1) = v/ Gadzxsg, 65()M71) = /Gsdxg, 6%4 - = G4(d$11 + Al)-

(2.50)

To better understand this Taub-NUT space, recall that, before the M-Theory uplift, we
had a D6-brane in our type IIA configuration. The M-Theory uplift then converts this D6-
brane to geometry. In particular, we obtain the metric (2.46), where (2.48) is a single-centered
(warped) Taub-NUT space. In other words, in (2.48), G;* = 0 occurs once and the coordinate
singularity at this point is the location of the D6-brane in the dual type ITA picture. This is
an important observation and essential to the G-flux computation that follows.

As we just hinted, the remaining of this section will be devoted to the determination
of the G-flux corresponding to this M-Theory configuration. As is well-known, there exists
a unique, normalizable (anti-)self-dual harmonic two-form w associated to a single-centered
(warped) Taub-NUT space [34]. Using which, the G-flux for our M-Theory configuration is
given by

GMD = (¢MDy L Faw, @My =1 Adzyy,  F=dA, (2.51)

where <g§M’1)) is the background G-flux, HéA’g) was determined in (2.41 and A is the seven-
)

dimensional world-volume gauge field. Thus, in order to obtain the explicit form of (](M ! ,
we have only one task left: w must be computed. We do so in the following.
We start by making the following ansatz for w:

w=d(, ¢ =g(01, 28, 9)(dz11 + A1) (2.52)

and then proceed to determine its precise value from the (anti-)self-duality requirement:
w = =+ * w, where the Hodge dual is taken with respect to the metric (2.48). Let us see this
in details. Using (2.39) and (2.50), w can be written as

a1 (M) . (M,1) % (M 1) . (M1) a3 (M), (M)
= A Ne Ne
9 (,WZGJS GG, T Jea, €0, )
1 ( 1 9y 1D 1 0y (e L 99 (Ml))/\ (M,1)

G\ 96,0 NS e

Rather straightforwardly it follows that its Hodge dual with respect to (2.48) is

(2.53)

1 1 dg JOLD (M) 1 99 (1, (M) 1 99 (my) , (M)
kW = \/7(\/7391 A eg \/785696 /\66,1 \/@2856869 Ne )
() az (M) az (M) (M,1)
— A . 2.54
- g(\/@ I et GGy ° ) neld (2:54)
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Imposing (anti-)self-duality of w leads to three partial differential equations (PDEs):

1 Gg G1G4 1 8g G2G4 1 8g G3G4

000~ ENGa gons TN GGy gon VGG P
Using (2.43) and (2.47) in the above, we can rewrite these equations in terms of the warp
factors and dilaton as

10 | By F. .

587991 =4 6_2¢% 12?723 sec Ope(Fy cos® 01 + Fysin®0;) /2 ) (2.56)
r=r0

10 2 - 10

=99 _ + e 2ay sec Ope(Fy cos? 0; + Fjsin® 91)_1/2 = —%f—g.

g Oxg Py ag g Owg
r=rg

Solving the above set of PDEs generically is not easy. Consequently, we will do some more
simplifying assumptions. To begin with, let us consider

a1 =0,  az=Ba(x9)f (01,7, 25, 79) 87 Bs(ws) f(01,7, 8, 9) e’ (2.57)
where we have defined
f=f01,r,28,29) = €2¢\/F2 cos? 0, + Fysin? 6. (2.58)
If we now choose the dilaton to be of the form
e2% P, 23, 9) (2.59)

a V Fycos20; + Fssin? 6, 7

with ¢¢ some constant, then (a2, a3) become independent of ; (that is, functions of the
coordinates (s, xg) only). Recall that the a’s were subject to the constraint (2.40). Hence,
Q = Q(r,xg, x9) above must satisfy

<dﬁ3_dﬁ2>+ﬂ38Q_ 28762

=0. 2.
drgs  dxg orsg Oxg 0 (2.60)

r=rg

For notational convenience, we define
| F
co = F2;3 sec O, , (2.61)
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which is a constant that only depends on the deformation parameter 6,,.. Inserting all our
choices and definitions in (2.56), these PDEs reduce to

19 _ +cofB3(s), 199 _ FeoB(wo), (2.62)

g Oxg g Oxg
where ¢ is now independent of 6; and thus g = g(zs, z9). It is finally easy to use separation of
variables to solve the above. Assuming g = §1(23)g2(x9), we obtain two ordinary differential
equations,

dg dg
ggl1 = *cofB3(xg)dxs, gg; = Fcofa(zy)dxy, (2.63)

which can readily be solved to yield

g = goexp [:I:co (/Oﬂfs B3(xf)drg — /0969 ﬁg(l‘é)dl’é)} , (2.64)

with gy some integration constant. This completes the computation of w in (2.52), which in
turn gives us the explicit form of the G-flux in (2.51). Together with (2.46), the latter fully
characterizes model (M,1).

2.1.1 Enhancing the world-volume gauge symmetry: tensionless M2-branes

It is an intrinsically interesting question to ask whether our first M-Theory construction above
can be generalized to account for non-abelian world-volume gauge theories (and not just the
particularly simple U(1) case discussed so far). The answer is yes and the way to do so is
discussed in [35]. Consequently, in this section we review and adapt the arguments in [35] to
our case.

But before we jump into the details of non-abelian enhancement in M-Theory, it is instruc-
tive to recall the well-known equivalent discussion in type IIA String Theory [36]. Consider
N parallel D6-branes (N = 2,3,4,...). Consider there are open strings stretched between
these D6-branes. In this case, the symmetry group of the corresponding world-volume gauge
theory is

U1)xU() x...xU(1). (2.65)

N times

In the limit when the open strings become tensionless, the D6-branes come on top of each
other, leading to N coincident D6-branes. Then, the symmetry group of the corresponding
world-volume gauge theory becomes SU(N).
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If we lift the above type ITA configuration to M-Theory, then the D6-branes convert to
geometry and we obtain the metric (2.46)%, with (2.48) a multi-centered (warped) Taub-NUT
space. Indeed, G4_1 = 0 now occurs N times in (2.48), the coordinate singularities at these
points denoting the location of the D6-branes in the dual type ITA picture. As for the open
strings, they convert to M2-branes wrapping the independent two-cycles in the Taub-NUT
space (2.48). In the limit of tensionless M2-branes, the two-cycles vanish and the world-
volume gauge theory symmetry group becomes SU(N).

Let us see how the above discussion applies to our setup in details. The first step will be
to construct the independent two-cycles in the space (2.48). In order to do so, let us start by
rewriting the metric (2.48) in a more convenient way. Defining

U=e*H|  , d%? = H{'[F3d0} + Fy(da? + d2d)]| (2.66)

=rQ r=ro

we can rewrite (2.48) as
dsty, = Ud? + U™ (da1 + Ay)* (2.67)

Recall that now this warped Taub-NUT space is a multi-centered one. Using (2.43) and
(2.59), U above can be written in terms of the warp factors and @ as

U= €2¢OQ(COSQ Ope + Fy sin? 0n0)2/3(13'2 cos® 0; + Fjsin® 91)1/6 . (2.68)

r=ro

For simplicity, we will do two assumptions next: we will take the deformation parameter to
be sufficiently small (that is, 6, << 1) and we will consider

(2.69)

Then, expanding to first order around 6, = 0 and using (2.69), U becomes independent of
91:

U=U(xs,x9) = lim U = e**Q(r, $8,$9)F31/6 . (2.70)
One—0 r=rg
U = 0 has N solutions, which we denote as l; = (x8;, x9;), with i =1,2,..., N. Consider two

such points /; and l; (¢ # j) and a geodesic Cq in the (zg, x9) space joining them. Attaching
to each point in C,4 a circle labeled by x11, we obtain a minimal area two-cycle X;;. We take
Xi g1 (for k=1,2,...,N — 1) as the minimal area independent two-cycles.

4Since we never determined our warp factors and @ function in (2.59), we can absorb the changes in the
geometry due to the inclusion of the D6-branes and open strings in these quantities.
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Figure 4: Schematics of the non-abelian enhancement of the world-volume gauge symmetry from
U(1) xU(1) x U(1) to SU(3) in type ITA String Theory (top) and in M-Theory (bottom). A: Three
parallel D6-branes in type ITA, with open strings stretching between them. The D6-branes span the
(t, z1, @9, T3, 1, ¥, r) directions and the open strings are in the (g, o) plane. The 6; direction is
suppressed. When the open strings become tensionless, the D6-branes coincide. This produces the
non-abelian enhancement. B: Uplift to M-Theory of the type ITA configurations in A. The D6-branes
convert to geometry, giving rise to a multi-centered warped Taub-NUT space along (61, zs, z9, 11),
for a fixed value of the radial coordinate: r = r¢. Rj; is the physical radius of the coordinate x1;. The
(t, z1, x2, T3, 01, 1, 1;, r) directions are suppressed in the figure. The singularities in the Taub-NUT
space lie at (fl, fg, E:,) the position of the D6-branes in the dual type IIA configuration. The open
strings become M2-branes wrapping the minimal area, independent two-cycles (X12, Xa23) between
the singularities. In the limit of tensionless M2-branes, these two-cycles vanish, leading to the desired

non-abelian enhancement.
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It is well-known that to each such two-cycle Xy ;y1, with k fixed, we can associate a
unique, normalizable, (anti-)self-dual two-form wy. Obtaining the explicit form of wy is
straightforward, in view of our earlier results. We only need to modify (2.52) to

wg = dCy, Ck = gr(x8,9)(dr11 + A1) (2.71)

and restrict the integrals in (2.64) to the Xy, 41 two-cycle:

gk = Joexp

et 3
iCOﬁ (53 - 62)’6”69‘] y (2.72)

s

where gg is some integration constant and dfcg denotes line element along the geodesic C,
joining l_;; and l_;€+1~

Let us now compute the areas of the two-cycles X ;41 and derive their intersection
matrix. It will soon be clear why we do so. As measured in the Taub-NUT metric, the area
of X}, 141 is given by

s 5 . B lot1 .
Skt —/ (Uﬂ/zdm)(mm /F4( |dzcgy> —6R11ﬂ \/F4‘ dic,|, (2.73)
Xk, k+1 =70 I T=T0

with § a constant that avoids possible conical singularities along C, and Ri; the physical
radius of the x11 coordinate. It is easy to see that the self-intersection number for each
Sk k+1 1s two: the Sy, r.41’s self-intersect at l; and l;H, with geodesics transversed in the same
direction. Si 41 intersects Si_i only at l_;;, their geodesics being transversed in opposite
directions. No other two-cycles’ areas intersect. Thus, the (N — 1) x (N — 1) intersection
matrix of the areas of the two-cycles Xy, 41 is

2 -1 0 0 0 0

-1 2 -1 0 0 0

0o -1 2 -1 0 0

. (2.74)
0o 0 0 0 2 -1
0O 0 0 0 -1 2
Or, written more compactly,

26

[Skkt1] © [Sti1] = { ol : (2.75)
=01 k-1
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This is, of course, the Cartan matrix of the Ay _; algebra.

Recall that there are M2-branes in this configuration. They wrap the X}, ;41 two-cycles
and thus their intersection matrix is (2.74). As previously explained, when the area of all
these two-cycles tends to zero, the limit of tensionless M2-branes sets in. This corresponds
to an An_; singularity, which in turn is responsible for enhancing the world-volume gauge
symmetry to SU(N), as shown in [37]. Figure 4 schematically depicts the above discussion
for N = 3, both in the type ITA and M-Theory pictures.

To finish this section, we use all the above results to write the G-flux of this non-abelian
enhanced M-Theory configuration as

N—-1
6" = (g™ + 37 Fi A wge (2.76)
k=1

Here, Fi.’s are the Cartan algebra values of the world-volume field strength F, the background
G-flux <g§M’1)> is as earlier® in (2.51) and the two-forms wy were computed in (2.71).

2.2 Accounting for an axionic background: an additional RR B-field

Suppose we follow the prescription of [14] to source the O-term in the world-volume gauge
theory. That is, suppose we consider the type IIB D3-NS5 system with an axionic background
Co. How would that affect the results in the previous section 2.1, where Cy = 07

Long story made short, we need to follow Cy along the modifications depicted in figure 2.
We note that Cy would not be affected while going from A to B in figure 2. However, on going
from B to C, Cy would dualize to a gauge field in the x3 direction. Finally, on going from C
to D, the gauge field would lead to an RR B-field in the (x3, ¥) directions. Schematically,

Convert 9 to a large T-duality T-duality
Co — Co Ci = (Cl)3d$3 —— (= (Cg)gwd:(}?, A dip. (2.77)
but finite interval along x3 along

Thus, in our construction, switching on an axionic background in the usual type IIB D3-NS5
system of [14], shown in figure 2A, amounts to adding an RR B-field in the (x3, 1) directions
to the type IIB configuration shown in figure 2D.

However, here we will see a different way in which we can obtain such an RR B-field in
the type IIB configuration before we uplift to M-Theory. This will involve another, distinct
(although similar) chain of dualities and modifications to the type IIB configuration of figure
2D to that considered before, in section 2.1. In the following, we make precise this idea.

SRemember, however, that the warp factors and @ function introduced in (2.59) are different from those
in the abelian case, due to the inclusion of the D6-branes and open strings in the dual type ITA theory.
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Type IIB configuration (B,1)
+ RR B-field (2.79)

Metric: (2.1)
Dilaton: (2.13)
RR 3-form flux: (2.10)

Type lIA configuration (A,5)

Metric: (2.87)
Dilaton: (2.85)
NS 3-form flux: (2.90)

T-duality
along y

Type IIB configuration (B,4)

Metric: (2.91)
Dilaton: (2.92)
NS 3-form flux: (2.94)

M-theory configuration (M,2)

Metric: (2.106)
G 4-form flux: (2.109)

S-duality

—

NC
deformation
(2.19)

S-duality

B

Uplift

S

Type IIB configuration (B,3)

Metric: (2.82)
Dilaton: (2.82)
NS 3-form flux: (2.83)

T-duality
along y

Type IIA configuration (A,4)

Metric: (2.84)
Dilaton: (2.85)
NS 3-form flux: (2.86)

Type lIB configuration (B,5)

Metric: (2.95)
Dilaton: (2.96)
RR 3-form flux: (2.98)+sources

T-duality
along ¢,

Type IIA configuration (A,6)

Metric: (2.99)

Dilaton: (2.101)

RR 2-form flux: (2.104)
NS 3-form flux: (2.103)

Figure 5: Graphical summary of section 2.2. To the type IIB configuration of figure 2D we associate

an RR B-field and then proceed to do a series of modifications in order to account for the axionic

background considered in [14].

This is achieved in going from the configuration (B,1), with the

mentioned RR B-field added, to (B,5). The (B,5) configuration is then lifted to M-Theory. However,
as argued in the text, it will suffice to study the M-Theory configuration (M,1) of figure 3.
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The starting point here is the starting point of section 2.1 as well: the last configuration
of section 2, schematically depicted in figure 2D. To this configuration we will associate an
RR B-field. We will then do an S-duality. The next step will be a T-duality along % to type
ITA, where we will do the same non-commutative deformation (z3, ) — (&3, 1) that was
considered in section 2.1. Afterwards, we will consider a T-duality along v back to type IIB,
followed by an S-duality. At this point we will have a type 1IB configuration with an RR
B-field along (Z3, 1[}) Thus, effectively we will have accounted for the axionic background, as
we wished to do. The last T-duality will be along ¢ to type ITA. The resulting configuration
will then be lifted to M-Theory. As in section 2.1, the NS and RR B-fields, dilaton and fluxes
of all the above geometries will be determined. Figure 5 serves as a summary of the chain of
modifications just described and indicates the key equations in this section.

As just explained, we start by considering the type IIB geometry ds%B’l) in (2.1), which

has a dilaton e®®1 in (2.13) and an RR three-form flux .7-"§B’1) in (2.10). We will associate
the following RR B-field CéB’l) to this setup:

]-‘?SB’I) = dCéB’l) + A, dA = sources # 0. (2.78)

Note that the sources above are required to keep consistent with the fact that FéB’l) is not
closed. These sources, of course, refer to the D5-brane present in this configuration. For

concreteness and as a particularly simple case, we will assume that CgB’l) is of the form

CSPY = by 4, dby A dy + bsodas A dax, (2.79)

where (bg, ¢, bgg) are functions of only a = (01, r, xs, xg), in order to respect all isometries
n (2.1). It follows then that its exterior derivative is

aCSP Zdoy A dy A (Z algflda) n (Z %f;’d@ A dag A dzo. (2.80)

Using (2.5), (2.10) and the above in (2.78), A can be easily checked to be
A =dfy A dey A <k1 sinfidy -y %o@
—  Oa

+ (k‘zdiﬁ + ko cosb1dpr — Z %da) A dxg A dxg. (2.81)
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S-dualizing the above, we obtain a type IIB configuration with metric, dipole and NS
B-field given by
dslpg) = dslpry, P09 =000, By =07, (2:82)

respectively. The corresponding NS three-form flux is the exterior derivative of B(p 3), plus
sources coming from the NS5-brane (dual to the D5-brane before). Consequently, this is

1P = acsPY + A = FPY, (2.83)
not closed: d?—[:())B’S) # 0. In other words, after the S-duality, the RR three-form flux becomes
an NS one. This is of course very convenient (and the reason to take the S-dual to begin

with): NS B-fields and fluxes are easier to deal with than RR ones.
A T-duality along v leads to the type IIA geometry

e20
ds(y gy = €dslyy + dai + TZCW, (2.84)
with ds?,, as in (2.12) and where the associated dilaton and NS B-field are given by
2

edan = (F) "2 Biag =CPY + cosbidy A do. (2.85)

The NS three-form flux is then

HY = dB 44y = dCSPY — sin 01d6y A dip A dpr. (2.86)
Note that this NS three-form flux is closed: dHéAA) = 0. This is because, under the T-duality,

the NS5-brane sources turn to geometry, as is well-known (see, for example, [38]).
Under the non-commutative deformation in (2.19), the type IIA metric changes to

3 -2 - R
ds%A 5) = e¢ds%2) + ?2 sec? andi“% + GF c0s? Oy (dw + e2? Fy sec? B, tan 0ncd£3)2, (2.87)
) 2 5

where we have defined

b= e
27T 1 ¥ 295 tan2 0,,,

(2.88)

and ds(2 A5) has been written in a form that anticipates the T-duality along 1/; that we will

soon perform. Note the resemblance between Fy and Fj, defined in (2.21). Due to our choices
in (2.2), the dilaton is not affected by the non-commutative deformation: e®(4.5) = ?(44),
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Similarly, our choice in (2.79) ensures that CéB’l) remains unchanged too. The NS B-field,
however, does change to

Bias) = CéB’l) + €08 O cos 01di) A dopy, (2.89)

which in turn induces the NS three-form flux to change accordingly:

HY) = dB a5 = dCSPY — cos e sin 0101 A dij A depy. (2.90)
. . (A5)
Needless to say, this flux remains closed: dH; = 0.
Upon a T-duality along v, we obtain the type IIB geometry

F . -
ds%B p = e¢ds%2) + FQ sec? and:%?;, + €2? Fy sec? One(dip + cos Oy cos «91d¢1)2, (2.91)
’ 2

with dilaton

ePB.a) = \/FQ/FQ sec O,0€2. (2.92)
The NS B-field B4 5) dualizes to

By = CéB’l) + e2? Yy sec? O, tan Onc(dqﬁ + cos Op cos O1dp1) A dTs, (2.93)

which contributes to the NS three-form flux

(B4) _ tan by, d’(/;
s oS O Fg,ada 1 (cos Orc

-+ cos 91d¢1) — kgsinf1df; A dop1| N dxs + sources,
(2.94)

where we have defined ks = €29 Fy and we recall that a = (01, r, s, x9). Notice that these
are the only coordinates on which k3 depends, as a consequence of our choices in (2.2). The
above flux is not closed, owing to the sources which denote the presence of an NS5-brane.
We do not determine the precise form of the sources here, for reasons that will soon become
clear.

Next, we do an S-duality. This changes the metric to

~

—¢ F F -
dS?B,S) = S:T FQ [e¢ds%2) + Fz sec? 9ncd£§ + k3 sec? One(d) + cos Oy, cos 01d¢1)2 .
ne 2

(2.95)
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The corresponding dilaton is

e?(B.5) = \/ﬁcos Opee?. (2.96)

The NS B-field now dualizes to an RR two-form flux given by

CéB’S) = —B(pp) = —CéB’l) + k3 sec? O, tan O, dis A (d([) + c08 Oy cos O1depy). (2.97)

The above contributes to an RR three-form flux as .7-}535) = dCéB’S) + sources, where

[k‘g cos 01df1 N dp1 — k37ada A (Cods'(g

dC2 _ _dcéB,l) + tan enc
cos O,

+ cos 91d¢1) A dZs (2.98)

and the sources reflect the presence of a D5-brane (S-dual to the previous NS5-brane), thus
leading to d}"éB’S) £ 0.

All the modifications considered so far in this section have at this stage satisfied the
desired goal: to source an RR 2-form flux along (Z3, 1/;) in our type IIB configuration before
the uplift to M-Theory. As we explained in the beginning of the section, this is equivalent
to switching on an axionic background Cy in the usual D3-NS5 system. Having noted this
important point, let us proceed with the remaining dualities to obtain the M-Theory uplift
of the above configuration.

Upon a T-duality along ¢1, the type IIB configuration above leads to a type ITA geometry
that can be conveniently expressed as

o—® ~ . .
ds2y g = {Hl (—dt2 + da? + do? + Hydi2 + Hgdqs%)
(4.9 Hi\/H,y
e, [FldTQ + F3d6? + Fy(da? + dad) + ]hdq/?ﬂ } , (2.99)
where we have defined
H, = (F3 sin? 0, + F} cos? 91)1/315[2_1/3, Hy = FQFQ_I sec? Ope, (2.100)
Hsz = H 3, Hy = FyFysin? 6, H 3. '

The type ITA dilaton in this case is

1/4 -3 1/2
(Pae) — (FQ> ( e sec B ) : (2.101)
Fy F; sin? 01 + I% cos? 6,
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There is an NS B-field associated to this metric,

F5 sec 8, cos b

Bag) = kaddy A di, ky = A , 2.102
(4.6) 4dgL Ay * F3sin? 6y + Fy cos? 6, ( )
which gives rise to an NS three-form flux of the form
(A,6) y
Hs = dB(A,G) = kyqda Ndpr N dip. (2.103)

Note that, as a consequence of our choices in (2.2) and because Fy depends on ¢ (see (2.88)),

ks = ka(a) with a = (01, r, zs, ©9). The RR three-form flux .7-"§B’5) dualizes to an RR
two-form flux. Using (2.80), this can be written as

b nc . ~
00016, da) + tan 0 (k3,q cosBrda — kg sin61dfy) A dZs + sources

FO = oy (=

coS Oy
(2.104)

and, of course, is not closed: d}'2(A’6) # 0, denoting a D6-brane source. This is dual to the
D5-brane sourcing f?EB’5) before. In terms of the type ITA gauge field A of this configuration,

we can further rewrite the above as

(A,6) tan 0,,.

Fy =dAy + A, dA’ = sources, Ay = by, db1 + k3

cosB1dzs. (2.105)
cos Ope

At last, we will uplift the just obtained type IIA configuration to M-Theory. Again it
should be borne in mind that the M-Theory that follows only captures the dynamics of the
above type ITA theory in the strong coupling limit where e®“.6) is, at least, of order one.
Being once more interested in having a finite radius for the eleventh direction, we shall be
careful to avoid the e?(4.6) — oo limit. This limit applies in the same cases as discussed in
(2.45) before. The corresponding M-Theory metric is

ds{ys gy =H1 [ — di* + do] + daj + Hadi + Hzdg] + € (Frdr® + Hydy?)]

2 77 2 2 2 e % A \2
+ e ¢H1 [F3d91 + F4(dl'8 =+ dxg)] —+ T(d-xll + Al) . (2106)
20,
In analogy to (2.47) earlier, fixing r = ry and defining
él = 62¢ﬁ1F3 GQ, ég = 62¢ﬁ1F4 y é4 = 672¢I:11_2]ZI2_1 s (2107)
r=ro r=rg r=rqg
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the last line in (2.106) is easily seen to be a warped Taub-NUT space with metric

dsZy, = Grd0? + Gadal + Gada + Gy (dmn + A

_ )2. (2.108)

The G-flux corresponding to this second M-Theory construction is very similar to that in
(2.51):

G = G L Fag, (G =K e, (2100)

(M,2) (A6) . : - .
where (G, ") denotes the background G-flux, Hy " is as in (2.103) and @ is the unique,
normalizable (anti-)self-dual harmonic two-form associated to the single-centered (warped)
Taub-NUT space in (2.108). Here, F stands for the seven-dimensional field strength of the
world-volume gauge theory.

It would not be hard to adapt the computation of w in section 2.1 to the present case
and obtain the explicit form of @w. In fact, we could adapt the discussion of section 2.1.1
too and thus obtain a non-abelian enhancement of the world-volume gauge theory in this
setup. However, before doing any more computations, let us compare the two M-Theory
metrics: (2.46) and (2.106). They are very similar. In fact, they just differ in the warp
factors. It is important to note that both of them break the Lorentz invariance along the
(t, x1, x2) and the Z3 directions. Moreover, both M-theories capture the dynamics of their
dual type ITA configurations in the same limit, as we noted a bit earlier. Since the supergravity
analysis that we will perform in parts II and IIT will only depend on the metric deformations,
the above noted similarities are enough to consider that, for our purposes, both M-Theory
configurations are equivalent. Nonetheless, it should be clear from our calculations so far
that the first M-Theory configuration is computationally simpler to handle. Indeed, as we
already anticipated, the non-commutative deformation by itself sources the required O-term
in the world-volume theory and that is all we will really need. The present section explicitly
has shown that (2.46) captures all the information needed from the type IIB configuration
in [14] to embed knots and study their invariants. Consequently, we will drop any further
study of the M-Theory configuration in (2.106) and instead carry all our investigations in
the configuration with metric (2.46). That is, the first M-Theory construction to study knot
invariants is (M,1) in figure 3. More precisely, we shall focus on its non-abelian enhancement,
which was described in section 2.1.1.

It is important to bear in mind that the configuration (M,1) has been obtained from the
D3-NS5 system of [14] using the well-defined chain of dualities depicted in figures 2 and 3
(along with figure 4, for the non-abelian enhanced case). Consequently, (M,1) is dual to the
model in [14], by construction.
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Part II will be devoted to the study of the physics following from (M,1). A special
emphasize will be made on what and why this is a suitable framework for the realization
of knots. Before proceeding in this direction, however, we shall first construct yet another
M-Theory configuration, which we will refer to as (M,5). The configuration (M,5) also follows
from [14], but is not dual to it, as we shall see. Instead, we will show that it is dual to the model
in [11] and thus provides a second, independent ultraviolet-complete physical framework for
the study of knots.

In chapter 2 we have constructed model (M,1). This is an M-theoretical model which has
all required features to host knots. In particular, it has N = 4 supersymmetry, subject to
half-BPS boundary conditions. Model (M,1) is dual to the non-abelian version of the D3-NS5
system proposed in [14] and is fully characterized by the eleven-dimensional metric (2.46)
and the four-form G-flux (2.76).
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Chapter 3: Construction of (M,5) from the D3-NS5 system

As was the case in chapter 2 and as schematically shown in figure 1, the starting point of
our analysis here too is the well-known type IIB String Theory configuration of a D3-brane
ending on an NS5-brane considered in [14]. For the time being, we will not consider an axionic
background: Cy = 0. The notation and orientation of the branes are exactly as before, but
with the further identifications (xg = 62, 9 = ¢2), which will soon become sensible.

Next, we do five modifications to the above setup. Figure 6 schematically depicts them.
The modifications aim to ultimately make a precise connection between [14] and [11]. We
will discuss such connection later on, in section 3.2.2. For the time being, let us just describe
the modifications.

First, we introduce a second NS5-brane, oriented along (¢, x1 x2, x3, 61, ¢1) and which
intersects the D3-brane. In analogy to the first modification in chapter 2, this turns
the direction ¢ of the D3-brane, which is orthogonal to both NS5-branes, into a finite
interval. The 9 interval in this case is taken to be not too large. Consequently, the
U(1) gauge theory on the D3-brane has only A/ = 1 supersymmetry now.

Second, we do a T-duality to type IIA String Theory along x3, which results in the
D3-brane converting to a D4-brane. The NS5-branes are not affected by this T-duality.
This same duality was discussed at length in [39,40].

Third, we introduce a large number of coincident D4-branes, so that we have a stack
of N (where N € N and N >> 1) D4-branes between the two NS5-branes.

Fourth, we do a T-duality along i back to type IIB. As a result, the NS5-branes
disappear and give rise to a singular conifold in the (01, ¢1, ¥, 7, 02, ¢2) directions,
which explains the coordinate relabeling above. The N D4-branes convert to N D5-
branes, which wrap the vanishing two-cycle of the conifold. This T-duality has been
carefully discussed in [29,41]. Note that, unlike in chapter 2 (see figure 2D), there
are no D5-branes here. This is because there is no Coulomb branch in this setup (the
associated world-volume gauge theory is an A/ = 1 supersymmetric one).

Finally, we blow up the two-cycle of the singular conifold and thus obtain a resolved
conifold. The metric on the resolved conifold is a non-Kdhler one, as succinctly pointed
out in [41] and as discussed in details in [42].
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Figure 6: Caricature of the modifications to the D3-NS5 system described in chapter 3. The reason
to consider this chain of dualities is twofold: to be able to write the corresponding metric (the
geometry of F is known) and to ultimately connect [14] and [11]. A: The well-known type IIB D3-NS5
system. The D3-brane spans the (¢, 21, x2, ¥) directions and the NS5-brane the (¢, x1, z2, x3, 02, ¢2)
directions. The (6, ¢1, r) directions are suppressed. The gauge theory on the D3-brane has A = 2
supersymmetry. B: Introducing a second NS5-brane, oriented along (¢, x1, x2, x3, 61, ¢1) converts
the 1 direction into an interval. This reduces the amount of supersymmetry of the gauge theory on
the D3-brane from N = 2 to N' = 1. The r direction is suppressed. C: A T-duality along x5 does
not affect the NS5-branes, but converts the D3-brane into a D4-brane. D: We add a large amount
of coincident D4-branes to the previous configuration. The aim of this step is to later on establish a
precise connection with the configuration studied in [11]. E: A T-duality along ¢ converts the NS5-
branes to a singular conifold along (61, ¢1, ¥, r, 02, ¢2). The D4-branes convert to as many D5-branes
that wrap the vanishing two-cycle of the conifold. F: The blowing up of the two-cycle of the singular
conifold leads to a resolved conifold. The D5-branes are not affected.
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The geometry corresponding to this last configuration is known (which explains why the
above modifications were done) and is given by

ds?Bj) = efdg(—ahf2 + da? + dad 4 da3) + eg’dsa), (3.1)

where the metric of warped internal six-dimensional manifold is

[\

ds%4) = Fidr? + Fo(dip + Z cos 0;de; ) Z 51i(d6? + sin® 0;d¢?). (3.2)
1=1 i=1

Here, ¢=% is the usual type IIB dilaton:

ePB1) = 9, (3.3)

For simplicity, we assume that the warp factors and the dilaton only depend on the radial
coordinate 7:

Fi=Fi(r), o=o¢(r), i=1234 (3.4)

Under such assumption and for a fixed value of the radial coordinate, namely r = rq, the
second line in (3.1) is the resolved conifold metric. As was the case in chapter 2, the D5-
branes in this configuration source an RR three-form flux ]_-:5377) which can be computed
as

FED = 05 dT s, (3.5)

where J(p 7) is the fundamental two-form associated to dsa). We determine ]:?EBJ) in the
following.

We start by defining the vielbeins associated to the internal metric (3.2) as

EéiB77) = \/F _He@ \/J2+Zd0“ EéiBj) = /S Z‘e((ﬁBj) = \/LO%\Q_H' sin 6;do;,
BT = el = (i + Z cosbpdpy),  EET = /FePD = Fdr,

=1

(3.6)

with ¢ = 1, 2. Using these vielbeins, it is easy to write down the fundamental two-form of
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our interest:

2
Ty =Y EéB N Efb]f 4 Eff ) A BB
=1

2 2
= Z ﬁg_;,_i sin 6;d0; N do; + F Fo (d?/) + Z CcOos de(bz) A dr. (37)
i=1 =1

The exterior derivative of the above is

2

ds7(B,7) = 2(92_1_1'77« — Lg‘\lyg) sin 8;dr A dO; N do;, (3.8)

=1

where, quite obviously, Fa4;, stands for the derivative with respect to r of Fay; (i =1, 2).
The Hodge dual of the above, with respect to the metric (3.2), gives rise to the three-form
flux (3.5) we were looking for:

-7 B Ty
féB’7) — ¢2¢ ?2 Z 0_\2+J‘ (ﬁzJﬂ"T — ﬂlﬁg) sin Gj(d@b -+ cos Gldgbz) AN dﬂj VAN dgf)J (39)

Note that, in good agreement with the previously pointed out presence of D5-branes in this
configuration, the above flux is not closed: d]-":.EBj) #0.

Later on, in section 3.2.1, we will be interested in making a fully precise choice of the warp
factors and dilaton in (3.4). Accordingly, we note that not any such choice will eventually
lead to a world-volume gauge theory with A/ = 1 supersymmetry, as desired. The story is
in fact a bit more involved: the warp factors and dilaton must satisfy a particular constraint
equation so that we indeed have N/ = 1 supersymmetry. In the following section, we derive
this constraint equation.

3.1 Demanding N = 1 supersymmetry: torsion classes

The aforementioned constraint equation relating the warp factors and dilaton in (3.4) that
ensures AN/ = 1 supersymmetry in the associated world-volume gauge theory is most easily
derived using the technique of torsion classes. A detailed yet concise review of the technique
and its applications to String Theory can be found in [43]. A more mathematical approach to
the same material is [44]. In this section, we review and adapt the results in these references
to the present case and thus obtain the desired constraint equation. This is, essentially, the
content of section 3.1 in [45] as well.
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We start by noting that the type IIB configuration determined in the previous section has
an internal six-dimensional manifold, whose (Riemannian) metric was given in (3.2). This
manifold is equipped with a fundamental two-form, given in (3.7). In a more mathematical
language, we say that this is a six-dimensional manifold with a U(3) structure J. An SU(3)
structure is then determined by a real three-form €2, , which we will soon compute. There
is an intrinsic torsion associated to each of these structures. For our purposes, only the
intrinsic torsion 71 of the SU(3) structure will be relevant. 71 belongs to a space which can
be decomposed into five classes:

TIEW @Wa & W3 & W1 B W, (3.10)
according to its decomposition into the irreps of SU(3)
(1+1)+(8+8)+(6+6)+(3+3)+(3+3). (3.11)

We denote the component of 7 in W; as W; for all i =1, 2, 3, 4, 5.

Before proceeding further, let us introduce the so-called contraction operator i, which
will immediately become useful to us. Let (e, eg, ..., ¢;) be an orthonormal basis of the
cotangent space T* M of any i-dimensional manifold M. Given a j-form w; and a k-form wo
inT*M, with: >35>k >0,

J k
w = (Wi [Jen  wo= (o ]]e (3.12)
1=1 I=1

the contraction operator J is a map from the pair (w1, w2) to a (j — k)-form given by

. J
s =5 (1) @ I o (313)

I=k+1

with the convention that e; A ey 1 e; Aea Aes = es3, etc. Having introduced the contraction
operator, we now have all the ingredients required to derive the desired constraint equation.

The necessary and sufficient conditions to ensure N' = 1 supersymmetry in the world-
volume gauge theory corresponding to the geometry (3.1) have long been known [46]%. These
conditions were then reformulated in [43] in terms of the torsion classes we just introduced in
(3.10). For the present case, they amount to demanding that the following should hold true:

2W4+ W5 =0, (3.14)

5The conditions in [46] are actually a bit too stringent. Later on, examples of N’ = 1 supersymmetric
theories which did not satisfy all these conditions were found (see, for example [33]). For our case, however,
the list in [46] will suffice.
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with (Wy, W) defined as
1 1
W4 = §J | ClJ, W5 = §Q+ | dQ+ (315)
The remaining of this section is devoted to the calculation of (3.14) in terms of the warp
factors and dilaton in (3.4).
In order to match the conventions in [45], where the interested reader can find an elab-

oration of the present discussion, we take the complex vielbeins of the internal six-manifold
of (3.1) as in there:

el = (VTP i/ Fpel ), D = 02 7 L(ePD 1+ ieP), (3.16)

where the vielbeins e(%7) where defined in (3.6) and i = 1, 2. In terms of these vielbeins, the
U(3) structure J of the internal space is given by

J= (c/‘(B \7) A 5 (B,7) + Zglfl'? A 55517)
=1

2
:21‘62&(\/,/1,%6 (B.7) Z % 7)), (3.17)

where the bar denotes complex conjugation. We also define the three-form 2 as

QEgl/\SQ/\ggze?)éer <\/7€B7)+z\/76B7)/\H<(B7+ze 7)>.
(3.18)

The SU(3) structure 24 of the internal space is just the real part of the above three-form:
Q4 = Re(Q). Using Euler’s formula, it is not hard to show that

Q4 :635’\/% [(\/%COS 1/)6(3’7) - \/%sin Q/Jeff’7)> AN ( (B7) AN e(B N _ ((z)B ) VAN fzf 7)>
<\/ 1 sinelBT) 4 gcoswe ’7)) A (eé]f’n A e((bz’ ) 4 6551’ A eéf’nﬂ . (3.19)

In order to obtain the exterior derivative of the two structures of our interest, (J, ), it is
necessary to use the explicit form of the vielbeins in (3.6). Rather tedious algebra yields

dJ =2ie* Z (\/,/1@ — Foyir— 2¢Tf2+z) B0 n e n e, (3.20)
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and the cumbersome looking four-form

2

dQy =K ePD ne (B DA elBD A ZcotH eéB T 4 kel N e ( eéfj) A ZCOt 9"65157)
i=1 =

+d¢/\€7(»B’ ) (k,le(gB 7) ( )+/€i (B p o (B 7) +k§ (B.,7) /\e(B 7) kéeéfﬂ) Ae((;j,?))’

(3.21)

where the subscript r, as before, denotes derivation with respect to the radial coordinate and
we have defined

7 ~ F Z,
k) = &30\ Py T3 T, cosw(3¢r 1\ 7 Z 2;;) kb = —tanyk]. (3.22)
(2

Using (3.13) and all the above in (3.15), it is a matter of care and patience to obtain the
relevant components of the intrinsic torsion of {2, as

&%

(3.23)

Finally, inserting these values of (Wy, W5) in (3.14), the desired constraint ensuring N’ =1
supersymmetry is obtained:

30&7«—2,/‘92 J2T+Z("é”— “i}f%)—o. (3.24)

At this point one may wonder if similar constraints should not have been worked out for
our configuration (M,1) with metric (2.1) in chapter 2 as well. Surely if N' = 1 supersymmetry
constrains the choice of warp factors and dilaton in (3.4), N’ = 2 supersymmetry should also
constrain our choices in (2.2). The resolution to this issue is, unfortunately, beyond the scope
of this work, as the powerful technique of torsion classes has not yet been generalized to the
case of N/ = 2 supersymmetry. Consequently, any specific choice for the warp factors in (2.2)
and @ in (2.59) that one may want to consider will require an explicit verification that it
indeed preserves the desired amount of supersymmetry”.

To sum things up, so far we have obtained from the well-known D3-NS5 system (with no

axion) of [14] the type IIB configuration with metric (3.1), dilaton e~% and an RR three-form
flux (3.9). In order for this configuration to lead to a N' = 1 supersymmetric world-volume

"We will discuss how this is achieved in the gauge theory following from (M,1) in section 6.2 later on.
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gauge theory, the constraint (3.24) should be satisfied. However, we would like to consider a
type IIB configuration which, besides having an RR three-form flux, also has an NS three-form
flux. This is, in principle, not an easy task. However, the series of dualities first presented
in [41] and later on further studied in [42,45], when applied to our above configuration,
precisely serves this purpose. In the following section, we explain these dualities in details
and obtain a type IIB configuration with both RR and NS fluxes. Such a generalization will
then, in section 3.2.2, allow us to establish a direct connection with the model to study knots
presented in [11].

3.2 Sourcing NS fluxes: a boost in M-Theory

We start this section considering the type IIB configuration described in chapter 3 and de-
picted in figure 6F. We will first perform three T-dualities, along (x1, x2, z3), to type IIA.
The resulting configuration will then be lifted to M-Theory, where we will perform a boost
along the eleventh direction: (¢, x11) — (£, #11). This will be followed by a dimensional
reduction to type IIA. The last step will be to T-dualize along (1, x2, x3) back to type IIB.
Of course, we will work out the NS B-field, dilaton and RR and NS fluxes associated to each
geometry considered along this chain of modifications. As we already pointed out, starting
from a type IIB configuration which only has RR fluxes, we will thus obtain a type IIB
configuration with RR and NS fluxes. As already said and as we shall show, the additional
NS fluxes are required in order to precisely reproduce the model in [11]. Figure 7 outlines
the just described chain of modifications and serves as a summary of the key results in the
present section.

As just mentioned, to the type IIB configuration shown in figure 6F we do three T-
dualities, along (x1, z2, x3). It is rather straightforward to see that the metric then becomes

ds%Aj) — —ePdt? qu(d:n% + dx3 + da? + d8%4)), (3.25)

where ds%4) was defined in (3.2). Coming to the dilaton, its changes can be summarized as
follows:

" _¢ T-dualit; —& T-dualit; T-dualit " i
e = gm0 D, om9/2 %1 Yy e?/2 = efam, (3.26)
along x1 along xo along x3
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Type lIB configuration (B,7) Type lIA configuration (A,7)

Three
T-dualities
Metric: (3.1) ‘ Metric: (3.25)
Dilaton: (3.3) Dilaton: (3.26)
RR 3-form flux: (3.9) along RR 4-form flux: (3.28)
(X} X5 X5)
Uplift
i . Boost . .
M-theory configuration (M,4) along x M-theory configuration (M,3)
11
(3.35)
Metric: (3.32) _ Metric: (3.29)
G 4-form flux: (3.33) G 4-form flux: (3.29)
Dimensional
reduction
Type lIA configuration (A,8) Three Type IIB configuration (B,8)
Metric: (3.34) T-dualities  Metric: (3.40)

Dilaton: (3.35) ‘ Dilaton: (3.3)

RR 2-form flux: (3.38) RR 3-form flux: (3.44)
RR 4-form flux: (3.36) along RR 5-form flux: (3.45)
NS 3-form flux: (3.39) (625 %) NS 3-form flux: (3.43)

Figure 7: Graphical summary of section 3.2. To the type IIB configuration of figure 6F we do a
series of modifications. In this manner, we obtain a type IIB configuration that, besides RR fluxes,
has NS fluxes as well.
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The ]-}EBJ) flux will give rise to an RR six-form flux. This is because each T-duality will add

a leg to it along its corresponding Minkowskian direction (x1, x2, z3):

T-duali T-duali
FPD Y gy A FPD 2y A day A FSPT

along x1 along x2
T-duality dis A dy A di /\]_-?EBJ) :]_-éAJ). (3.27)

along x3

This flux is not closed (dféA’7) # 0), which is to be expected, since the three T-dualities
convert the N coincident D5-branes of the previous type IIB configuration to N coincident
D2-branes that source ]—"éA’7). The Hodge dual of this six-form flux then gives us the more
convenient —from the point of view of the coming uplift— RR four-form flux of this type IIA
configuration:

2
]:AEAJ) = *féA’7) = *FéBJ) Adt = Z(ﬂzﬂ',r — V F1.F3)sinOdr A dO; AN dp; Adt,  (3.28)

=1

where the first Hodge dual is with respect to the full ten-dimensional metric (3.25), whereas
the second one is with respect to the internal metric in (3.2). The above result makes use of
(3.5), (3.8) and (3.27).

Lifting this type ITA configuration to M-Theory is quite effortless. We get the following
metric and G-flux:

A7)

dS%M’?)) = —e B2 ¢ 62(2)/3(6133% + da3 + da3 + d8%4) + dzy), gf‘“) = ]-ZE (3.29)

Note that the D2-branes now convert to N coincident M2-branes.
The key step in this chain of dualities comes next: we perform a boost in the eleventh
direction. Explicitly,

x11 = cosh 3311 — sinh ¢, t = —sinh %11 + cosh B, (3.30)
with S the boost parameter. For brevity, we introduce the quantity
T = sinh? 5(825#3 - 6745)/3). (3.31)

Using the above two equations in ds%M 3) it is a matter of simple algebra to check that the
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boosted M-Theory metric is given by

~ —2¢/3
2 _2¢/3/ 3.2 2 2 2y €™ s
dsipga) =€°(da] + daj + dos + dsiy) T o
b 5 T coth 8 2
T 2003y (diyy — ————di)”. 3.32
T P Ay — ) (3.32)

Writing the metric as we did above makes it clear that the boost has now generated a gauge
field in the M-Theory. On the other hand, the boosted G-flux can be easily seen to be

GMY = dF ) A (cosh BdE — sinh Bdi1y), (3.33)

with dJ(p 7 as in (3.8).
The next step in the chain of dualities outlined in the beginning of this section is to
dimensionally reduce the above to type ITA. The corresponding metric is

e—20/3
dS%A,8) e e—
VY + e20/3

and the associated dilaton is

di? + e*/3\ T + €20/3(daf + dad + da§ + ds?y)) (3.34)

3/4
. (3.35)

ed;(A,g) — (’r + 6255/3)
Coming now to the fluxes, we note that the M2-branes of the previous M-Theory setup now
convert, to D2-branes, which source an RR four-form flux given by

F) = cosh BdT g 7y A dE. (3.36)

The Hodge dual of the above will soon be useful. This is an RR six-form flux of the form
FEB) = FA®) = cosh Bdwy A day A das A FSPT, (3.37)

. where .7-}537) was given in (3.9) This flux is clearly not closed, d}"éA’S) # 0, as expected.
Additionally, the M-Theory gauge field generated by the boost (3.30), effectively converts to
a “D0-charge”. This DO-charge sources a closed RR two-form flux: the exterior derivative of
the just mentioned gauge field. Explicitly,

dt~> = coth 50%" (

T

A = _d< o T+ 026/3
+e

x di N d 3.38
Jaindn 039

where we have used the fact that, as a consequence of our choices in (3.4), the gauge field
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only depends on the radial coordinate r (and the boost parameter §). To finish this flux
discussion, we note that the boost generates a closed NS three-form flux, just as we wanted:

HM) = —sinh Bd T p 7. (3.39)

To finish this section, the only remaining task is to perform three T-dualities, along
(21, w2, z3), back to type IIB. From (3.34), it follows that the geometry corresponding to our
final configuration is

—2¢/3 . .
¢ (—dP? + da? + da2 + da2) + 23\ T + 62¢’/3ds%4), (3.40)

ds? = —
(B8) VY + e20/3

with dsa) as in (3.2). The changes in the dilaton can be summarized as follows:

oP(ag Lrduality €—<z~5/3(T+62¢~5/3)1/2 T-duality, 6—2<13/3(T+€2<5/3)1/4 Trduality ¢ (3.41)

along x1 along x2 along x3

Hence, the dilaton remains as in the beginning:

B8 = BT = P, (3.42)

It is rather obvious that, since the dualities are along diagonal directions of the metric, the
NS three-form flux will not be affected in this case:

HPS = H) — _sinh Bd T 7). (3.43)

Regarding the ]-"éA’S) flux, we note that each T-duality will remove a leg to it along its
corresponding Minkowskian direction (x1, x9, x3). That is, we have the reverse process to

that earlier in (3.27):

.7:6(A’8) = cosh fdz1 A dxo N dxg A f?EB’?) % cosh Bdxo N dxg A féB’ﬂ
along x1
Trdwaly, cosh Bdxs N }}EBJ) Ldwal®, cosh [3]-"?537) = ]-"?EB’S). (3.44)
along x2 along x3

We thus obtain a non-closed RR three-form flux, an indication of the N coincident D5-branes
present in this configuration. Finally, the DO-charge previously sourcing .7-'2(A’8) now converts

to a D3-charge. The D3-charge then sources an RR five-form flux which, in analogy to (3.27),
is given by ]:2(’4’8) Adzxy Adze Adrs, plus its Hodge dual (since the D3-charge is self-dual, the
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corresponding RR flux must be self-dual too). We get

FB® = coth B(1 + )L

where the Hodge dual is, of course, with respect to the metric (3.40). As a consistency check,
one may verify that setting 5 = 0 (no boost), we recover the initial type IIB configuration
with only dilaton and RR three-form flux:

configuration (B, 8) ﬁ configuration (B, 7). (3.46)

It is important to note that none of the modifications performed in this section affects the
supersymmetry of the starting configuration (B,7). In other words, the previously derived
constraint equation (3.24) is enough to ensure that the end configuration (B,8) is associated
to an N = 1 supersymmetric world-volume gauge theory too. We refer the interested reader
to section 3.2 in [45] for an enlightening discussion on the difficulties to derive this constraint
equation in the context of the configuration (B,8), where the internal 6-dimensional manifold
is not complex, unlike in the configuration (B,7).

3.2.1 Exact results: a specific choice of the warp factors

At this stage, we would like to make our discussion fully precise. To this aim, we choose our
warp factors as

e r2e ¢F r2e=? r2e=®
= — . = Z. = 2 — 4
G 5F F9 5 , 73 1 +a”, Gy 1 (3.47)
where, in good agreement with our previous choices in (3.4),
F=F(r), a? = a2 + a(r). (3.48)

The constant a% is to be interpreted as the resolution parameter of the blown up two-cycle
in the resolved conifold. (This choice was already studied in [45] and [47].) In this section,
we work out three constraint equations that ultimately allow us to compute (F, e?, a) above
and thereby fully determine our type IIB configuration in this case. We will do so for a
particularly simple case, as the most general scenario is computationally hard to handle.
The first constraint equation follows from demanding that the choice (3.47) leads to a
world-volume gauge theory with NV = 1 supersymmetry. As we argued in section 3.1, this
amounts to requiring that (3.24) holds true. Using (3.47) in (3.24), it is quite straightforward

44



to show that the first constraint can be written as

2,6\ _ - 2,9
(15 + 88%)@ + 5Ge¢%ar + % + (% + %F - %) (1 + 4“7; ) =0, (3.49)
where (¢~)r, ar, F,) stand for the derivatives with respect to the radial coordinate r of (d;, a, F),
respectively.
For the second constraint equation, we will demand quantization of the magnetic charge
of the D5-branes in our configuration. Recall that, in spite of the duality chain of figure 7,
our D5-branes remain as in figure 6F: oriented along (t, z1, x2, x3) and wrapping the two-
cycle parametrized by (2, ¢2). As is well-known®, the D5-branes’ charge stems from the RR
three-form flux .FPEB’S). Accordingly, let us begin by giving the explicit form of this flux when
the warp factors are chosen as just mentioned. This amounts to inserting (3.47) in (3.44)
and further using (3.6) and (3.9). Rather easy and quick algebra then gives

féB’S) _ e"gr?’F

cosh 8 (l}leé?’ﬂ A e((f’n + 12326((92B’7) A e((zf’?)) A ef/}B’?), (3.50)

where we have defined

4a2e‘£> i = r2<;3r — 8aa7«eq~5

= d (1 i 351
t=or{lt 2 r2 + 4a2e? (8:51)

Now, the magnetic charge of the D5-branes in our setup can be calculated as the integral of
their RR three-form flux over the three cycle orthogonal to them:

G = / FP, (3.52)
SS

with S3 the three cycle labeled by (01, ¢1,%) and depicted in figure 6F. It is easy to see that
only the first term in (3.50) will contribute to the magnetic charge. Normalizing the three
cycle volume as

B,7 B,7 B,7
Vg = /53 eél A e((251 A efp ) =1 (3.53)
and demanding g,, € Z, we obtain the second constraint equation:

F
éo = 1Te¢r3 cosh B € Z. (3.54)

8 A succinct and clear review on charge quantization of D-branes can be found in [31].

45



The third and last constraint follows from dzféB’S) = 0. For simplicity, we will consider

the limit when (a, a,) are of the same order and sufficiently small, a ~ a, << 1. Under this
assumption, we can expand ko around a® = 0 and obtain

~ ~ 4a2e® 8aay,e®
ko = ¢r(1 -2 ) - r;’ + O(a®). (3.55)
Further introducing the quantities
(BT) (BT _ (BT , (BN , (B 2 =912,
7735(691 Neg ' —ep, " Neg, )/\e¢ , G=e choshB(Qaar—T),
(3.56)
it is not hard to convince oneself that féB’g) can be written in the very suggestive way
B8 ~ B,7 B,7 B,7
]-'é ) = —éons + G’eé2 A efm ) A efb ), (3.57)

where we have used our first constraint (3.54). Note that n3 is a closed form (dns = 0). Con-
sequently, the exterior derivative of the above comes solely from the second term. Denoting
as (G, the derivative of G with respect to r, we obtain
(B,8) _ BT (B,7)  (BT) A (BT (B,7) A (BT (BT  (B)7)
dFsY = Gl A ey Neg, T Ney, = Geg U Ney T Nep, " Neg " (3.58)
where we have made use of (3.6). Of course, the exterior derivative of the above must vanish
and this leads to our third constraint equation:

B3 B, B, BT BT
0= dz]-"é ) = —GelBD A eél A eél A e§2 A 62)2 ) — G, =0. (3.59)
Having derived the three constraints of our interest, (3.49), (3.54) and (3.59), we will now
solve them under the assumption a ~ a, << 1, keeping only terms up to order O(a). (Other
solutions to these equations are of course possible, but we will not attempt them here.) In

this case, (3.49) reduces to

~ T 2 2
T —F - — = %) = .
rér+ e F 15F—|—5+C’)(a) 0 (3.60)
and (3.54) becomes
op3F
¢o = ¢ 2 ¢y cosh B + O(a?), (3.61)

which immediately ensures that (3.59) is satisfied in the limit here considered. Defining
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Z = ¢% and ¢op = ¢y / cosh 3, we can solve for F' in the above

4éq )
F= 5y +0() (3.62)
Substitution in (3.60) then yields
r2 15\, 9
v Zye — 37 + r(Q—CO - ?)ZT +O(a?) = 0, (3.63)

with Z,.. = d?Z/dr?. One may easily verify that a solution to (3.63) is given by Z = 24éyr 2.
It follows then that
1

+0(a®), F= 5t O(a?) (3.64)

;s 24¢
e? = <0

r2

fully determines our choices in (3.47), up to order O(a?). The explicit form of the type I1IB
configuration (B,8) in figure 7 can then be obtained by simply using (3.47) and (3.64) in
(3.40) and in (3.42)-(3.45).

3.2.2 Connection to the model in [11]

The present section is devoted to sketching how the configuration (B,8) of figure 7 is related
to the resolved conifold in the presence of fluxes considered by Ooguri and Vafa in [11]. Here,
we will clearly point out the modifications needed to obtain the model in [11] from (B,8).
These are depicted in figure 8, which serves as a graphical summary of the present section
too. Nonetheless, unlike in previous sections, we will not present a thorough derivation of
the geometries and fluxes for each intermediate configuration considered in the process. Such
exhaustive study is beyond the scope of this thesis and is deferred to the sequel(s) of [1,2]. In
such sequel(s), following [11], we also intend to explore knot invariants in the configuration
(M,5), which follows from (B,8) and which is constructed in details in section 3.3. For the
time being, we refer the interested reader to section 4.4 in [1] for a preliminary discussion of
the physics stemming from (M,5) and the realization of knots in this setup.

As we just mentioned, our starting point in this section is the configuration (B,8) summa-
rized in figure 7. Essentially, this is the same configuration as that drawn in figure 6F, but
in the presence of both RR and NS fluxes. In figure 8, this is shown in the top, left corner.
As can be seen, (B,8) consists of a large number N of D5-branes wrapping the two-cycle S?
of a non-Kéahler resolved conifold. Let us start by making an observation that will soon be
relevant to us. From the orientation of the D5-branes shown in figure 6F it is clear that,
upon a dimensional reduction, we expect to obtain an SU(N) world-volume gauge theory
along the spacetime directions (, x1, x2, 73).
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Figure 8: Depiction of the discussions in section 3.2.2. To the configuration (B,8) of figure 7 we do
the following modifications: Euclideanize and compactify the (Z, x1, x2) directions, go to the mirror
picture, perform a flop operation and take the gravity dual. The resulting configuration is that of
a resolved conifold in the presence of fluxes studied in [11]. Our configuration (B,8) is that on the
top, left corner, whereas the most well-known realization of the model in [11] is drawn on the bottom,
right corner. It should be noted that, as explained in the text, the mirror operations here shown are
valid only in a certain energy range.

Next, recall that the metric corresponding to (B,8) was given in (3.40). Note in particular
that the spacetime directions (£, x1, z2) in this geometry parametrize a three-dimensional
Minkowski subspace. The first modification to (B,8) that one needs to consider in order to
obtain the model in [11] consists in Euclideanizing and compactifying these directions, so
that they parametrize a sphere: (¢, x1, x9) — S?E). Then, the corresponding physical theory
will lie in S?E) X R, where R stands for the line labeled by the coordinate zs.

Secondly, we must perform a series of T- and SYZ-dualities to the resulting configuration,
which will take us to the so-called mirror picture. The required dualities are far from trivial,
involving many subtleties. Nevertheless, the works [48-51] deal with all difficulties exhaus-
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tively and show that the mirror picture consists of N D6-branes wrapping the three-cycle S3
of a non-Kéahler deformed conifold. This is true only for energies higher than the inverse size
of the two-cycle S? of the dual resolved conifold. As a consequence, we will restrict ourselves
in the ongoing to this energy regime®.

In the described mirror picture of our interest, the N D6-branes are oriented along the

seven-dimensional subspace S?E) x 83 x R. The third and last modification required to obtain

the model in [11] is given by a flop operation, that exchanges SEJ’E) and S3: S(3E) < 83, Clearly,

this does not affect the orientation of the D6-branes, yet it transfers the physics from S(?’E) xR
to S3 x R, thus yielding the D6-brane realization of the model in [11] depicted on the bottom,
left corner of figure 8.

A more well-known realization of the setup in [11] is obtained by simply taking the large
N dual (in other words, performing a geometric transition) of the above configuration. In
this case, the deformed conifold becomes a resolved one. The D6-branes disappear in the
dual picture, giving rise to fluxes. This configuration is precisely that shown on the bottom,
right corner of figure 8.

Alternatively, one may take the large N dual of (B,8) first and consider the mirror picture
afterwards. The result is the same: we obtain the deformed conifold with fluxes of [11]. This
equivalent procedure is depicted on the top, right corner of figure 8.

At this stage, we have argued that our configuration (B,8) is related to the model in [11]
by a simple chain of dualities. That is, (B,8) is dual to [11]. In the next section, we will build
an M-Theory configuration (M,5) from (B,8). As we shall see, (B,8) is dual to (M,5) and so
this will allow us to conclude that (M,5) is dual to [11] too.

3.3 Non-commutative deformation and M-Theory uplift

In this section we will obtain the second M-Theory construction where knot invariants can be
studied: (M,5). Clearly, the starting point will be the configuration (B,8) in figure 7. We will
first do a T-duality along % to type ITA, where we will perform the same non-commutative
deformation we considered in section 2.1: (x3, 1)) — (&3, 1). As we argued in both sections
2.1 and 2.2, this deformation sources a ©-term in the associated world-volume gauge theory,
which is crucial to allow for the embedding of knots in our model. Finally, we will uplift
the resulting configuration to M-Theory. As has been the case so far, the dilaton and fluxes
for each geometry considered will be worked out here too. Figure 9 provides a graphical

summary of this chain of modifications and indicates the main results in this section.

9As argued around (2.5) in [1], for energies lower than the size of S?, the mirror picture will lead to D4-
branes instead of D6-branes. Although such scenario may be interesting as well, it does not relate to the
model in [11] and thus we are presently not concerned with it.
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Type lIB configuration (B,8) T-duality Type lIA configuration (A,9)

( ) along y
Metric: (3.40 Metric: (3.66)
Dilaton: (3.3) ‘ Dilaton: (3.70)
RR 3-form flux: (3.44) RR 2-form flux: (3.72)
RR 5-form flux: (3.45) RR 4-form flux: (3.76)
NS 3-form flux: (3.43) NS 3-form flux: (3.71)
NC deformation
(2.19)
M-theory configuration (M,5) Type lIA configuration (A,10)
Uplift

Metric: (3.77)

Metric: (3.82) - Dilaton: (3.70)

G 4-form flux: (3.87) RR 2-form flux: (3.72)
RR 4-form flux: (3.79)

NS 3-form flux: (3.79)

Figure 9: Graphical summary of section 3.3. To the configuration (B,8) of figure 7 we do a series
of modifications, so as to source a O-term in the corresponding world-volume gauge theory. The
resulting configuration is then lifted to M-Theory. The configuration (M,5) is the second M-Theory
construction we propose for the study of knots.

In order to obtain the T-dual of the configuration (B,8), we first note that the geometry
in (3.40) is associated to the following NS B-field:

2
B(B,S) = sinh Z (\/ F1.F5 cos O;dr — gg_m‘ sin 92d9,) A doy, (3.65)
i=1

as can be easily inferred from (3.43). T-dualizing along ¢ the metric (3.40), we obtain the
type IIA geometry
1

1
dsly g) = NG (dsfip + da3 + %ddﬂ) + \/ﬁds%g,), (3.66)

50



where we have defined

2
dstiy = —dU’ + do} + dz3,  dsfyy = Fodr® + ) Foyi (db + sin® 0,d¢7) (3.67)
=1

and, using T in (3.31), we have also introduced
h= e/ (T v e2<5/3) . (3.68)

This has an associated NS B-field given by

2
B(ag) = B+ y_ cosbidi) A dg. (3.69)
=1

The dilaton for this type ITA configuration is, quite obviously,
b = VA g 120, (3.70)

The NS three-form flux can be easily derived to be

(A,9)

2
HD = dBagy =Y+ sinbid6; A do; A d, (3.71)

i=1
with HéB’g) as in (3.8) and (3.43). Coming to the RR fluxes now, we note that the T-duality
converts the D5-branes that wrap the two-cycle of the resolved conifold in the configuration
(B,8) to N coincident D6-branes that wrap the two-sphere parametrized by (61, ¢1) in the
dual type IIA picture!®. Consequently, the RR three-form flux (3.44) that was sourced by
the D5-branes now gives rise to the RR two-form flux

N Ty P T s
fZ(A,g) = 29 cosh 8 (/?f Z 921] (:g2+i7r — 1/ ﬁlﬁQ) sin Ojdﬂj VAN dgf)j, (372)
ij=1 v
i#]

10 Actually, this T-duality is more subtle and can also lead to D4-branes. We discussed this important point
in section 3.2.2 already.
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as well as to the RR four-form flux

, 7. 2 g
FO = 62 cosh gy | 22 3 b L Fariy —  F1.F2) sinb; cos hidip A\ doyi A db; A depy.
(3.73)

Both are sourced by the dual D6-branes (and hence, d.7-"2(A’9) #0 # d}"il)). On the other
hand, the D3-charge that sourced the self-dual RR five-form flux in (3.45) converts to a D4-
charge after the T-duality. They now source RR four- and six-form fluxes, which are Hodge
dual to each other, with respect to the metric (3.66). Starting from (3.45) and using (3.68),
it is clear that the RR six-form flux is

d 2y

FA = coth b (%)dt Aday A dey A dzs A dip A dr, (3.74)

r
However, its Hodge-dual four-form will become more convenient once we perform the uplift
to M-Theory, with views to computing the G-flux there. Since the metric (3.66) is diagonal,
it is not hard to show that the flux of our interest is given by

) (A,9) d (e 9 | F2 2 .
_ ) _ . Q] . . .
]:4 — % IG = —coth B% (T) h Jl ilzll /2+1 sin GZdGZ A d¢l (375)

The total RR four-form flux for this configuration is thus

FA _ p) o) (3.76)

We will now apply the non-commutative deformation (z3, ©) — (i3, ¥) in (2.19) to the
above type ITA configuration. The metric (3.66) then changes to

- a. 2(2) 1/3 d7 B 2 0 B
2 — (oP(a.0))2/3 Fae 2 T3 . 2 CO8“Upe  ~9 9
ds(A,lO) = (e (A 9)) (7h ) [dStIQ + (4005 an + sin 9ncd¢) + \/Ey2 dd} + hdS(S)] .
(3.77)

The dilaton and RR two—form flux can be readily seen not to be affected by the deformation:

e¢~>(A,10) = eé(A,SJ)’ fZ(A’lo) = fQ(A’g), (3.78)
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However, the RR four-form flux and the NS three-form flux do change to
(A,10) _ 24 F2 .7 (3 : (2)
FAMO =2 cosh § c0s ey | Z2dib A <k1d¢1 A dBy A dy + kadfy A dy A d@) T FP,
1

2
HéA’lo) :HgB’S) + cos Ope Z sin 0;d6; A deé; A di, (3.79)
i=1

where we have defined

2 2 F3
k1 = — (%3, — /. F1.%3)sin Oy cos 0 k —
1 93( 3,r 1 2) 2 1, 2 7,

(ﬁ477« — ylyQ) sin 91 COS 92. (3.80)

Once more, the RR two-form flux not being closed, we can rewrite it in a similar fashion to
what we did earlier in (2.35) and (2.105):

2
]:2(A’10) = dA, + A, A =cosh Z cos 0;do;, dA = sources, (3.81)
i=1

with A; the type ITA gauge field for this configuration (A, 10). We will soon see that it is
opportune to define A as we just did. Before we proceed, let us make one last observation:
the subsequent M-Theory uplift will only capture the dynamics of this type ITA theory when
e®(4.10) is of order one, or bigger.

The M-Theory metric corresponding to (3.77) is

dS%M,5) = (6$(A,9))—2/3d5%14710) + (h92264¢;)_1/3(d3311 +A1)2‘ (3.82)

We note that, due to (3.4) and (3.81), for a fixed value of the ¢ coordinate, namely ¢; =
¢7, the metric along the directions (r, 62, ¢2, x11) describes a warped Taub-NUT space.
Introducing the quantities

4

N

Gl, Gg = Sin2 92@2, G4 = (hﬁ2264(£)_1/3,
(3.83)

Gl ﬂl(h2ﬂ2€2q§)l/3, GQ =

s

1

which are only functions of the coordinates (r, 62) and the boost parameter 3, we can write
the metric for the Taub-NUT space as

sy, = Gidr? + G2d03 + G3dd + Ga(dryy + A})?, (3.84)
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where we have defined

Ar=A, = cosh [ cos Oadpo. (3.85)

*
l—d)l

To the metric (3.84), we associate the following vielbeins:

oM = \JCrdr, o1 = \[Cadty, M = \[Gadgn, P = \/Gu(dzn + A,

(3.86)

As was the case in section 2.1.1, this is a multi-centered warped Taub-NUT space. Recall that
we had N D6-branes in the configuration (A, 10) prior to the uplift. Hence, G’Zl = 0 happens
N times, leading to coordinate singularities that denote the location of the D6-branes in the
dual type ITA picture. Further, the D6-branes in (A, 10) were coincident and consequently we
are, by construction, at the non-abelian enhanced scenario discussed in 2.1.1: the symmetry
group of the associated world-volume gauge theory is SU(N). It follows then that the G-flux
for this M-Theory configuration is of the same form as that in (2.76):

N-1
G =GN + 3" F na, (3.87)
k=1

where F},’s are the Cartan algebra values of the seven-dimensional world-volume field strength
F, the wy’s are the unique, normalizable, (anti-)self-dual two-forms associated to the minimal
area independent two-cycles in the space (3.84) and the background G-flux is given by

(GMP)y = FlA10) 4 9100 A gy (3-88)

Explicitly,

T~ 2 2
(GSM5)y =25 cosh B s O | zdw A (k1d¢1 A dfy A d + kodBy A ddy A d@)

d (e | Fs 1
— coth ,85 <€h ) h? (/?? H For;sin0;d0; A do; (3.89)
i=1

2
+ Z sin 0;d0; A dop; N\ dxziy A [Sinh,@(ﬁg_kiyr — ﬁlﬁg)dr — COS Gncdﬂ .

i=1

It can be readily seen that the only quantities left to be computed are the wi’s. We do so in
the following. The discussion is analogous to that in section 2.1.1, so we will be brief.
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We begin the computation of the wi’s by constructing the minimal area independent two-
cycles of (3.84) to which they are associated. Note that G4 = G4(r). Thus, we can call the
N solutions to C;’Zl =0 as r(;), where i =1, 2, ..., N. Consider two such solutions, r(; and
7(j) (where i # j) and the straight line in the r direction connecting them, C,. Attaching to
each point in C, a circle labeled by x11, we obtain the corresponding minimal area two-cycle
Xi;. We take the set of all Xy 41, for k=1,2,..., N —1, as the independent minimal area
two-cycles where the w;’s are defined and consider the following ansatze for them:

O =dlr, G = guldein + A7), (3.90)
Easy algebra then yields
~ o Gkr (i) (M) Ik .o (M5) (M)
wp =——=—e,"" Ne — ——— cosh sin fse ANe ,
/7G1G4 T 11 /7G2G3 02 P2
*Wp = Jhr__ o(M5) p o(M5) _ Ik cosh (3 sin fpeM) A eg11\4,5)’ (3.91)

—F——6 Y
VGG, 7 v V GaG3
where, obviously, the Hodge dual is with respect to the metric (3.84) and g, stands for

the derivative of g with respect to the radial coordinate r. Using (3.83) and demanding
(anti-)self-duality of &y we obtain the ordinary differential equation

— I 2 eosh p [ (3.92)
T 4 2

which can be effortlessly solved to give

T(k+1) e—&’ ng
Y —,/—d), 3.93
Ok goeXp($/T 7\ ™ (3.93)

(k)

with §g some integration constant where we have absorbed the contribution of cosh 5. The
above fully determines the G-flux in (3.87).

We remind the reader that all the discussion so far in this section is subject to the
constraint (3.24) so as to ensure N' = 1 supersymmetry in the corresponding world-volume
gauge theory.

The configuration (M,5) is the second and last model we construct for the study of knots
and their invariants, the first one being (M,1). In the remaining of this work, we will only
study the configuration (M,1). Indeed, in part II, we will understand in details the four-
dimensional gauge theory stemming from (M,1). In doing so, we will argue how and why
(M,1) provides a natural framework to realize knots. Part III will then exploit all the acquired
knowledge to show how knots are to be incorporate in model (M,1). All investigations of the
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embedding of knots in (M,5) are deferred to the sequel(s) of [1,2].

Before proceeding further, it is important to emphasize that, in constructing (M,1) and
(M,5), we have already achieved a very major result in this thesis. Note that, as depicted
in figure 1, the configuration (M,1) is dual to the D3-NS5 system of [14]. On the other
hand, the configuration (M,5) follows from the very same D3-NS5 system and is dual to the
resolved conifold in the presence of fluxes considered in [11]. Hence, we have made explicit
the modifications that directly connect the seemingly very distinct models in [14] and [11].
In plain English, we have provided a unifying picture between the two existing approaches
to computing knot invariants in String Theory. Comparing figures 2B and 6B we see that
the Ooguri-Vafa and Witten proposals can be traced to a dual type IIB scenario of a D3
brane between two NS5-branes, where they only differ in the relative orientation between the
NS5-branes.

In chapter 8 we have constructed model (M,5). As (M,1) in the previous chapter, (M,5)
is an M-theoretical model that provides a suitable framework for the study of knots. Unlike
(M,1), the (M,5) model has N =1 supersymmetry and is dual to the resolved conifold in the
presence of fluzes first suggested in [11]. It is important to note that in constructing (M,1)
and (M,5) we have shown a direct connection between the seemingly distinct supergravity

proposals of [11] and [14].
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Part 11
The world-volume gauge theory of (M,1)

As hinted by the title itself, this second part focuses on the (non-abelian enhanced) M-Theory
configuration (M,1) constructed in chapter 2. The fundamental purpose here will be to show
that indeed (M,1) provides a suitable framework for the realization of knots. To this aim,
we shall derive and investigate the four-dimensional world-volume gauge theory associated to
(M,1). This is an N = 4 supersymmetric theory with gauge group SU(N) and we will subject
it to half-BPS boundary conditions. Such study is presented in three main steps. In chapter
4, we obtain the action of the aforementioned gauge theory. Chapter 5 is devoted to the
associated Hamiltonian and the minimization of its energy, which yields the BPS conditions
for the theory. This analysis naturally leads to a three-dimensional boundary subspace X3,
whose action is the main object of interest in chapter 6. As we shall see, the physics in X3
are governed by a complexified Chern-Simons action. Consequently, X3 or, more precisely,
its Euclideanization constitutes a suitable space where knots can be embedded.

Figure 10 provides a visual sketch of the overall logic and key results in this part. Given
the considerable length of the calculations involved, the reader may find it useful to keep
an eye in this image while reading through the following three chapters. In this way, the
underlying principal flow of ideas shall hopefully not be lost during the presentation of the
corresponding computational details.

o7



SU(N) gauge theory action Non-abelian enhanced
in 4d, with A=4 SUSY M-theory configuration (M, 1)
D . Metric: (2.46)
(4.143) Compactification G-flux: (2.76)
Legendre
transform
\
Hamiltonian
(5.88) Time-independent fields |
Gauge (5.35) |
~ Energy Requires of Constraints (5.40), (5.42) |
minimization Approximation (5.77) |
v BHN equations (5.91) |
Hamiltonian Consistency conditions (5.92) |
(5.93)
Rewritten as

v

Boundary action in 3d ) —
Subjectto | Half-BPS boundary conditions

(6.19)-(6.22)

(6.11)
Topological Topological Topological
twist twist twist
Y

Topological boundary action | Constraints (6.73) |

| Hitchin equations (6.74) |

(6.60) \ 4
[ Hai-BPS BCs (6.33) | [Consistency conditions (6.79)|

Figure 10: Graphical summary of part II. In orange, the starting point: the non-abelian enhanced
M-Theory configuration (M,1) of chapter 2. In purple, the contents of chapter 4: the derivation of the
four-dimensional gauge theory stemming from (M,1). Colored green, the derivation and minimization
of the corresponding Hamiltonian, presented in chapter 5. Blue is associated to chapter 6, which
focuses on the study of the action in the three-dimensional subspace X3 where knots can be embedded.
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Chapter 4: Bosonic action for the world-volume gauge theory

In accordance to the plan above outlined, in this chapter we argue what the bosonic action
is for the SU(N) world-volume gauge theory along (t, 1, o, ¥) that follows from the non-
abelian enhanced model (M,1). This gauge theory has N/ = 4 supersymmetry by construction
and we will impose maximally supersymmetric boundary conditions in due time. We will not
be interested in doing so here, but obviously supersymmetry could be used to obtain the
fermionic sector of the theory. In principle, one could explicitly write the eleven-dimensional
M-Theory action and then work out the desired four-dimensional reduction!'. However, this
is more easily said than done. We will thus follow a different approach here: we will obtain
the total action as the sum of three distinct contributions, providing ample motivation for
each term.

The first two of these three terms directly stem from our construction of (M,1) in chapter
2 and are indeed initially written in terms of only quantities there defined. Rewriting these
terms as functions of the fields in the A/ = 4 vector multiplet is, however, far from trivial. In
achieving this task, we further split the two terms in many parts.

The third and last term is, unluckily, hard to present in such a manner. Consequently,
we start by directly writing it in terms of the aforementioned vector multiplet. Nonetheless,
the length and complexity of the term lead us to further divide it into smaller pieces too.

The present chapter is heavy on computation. To help the reader make sense of the
very many terms in the calculations that follow, we include figure 11. This figure provides a
graphical summary of the entire chapter 4, pointing out all the different contributions to the
total action and their origin.

A last important remark before jumping into computation. To avoid as much as possible
dragging long prefactors, we set the Planck length to one right from the onset: [, = 1.

"For our case, compactification can be done via the G-flux (2.76) and metric (2.46), reduced over the
normalizable internal harmonic forms. These two-forms are associated to the Taub-NUT subspace and were
determined in (2.71).
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Action S for the N=2, d=4
gauge theory along (t, X,, X,, ¥)

sum of

S splits into
three,
as indicated in
S@in (4.2) S@in (4.106) (4.114) and (4.115)
rewritten as
(4.11)

splits into two,
as indicated in

(4.14) and (4.15)

each term given by

second term
splits into two,
as indicated in
rewritten as
(4.56) and (4.57)
first term
rewritten as
each term given by
(4.22) (4.65) (4.76) (4.86) (4.116) (4.124) (4.141)
putting everything together
S@in (4.99) S@in (4.108)

putting everything together

Sin (4.143)

Figure 11: Graphical summary of chapter 4, where we obtain the bosonic action for the four-
dimensional SU(N) gauge theory following from the non-abelian M-Theory configuration (M,1) of
part I. This figure sketches the connection between the very many terms whose addition gives the
aforementioned action. The colors correspond to the subsections where the cited equations can be
found: in blue results derived in section 4.1, in green those explained in section 4.2 and in yellow the
terms worked out in section 4.3.
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4.1 Kinetic term of the G-flux

The first contribution to the just described bosonic action we will consider is the kinetic term
of the G-flux (2.76). Our approach will be to work out in details this term for the abelian
configuration (M,1) of section 2.1 and then generalize the result to the non-abelian scenario
of section 2.1.1. With this aim in mind, let us first rephrase the main features of both the
abelian and non-abelian configurations (M,1) in a language suitable to such goals.

The geometry of the configuration (M,1) was given in (2.46), be it for the abelian or
non-abelian case. By simple inspection, it can be readily seen that the eleven-dimensional
manifold X717 on which this metric is defined naturally decomposes into three subspaces:

X1 =X4®%3TN, X, =X30RT. (4.1)

Here, X4 is the four-dimensional subspace where we will define our gauge theory. This further
decomposes into X3 (the Minkowski-type three-dimensional subspace along (¢, x1, z2)) and
R* (the half real line labeled by 15) This second decomposition clearly denotes that there
is no Lorentz invariance along 1/; On the other hand, Y3 is the three-cycle parametrized by
(Z3, ¢1, r) and TN stands for the warped Taub NUT space spanning (61, s, 9, 11). For
the abelian (M,1), this is a single-centered Taub NUT, whereas for the non-abelian (M,1) it
is an NN-times-centered one.

After the non-abelian enhancement, there are N coincident M2-branes oriented along
(x8, g, 11) in the configuration (M,1), as depicted in figure 4B. Following the notation
of section 2.1.1, we denote as l_i the location of these M2-branes in the (xg, x9) plane. It
is around this point [; that we shall determine the action of the non-abelian world-volume
gauge theory.

Coming to the fluxes, the G-flux for the non-abelian enhanced (M,1) was given in (2.76).

This G-flux consists of two pieces: the delocalized background flux (gflM’l)> and the localized

N—1 -
contribution of ( > Fir A wk>, sharply peaked around l;. As it is common practice in the
k=1

literature, we will assume the delocalized piece is such that its contribution around l_i is
negligible and restrict our attention to the localized piece only.

In the abelian case, the situation is essentially the same. The only difference being that
the G-flux is now given by (2.51). The Taub-NUT space has a unique singularity, whose
location we can denote as l_i as well. The G-flux again splits into delocalized and localized
parts. We assume the delocalized part’s contribution is inconsequential around l_i
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We will now use all the above remarks to obtain the first term for the U(1) world-volume
gauge theory action:

S = / (giM’l) A *giM’1)> , (4.2)
X11

where the Hodge dual is with respect to the eleven-dimensional metric (2.46). Using (2.51)

and because we are interested in the gauge theory around l_i, where (QZ(LM’1 ) is negligible, the
above reduces to

S(l)—/ (FAW)A*(FAw), (4.3)
X1

with F the seven-dimensional abelian field strength. By definition, w is (anti-)self-dual and
is restricted to the subspace T'N. For concreteness, we take it to be self-dual in the ongoing.
On the other hand, F spans X4 ® ¥3. Then, we can rewrite S(!) as

S(l)z/ w/\w/ F A xF, (4.4)
TN X4®%3

where the Hodge duals are taken with respect to the subspaces of (2.46) indicated by the cor-
responding integrals. This drastic simplification where the Taub-NUT completely decouples
is not as trivial as we just made it sound. Hence, before proceeding further, let us carefully
show how this can be made to happen consistently.

Naively, the decoupling happens if the following two conditions are satisfied:

e The integral over T'N above only depends on the (61, xg, 9, 211) coordinates.
e The integral over X, ® X3 is independent of these very same coordinates.

The first condition can easily be seen to hold true. The two-form w was defined in (2.52),
with the gauge field A given by (2.37). It is clear from these expressions that the integrand
w A w only depends on the Taub-NUT coordinates, as desired. The metric for the space
TN was given in (2.48) and, as pointed out there, only depends on (61, zs, x9, x11). This
implies the measure for the integral over T'N will have the desired coordinate dependence as
well. The second condition, however, does not hold true a priori. An inspection of the metric
(2.46) along the directions of X4 and 3 leads us to conclude that the measure of the second
integral in (4.4) will depend on (61, xg, £9) —recall our choices for the warp factors in (2.2)
and for the dilaton in (2.59) to understand this last statement. Nevertheless, this desired
decoupling can be effectively made to happen. Let us see how.

A careful inspection of (2.46) restricted to X; ® X3 shows that the dependence of the
second integral in (4.4) on (s, x9) comes solely from the dilaton (2.59). We can therefore
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remove this dependence by assuming that the dilaton is given, to leading order, by its constant
piece:

€26~ 200, (4.5)

Note that the above assumption is in excellent agreement to the strong coupling limit dis-
cussed around (2.45), required for our M-Theory configuration to be valid, as long as we
consider e2?0 to be of order one. On the other hand, the #; dependence of the second integral
n (4.4) is not “removable”. Let us thus turn to the 6; dependence of the first integral in
(4.4).

We will refer to the first integral in (4.4) as

615/ wAw. (4.6)
v3  JTN

Using (2.37), (2.50), the first equation in (2.57) and (2.64) in (2.53), it is a matter of easy
algebra to obtain the two-form w as

9

0 0
Z 99 dxi A (dx11 + Aqp,dbr) + (8 J A — aigAIS)de A dxg
i—8 Ty T8 T9
+ g(agd(l?s + Oégdm'g) A db. (4.7)

Then, (g, a2, ag) being all functions of only (xg, z9), it follows that (4.6) is actually inde-
pendent of 64:

0
wAw= 2g(0z3—g — Qg

Dzs o 9)d91 A dxg N dxg A dxqy. (4.8)

Consequently, choosing (4.5) and transferring the 6; integral to the second integral in (4.4)
as an average, we can consistently decouple the contribution of the Taub-NUT space to S():

/ 6 / F AF, (4.9)
X4®%3

where this prefactor should be understood, in this abelian case, as

c Rg Ry Ri1 dg B
1 / d:L'g/ dxg/ dl’u 29 <CK3a s a;g) (4.10)

with R; denoting the radius of the z; direction (for ¢ = 8,9, 11). Note that (zs, zg) are
non-compact directions, while x11 is compact.
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At this point, it is easy to infer what the generalization of (4.9) is to the non-abelian case:

s = G, I(l);/ d@l/ Te(F A +F), (4.11)
‘/3 0 27T X41®X3

where F is now the non-abelian seven-dimensional field strength and the trace is taken in the
adjoint representation of SU(N). There are just two subtleties in going from (4.9) to (4.11)
that we better discuss.

The first one is regarding the prefactor (C7/V3). This prefactor is, of course, no longer
given by (4.10). Instead, it depends on the two-forms {wy} in (2.71). Its explicit form is
rather tedious to work out and we will not attempt to compute it here. For our purposes,
it suffices to note that, by construction (see the details in section 2.1.1), we are guaranteed
its independence on the 6; coordinate. So we can transfer the 6; integral to the subspace
orthogonal to TN as an average and indeed obtain (4.11).

The second subtlety is regarding the appearance of the trace. (Note that the non-abelian
G-flux in (2.76) only involves the Cartan algebra values of F.) Let us try to shed some light
to this point by first recalling how the non-abelian enhancement was achieved in section 2.1.1
—perhaps it suffices to take a second look at figure 4B. There, we wrapped M2-branes around
the minimal area, independent two-cycles of the N-centered Taub-NUT space (2.48). The
two-cycles were then shrunk to zero size, making the M2-branes tensionless. From this point
of view, internal fluctuations of the Taub-NUT space are supposed to provide the Cartan
values of the field strength. Fluctuations of the M2-branes along the Taub-NUT directions
would then contribute the remaining roots and weights, thus leading to the full trace in
(4.11). A more detailed version of this argument may be found in [35-37] and references
therein. However, no rigorous proof of this conjecture exists. The argument between (3.91)
and (3.98) in [1] in terms of a sigma model may well be the most solid evidence for this claim.

The fact that the trace should be in the adjoint representation has a simple enough
heuristic explanation. Additionally, this very argument settles what the bosonic matter
content is in our non-abelian world-volume gauge theory. Recall figure 2B. There, to the usual
type IIB D3-NS5 system we added a second, parallel NS5-brane. The distance between the
two NS5-branes being large enough then allows for effectively retaining N/ = 2 supersymmetry
near the original NS5-brane. By the same logic, deep in the bulk of the D3-brane, far away
from both the NS5-branes, we expect N' = 4 supersymmetry effectively. As is well-known,
any N = 4 supersymmetric gauge theory has a vector multiplet consisting of four gauge fields
and six real scalars, all of them in the adjoint representation. Certainly, this is the matter
content we expect in the bosonic sector for our D3-brane gauge theory too, far from the
NS5-branes. On the other hand, the bosonic matter content of any ' = 2 supersymmetric
gauge theory is arranged in a vector multiplet of four gauge fields and two real scalars in the
adjoint representation and a chiral multiplet containing four real scalars in any representation.
Needless to say, this is the matter content we expect in the bosonic sector of our gauge theory
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nearby the NS5-branes. It then stands to reason that, if we are to reconcile these two limits
in our setup, we require the four scalars of the N/ = 2 chiral multiplet to be in the adjoint
representation. Therefore, the bosonic matter content of our SU(N) gauge theory is settled
to that of the N' = 4 vector multiplet: four gauge fields and six real scalars, all of them in
the adjoint representation.

Subtleties clarified, we take (4.11) as our starting point and devote the remaining of this
section to writing 7™ in terms of the just discussed N' = 4 vector multiplet, which spans
the spacetime directions (¢, z1, x2, 1/;) To begin with, we assume that the seven-dimensional
non-abelian field strength F only depends on these coordinates:

]: = ]:(t, T1, T2, YZJ) (4.12)

Secondly, and owing to the decomposition (4.1), we make a distinction between the compo-
nents along X, and Xg3:

F = FXe) 4 75, (4.13)

Using such distinction in (4.11), we naturally split the first contribution to the non-abelian
action into two pieces:

C
1 =1 (71,1 (1,2)
sV =1 (I +1 ) , (4.14)
with
7Ly — / d01 / (]:(X4) A >I<]:(X4 7(1:2) / d91 / (]:(23) A *.7:(23))
X053 X4®X3
(4.15)

Rather obviously, the Hodge dual in both I"D and I} is with respect to the seven-
dimensional metric of X4 ® X3.

Note that the crossed terms (FX%) A« F*3)) and (F*3) A F(X9)) are zero and thus have
not been included in (4.14). The argument for the vanishing of the first such term is as follows.
Each component of F(¥3) spans two directions of ¥3. Consequently, the corresponding term
of *F3) is oriented along all four directions of ¥4 and the remaining direction of ¥3. As
the components of FX4) gpan two directions of ¥4, the term (F (Xa) A xF (23)) necessarily
contains the wedge product of two same X, directions and thus yields zero. The argument
for the vanishing of the second crossed term is similar.

At this stage, the only quantities left to be determined to explicitly write S are I
and 112 defined in (4.15). Their computation is quite long and involved. Consequently, we
will do so in separate sections. In the end, we will put together in (4.14) the integrals I 1)
and 112 that we shall obtain.

1,1)
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4.1.1 Determining I(*V: the contribution of gauge field strengths

As the title suggests, this section is devoted to the computation of I('Y) in (4.15) in terms
of the field strengths associated to the N' = 4 vector multiplet. But before jumping into the
details of the calculation, let us introduce some quantities that will soon be useful.

We begin by taking a closer look at the seven-dimensional space X4 ® 23, where 11 ig
defined. Its metric can be directly read from (2.46) to be

dsk,ex, = Hi[—dt* + da? + da3 + Hadi3 + H3(de1 + fsdis)? + € (Fidr?® + H4d¢32)], |
4.16

where we have made use of our assumption (4.5). For later convenience, we denote as g7 the
determinant of the above metric:

g7 = det(dsk,ox,) = ' FyH{ HyH3Hy = ¢** Fy H{ H,, (4.17)

where in the last step we have used the fact that Hj HoHs = 1, which follows from (2.43). Tt
will also come in handy to write the metric along the subspace X4, albeit in matrix form:

gap = Hidiag(—1,1,1), 955 = € HiHy. (4.18)

Here, the subscripts (a, b) take values (0, 1, 2) and stand for the Lorentz-invariant directions
(t, x1, x2). Being diagonal, it is straightforward to see that the inverse of the X metric, in
matrix form, is given by

@ — L diag(—1,1,1) T (4.19)
= —diag(— = . .
g Hl g ) ) ) g H1H4
Calling g4 the (absolute value of the) determinant of the X, metric, this is
ga = |det(dsk,)| = 2O HtH,. (4.20)

Having introduced our notation, we may now proceed to the determination of (Y. First
of all, we explicitly write the wedge product (.7: (Xa) A xF (X4)) as

2 o 2 2
Vi Y gt (9 FacFua+ 97 F L5 Fyg) = \/Z<62¢°H4 PORED DEG LR
a=0

a,b,c,d=0 a,b=0
a<b
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Using the above in (4.15), we have that

2 2
IOD = ¢y /d4x Z TY(]:fb) + C12/d43«"zﬂ(]:a2¢;)7 (4.22)
a=0

a,b=0
a<b

where the integration is with respect to the spacetime coordinates (t, z1, x2, z/;) and where
we have defined the coefficients (c11, ¢12) as

~ s | F
Cl11 = €2¢0 /Cl4<\/ F1H4, Clg = /d4C Fl (423)
4

As a short-hand notation that will keep appearing, we have introduced

5 Rs 27 o) T 40
/ di¢ = /O dis /0 den /0 dr i 271 (4.24)

too, with R3 the radius of the non-compact direction Z3. Note that these coefficients have
been taken out of the integral over the world-volume coordinates in (4.22) because F; and
H, are only functions of the radial coordinate and 6,,.. To see this, recall our choices in (2.2)
and the definitions in (2.21) and (2.43). For this same reason, we can right away perform the
(Z3, ¢1) integrals above. Further using (2.43), we can express c1; and cj2 as

o0 ~ oo F
c11 = 2R3>0 sec Hm/ dr/ F1F2F3I(1), c12 = 2R3 cos Gnc/ dr %I(Q), (4.25)
0 0 F2F3

where we have defined

/2 : /2 —

71 = / _ sin 01dfy , 73 = / dfy csc b \/F2 cos? 0, + Fysin? 6.
0 \/F2 cos? 6, +ngin2 01 0

(4.26)

Since they will keep showing up, it is useful to introduce the functions

X(el) = \/FQ + F3 + (Fg — Fg) cos 261, )2(91) =1/ 2(F2 — Fg) cos 6. (427)

Using these, the first of these integrals can be readily performed to yield

1 01=m/2

VFy — Fs

S/ B (4.28)

oo WE-F

7 — _ In |x(61) + X(61)|
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where we have defined
B+ VF—F;

a quantity which will appear in the present analysis very often. It is clear that the above will
be real if and only if we require that F» > F3, for all values of (7, 0,.). Thus, we will demand
this holds true in the ongoing. Using the above in (4.25), we obtain

nglIl

(4.29)

Ly F
c11 = R3€%% sec an/ dr Js3 17273 (4.30)

0 Fy—Fy

It is important to note that the above coefficient is just a number. The numerical value of ¢1;
depends only on the choice of warp factors one would like to consider in (2.2). This choice
is subject to the constraint F, > F3 and should be checked to preserve the desired N = 4
supersymmetry in the world-volume (later on reduced to N' = 2 supersymmetry via half-BPS
boundary conditions).

Coming now to Z(?) we start by defining the soon to be useful three quantities

F 1 |F(Fy — F 2 | F3+b2(Fy — F
= [="—, by=-= M by == G 3), beRT —{1}.
F—F 2 Ly F; b Fy — Fy

(4.31)

We can use b; to rewrite the integral of our interest in the more convenient form

~ /2 b? + cos?
7? = \/F —F/ dfy || L——. 4.32
VR—p [ e [ (4.32)
Under the change of variables

dz
cosbth = z, dfy = ———, (4.33)
V1— 22

the above can be further rewritten as

2 2
7@ = ¥ F3/ dz Vb Rk (4.34)

_227

where b as defined in (4.31) is a regularization factor that we have introduced by hand in
order to avoid the singularities of Z(?) at z = £1. In the same spirit of (x(#1), X(61)) before,
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let us introduce two more functions that will come in handy repeatedly:

b? + b2
n(z) = arctanh (%’ / b%iz?)’ i(z) =n|z + /b3 + 22|. (4.35)
Finally, all the above can be used to integrate over z in (4.34) and obtain
z=1
27(2) Vb2 + b2 N _
— = L ——(2) = 7)(2) = b3 s+ T\, (4.36)
Fy — F3 b z=—1
where we have defined the many times to occur quantity J; as
1 [F5+0%(F — F
Jy = arctanh (7 £l (~ 2 3)> (4.37)
Plugging our result in (4.23), the coefficient ¢;2 may be expressed as
c12 = 2R3 cos Oy, / drbs (bsJs+ J5 ') (4.38)
0

As was the case for ¢11 before, we want c12 to be a well-defined number for all choices of warp
factors in (2.2) satisfying the constraint F > F3. It is not clear from our above result that
this should be the case in the following two limits:

e F3 — 0. This limit also includes the case (Fy, F3) — 0 since, in order to be consistent
with the constraint F» > F3, we must demand that F3 approaches zero faster than
F5. Hence, the case (Fy, F3) — 0 should be studied by first demanding F3 — 0 and

afterwards considering the Fo — 0 limit of the resulting expression.
o FQ — F3 - 0.

Let us thus study such subtle scenarios in details and show that c¢12 in (4.38) is indeed a finite
number even then.

To consider the first case, namely F3 — 0, we start by rewriting the argument of the
inverse hyperbolic tangent in (4.37) as

1 [Fy+b2(Fy — F3) (1 —b2) Fy
- - =1+ — ] =. 4.39
b\/ F2 b2 F2 ( )

Next, we note that in the logarithmic term of (4.38), namely J3 in (4.29), only the numerator
diverges as F3 — 0, while the denominator is well-defined in this limit. Hence, retaining only
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the divergent terms in the integrand of (4.38) and using (4.39), we focus on the study of

1-02\ F = =
lim C1g ~~ hm b2b3 arctanh 1+ =2 + bg In F2 — F2 — F3 4 40
350 =0 b2 F
From our definitions in (4.31) it follows that
[ Iy
li =1 — =1 4.41
F;EO b2 F:glgo Fy F;EO b2b3 ( )
which, used in (4.40), gives
. : Fy 1 -0\ By \/> \/7
1 ~ 1 — h 1 1 Fy, —\/Fy, — F (4.42)
i [ [ (1 (55) 2 ) o
Applying L’Hopital’s rule to the two terms above, it is easy to see that
i Il 1—0b2\ F3 i
1 — arctanh 1 — =] =-1 | Fy —\/F, — F. (4.43)
fim, /7, axcten (W( 2 ) 1) = VAR - R

That is, the divergent contribution to (Flimo 012) is zero. This implies that c;o takes some
3—

finite numerical value when F3 — 0.

If we now turn our attention to the (Fg, F3) — 0 case, the above still holds true. However,
the denominator the of logarithmic term of (4.38) is no longer well-defined and consequently,
we must study it. As already argued, we first should consider the F3 — 0 limit of this term
and then impose F» — 0 there. Using (4.41) and applying L’Hopital’s rule, this additional
divergent term can also be seen to vanish:

- 3/2
lim g~ lim — ln VE| = lim —=2—=0. (4.44)
Fy,F3—0 Fy,F3—0 Pr3—0 By

Thus, ¢12 = 0 when (15'2, F3) — 0.
Finally, we study the limit F5 — F3 - 0. From (4.31), it is not hard to work out the
following two auxiliary limits:

1 [F
lim by =0,  lim boby = =4/ —. (4.45)
Py Fs Py Py b\ I
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Inserting the above in (4.38), we obtain

>~ 1 |F 1 1
lim ¢19 = 2R3 cos Gnc/ dr—4 | ~L arctanh <> ~ arctanh <> , (4.46)
FQ—)F3 0 b F3 b b

which can be very large, yet is finite because the regularization factor satisfies b # 1 by
definition. This proves that cio is also just some number as Fy, — Fj.

Summing up, (Y is given by (4.22), with (c11, ¢12) as in (4.30) and (4.38), respectively.
Both of the coefficients are well-defined numbers for any choice of the warp factors one may
want to consider, as long as the constraint Fy, > Fj is respected.

4.1.2 Determining I(1?): the contribution of three scalar fields

In this section we compute I1?) in (4.15) in terms of the ' = 4 vector multiplet’s matter
content. As in the previous section 4.1.1, it is convenient to first introduce certain quantities,
which will be necessary in the subsequent calculation.

Let us begin by looking at the three-cycle X3, parametrized by (Z3, ¢1, r). Its metric can
be easily inferred from (4.16) to be

ds¥, = Hy Hyd#} + HyHy(de + f3dis)® + > H, Fydr®. (4.47)

We take the vielbeins associated to the above metric as

e = HiHydzs, o™ =™ \/H Fydr,  e*) = \/HiH3(dgy + fsds). (4.48)

It is not hard to see that these vielbeins satisfy

rel™) = e53) p ()

¢ ce(Z3) — o(T8) A (Z8) welZ3) — egB) Ael®s) (4.49)

’ r = €4 3 é1

where the Hodge duals are with respect to the metric (4.47).
Let us now focus on F(¥3) in (4.15). This field strength is related to the corresponding
three-dimensional non-abelian gauge field A®*3) in the usual manner

FE8) = pAGs) 1 g(E8) A g(5s), (4.50)
where the covariant derivative is defined as
Dy =04+ i[Aaa ]7 DQZ; = 81[; + Z[A'[ZM ]7 (451)

with a = (0, 1, 2) labeling the Lorentz-invariant directions (¢, z1, #2) and (A4, A;) standing
for the world-volume gauge fields associated to the field strengths in (4.22). We define A(**3)
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as
AT = Azdig + Ag,dpy + Apdr = Gnel ) + doel™) + Ggel?). (4.52)
In the last step above we have used (4.48) and the one-forms

A — fsAo e PA Ag,
VH Hy VHFY HiHj3

Because of (4.12), (A3, Ag,, A.) are functions of only (t, x1, z2, ¥). Note that this also
explains our definitions in (4.51). On the other hand, from (2.2), (2.21) and (2.43), it is clear
that the {&;}’s, with ¢ = 1, 2, 3, additionally depend on (61, r). A vital remark follows: from
the point of view of the four-dimensional gauge theory, (Ajz, Ag,, A,) should be understood
as three real scalar fields, in the adjoint representation of SU(N).

Our above discussion settles the ground to determine 72 in (4.15) in terms of the real
scalar fields (Ajz, Ag,, Ar). The integrand there is of the form

a1 = (4.53)

FE3) A 4w FEs) —p g(Es) A *(DA(ES)) + A®3) A AEs) A >l<(A(Zs) A A(Zs))
+ ACD A AED A 5 (DAFD) 4 DAED) A (AFD A AFD) - (4.54)

where all the Hodge duals are with respect to the seven-dimensional metric (4.16) and we
have made use of (4.50). Owing to the decomposition (4.1), it is easy to see that the last
line above vanishes. The reason is analogous to that given around (4.15) for the vanishing of
the there-called “crossed terms”. For example, consider the first such term. The two-form
DA®3) spans one direction in X4 and another one in 3. Consequently, its Hodge dual
five-form is defined along the remaining three directions of X4 and two directions of X3. But,
since A™3) A A3) stretches along two directions of X3, the wedge product of these two last
forms will necessarily contain the wedge product of one of the directions of X3 with itself.
Anti-symmetry of the wedge product then implies zero value for this first term. A similar
argument applies to the second term too. The decomposition (4.1) also allows for a drastic
simplification of the two non-vanishing terms in the first line above. Indeed, we can decouple
X, and Y3 completely and write

2
]:(23) A *f(23) :\/‘(ﬁ d4$|:ZDaA(23) A *(DCLA(EZS)) + DJ}A(ZJ) A *(DIZA(ZJ))
a=0

+ A A AGE) p (A A, (4.55)
where the Hodge dual on the left-hand side is with respect to the seven-dimensional met-

ric (4.16), whereas the Hodge duals on the right-hand side are with respect to the three-
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dimensional metric (4.47). We remind the reader that g4 was defined in (4.20) and that
(d*z = dt doy dzo dib), as in (4.22). Inserting the above in (4.15), we can split the computa-
tion of 1(12) into three pieces:

7112 — /d4x Tr (I(1’2’1) 4 7(1,2,2) + [(172’3)> , (4.56)
where we have defined

70,2 :/ Br [ or A5 g A3 p (A p A,
0

27T P
do 2
1429 / 1 / Va1 Y Da A A (Da AP, (4.57)
23 a=0

1(1’2’3)5/ 40 V1 Dy AT A x(D s A)),
0

o R

Clearly, the Hodge duals here are with respect to (4.47). In the following, we determine all
these three terms separately.

Computation of (> in (4.57)

To begin with, we focus on I21 in (4.57). Using (4.49) and (4.52), it is a matter or
quick and easy algebra to obtain

AED) A A =[G, el

# (AP A ABD)) —[ar, Golel — [n, dslel™ + (g, aglel . (4.58)

3) /\65423) + [&1’@3] ( 3) /\6((7523) + [a Ozg] (23) /\6((7523)

The wedge product of the above two quantities is then

A N AE) A s (AT N ACD) = ([6n, Go)? + [, Gs]? + [z, G5]2) €72 A elZ) A el
(4.59)

From the above, as well as our definitions in (4.20), (4.48) and (4.53), it follows without

excessive algebraic effort that (121 in (4.57) can be rewritten as
as daias — a?
1020 = arAr, Agy = 5 AP+ == A A A A (4.60)
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where we have defined, using (4.24),

ar [Ha /3 4
/dC <H3+Hz>7 2= /d( F1H2

> [Hy f3 v HyFy
=2 1y === = 2¢0/ 4 .
as /dC F H, ag=e dCH2H3

(4.61)

These coefficients can be easily written in terms of the warp factors using (2.43). Further,
remember our warp factor choices in (2.2), the definition of F} in (2.21) and our assumption
of constant dilaton in (4.5). Then, it is clear that all the above coefficients only depend on
the (r, 61) coordinates and so the (Z3, ¢1) integrals in (4.24) are trivial and can be carried
out right away. Altogether, we have that

> FyF .
a1 = R3sec an/ dr 273 (Z(?’) + F22 tan? Onc(1 4+ Fy tan? 9n6)1(4)> ,
0 Fy
*  |FyF
as = 2R3 sec an/ dr %Im, as I(5), (4.62)
0 1

[o¢]
as = €290 Ry sec O, / dry/ F1F2F3(C082 Ope + Fy sin? Gnc)I(3),
0

where Z(M) was defined in (4.26) and where we have further defined

& sin 0 cos? 0,db;

V' Fycos2 6y + Fysin? 6 ’

76) = / a9, sin 6, cos 61 (4.63)
V/ Fycos? 0; + Fssin2 91

3) E/ dfq Sin@l\/ﬁg cos? 01 + F3 sin? 01, 1(4) =
0

It is most interesting to note that a3 vanishes, since

=T

= 0. (4.64)

- - o,
76) 5 1 — Fy + F3 +~(F2 — F3) cos 2604
Iy + F3

61=0

This greatly simplifies 7521 in (4.60). Specifically, (4.64) implies that there are no crossed
terms for the interactions among the real scalars (Ajz, Ag,, A;):

T2 = a1 [ Ay, Ap|? + as[A;, A + ag[A;, Ag, % (4.65)

In the ongoing, we shall focus on the determination of the remaining coefficients in (4.62)
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and show that they are well-defined numbers for any choice of the warp factors one may wish
to consider. With this aim in mind, we start by performing the integrals in (4.63).
Using our definitions in (4.27), we obtain for Z(

O1=m
1 2F: F
0 =~ (Vacos hix(01) + ———In |x(61) + x(61)] ) -
2 — I} 6,=0 2/ Fy — Fy
(4.66)

where J3 was defined in (4.29). Similarly, Z® = (Fy — F3)Z™ yields

O1=m
2F3

W = %( —V2cos 01 x(61) + In |x(61) + 92(91)0

N
2, — F

(4.67)

2743 61=0

after integration. We remind the reader that Z() was determined in (4.28) already. Then,
substitution of these results in (4.62) immediately gives us the coefficients (a1, as, a4) in the
desired form:

RE - _
ay = Rgsect%c/ \/ 2 3 a+\/ o+ a—I375 ) (4.68)
24/ FQ — F3

F373 )
2/ Fy — Fy

as = R3secly. dr a2J3, as = R3secO,,. dr d4< F2 +
0 0

where the new coefficients (a4, ag, a4) appearing above are defined as

2 2 FyF
Gy =14+~ (14 Fytan?6,,), ap = (cos? Oy, + Fysin® 6 %,
+ F2 _ F3 ( 2 nc) 2 ( nc 2 nc) F1 (F2 _ Fg)

ay =e2%0 (cos? Oy, + Fysin? 0, \/FngFg, (4.69)

Upon a careful inspection of the coefficients in (4.68), it is not hard to convince oneself that
these all are just numbers for any choice of the warp factors in (2.2). The only constraint is
that F, > F3 should hold true, as was the case for the other coefficients as well.

In short, I(b%Y) is given by (4.65), with (a1, ag, az) in (4.68) well-defined numbers for
any choice of warp factors satisfying Fy > Fj.
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Computation of I(>?) in (4.57)

We now turn our attention to I(t>2) in (4.57). From (4.52), it is easy to obtain

D AE:;) _ (D 011) ( 3) + (D Olz) (Z3) + (Daé[:s)@((bzfs)‘ (470)

The Hodge dual of the above with respect to the metric (4.47) is straightforward in view of
(4.49) and is given by

¥DaA) = (Dya1)el™) A el — (Dadin)el™ A el + (Dadig)el™ nel™). (4.71)
The wedge product of the above two quantities is
(23) (Z3)y — A )2 A 32 N (33) (Z3) (23)

(Do A™)) A #(DpA)) = [(Dadn)? + (Dadi2)? + (Datiz)?] e *) A el™) Ney (4.72)
Feeding the above to (4.57) and further using (4.20), (4.48) and (4.53), 22 can be suc-
cinctly written as

& [
1022 =3 [cagmaftg — EDudy, Y + ar (Dur)? + casy <DaA¢1>2] IS
a=0 a3

where, making use of (4.24), we have defined the coefficients

CgE€2¢O/d4§ 7VH4Fl 2¢o/d4c /[_141:11 f3
a H2 ?

4.74
_ [ ar [Ha 20 [ 47 \/H4F1 (“.74)
Car = [ d°C | — Casry = €29 d=C
ar — Fl’ ap1 H3

These coefficients can be written in terms of the warp factors using (2.43). Exactly as was
the case before with the coefficients in (4.61), the (Z3, ¢1) integrals are trivial here too. Thus,
we have that

o0
¢,z = 2R3z sec Gnc dr a4I X I(5),
F2F3 o _ 240 = 7 (3)
Car = 2R3 sec an —7 Cagy = €O Rz sectp, dr \/ Fy\ Fo F3T
0

(4.75)

where (Z1), Z() 70) | a,) were defined in (4.26), (4.63) and (4.69), respectively.
In a similar fashion to what happened in the determination of IX:21D the result in
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(4.64) makes p vanish. This implies that there are no crossed terms for the kinetic terms of
(Az, Ag,, Ap). In other words, (4.73) reduces to

2
1022 =N " [¢,5(DaA3)? + Car(DaAr)® + agy (PaAg,)?] (4.76)

a=0
with ¢,¢, defined as

/L2 lLQ [e¢) _
Capy = Cagy + — 2 — Rysec? 0, tan’ 0, dr agFoT™. (4.77)
c

a3 Ca3 0

In writing the second equality above, we have made use of all (2.43), (4.24), (4.63), (4.69)
and (4.74). At this point, we are left with the task of computing (c,3, Car, Cag,) and showing
that they are all well-defined real numbers for any choice of warp factors in (2.2).

The computation part is straightforward, in view of our earlier results in (4.28), (4.66)
and (4.67). We thus obtain

00 FyFy
Car = R3sect / dr J34| —————,
ar nc 0 l:i(l:b _ l:é)

o wds

\/F2 B
F:
Cagy = € 200 R4 sec an/ dr\/FngFg <a+ Fy+ 23/3—‘73> (4.78)

where (J3, G+, a4) were defined in (4.29) and (4.69), respectively. On the other hand, the
issue of proving that all three coefficients above are numbers is also simple enough. Once
again, one must demand that Fy > Fj3 to prevent the “blowing up” of these quantities.
However, any value of the warp factors in (2.2) satisfying this constraint can be readily seen
to yield a finite, real result when used in (4.78).
Consequently, we conclude that 1(122) is given by (4.76), with the coefficients (€.3+ Cars Cagy)

there appearing given by (4.78). These are well-defined numbers as long as the warp factors
are chosen such that Fg > Fj everywhere.

¢,z = R3sec an

Computation of I(1%3) in (4.57)

At last, we consider 1(123) in (4.57). Tts computation is very similar to that of 1(1.22)

albeit algebraically more involved. In the following, we show all the relevant details. With
the aid of (4.49) and (4.52), it is easy to see that

DA A x(DyAP)) = [(Dyan)” + (Dyén)” + (D

0 d3)2] eézg) A elF3) A egg). (4.79)

¥
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With the above and the definitions (4.20), (4.48) and (4.53), one can write I(123) as

v 2 2 2
71:23) — Cra (D&Ag — %DJ,A%) + Cr (DJJ‘AT) + Cpb (DJ)A%) , (4.80)

where, making use of (4.24

)
e d4§ /F1 /d4 s [ ey [ dYC _/d4C
Hy\ Hy'  ¥r JHE v Hy H4

(4.81)

, we have defined

These coefficients can be expressed in terms of the warp factors in (2.2) by inserting (2.43)
in the above. It is again the case that the (Z3, ¢1) integrals are trivial and so we obtain

Ry costne [ by T 7
Ciz = 3 COS VX )
03 nc /7F2 ~ R
> b7 F
Chr = 4e=2¢0 R3 cos 0, dr27 iy = R3cos an dr !
0 Fi\/Fy — Fj3 2F3
(4.82)
Here, we have defined by as a slight variant of by in (4.31):
N Fy(Fy — F.
by = (cos? e + Fysin? 6,,,) M, (4.83)
FyFy
7® is as in (4.26) and the remaining integrals there appearing are defined as
s
76 = / df, cot 01 (F; cos? 0; + Fjsin® 91)1/2,
Or ~ (4.84)
7 = / dfy cscby(Fy cos? 01 + F3sin® 01)3/2.
0

In view of our earlier results for (ag, ) in (4.62) and (4.75) respectively, it will come as
no surprise that v above vanishes. To see this, we simply need to use b; in (4.31) and the
change of variables in (4.33). Then, after regularization, Z(®) vanishes by symmetry:

L 2(b3 4 22)1/2
70) /_1 dz(;Q_Zg =0, beR"—{1}. (4.85)

Therefore, (4.80) simplifies considerably, leading to no crossed terms between the kinetic

78



terms of (Az, Ag,, Ay):
2 2 2
1023 = ¢35 (DyAz)” + 5, (DA + 654, (DpAs,) (4.86)

with éz@(bl defined as

] 2 2 o F\F.
iy = Cign +617~;§’ CT[, :RgseCGnctaHQQHC/O dr as\/ Fy — F3 }32I(8). (4.87)

In order to obtain the second equality above, the definitions in (2.43), (4.24), (4.69) and
(4.81) have been used and we have further introduced

g 20
78 = / dbq cos Y1 \/Fg cos? 0] + Fysin? 6;. (4.88)
0 sin 01

At this stage, we are only left with the task of computing (%3, Cir 61/;¢1).

To do so, we first recall Z(?) was already determined in (4.36) and so we still need to per-
form the integrals (Z(7), I(B)). For 77, it is convenient to do the same set of transformations
that we considered for Z(?) between (4.32) and (4.36) earlier on. Namely,

I(?) 1 b2 +Z2 3/2 b2 —I—b2 3/2 3b2 —|—2b2 ~ Py

b2 3b% + 202 F
=0T = =T = ,
4 5 3 7y P

z=1

z=—1

(4.89)

where b € RT — {1} is a regularization factor, (1(z), 7(z)) were defined in (4.35) and in the
last step we have used (4.29), (4.31) and (4.37). In fact, we can do essentially the same for
Z®) and obtain

z(®) /1 5 /b7 + 22 b2 + 202 2
- = dzzi_b,/bub? LT 5(z) — S4/b2 + 22
\/FQ—Fg -1 2 — 22 ( ) 2 !

b2+2b2j3_ Fy
F—Fy

z=1

z=—1

=b*b3 Ty —

(4.90)

With all these results at hand, it is now a matter of substitution and easy algebra to obtain
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the desired coefficients:

2 R3 cos Op, dr 62 (b3\74 + \7371) ) Elqul = / dr ((I(]lj4 + b(]ljgil — COI) ,
0 0
& b
Cor = 26_2¢0R3 cos an/ dr -2 (bgj4 + j?:l) . (4.91)
0 Fy

Recall that (Fy, by, bs, by) were defined in (2.21), (4.31) and (4.83), respectively. The other
factors in Cjg, BTe defined as

_ Fy(F, — Fy) 20, F\ F:
anl ERgbzbg(FQ—F3)<COSHan§( iy 0 enc ! 2),

AFyFy 2 08 One T
R3 F1 F2—F3 .~ tan2 an F1
bor =—>1/ = ( cos O fV ~ Eyf® — 4.92
0= E3 (COS / y +azkaf cos O Fg)’ (4.92)
~ F1 - ~2tan2€nc F]_(FQ_F?))
=R3(Fy — F: — One = ,
cor =Bs(F 3) F3 (COS +azly cos Oy, FyFy )
with (£, f)) given by
fO =3k +20%(Fy — F3),  f@ =0 _9Fy, (4.93)

In exactly the same way shown in the end of section 4.1.1 for ¢;2, it follows that (c 530 C 1[)7')

are just numbers for any choice of the warp factors satisfying 5 > Fy. The scenario is more
subtle in the case of 51; 610 for it is not clear at all that this coefficient is finite when:

e I3 — 0. As discussed after (4.38), this limit also includes the case (Fa, F3) — 0.
o Fg — F3 - 0.

However, it turns out that

lim ¢;, =0 4.94
Fys0 $or (4.94)

the mathematical details precisely as in between (4.40) and (4.44) for ci5 before. Conse-
quently, we will just show that ¢ o1 is well-defined when Fy, — F3. To do this, we call

€2 = Fy — F3 and take the € — 0 limit. Plugged in (b3, a4), as given by (4.31) and (4.69), we
get

1
lim b3 ~ lim — ~ lim as. (4.95)
e—0 e—0 € e—0
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Then, feeding the above to (4.92), we obtain

11_1;% apr ~ 1, hm bo1 ~ lgr(l) o 21_1}(1) cor = 0. (4.96)

We consider this very same limit for (73, J1) in (4.29) and (4.37):

1
lim 73 = lim In te
e—0 e—0 1

1
, hm Jy = arctanh — 5 (4.97)

e—0

— €

which is finite, since b # 1 by definition. All the above can be used in (4.91). Retaining only
the divergent part, we have that

.1
A oo ~

1+e

— €

1 1
egn()<1+€+1—€> ’ ( 98)

where in the last step we have applied L’Hopital’s rule. In other words, the seemingly
divergent part of ¢ o1 is actually finite. Consequently, there is no need to introduce an new
constraint: 67; 1 is a well-defined number for any warp factors one may wish to consider, as
long as > F;.

Quickly summing up, I(1>3) si given by (4.86) and the coefficients (01;3, Ciirs élﬁdn) there
appearing are all well-defined numbers if F» > F3. Their explicit form is that in (4.91).

We can finally collect all our results so far into a quite simple form. First, we use (4.65),
(4.76) and (4.86) in (4.56) and write I(1?) accordingly. Next, inserting such 112 and (4.22)
n (4.14), the first term of the bosonic action for the SU(N) world-volume gauge theory along
(t, x1, 2, 1/;) can be readily seen to be

2
s :0;;11 / diz > Tr(FZ) + Clc” d'z ZTr (F2;)
3 a,b=0

a<b

C
+ vl d4£U Tl“{al[.Ar,A(bl]Q + az[Ag, AT]Q + a4[./43,./4¢1]2
3

2 . 2
+ Z [ D A3 2y Car (Da.Ar) + Cagy (DaAqSl) }
2 2
+ 3 (DJJAE) + Cr ('DJ}AT) + Cpbn ('DJ)A@) } (4.99)
It is important to bear in mind that all the coefficients appearing in this first term of the

action have been shown to be real numbers for any choice of the warp factors satisfying
Fy > F3. Without further delay, let us turn to the second term of the world-volume action.
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4.2 Mass term of the G-flux

In order to obtain the second term for the bosonic action of the world-volume gauge theory
associated to (M,1), we first need to brush up a bit the construction of this M-Theory model,
which we presented in chapter 2. In particular, we need to recall how we moved far away
along the Coulomb branch the D5-brane of figure 2D. (Bear in mind that, as depicted, these
branes stretch along the directions (¢, z1, x2, x3, 1, 7).) In this manner, we managed to
effectively ignore the presence of the D5-brane in the configuration (B,1) of figure 3, thereby
simplifying the starting point of our quantitative derivation of (M,1). It is now time to study
the essential effects that the presence of this D5-brane has for the world-volume gauge theory.

Let us begin by bringing back to its original position the D5-brane. In other words, let
us consider that the D5-brane in the configuration (B,1) has right next to it a parallel D5-
brane. To prevent the D5/D5 pair from collapsing (thus giving rise to tachyons), we switch
on a small NS B-field BgB’l) along the directions (z3, ) in both the D5- and D5-branes. As
carefully explained in [29], the D5/D5 pair with such an NS B-field on it can alternatively be
interpreted as two fractional D3-branes spanning (¢, 21, 22, ¥)'2. From this point of view,
it is easy to infer that we must also switch on a small RR B-field (?éB’l) along the same
directions (3, ), so as to ensure the tadpole cancellation condition is satisfied!®. As a
particularly simple and consistent choice, we will consider both these fields to only depend
on the (01, ) coordinates:

BéB’l) = FWdzg A dr, C~§B’1) = F@dzs A dr, FO = p® (01,71), 1=1,2.
(4.100)

With the goal of understanding how these new B-fields will affect the configuration (M,1), in
the following we will subject them to the chain of modifications shown in figure 3.

For our present purposes, it turns out we need not do the whole analysis in details, as
in part I before. Further, we need not worry about the NS B-field either. Rather, it suffices
to note that, in going from (B,1) to (B,2), the above RR B-field will be affected by the non-
commutative deformation in (2.19) and will also receive additional contributions along other
directions. We shall not be interested in such additional terms, so we will consider simply

12Note that our choice of orientation of the NS B-field leads to the stretching of the fractional D3-branes
along precisely the spacetime directions.

13The tadpole condition is, essentially, the statement that the charge of the fractional D3-branes should
be conserved. It follows directly from the Bianchi identity and the equations of motion of the corresponding
fluxes. A neat derivation of the tadpole condition can be found in section 4.2 of [52].
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that
C~§B’2) = sec O F P dis A dr + other terms. (4.101)

(The reader should not be worried at the drastic simplification in the analysis at this point,
since it will shortly become clear why one can consistently do so.) Then, in T-dualizing along
¢1 to the configuration (A,3), we obtain an RR three-form potential of the form

C~§A’3) = sec O F P dgy A dEs A dr + other terms. (4.102)

C~§A,3)

Without loss of generality, the relevant part of will be assumed to be of the form

~ NT Sin 20TLC COS encp(el )Q(enc) ~
oA3) _ dr A dz3 A der, 4.103
3 2(cos? Ope + N sin? 0,,.)2 s e ( )

with (p, ¢) periodic functions of (61, 0,.) with period (m, 27), respectively and N = N(r, 0,.)
sufficiently small for all values of the radial coordinate and such that

Hm N =0,  lim N=1. (4.104)
r—0 r—00
Quite obviously, N, above stands for the derivative of N with respect to r. Finally, in the
uplift from (A,3) to (M,1), (4.103) will lead to the background G-flux in (2.51) receiving the
additional contribution

S(GMYy = el (4.105)

For completeness, let us just mention that the NS B-field 353’1) will also add to the back-
ground G-flux of (M,1), as roughly dBéB’l) A dz11. This is, however, inconsequential from
the point of view of the world-volume gauge theory.

Summing up, the inclusion of the D5-brane in such a way that tachyons are avoided affects
only the background G-flux of the abelian configuration (M,1). As already argued in section
4.1, the background G-flux does not contribute at all to the first term of the action (4.99).
Consequently, the D5-brane does not affect our results so far and so there is no need to make
more precise the above analysis.

However, the particular contribution (4.103) to the RR three-form potential of the con-
figuration (A,3) does play a key role. It sources a new term!* for the gauge theory action,

14 Actually, this second term for our bosonic action is well-known and usually referred to as “anomalous
interaction term” in the literature. The interested reader can find a lucid review of its main features in section
4 of [53] and references therein.
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which one may view as a mass term for the G-flux of (M,1):

S@ z/ G\ A M A gD, (4.106)
X1

with giM’l) given by (2.51) in this abelian scenario and the eleven-dimensional manifold X1,
was described around (4.1).

Moving on to the non-abelian enhanced case (constructed in section 2.1.1), our entire
discussion hitherto straightforwardly goes through. The only two differences are that we
have N number of D5/D5 pairs instead of just one and that QiM’l) in (4.106) is now the
non-abelian G-flux in (2.76). Since the background G-flux in (2.76) is negligible and using
the non-abelian generalization of (4.6), the second term of the action reduces to

5 — (‘il/ 291/ TY((féA’S)/\J-'/\]—"), (4.107)
3J0 4T JX43%;

with F the non-abelian seven-dimensional field strength of (M,1). As was the case with the
first term S() of the bosonic action, the trace is taken in the adjoint representation of the
gauge group, in this case SU(NN). Also, note that we have transferred the 6, integral (as an
average) to the Xy ® X3 subspace of X711, to consistently decouple the contribution of the
Taub-NUT space to S . Relevant comments regarding the appearance of this trace and the
decoupling of the Taub-NUT subspace are as discussed before, between equations (4.4) and
(4.12).

The S® term in (4.107) is actually very simple. Note that CN’?()A’?’) spans all three directions
of the three-cycle ¥3. Recall also the decomposition of F in (4.13). It is clear that F(3)
cannot contribute to S as it would then lead to a vanishing wedge product between two
same directions of ¥3. On the other hand, F (X4) does contribute, but is restricted to Xy
and does not depend on the 61 coordinate, both properties following by definition. Thus, the
integral over X, ® X3 naturally decomposes into independent integrals over X, and Y3 and
(4.107) is in fact just given by

Cy [T db .
@) — 1@ 72 = / Ty ( F(X4) (X4) — 1/ s (A3) 1
S ) . r (.F NF ) , co Vi 2w s, Cy (4.108)

It is important to highlight that this is ©-term type of contribution to the action. For
the moment, the above form of I(? will suffice. We will work on further rewritings of this
integral in due time, when the need arises. Consequently, let us focus on the only task left:
the determination of the coefficient cs.
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This too turns out to be quite easy. Using (4.24) and (4.103), we can rewrite ¢y as

Ch / 15 Ny sin 260, cos 0p,cp(01)q(ne)
=—[d —5 .
Vs 2(cos? O + N sin® 0, )2

e (4.109)

Once more, the integrals over (Zs3, ¢1) here are trivial. To simplify the notation a bit, we
absorb the contribution of the #; integral in the radius of the 3 non-compact direction as

&z?/wm@) (4.110)
0
Then, ¢ can be checked to be
Cl ~ . > NTdT' 01R3 .
=—R 20 co8 Opcq(One =2 Oncq(One), (4.111
@ V3 3 5 €08 nea( )/0 (cos? Oy,c + N sin? 6,,.)2 V3 sinfncq(fne). ( )

where in the last step we have used the boundary values in (4.104). Our final expression for
cg leaves no room for doubt: this coefficient is just some well-defined number. Without loss
of generality, one may set 2R3 = V3 and thus simply consider ¢y as

co = Cysinb,.q(0nc). (4.112)

Written in this manner, C; accounts for the dependence of the co coefficient on the non-abelian
version of the M-Theory configuration (M,1) of chapter 2. The factor sinf,. ensures that
0, = 0 implies co = 0. This is a most vital remark, once we recall that 6,,. was introduced
to this aim precisely: sourcing a ©O-term in the world-volume gauge theory. Finally, g(6,.)
allows us to have as complex a dependence of ¢o on 6, as one may wish.

4.3 Completing the N/ = 4 vector multiplet: third term for the action

In this section, we compute the third and last term S®) that contributes to the bosonic
action of the world-volume gauge theory. As we already pointed out in the beginning of the
chapter 4, this third term is not easily derivable from the non-abelian M-Theory configuration
(M,1). In fact, there is no rigorous derivation of this type of term in the literature till date.
Nonetheless, all the knowledge we have gathered while deriving the first two terms, S™) in
(4.99) and S in (4.108), will now pay off and allow us to obtain the remaining third term.

Let us begin by recalling that in the end of section 4.1 we argued that the bosonic matter
content in the gauge theory must be exactly that in the N' = 4 vector multiplet. That is,
in our action we must have four gauge fields and six real scalars, all of them in the adjoint
representation of SU(NN). However, upon inspection of the already derived first two terms in
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the gauge theory action, we note that so far only the gauge fields (A, A1, Az, A~ ) and three
real scalars (Asz, Ag,, Ayr) have appeared in our analysis. Hence, what we are mlssmg is the
contribution of the other three real scalars in the N’ = 4 vector multiplet. We will refer to
these as (1, @2, ¢3). Accordingly, S (3) will capture the dynamics of these scalar fields.

Let us next note that the terms S and S originate from the G-flux of the non-abelian
configuration (M,1), which is given by (2.76). Further, these two terms exhaust all possible
contributions of the G-flux to the action. This statement is most clearly seen by looking
at the initial form of S and S®): that in (4.2) and (4.106), respectively. In consequence,
SG) must emerge purely from the geometry of (M,1). In other words, we expect the scalar
fields ¢y (with k =1, 2, 3) to stem from fluctuations of the eleven-dimensional supergravity
Einstein term of (M,1). In terms of our non-abelian scenario of figure 4B, this means that the
Taub-NUT space TN and the M2-branes wrapping its two-cycles fluctuate along X; ® ¥3'°
We will right away simplify the scenario and assume the fluctuations are restricted to Xy
only, so that

ok = er(t, w1, 0,9) Yk =1,2,3. (4.113)

We will further suppose that, in fluctuating along orthogonal directions of Xi1, T'IN itself
does not get back-reacted. Or, more accurately, that the back-reaction of T'N is negligible
compared to the change that the metric of Xy ® Y3 experiences. This last key assumption
allows us to write S as an integral over X, ® X3 only. In the same vein as for the previous
two terms of the action, we will also average over the contribution of the 6; coordinate.

Having shed sufficient qualitative light into the nature and content of S®), we are now
ready to make this term in the action fully precise. Naturally, S®® must contain the kinetic
terms and the self-interaction terms of (¢1, w2, ¢3), as well as their interaction terms with
the other scalar fields (Aj, Ag,, Ar) in the theory. All in all, we have that

km mt int

which is written in a form that mimics the well-known N = 4 vector multiplet’s action. In
the same spirit of (4.56)-(4.57), we can write the above as

40 3 2 N
dby
s =[5 [ mY[Y >2+W<DM>Q], (1.115)
Mz k=1 a=0
3
df df
”ft(p) / 1/ TIZWM"I ’ mt / 1/ )790k]/\*[~/4(23),90k}>,
Mz 1 Mz = 1

15 As a reminder, the subspaces (TN, X4, ¥3) of the full eleven-dimensional manifold X;; were introduced
and described around (4.1).
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where we have introduced M; = X4 ® X3, (¢°¢, g¥¥) are given by (4.19), the covariant
derivatives were defined in (4.51), A®3) stands for (4.52) and the Hodge dual is with respect
to the three-dimensional metric of ¥3 in (4.47). In the following, we shall determine these
terms separately.

Computation of S,gfrz in (4.115)

This kinetic piece is rather unchallenging to work out. Simply writing out explicitly
the integral over Xy ® X3 there appearing and using (4.17), (4.19) and (4.24), S,E:fg can be
expressed as

3 2
S8 = /d4~’6 ™ [Zbak(Da%)z + %k(%%ﬂ (4.116)
k=1 a=0

where, once more, d*z = dtd:tld.%'gdlz and the coefficients (bg, b J;k) are defined as

B 8 F
bop = e2¢0/d4§H1\/F1H4, b = /d%HM/Hl. (4.117)
4

Further introducing (2.43) in the above and noting that the integrands are independent of
(Z3, ¢1), these coefficients considerably simplify to

oo
bar = €22 R3sec O, dr (cos2 Ope + Fo sin? 0,10)1/3}731/3 3y I(g),
0

> 2 2 1/3 pl/3 3! (10) (4.118)
ble = RssecOp, ; dr (cos® Ope + Fosin® 0y,.) ' °Fy EI ,
with the integrals there appearing defined as
T ind ™ >25/6 FQ —
1(9)5/ do, UL I(lo)E/dg v = v(0;) =1 20,.
0 1 )A(l/G ’ 0 1 sin 917 X X( 1) + F3 cos 01
(4.119)

These integrals are most easily performed after doing the by now familiar change of variables
in (4.33). For () we obtain

z=1

. 5
Fy — F3 ,\—1/6 113 F3—F
1 A B 2N\ R C

=205, (4.120)

z=—1
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Similarly, using (4.33), introducing the regularization factor b € Rt — {1} in the same way
as in (4.34) previously and further changing variables z — 2 = 22, the integral Z(10) yields

1(10):2/01dz<1+152—F3Z2)5/6_ Las 1 <1+F2—F32>5/6

b2 — 22 Fy 0 Vb2 —2 F
~ z2=1
Vi /1 5 3 Fys—F, 2 2
= Pty TR R)| RO 12
2=0

where (012, ©34) above stand for the following hypergeometric functions:

113 F3—F 1 5 3 FR-K1
Oy = oF (7,7,7; ) Oy = F (7,—7, 2. ;7>. 4122
=222 HETN T Y B 2 (4.122)
Putting everything together, we obtain
oo 1/3 ~
bak = 262¢0R3 sec@nc/ d’l"(COS2 an +F2 sin2 enc)l/gFg/ F1F2@12,
0
4.123)
R & |F (
bqﬁk: 2b—23 c0s O dr(cos2 Ope + Fo sin? H,Lc)l/:"}'},l/3 ?1@34.
0 2

Recalling the constraint 1:"2 > Fj3 of section 4.1, the reader will not have a hard time of
convincing herself/himself that the above two coefficients are well-defined numbers for any
choice of warp factors in (2.2).

Computation of Si(qff) in (4.115)

The determination of this self-interaction term is a simplified version of the computation
we just presented for the kinetic term. As in there, all boils down to explicitly writing the
integral over X, ® ¥3 in (4.115) with the aid of (4.17) and (4.24):

3
SieP) = /d4$ Tr Y dulow@l®,  d = e /d‘fom VEk,1=1,2,3,
k=1
(4.124)

with d*x = dtdzidzedip. With regards to the determination of the dy; coefficients, the first
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step is to use (2.43) and carry out the trivial (Z3, ¢1) integrals. We then find that

diy = € Ry sec Ope / dr(cos? Ope + Fysin® 0,.)%3\) Fy R FsTM) k1= 1,2, 3,
0
(4.125)

where we have defined

(1 ;F?}/G/ db; sin 6"/, (4.126)
0

and ¥ is as in (4.119). Given the similarity between the above and (Z(”), TZ(19)) before, the
attentive reader may already have guessed that the easiest way to perform the above integral
is by doing the change of variables in (4.33):

_ 1 F—F 1/6
F 1/671) :/ dz(l 23 322)
-1

F3
3z FQ—F?) 2 1/6 z 153 Fg—FQ 2 - 656
_3z( ) z <,,,,,; ) = 0 (4127
4(+ B 2Ny R C o1 /6 (4.127)
z=—1 3
where G5 is
_ o pl/6 1/6 (1 5 3 F3— ~2)
= 3F. F. Fi(=,=, = . 4.12
@56 3 2 + 3 241 2’6’2’ F3 ( 8)

As a result, we can write the dj; coefficients as

2¢0 00 _
dy = 62 Rgsecﬁnc/ dr\) FiFyF3(cos? O + Fysin®0,.)%055  Vk,1=1,2,3,
0
(4.129)

which are all just some real number whatever choice of warp factors one may wish to consider
in (2.2).

Computation of SZ-%W) in (4.115)

The final term to be computed, namely the interaction term between the two sets of three
real scalars A®3) and ¢, (k =1, 2, 3), is mathematically more involved than its previous
two counterparts. Hence, let us first take a few preparatory steps. From (4.49) and (4.52) it
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follows that

[A®), o] =[ar, i) €™ + [G2, i) eF2) + a3, 1] €S,
(

AT, o] =[, 0] ) A el — [, o] e§™) A el + [, o] ef ) A el™), (4.130)

the Hodge dual having been taken with respect to (4.47). The wedge product between the
above two quantities is then

(AT, o] A+[A®), 4] = ([, oal® + [G2, r]? + [, 01]2) €57 A el (4131

Since H} HoH3 = 1, as a direct consequence of our definitions in (2.43), and reversing (4.48)
and (4.52), the above can be rewritten in the more convenient form Ingldicg Adr Ader, with
K34, given by

—2¢0
s VIfe 2y Loy (£ 2 234
0 Hl { F1 [AT’SDk’] + H2 [A:’,’SO]{?] + (H + H )['A(]sl’SOk] H2 [‘AB’SDk][A(f’l?SOk‘]}

(4.132)

This is nothing but the integrand of SZ-(;;W in (4.115). Once we substitute it there and after
expanding the integral over X, ® X3 as well as using (4.20) and (4.24), we get the interaction
term to be

3

St — /d49€ Te ) (crulAry o) + cailAs, 0u]” + co,k[Agy, 01)° — cirl Az, or)[ A, > ox]) -
k=1
(4.133)

The four coefficients above (and these are the very last ones of their kind) are defined as

ok = d4§ H ,/ cyp = €270 /d4< ZH/FIHZL,

2
Cok = € /d4< H1\/F1H4 <§’ + Hg) Chp = 26°%0 /d45 IJZ\/FlHLL.
(4.134)

Introducing (2.43) and carrying out the trivial (Z3, ¢1) integrals, these coefficients simplify
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notoriously to yield

- .
F
crr =2R3sec O, dr F;/S FQ(COS2 Ope + Fy sin? 9n0)1/3®1g,
0 \ F1
o
C3pe =262%0 R4 seC One dr F31/3\/ Fng(cos2 Oy + F sin? 9n0)4/3®12, (4.135)
0
o0
ok =P Ry sec Oy, / dr \/ Fi FyF3(cos? O + Fasin® 0,,.)/*1l7g
0

and ¢y, o< ZO), with ZO) defined in (4.63). Note that in the case of (¢, cz;,) we have also
integrated over 6, using to this aim (4.119), (4.120) and (4.122). Additionally, we have
defined Il7g as

I7s = Il7g + 3sec? Oy, tan? anﬁg(cosQ Ope + Fy sin? Gnc)fhg, (4.136)

with (ITg, II7g) depending on the ¥ function in (4.119) as

1 T in 6 20

1/ do, S cos” by (4.137)
/6

F;7" Jo

ﬂ78 = F§/6/0 d91 sin01f<5/6, ﬁ78 = 21/6

Once more, these integrals are most easily carried out after doing the change of variables in
(4.33). For Il7g we get

: _ _
/60 Fy—Fy ©\3/6 3 Fy— Fy \5/6
F35/6H78:/ dx(1+2=222) 7 = (14 2222
1

_ 5 8 I
~ z=1 ~
5z 113 Fi3—-F , 3 Fy\5/6 5
2% @ (,7,,,; ) — 22 201, 4.138
Ty Tl 7 1 4(F3) T 1o (4.138)
z=—

where in the last step we have made use of (4.122). Similarly, IIg gives

~ 1 1 F2_F3Z2)1/6: z [(1+F2—F322>5/6
3F3 ) 1 8( )

-5/6 2
F. II7g =— dz z (1 + -
3 ® F: 3 F2 — Fg F3

— TR (4.139)

(1 1 3.F3_F2Z2>:|Z:1 (FQ/F3)5/6—912
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The above two results, when used in (4.136), allow us to write Il;g as

3
1

2 2 . 92 ~5/6 5/6 F22

) (€o8” Ope + Fosin® Opc) (Fy) " — F3' " O12) =——.

Fy — F3
(4.140)

II7g =

- 5 3 /tan6
F25/6+ZF35/6@12+*( e

4\ cos 0,

As we saw in (4.64), Z(®) = 0 and so the coefficient ¢y vanishes. This reduces our interaction
term in (4.133) to its final form:

3

S — /d4f€ Tr ) (conlAr, 0k + gl Az, 0k]* + courl Ao, 0k)?) - (4.141)
=1

For the very last time, we observe that the coefficients appearing above are, as a simple
inspection of their form in (4.135) suggests, well-defined numbers for any choice of the warp
factors one may wish to consider in (2.2). Just to make the entire analysis transparent, we
show that the only seemingly divergent term is actually finite. Defining ¢ = (F’Q — F3), we
have that

5 F 5/6 _ F5/6
Jim Tlg = Tim 26 3 >

~ - 4.142
Fy—sFy e—0 4e 24}731/6 ( )

a finite result as we advanced a little ago. Recall that F3 — 0 cannot be considered in this
case, as we explained after (4.38) earlier on.

It is now the time to collect all our results in this section. First, we introduce all (4.116),
(4.124) and (4.141) in (4.114). We then obtain the third and last term S®) for our gauge
theory action. At last, adding such S® to S in (4.99) and S® in (4.108), we obtain the
total bosonic action for the world-volume gauge theory in (4.143).

To finish this section, we include table 1. This is a quick guide to finding the explicit form
in terms of the warp factors in (2.2), the deformation parameter 6,,. in (2.19) and the constant
dilaton in (4.5) of the abundant coefficients on which our above action depends. These will
keep appearing all through the remaining of the thesis. Recall that we have explicitly shown
that all these coeflicients are well-defined numbers for any choice of the warp factors, as long
as the constraint Fy > F3 is satisfied, with F5 as in (2.21).

Before proceeding ahead in our analysis, it is worth noting that in the present work we
do not study the four-dimensional bosonic action stemming from the configuration (M,2) of
section 2.2. This is because (M,2) was shown to be equivalent to the configuration (M,1)
of sections 2.1 and 2.1.1 (see figure 1), the latter being computationally easier to handle.
However, this action is discussed in [1] and argued to be of the form (4.143), the only difference
being that the coefficients of table 1 would in that case change. We refer the interested reader
to [1] for the pertinent details.
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S = Clc“/d‘* Z Te(F, Clcl?/d‘l ZTr +CQ/ Tr(FXD A FXD)
X4
a<b
Ot el ay A, A, asl g, AP + sl gy Ao S [eaa(Dady)
+73 x r{al[ ry Agy|? + a2 Az, A% 4 aa[ Az, Ay, "‘Z Cai 5)°
a=0
tar (Dadr)? + Zagy (DaAsy)?] + c35(DgAs)? + ¢ (DyAn) + 5, (DyAsy) }
3 9 3
+ /d4$ Tr{ > [Zbak(9a¢k)2 + blgk(Dl[,SOk)z] + > duler, @1
k=1 ~a=0 k=1
3
+ ) (el Ary o) + 5[ Az, 0k]® + co,klAgy» 08]%) } (4.143)
k=1
’ Coefficient H Given in ‘ (All the coefficients in blue depend on J3 in (4.29).)
C11 (4.30)

€12 — Depends on (b, be, b3) in (4.31) and Jy in (4.37).

(4.38)
ai, ag, a4 (4.68)
(4.78)

Cy35 Cars Cagy

Depend on (a4, az, as) in (4.69).

(4.91) — Depend on all the above via (ag1, bo1, co1) in (4.92),

Ca> Copr Co < .
g as well as by in (4.83) and (f(M, f?)) in (4.93).
| c | (4.112) |
bak; by (4.123) — Depend on b in (4.31) and (O12, O34) in (4.122).
dig (4.129) — Depends on O3 in (4.128).
C3j> Crk> Cork || (4.135) — Depend on (02, II7g) in (4.122) and (4.140).

Table 1: List of coefficients appearing in the action (4.143), together with the equation numbers where
they are expressed in terms of only the warp factors in (2.2) and (2.21), the deformation parameter
in (2.19) and the leading constant term of the dilaton in (4.5). Note that we don’t compute (C1/V3)
explicitly. However, its abelian version (¢;/v3) is given by (4.10). Note also that all the coefficients
in blue require F, > Fy to be finite. The colors in the table point to the origin of the coefficients:

in blue those stemming from S(!) discussed in section 4.1, in green that related to S in section 4.2

and in yellow the coefficients of S®) in section 4.3.
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In chapter 4 we have derived the four-dimensional physical action (4.143) following from
the low energy limit of the M-theory model (M,1) constructed in chapter 2. We have shown
that this action is well-defined everywhere under very mild constraints on the form of the
warp factors and dilaton that characterize the metric (2.46) of (M,1). The action (4.143)
depends on various coefficients, all of which can be expressed solely in terms of supergravity
parameters, as detailed in table 1.
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Chapter 5: The bulk theory

This chapter is devoted to the derivation of the BPS conditions for the N' = 2, four-
dimensional gauge theory along (¢, 1, xo, 1/;) whose action we just obtained in (4.143). It
goes without saying that the BPS conditions follow from minimizing the energy of the system
with action (4.143), considering static configurations of the fields there. Hence, it is quite
clear that the first step towards achieving our aim will be to obtain the Hamiltonian associ-
ated to (4.143). The second and last step will be to minimize this Hamiltonian, under the
assumption that the gauge and scalar fields are all time-independent.

Yet once more, this is more easily said than done. Consequently, we will do the following.
First, we shall determine and minimize the Hamiltonian following from (4.143) in a particu-
larly simple limit: we will set co = 0 there. That is to say, we will begin by performing the
analysis when there is no ©-term in the action. Then, we will use the insights thus gathered
to generalize the results to the co # 0 case we are really interested in.

This procedure is depicted in figure 12, where we also make reference to the main results
in the present chapter. As such, the reader may find it useful to look at figure 12 as a guiding
map: it captures the main logic behind the computational details shown in the following.

5.1 Analysis for the case c; =0 in (4.143)

Obtaining the Hamiltonian associated to a given action is a well-defined problem in clas-
sical mechanics, which our readers surely know by heart. As such, after setting co = 0 in
(4.143), one could go ahead with the standard procedure: infer the conjugate momenta and
write the Hamiltonian as the Legendre transform of the Lagrangian. However, in view of
the length and complexity of the action (4.143), this procedure would be quite a long and
tiresome mathematical exercise for us. Therefore, we will use a different approach to obtain
the Hamiltonian: we will map our action to that in (2.1) in [54] and directly read off our
Hamiltonian from (2.4) in the same reference. As we will point out when due, it shall pay
off to develop such mapping for a number of other reasons as well.
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A Action
(4.143), with ¢,=0

associated to

Hamiltonian
(5.7)

rewritten as o .
Time independent fields
Hamiltonian
(5.32) choose
Gauge (5.35)
minimization of the

energy requires

Constraints Consistency egs. BHN eqs.
(5.40), (5.42), (5.43) (5.70), (5.72), (5.73) (5.75), (5.76)
B Action Approximation
(4.143), with c,£0 along with (5.77)

associated to ) ) )
Time independent fields
Hamiltonian
(5.88) choose
Gauge (5.35)
minimization of the

energy requires

Constraints Consistency eqs. BHN eqs.
(5.40), (5.42) (5.92) (5.91)

Figure 12: Sketch of the main results in chapter 5, where we obtain the Hamiltonian following from
the gauge theory action (4.143) and minimize its energy. As a result, we obtain a set of equations
the gauge and scalar fields in the theory must obey. The so-called BHN and consistency equations
are particularly important, as they are related to knot invariants. A: Since the computation is a bit
involved, in section 5.1 this is done in a particularly simple limit: setting co = 0 in (4.143). B: The
generalization to the case of interest, ca # 0 in (4.143), is done in section 5.2 and follows without
much effort from the previous analysis.
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The Lagrangian density £ of our theory can be directly inferred from the action (4.143),
since

S = /d4x L. (5.1)

With ¢o = 0, £ in (4.143) is precisely of the form of the Lagrangian (2.1) in [54], up to relative
factors and under the following identifications:

Ty — (ta $15$271Z})a ¢A — (ASaA(blaAT)SOla @23303% ¢5 — AE (52)

Note that our definitions for the covariant derivatives in (4.51) differ from the covariant
derivatives in [54]. This mismatch is rectified by replacing factors of (i) there by (—i) in
our case. Properly accounting for the additional prefactors in our theory as well, it is rather
simple to see that the different terms that compose the Hamiltonian (2.4) in [54] are, in the
language of the present paper, given by

Y (Fao—Dags)® = Ti, Y (Doda+ilds, ¢a))* = To (Dogs)® = Ta,

5 S (Fu — capeaDetra + il 0] > i (30 Data) =0, )
a#b a
where we have defined (77, T2, 73) as
T = (él (Ve Fao - VazDaAz)” + 9<@f d0 ~ VDA
T = (\/@DOA —iy/a[Asz, A, \/@DOA@ ivaiAs, As ] (54)
- Z(\/@Docpk — iy/C3;[As, wk])Q, Ts = %003(730«43)2
k=1

and where 73 naturally splits into two, 74 = 721(1) + 7?4(2), due to the decomposition of the
subspace X4 explained in (4.1):

2 2
7;<1>:% 3 (\/g <>+T(2>> 7;1@):%2( % 7@ 4 7@ >)2, (5.5)
5 -
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with (700, 72 7)) standing for
Vs 3
1) = — C~ ~ ~ _ 2 ~ ~ ~
=VenFas = \/CCapir DyAr = \/Cio, Capin DiAon — 1\ > V PinCapin Dy
k=1

) Cia 3
ir® =\ s Arqu51 1+ ) ( VerklAr, @il + /CokAgy s or] + dk;l[S@ka‘Pl])a (5.6)

k=1
V- 3
3) — ~ [ V3
) :w/Cl2Fa'¢; - Cﬁrea@ﬂrDB‘Ar — ‘/CB¢1EM;5¢1DEA¢1 - a Z Vbﬁkeazﬂﬂkpﬁtpk‘
k=1

Putting everything together as in (2.4) in [54], we obtain the Hamiltonian associated to the
action (4.143) for ¢y = 0:

3 2
= d%TY{Z;ﬁ%—; ;1( ‘C/ig (1)4—7())24—;2( % ()+T())2}+QEM>
| (5.7)

where QQgps denotes the sum of electric and magnetic charges in the theory. As is well-
known (for instance, see (2.5) in [54]), these charges are boundary terms. We will study
these boundary terms in exquisite detail in section 6.1, for the case where ¢y # 0 in (4.143).
Hence, for the time being, we shall not make them precise and instead we focus on the bulk
terms. Also, it should be noted that the above Hamiltonian incorporates the Gauss law in
it, as explained in [54]. Consequently, there are no constraints on the gauge and scalar fields
of our theory imposed by the Gauss law!'6

According to the plan of action described in the beginning of this section, having obtained
the Hamiltonian for our gauge theory, we should now proceed to minimize it. It turns out,
however, that the minimization process simplifies considerably if we first rewrite (5.7) in a
certain manner. This is the first side-benefit of having mapped our setup to that in section
2 of [54]. Further, in section 5.1.2 we shall obtain important results from this rewriting!
Thus, we will presently simply rewrite the Hamiltonian (5.7) in a more convenient form and
postpone the minimization problem to section 5.1.1.

The rewriting we will carry out consists in introducing new, arbitrary coefficients in some
of the terms inside the sums of squares of (5.7) and, at the same time, adding new terms to
the Hamiltonian so that there is no change in its quadratic components. We shall not yet
make precise the additional crossed terms produced in this manner. But the reader should
not worry, the crossed terms will be determined meticulously in section 5.1.2. In fact, their

!5 The skeptical reader can alternatively be convinced of this last statement by the combination of (5.2) and
our later gauge choice in (5.35) and (5.40).
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study leads to the important results we were anticipating a little before. Perhaps a toy model
will make the rewriting we intend to perform most transparent. Consider the Hamiltonian

HY = (A +B)?+C. (5.8)
Introducing the arbitrary parameters (&, ), the above can be rewritten as
HWY = (A + iB)? + yB% + C, (5.9)
as long as the constraints
P +g=1, C=C+2AB(1 - 1), (5.10)

are enforced. Written in this language, our earlier statement of ignoring the “additional
crossed terms” simply means that the second constraint above shall not be studied presently,
but is rather postponed to section 5.1.2.

Actually, we shall only rewrite the term 74 and leave (Tl, Tz, T3) as they are. We do so

piecewise and first focus on the first three terms of 7?1 (5.5):

2
1 Crein
2 Z \/7 \/76161;,,]? A, — \/7a6w¢1p Ao, + ) . (511)

In the above, we introduce arbitrary coefficients in the second and third terms, which depend
on (a, (). Clearly, these must be antisymmetric in the mentioned indices, so as not to yield
zero due to the Levi-Civita symbols. We absorb the minus signs in the coefficients and also
transfer the factor of (1/2) inside the square. All in all, we rewrite the above as

2

01611 Clcw 1 w¢
> ( ol " 5gCapir DgAr + s asion DiAon + )
af=1

Cic
+ (DA, + G V(D A5,) + X (5.12)
Vs V3

where x, contains the additional crossed terms created by the inclusion of the (s(alg,, (2[3)

coefficients and we demand the constraints
2s\?+sD =1,  vi=1.2 (5.13)

hold true, so as to ensure the quadratic pieces remain the same. In exactly the same way,
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the first three terms of T ), namely

2
1 Clclg Clcgr Clcm
52( Fop \/> Capar DpAr = “Cagog DoAos + ) . (14)

can be rewritten as

2

01012 Cicpr Cé
Z( Fus T\ im0 t(l) €0 DpAr + 1 qu11t(2) €uipo, DoAoy + )
a=1

Cicay Ch¢
- l?jtmwﬁw + %t@(@w@)? + Xt (5.15)
where y; takes into account the additional crossed terms created by the inclusion of (tg}), t(()?))

and we impose the constraints

S +tD =1, vi=1,2 (5.16)

which guarantee the squared terms are not affected in the rewriting.
With the very same idea in mind, we look at the fifth terms in both ﬂ(l) and ﬁ(g) next:

;i (- ,/Clal[Ar,A(m] ...)2+;z2:<...“/Clal[Ar,A¢l] L) e

a,f=1 a=1

We introduce antisymmetric (in their indices) coefficients in both terms, add squared terms
that make sure we do not alter that part and encompass the new crossed terms in x4, which
we do not presently determine. We also pull in the factor of (1/2), as before. Explicitly, the
above becomes

@ [Cia 2 2@ [Ciaa 2
e — - o= ih'Y -
ﬁz( a0\ Ty A Aa] + ) +a21( i e A Al + )
C
+ a1 AP 4 xs (5.18)

where we require that the following must be satisfied:

2

2(g\3)% + Z(hi‘%)? —qW =1 (5.19)

a=1
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The relative difference in signs between (5.19) and the previous constraints (5.13) and (5.16)
is a consequence of the overall factors of (—i) in the terms of the action presently being

considered. Similarly, the last terms in 721(1) and 721(2),

L2 3 ), 12 3 )
3 Z (—lz dkl[@k,wz]) +2Z_:1(---—iz dkl[%"ka@l])a (5.20)

=1 k=1 k=1

are rewritten in the form

2 3 , 2 3 )
. 1 . 1
> (=t X o)+ 3 (= 32 Y, Vi o)
a,f=1 k=1 a=1 k=1
3

+ Z q,ﬁ})dm [or, @1 + X1, (5.21)

k=1

with the constraint
; A )
1 2
2(g150) Z M) ad =1 VRi=1,23, (5.22)

ey

where g has been defined to be antisymmetric in («, §) and in (k, [). Analogously, we say
aBkl

that A d))kl is antisymmetric in (c, ¢)) and in (k, [) by definition. We do an identical rewriting

of the sixth and seventh terms of 7:1(1) and 7:1(2) too. That is, we rewrite the aforementioned
terms,whose original form can be directly read from (5.5) and (5.6) or even simply inferred
from the subsequent equation, as

2
2
Z ( _Zzgaﬁkz\/ Crk T7(70k) _lzgaﬁk\/ Cok A¢1>§0k] )
a,f=1
- - W e = ) 2

+Z ( Zzho@k Cric r,cpk]—z hmzk,/cd)lk[Am,gok]—i-...)

a=1 k=1 =1
+ qu crnlAr, or)” + qu CorklAsy, Pr) + X2 + X3 (5.23)
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We also demand the following constraints

2

2>+ D (W P —q) =1, Vi=172 = Vk=123 (5.24)

a=1

Here, 9((;/)31@ has been defined to be antisymmetric in (a, ) and hgz)Zk in (a, 1), for both
i=1, 2.

The only two terms left, namely the fourth terms of 71(1) and 7:1(2) in (5.5), will be
rewritten in a slightly trickier way. Essentially, we will first “mix” them and then multiply
those mixed terms with new coefficients. Again, we will make sure that the squared terms are
not affected in the rewriting by subjecting the coefficients introduced to constraint equations.
For the time being, we will not determine the additional crossed terms thus produced. To
make the idea more precise, let us first consider a toy model to illustrate how we will proceed.
Consider the Hamiltonian
1

1 .~ .
H® = Z(A +B)?
2( +B) *3

L 1 . . . .
(C+D)? = §(A2 + B2 + C* + D?) + crossed terms. (5.25)

We will “mix” the terms (IB%, Iﬁ)) in the above. To this aim, we define E = B + D. Next, we
insert inside the squares the factors of (1/2) and introduce the arbitrary coefficients (i, 9).
All these changes allow us to rewrite the toy Hamiltonian as

. 1 .0 . L
+ 0R)? = §(A2 +C)? + (4 + 9*)(B? + D?) + crossed terms.
(5.26)

If we demand that the squared terms in (5.25) and (5.26) match, then it is clear that (u, v)
must satisfy the following constraint:

0 0% = (5.27)

1
5

Coming back to the fourth terms in 7;(1) and 7:1(2) that motivated the just explained toy
model, these are given by

2 3 3
1 2 1] 2
5 E (— E ’/blﬁkea/jzﬂkpd;@k’_‘_“‘) —I—§ E (— E bﬁkeaiﬂkpﬁ(pk—i_‘“) .
a,f=1 k=1 a=1 k=1

(5.28)
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Following the logic above exposed, we introduce § = («a, 1) and rewrite (5.28) as

2 3 9 2 3 9
Z(+Z \/bgkea/g-mg}g)pg(pk—i-...) —i—Z(—i-Z b(gkemz;-mgi)lpg(pk—i-...) s
a,f=1 S k=1 a—1 5k=1
(5.29)

plus some extra crossed terms which we shall refer to symbolically as x,,. The dot products
appearing above will be made precise soon enough, in section 5.1.1. The new coefficients
above must satisfy

: 1
S (mi)? = 5 Vek=123 (5.30)

which makes sure the quadratic terms have not been changed during the rewriting. Note
that there is no antisymmetry relating the indices of these coefficients, unlike in all previous
cases.

We are now ready to collect results and present the Hamiltonian following from the
action (4.143), with co = 0, in the most convenient form for our subsequent investigations.
Appropriately summing (5.12), (5.15), (5.18), (5.21), (5.23) and (5.29) we obtain the desired
rewriting of 73 in (5.5). As a short-hand notation, let us introduce (y2, y3) = (r, ¢1) and

XT = Xs T Xt + X4 + X1+ X2 + X3+ Xm- (5.31)

That is, xp accounts for all crossed terms produced when rewriting 74 as just explained. xr
will be the main object of study of section 5.1.2, but presently we shall not shed light into it.
If to the rewritten 74 we further add (77, T2, T3) as given by (5.4), then the Hamiltonian in
(5.7) can be expressed as (5.32).

We remind the reader that most of the notation used in (5.7) was introduced in chapter
4. In particular, table 1 provides a quick guide to find the explicit form of the prefactors
that have a supergravity interpretation in terms of the warp factors in (2.2) and (2.21),
the deformation parameter 6, in (2.19) and the leading term of the dilaton in (4.5). For
clarity and completeness, we include table 2, which summarizes the form and properties of
the new coefficients introduced in going from (4.143) to (5.32). Note that these coefficients
do not admit a supergravity interpretation. Instead, the constraint relations we demanded
they satisfy should be regarded as their defining equations. These are (5.13), (5.16), (5.19),
(5.22), (5.24) and (5.30). Nearly all coefficients with indices in table 2 fulfill antisymmetry
properties. Nonetheless, note that the {m(i)}’s are not constrained by any such requirement.
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C 2
H= Qpu+ /d4:c Tr{V; [Z(vallfao ~ VCa3Da3)? + (Ve F iy — /C53D5A;)°
a=1
+(VeorDoAr — iv/ag[As, A])? + (\/Gog, DoAg, — in/as[As, Ag,])? + 003(90«43)2]

3
+ Z [vbo Dor, — ir/Cax Az, 0k])? +ql(€l)dkl [k, 1] +qu Cywk[Aywﬁka]

k=1

2
01611 Cl 1/;7" 1 11"15 (2)
+ Z ( ]:aﬁ aﬁ aﬁde‘D A+ : Sap aﬂw%Dﬂ;A%
Clal
ag\/ AT7A¢1 —1 Z gaﬁkl V dk Pk Sol —1 Z Zgaﬁk \/Cyn, yw SDk:]

k=1 k=1~=2
+ Z VbsrEas - M D&@k) +Z< 01612 gt Llcﬂrt(l)e 70 DA
S k=1 Ko 2V3 Vg o CedprBOT
ClCﬁ¢1 ( ) ( ) C1a1 3
+ Va te €aipo DB AS — o) [Ar, Ag,] — i Z h Y dkilon; @il
k,l=1
3 3 - . )
1 2
_zz Zh - C?Jv y«,’ gpk Z bsk an/; mg) 'Dg(pk> + 73 Czﬁrs( )('D&AT)
k=1 =2 Sk=1
+256,58 (D As, ) + cort ™ (DpAL)? + G5yt (DA, )? + arg WAL, Ay, P | + XT}-
(5.32)
’ Coeflicient H Given in ‘
sty 5 (5:13) | with: o, B, i=12andk I,6=1,2, 3,
t(l) L (5.16) @ @) 1 () . .
g((j)’ h(ii, ¢@ (5.19) (s o+ Jop Joubhl: gaﬁk) antisymmetric in («, (),
QSQ)M h(ikl, q,S) (5.22) (h((jl%, h(%kl, hf;)/}k) antisymmetric in (a, 1/;) and
ONFOINO)
Yapk: ha¢k’ Ik (5.24) (g((xlgkl, hiqu,/%kl’ ql(j)) antisymmetric in (k, [).
miy (5.30)

Table 2: List of coefficients appearing in the Hamiltonians (5.32) and (5.88) that do not have a
supergravity interpretation, their defining relations and their antisymmetry properties.
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5.1.1 Minimization of the Hamiltonian

Having written the Hamiltonian of our theory as (5.32), we now make the following simple
yet crucial observation: this is a sum of squared terms, plus boundary terms Qgps and
“crossed terms” xp. Ignoring momentarily (Qgas, x7), it is clear that in order to minimize
the energy of the system each such squared term must vanish separately. In this section, we
enforce the just described minimization and thus obtain the bulk equations of motion for the
world-volume gauge theory.

Let us start by setting to zero the first six squared terms in (5.32). These are the terms
stemming from (77, 72, 73) in (5.4) and that experienced no change in the previous section.
Since we wish our discussion to be as general as possible, we assume that the coefficients
C1/V3 and cy3 do not vanish. Then, we obtain the following:

(VeriFao = y/6o3DaAs)* =0, (VeraF o = /cjsDyAs)” = 0,
(VeorDoAy — iv/az[As, Ar])* =0, (v/0g DoAgp, — iv/aalAs, Ag,])? =0, (5.33)
(Vbok Dok, — i/ [ Az, k) = 0, Dy Az = 0,

which should hold true Vo = 1, 2 and Vk = 1, 2, 3. Recall now that both the gauge fields
(Aa, Aj) (with @ =0, 1, 2) and the real scalars (Ajs, Ag,, Ar) (in the adjoint representation

of SU(N)) depend only on the coordinates (¢, x1, z2, ©). As we pointed out in the beginning
of chapter 5, not only are we interested in obtaining the minimum energy configuration for
the aforementioned fields, but we also want them to satisfy BPS conditions. Hence, we search
for static solutions to (5.33). This implies we will consider in the ongoing that the fields only
depend on (1, x2, ¥) and thus, using (4.51), the above reduces to

(VerDado — \/g3DaAg)* =0, (VerDyAo = /253D As)" = 0,
(\/@[AOwAr] - \/a[“étf’n-’élr])2 =0, (\/ 50¢1 [AOaAdn] - \/a[‘Af’)’ A¢1])2 =0,
(v/bor[Ao, x] — V3l A;, @))% = 0, [Ao, As] =0,

(5.34)

valid again Va =1, 2 and Vk =1, 2, 3.
To proceed further, we need to choose a gauge. We shall make the following gauge choice:

Ag = A;. (5.35)

This follows from our earlier identifications in (5.2), where the scalar field A3 was singled
out from the other two scalars (Ag,, A). One could certainly single out Ag, or A, instead
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and appropriately modify the above gauge choice. We will not entertain these options in the
present work, as they do not lead to further physical insight. However, the interested reader
can find enough detail on the Ay = A, gauge choice in (3.178)-(3.182) in [1]. Essentially, all
our conclusions will be valid in such a gauge as well, but Az and A, would then exchange
roles. Although this is not a proof that our conclusions are gauge-independent, it strongly
points towards such a possibility. We regard this as yet another advantage of relating our
model to that in [54]. Anyhow, for our choice (5.35), the set of equations in (5.34) reduces to

(Ve — \/7) (DaA3)2 =0, \/7 \/7 (Dy As =0,

(\/@ \/7) [Af’nAr]Q =0, \/ C0<251 [ 3 ‘A¢1] =0, (5'36)
(\/a_\/cgik)Q[Ag’(pk]Q:O’ Va = 1,2, Vk: 1,2,3.

Note that the last equation in (5.34) does not appear here, since it is trivially satisfied by
our gauge choice.

All the equations in (5.36) admit the trivial solution A3z = 0. Another possible solution
would be to simultaneously have that

Cl1 =Cu3, Cl2=Cj3, Cor = az, Cogy = a4, bop =c5,, Va=1,2, Vk=1,2,3. (5.37)

Let us explore this option by using the explicit form of the above coefficients, summarized
in table 1. From (4.30), (4.69) and (4.78), we immediately see that the first equation will be
satisfied iff

c08? Ope + Fosin? 6, = 1. (5.38)

Similarly, using (4.31), (4.38), (4.83) and (4.91) in the second equation, one can right away
conclude (5.38) is required so that c12 = ¢ 73~ Lhe same deduction follows from introducing
(4.68), (4.69) and (4.78) in co, = az. On the other hand, using these same results in ¢pg, = a4,
one finds that, besides (5.38), it is also necessary to impose

(Fy tan 0,.)2

a 1+ Fytan?6,,.) = 0. 5.39
F2 _ F3 ( 2 nC) ( )

Finally, from (4.123) and (4.91) it follows that bo, = c5,, iff we demand (5.38). Summing up,
to ensure (5.37) we must enforce both (5.38) and (5.39). But in doing so, we do not wish to
constraint our setup by choosing a particular form for the warp factors. On the contrary, we
want to keep our M-Theory configuration (M,1) of part I as general as possible. Hence, we
conclude that the second possible solution to (5.36) is given by 6. = 0.

Between Az = 0 and 6, = 0, there is a preferred solution to (5.36). Recall section 2.1:
0nc was introduced as an alternative and computationally simpler way to account for the
axionic background of [14], which was there shown to be an essential ingredient to study
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knots using the D3-NS5 system. As we will show in section 6.3, in our approach too 6, shall
play a key role and allow us to construct a three-dimensional space capable of supporting
knots. Accordingly, we set to zero the first six squared terms in the Hamiltonian (5.32) via

.Ag =0, (5.40)

along with the gauge choice in (5.35)!7. Also, bear in mind all fields are time-independent in
the ongoing.

Let us next turn our attention to the final five terms, as well as the last two terms in the
third line of the Hamiltonian (5.32). These are the squared terms we introduced to make sure
that while rewriting the Hamiltonian (5.7) as (5.32) all quadratic terms remain unaffected.
Minimization of the energy requires them all to vanish which, for (C1/V3) # 0, means that

@ (ID~A )2 = 3(2) (D1/~1“4¢1)2 =0, (DﬂAT)Z =0, t(2) (DﬂA¢1)2 =0,

a1q' [Ar,Aqﬁl] =0, ql(;)dkl[wk,sﬁz]zzo, q,(J )Cy.yk[Ayw‘;OkP:O,

(5.41)

forall 5 =1,2 all k,l =1, 2,3 and all v = 2, 3. If we consider that, generically, all the
coefficients appearing above are not zero, then satisfying (5.41) implies

Ds A, = D5A¢1 = [AT7A¢1] = [ATv (Pk] = [A¢17§0k] =0, (5'42)

V6 =1,2,1 and Vk = 1,2, 3. On the other hand, if we do not wish to trivialize the system, we
cannot conclude that most generically all q( )’s are non-zero. Observe that this would imply
[pr, p1] = 0 for all (k, 1). Hence, as the simplest non-trivial case, we will consider only one

(1)

such (independent) coefficient vanishes. We choose ¢;5 = 0. Then, we impose

[p1, pa] # 0, [p1, 3] = [p2, p3] = 0. (5.43)

In this manner, we have enforced (5.41).
In our minimization of the Hamiltonian (5.32), we next focus on the squared term between
the fourth and sixth lines and demand its vanishing:

/C1 2) . (1)
V3 ( 5 Fas + V wrsa,@eaﬂwp pAr + 1/ €1 SapCasio DiAn — 1ag Va1 [A“A¢1]>

3
. 1 1
-1 § (gaﬁkl dk 90k7901 + § 9075]6 )\/Cyw yw(Pk + i/ bsk k€af m((sk)DéSOk) =0,
9,k,l=1
(5.44)

7 This implies Ao = 0, known as the Weyl gauge or also as the axial gauge.
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which should be true for all a;, 5 = 1, 2. Needless to say, minimization of the energy requires
all squared terms to vanish simultaneously. This implies the choices previously made to set
to zero other squared terms must now be enforced as well. Thus, inserting (5.42) and (5.43)
in the above, our equations reduce to

3

Cic )

21‘/;11:@5 — 229((115)12\/ di2[p1, 2] + E V bsk€ap - m((;?DasDk =0, (5.45)
k=1

again true Vo, 8 = 1,2 and where we have used the fact that ggﬂ)m = _925)21 by definition

and di2 = da1, as can be seen from (4.129). Since (5.45) is antisymmetric in («, 3), we
can restrict our attention to the case where (o = 1, f = 2). Following the normalization
convention that €;2 = 1, noting that (4.123) tells us that by = be; and choosing

1 1 1 1 1 1 1 1 1 1 1
952)12 - mf;;; = m§2) = _mél) = NGl mgl) = mgz) = mg?)) = mg?,) - ml(/h) - mf@z) =0

it is a matter of minor algebra to obtain

Vs

Fia +
Cren

( — 2i\/d12[p1, p2] + /b12(D1p2 — Dagp1) + \/%37)1;%3) =0. (5.47)

Note that the dot product in (5.45) has been interpreted as a usual scalar product in this
case.

The above is the first BPS equation following from the minimization of the energy of the
Hamiltonian (5.32). Notice that, schematically, our BPS condition is of the form

F+ Do+ [p,¢] =0. (5.48)

The well-versed reader will of course be familiar with the Bogomolny [55], Hitchin [56] and
Nahm [57] equations, which we can sketch as follows:

Bogomolny: F + Dy =0, Hitchin: F + [p, ] =0, Nahm: Dy + [, ¢] = 0.
(5.49)

Written in this manner, it is evident that our BPS condition is just some linear combination
of all Bogomolny, Hitchin and Nahm equations. Collecting initials into an acronym, we will
refer to (5.47) as the first BHN equation.

Before proceeding ahead, let us pause for a moment and study what are the consequences
following from the choices of coefficients made so far. These choices are qg) =0 and (5.46).
As can be checked in table 2, these coefficients are required to satisfy the constraint equations
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(5.22) and (5.30). So, combining our choices and the constraints, we are led to conclude that

2
(glzkl) + Z () —a =1 wki=23 ) —-p —0 va=1.2,

2 2 2 2 2 1
mffb?? = m§2) = mél) =0, mg1)>mgg)a mgg),még),m() (2) =+— (5.50)

o1 "M V2

must hold true in the following.

The last step in the minimization of the energy of our system with Hamiltonian (5.32) is
to demand the vanishing of the squared term between its sixth and eighth lines. This must
be done in a consistent manner to all previous choices made in this section. The necessary
vanishing we just mentioned is

Ci/ ez
v@( B g T i Do Nt g, DAy = 108 A A

; 2
—1 Z ( ikl Vuler, ¢l +Zh(7 W[Angpk]—i—z b5k€az/3'mfsk)17590k) —0,

5,k,l=1
(5.51)

for all o, B =1, 2. Using (5.42), (5.43) and (5.50) in the above, we have that

C
1612 Z bsk k€ - mék)D(;(pk =0 Ya=1,2. (5.52)
o,k=1

Here, § = 3 should be understood as making reference to the bulk direction ). Without loss
of generality, we take the definition of the dot product above to be

Z bsk €0l m(Sk)D(scpk =—6 Z bsk 6[06@2) ((Sk)]D(S(pk + bd)a apM ( )Dd)goa, (5.53)
6,k=1 0,k=1

with the indices of the first term on the right-hand side necessarily different from each other.
This seemingly involved term is not so complicated and, using the antisymmetry of the epsilon
tensors, is explicitly given by

LS Vo [eng o2 — ) + 3 — ) + (B — m®)
6k 1

+6ak(mg§) (2)) + ea(s(m]%) — mf;;) + equ}(m((fg — mgi)) Dspp. (5.54)
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In good agreement with (5.50), we now implement the second line there, choosing the plus
sign for all the m® coefficients in the last equality. In this manner, the above reduces
considerably to

3
1
=5 2 Voslessml) + carm’s) + casm's)|Dscor. (5.55)
8,k=1

As we said, the dot product is taken by definition such that all indices in this term should
be different from each other. In other words, 6 = 1(2) if @ = 2(1) and k = 3. This leads to

ba3 )
—D ifa=1, =2
1 N RN @) _ )V s ’ ’
-5 b53[65¢m1f1a + Gawmi)ﬂ + 6a5m¢3JD5903 = bis ' (5.56)
7D1§03 if a = 27 /8 = 17

where the normalization convention used is ¢, b= €f = 1. Finally, plugging the above in
(5.52), it is a matter of minor algebra to obtain the remaining two BHN equations as

Vs

Fog 1| e
oy Cieci2

(v/05aPya + VbasDags) =0,  Ya=1,2. (5.57)

Collecting thoughts, in this section we have shown that the vanishing of the different
squared terms in the Hamiltonian (5.32) for static configurations leads to the BHN equations
(5.47) and (5.57). The name BHN simply denotes that these are a combination of the well-
known Bogomolny, Hitchin and Nahm equations. In obtaining such BHN equations, we chose
the gauge (5.35) and further demand that the gauge and scalar fields in the bosonic sector
of the theory satisfy (5.40), (5.42) and (5.43). Additionally, we made the coefficient choices
qg) =0, (5.46) and (5.50) —selecting the plus sign in the last equality there. One can easily
check that all our choices respect the defining equations of the coefficients, summarized
previously in table 2. However, this analysis completely ignored the (Qgas, x7) terms in
(5.32). In the next section, we start to shed light in this direction by studying 7.

5.1.2 Consistency requirements and advantage of rewriting (5.7) as (5.32)

We already pointed out the crucial fact that the electric and magnetic charges Qgps in the
Hamiltonian (5.32) are not yet specified boundary terms. That is, the Hamiltonian as a
whole is defined in the X4 space (the bulk) but the terms Qgjs are defined solely in X3 (the
boundary). We remind the reader that the spaces X4 and X3 were defined in (4.1). The goal
in this section is to ensure that x7 in (5.32) does not contribute to the boundary terms Qgy.
Further, we want to ensure that y7 is in good agreement with the bulk energy minimization
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performed in the previous section. Anticipating events, we will see that such consistency
leads to new constraints on the scalar fields of our gauge theory. In this manner, we shall be
able to focus on the study of the boundary theory only, since the bulk theory will by then
be set to zero by requiring that the fields satisfy (5.40), (5.42) and (5.43), together with the
BHN equations (5.47) and (5.57) and the new constraints we shall presently find.

But let us take a step back first: what is xp to begin with? In order to determine xr
precisely we will compare the Hamiltonians (5.7) and (5.32), i.e. the Hamiltonians before and
after the inclusion of the coefficients in table 2. By definition, x7 is simply the collection of
all crossed terms produced during this rewriting. To make our task computationally easier,
we will make use of all the equations above mentioned, which guarantee that the bulk theory
is minimized. That is, our analysis will be valid on shell.

Explicitly, using (5.40), (5.42) and (5.43) in (5.7), the on shell Hamiltonian before the
rewriting is given by

Hz/d%TrB i( 01011]_-aﬁ Zﬁeaﬁ¢k 5Pk — zz dp1 SOk#Pl)

a,B=1 k=1

2
%Z( (3’1012]__ Z bgkeagar Dok — 1 Z dii SOkaCPl) ] + Qem- (5.58)
a=1 k=1

Let us for the time being ignore Q. We already said and it can be clearly seen from (4.129),
that di2 = do1. However, [p1, ¢2] = —[p2, ¢1]. Hence, when summing over k, [ = 1, 2 in the
pertinent terms above, these will vanish unless they are squared. In other words, the non-zero
crossed terms in our Hamiltonian (5.58) are just two:

2 3
1 (71611
—3\/ > Z keaﬂwkTr{f ap Dyon},

=1 k=1 (5.59)

2
1612
\/ Z Vs keawﬂkTr{ Foi» Dpor}
a=1k

=1

Simply carrying out the sums above and noting that (4.123) implies that bz[}k and b,y are the
same for all values of a =1, 2 and k =1, 2, 3, we get

Ciciby
G= Tw Tr {-7:12,7)1;(% + @2 + @3)} ;
3 (5.60)

G2 = —é Clc‘lfjbu [{f2¢791(@1+<ﬂ2+<ﬂ3)} {]:w,D2(801+802+803)}]7
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with the normalization convention €lokg = 1 for all £ = 1, 2, 3. On the other hand, using

(5.40), (5.42), (5.43) and the choices ¢\, h&%lz =0 (for all a = 1, 2) in (5.32), the on shell
Hamiltonian after the rewriting is

2 3 2
H:/d4a: Tr[ Z ( C'1C11]_-aﬁ+ Z \/@eaﬁ.m&)pgwk—i Z ggélﬁ)kl\/@[¢k,cpl]>2

CMnB:l 2‘/3 6,k=1 k‘,lzl
- Ciciz > 5 2
2 (\/gf i T 2 Vose,g mEDasgn) + x| + Qe (5.61)
o=l 8k=1

We know that the squared terms of this and the previous Hamiltonian are the same, provided
the coefficients above satisfy the constraints in table 2, as already discussed in the previous
section. Hence, let us just focus on the crossed terms. There are four of them:

P 201611(112 2 (1)
G =i Vs D o> Tr{Fap [o1 w2l

a,f=1
Cien = o (1)
G2 =1 Vs Z Z Vbokeas - My, Tr{Fag, Dspr},
a,ﬂ;l 5,k=31 (562)
S 1 1
Cil’) =-2i d12 Z Z gc(xﬁ)12 bémﬁaﬁ : m((S'n?L Tr{[@l? 802]77)580771}7
a,f=106,m=1
Crena = o (2)
= \ v Z Z bok€ oy My Tr{F 5 Dsprts
3 a=18 k=1
where we have used the (anti)symmetry properties dijs = do; and 986)12 = _9&15)21 to carry

out the sums over k, [ in the first and third terms. In this language, xr is

2 4
XT = ZQ’ - Z G- (5.63)
i=1 i=1

On our way to determine x7, let us first focus on (j. Using the coefficient choices in
(5.50) for the plus sign in all cases, the dot product definition in (5.53), the result (5.56) and
further summing over «, it is easy to see that

1 [Cic
=5/ %/312 Tr ({fh;’ V0 Pyer + Vb23Dags} +{Fp, 1 /b D2 + v 513D1903}> :

(5.64)
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where the normalization convention employed is once again €13 = ea3 = 1. With the aid of
the BHN equations in (5.57), ¢} can be seen to be a squared term, not a crossed term:

2

¢ = —(“;1‘22 > Tr(F, )% (5.65)

a=1

The conclusion that ¢} is not a crossed term of course implies that it does not contribute to
QEum, as we wished in the first place. Further, since ) is a squared term, it can be absorbed
by an appropriate relabeling of the coefficients in table 2, where the defining equations remain
unaltered. Consequently, ¢} does not contribute to x7 and we need not worry over it in the
ongoing.

We turn our attention to ¢f, ¢4 and (5 next. As before, we interpret the dot product in ¢}
and ¢} as a regular scalar product, we use our coefficient choices in (5.46) and sum over «,
in (5.62). In the process, one must not forget the antisymmetric properties of the coefficients
summarized in table 2. The described computation is not hard and yields

. [Crennd
C{ = % TI‘{]:12, [sola(pQ]}v
01011 5.66
;L " ~ .
§2 = Vs TI“{]:12, \/ b12(D1902 - DQ‘PI) + bwgpw@3}a ( )

G = 2ivdiz Tr{[p1, p2], Vb12(D1p2 — Do) + 4 /b3 D3}

It can be easily checked that, further introducing the first BHN equation (5.47) in the above,
the following holds true:

2C4 ¢ . 1Che1rd
GQ+¢G=- ‘1/311 Tr(Fi2)?, ¢4 = 8di2 Tr[pr, pa]? — 2iy f % Tr{[p1, 2], Fia}-
(5.67)

The same observation we made for ¢} should be invoked presently too: the squared terms can
be absorbed by a relabeling of the coefficients in table 2. They do not contribute to Qs
and do not affect the bulk minimization of section 5.1.1. In other words, we can consistently
conclude that they do not contribute to x7 and simply ignore them in the following. The
only term which contributes to xp from the above is

. |Ciecnd
¢4 = —2iy /% Te{[e1, 2], Fia . (5.68)
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Putting everything together, we say that

xr =G+ ¢ — G, (5.69)

which must either be set to zero or reduced to a sum of squared terms —which would then be
accounted for by an inconsequential redefinition of the coefficients in table 2. In this manner,
the Hamiltonian (5.32) will lead to a boundary theory determined by Qgas solely, while a
consistent bulk energy minimization is ensured via BHN and other constraining equations
on the gauge and scalar fields. What is more, it is evident that ¢; — (4 and (2 will have to
satisfy this condition separately, as the BHN equations (5.47) and (5.57) do not mix Fj2 with
(.7'"11!;, ]-"21]}). For this very same reason, we must demand right away

Dyp1 =Djp2 = Dipz = Daps = 0. (5.70)

We will refer to these as the first set of consistency requirements we mentioned in the title of
the present section. Implementing the above and using (5.47), ¢; in (5.60) and ¢4 in (5.68),

we get
2Cc [Chc11b
(1 — Cé = — ‘%11 TI‘(]:12)2 — % Tr{]:lg,Dl(pQ — Dggpl}. (571)

It goes without saying that the first term on the right-hand side above is squared and thus
does not contribute to xy7. That is not the case with the second term, though. To make it
vanish, we will demand

D12 — Dayp1 =0, (5.72)

another consistency requirement. The attentive reader won’t take long staring at (s in (5.60)
in combination with the two relevant BHN equations in (5.57) to realize that yet one last
consistency requirement is needed:

D11 + Doy = 0. (5.73)

Then, (5 simplifies to

G2 = %\/ C’lc‘zbm Tr [{‘7'—21;,@1(801 + 802)} + {]:11;,171(901 - 902)}} : (5.74)

We cannot make squares of the above, so it better vanish. Fortunately, this is indeed zero, as
can be seen from the combination of the requirements (5.70) and the BHN equations (5.57),
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which lead to
Fip=Fp;=0. (5.75)

The other BHN equation, namely (5.47), also reduces in view of our consistency requirements

and is now given by
.7:2—1—\/7<22' dg[gD g02]+1/b~ D~<03>—0 (576)
1 01611 1 1, P37 Y : :

Finally, we note that y7 has by now been converted to some sum of squared terms which
does not affect our analysis and definitely does not contribute to Qgs, as was our goal in
the beginning of this section.

In conclusion, for the gauge choice (5.35), the energy of the Hamiltonian (5.32) is mini-
mized when all (5.40), (5.42), (5.43), (5.70), (5.72) and (5.73) are satisfied, together with the
BHN equations (5.75) and (5.76). In this case, xp is zero. More precisely, xr is absorbed by
an immaterial redefinition of coefficients, as already explained. Then, we are only left with
the boundary terms QQgps to be considered.

To finish this section, let us clarify what is the advantage of rewriting the Hamiltonian
(5.7) as (5.32). The so-called consistency requirements (5.70), (5.72) and (5.73) that we
obtained in this section to ensure no crossed terms were produced in the aforementioned
rewriting are actually vital results in our analysis. They simplify the BHN equations and,
together with them, are known to be directly related to knot invariants (for example, see
section 3.2 in [14]). We will discuss such relation at length in part III. For the time being,
we will devote the coming section to the generalization of all the results so far in chapter 5
to the case that really concerns us: c¢a # 0 in (4.143). This will in turn directly lead us to
the study of the corresponding boundary theory in chapter 6.

5.2 Generalization to the case where ¢, # 0 in (4.143)

We have by now gained considerable insight into the bulk physics of the theory with action
(4.143) but with no topological term (i.e. ¢z = 0 there). The inclusion of this topological
term is, however, far from trivial, both conceptually and computationally. To relax a bit the
computational difficulties, we will begin this section by doing the following approximation:
we will in the ongoing consider that

C11 — C12 (577)
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in (4.143). Looking at the definitions of these coefficients in (4.23), we see that this amounts
to requiring that e??° iy = 1. Further using (2.43), our simplification reduces to a constraint
equation on the so far completely arbitrary warp factors (2.2) and (2.21) and constant leading
value of the dilaton in (4.5):

e2%0 £y Fs sec? 0, sin? 61

Fy cos? 0y + Fjsin? 6,

=1. (5.78)

Clearly, this is not too stringent a constraint, as there is ample freedom of choice to satisfy
it. For a physical interpretation of our assumption, one should look at the metric of the M-
Theory configuration (M,1) in (2.46). We then see that (5.77) implies that (¢, z1, z2, ) are
now Lorentz invariant directions. In other words, our approximation leads to a restoration
of the Lorentz symmetry along ¢ in the spacetime X4, defined in (4.1).

Having made this simplification, we proceed to show an intermediate result, which will
immediately prove useful in deriving the Hamiltonian following from the action (4.143) with
¢ # 0. This consists in working out a convenient component form of the integrand of this

topological term in the action:

FEINFED) = N FuForda, Aday Adxy Aday = d'e Y Fu« F*, (5.79)
u<v, p<A n<v

where, as usual, the Hodge dual of the field strength is defined as

1
W FI = o D P F (5.80)
A

d*z is the volume element of the now Minkowskian spacetime X, and z,, refers collectively
to its coordinates (¢, x1, 2, V).

Using the approximation (5.77), (5.79) and recalling (4.112), we are ready to write the
first line in the action (4.143) of our theory, which we denote as Sy, in the following suitable
manner:

C
Spy = / d'z Try ( %/CH]:W}""” + C 810 0y,eq(One) Fu * ]-'“”) . (5.81)
3
p<v
The reader will of course right away notice that Sp; is precisely Maxwell’s action with a
©-term (see, for example, in (2.1) in [58]). The correlation becomes fully apparent once we

identify our coefficients, which only depend on supergravity variables, with the Yang-Mills
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coupling and gauge theory ©-parameter as

01611 47 . @
= - C Oneq(Ope) = —. 5.82
=gz Cusinfualbu) = o (5.82)

The above makes concrete the long standing promise of section 2.1. There, we claimed that
introducing the non-commutative deformation labeled by the parameter 6,. would lead to
a O-term in the four-dimensional gauge theory associated to the M-Theory configuration
(M,1). From (5.82) it is clear that 6, = 0 would lead to no ©-term in the gauge theory,
so the deformation is indeed successful in replacing the axionic background of [14] to source
this topological term. Later on, in section 6.3, we shall see that this topological term is
a fundamental ingredient to convert the boundary X3 of Xj into a suitable space for the
embedding of knots. This is because such term allows us to define a topological theory in
X3. But let us not get ahead of ourselves. It is standard to combine the Yang-Mills coupling
and the ©-parameter into a single complex coupling constant 7 as

) Ar .C11

o + ZQ%/M = 01(5111 Orcq(One) + 173), (5.83)

T

where the last equality follows from our prior identification (5.82).

The Hamiltonian associated to Sy can be directly read from (2.2) in [58]. Note however

that we must do an overall sign change, since we work in the opposite Minkowski signature
convention. We must also account for the different overall normalization too. All in all,

9 _ .

Hi :/d4x Tr( U A L ) R

T—T T—T 27 —T

BiBi>

_ /d% T (10 + 2B (11 + gBi), (5.84)

T—T

where i = 1, 2o, 1 spans the spatial coordinates of X, and the canonical momenta and
magnetic field in our case are given by

s . ) g
i — 1011]_-01’ B = 267% Fy. (5.85)
Vs
That is, we get the Hamiltonian
2i C » . C
Hp = 2 /d4x T1r<ﬂ]:OZ + TEZ]kfjk) < L Foi + 7_—€ilm]:lm>, (5.86)
T—T Vs V3

where 7 denotes the complex conjugate of 7. An uncomplicated yet very useful rewriting of
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this Hamiltonian is

_ 3 . 9 2
-7 4q|T 8i|T 7
Hyq :/d4[L‘ TI‘[ Z fOz | |T Z (faﬁfaﬁ) + 7__|7__ Z(‘Fa@/;]:aw)
i=1 a,f=1 a=1
3
7)) ok f‘”’fﬂ“)} (5.87)

i,5,k=1

which the reader may verify quite effortlessly.
At this point, we are ready to write the full Hamiltonian following from (4.143), topological
piece included:

Cic Cic 2
H:/d4xT‘r (V5 5 T Fao — VA + (V5 Fao— w3D¢A3)

C
*1[<\/COTDOAT—Z\ﬁ Az, Ar])? + (Vs DoAg, — in/aslAz, Ay 1) + co3(DoAs) }

+ Z [ Voo Dogr, — in/al Az, oi))? + i) dialion, o1 + qu(j_l)cyﬂ,k[-/‘lyw@k]ﬂ

k=1

2
21|T!2 G Gre cwm
+ Z < ]: V aﬁ a,BwTD AT aﬂ aﬁ¢¢>1D ‘A¢1
76 1

3 3 3
/01(11 1
é/@z [Ar, Ag,] =i Z Qéﬁ)kl dii[ ek 1] lzzgaﬁk Vey k[ Ay, s k]

k=1 1=
2 4zm2 Cre
+ Z \/gﬁaﬂ m&k D(S‘Pk) + Z( 5+ 7 tg)em;mD/ﬁAr
0,k=1
3
C’lc Clal
+ Vf:d)l t&) a¢ﬁ¢1pﬁ"4¢l ('ﬁ%\v/»'/AT’“‘l(z)1 — 1 Z h wkl @ka@l]
k=1
- (=1 2 O
_Z Z Z hOZZ;k cy’Y y’y7 (pk Z \/1;6(1’1/) mé-k D5(pk) + vg [01;718(1) (DILZ,AT)Z
k=17=2 5 k=1

+El/;¢>18(2) (,DJ;A%)Q + cﬁrt(l)(pﬁAT)Q + 65¢>1t(2) (D5A¢1)2 + alq(4) [AT’7 A¢>1]2} +Xxr
3
+Hr=7) ) €Oz‘jk-7:0ifjk} + Qe

i7j7k:1
(5.88)
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All that we have done in writing the above is to couple the Hamiltonian (5.87) to the real
scalar fields (A,, Ay, , Az) and {¢r}’s, with k =1, 2, 3. Our prior meticulous analysis of the
co = 0 case made this task almost trivial. In details, keeping the last term in (5.87) separate,
we coupled the scalar fields as in (5.32). The only difference is that, in the present case, the
prefactors for the terms involving field strengths were different, matching the ones in (5.87).
Of course, the coefficients that do not have a supergravity interpretation remain constrained
as summarized in table 2. Note that the terms (Y7, QEM) are now written with a tilde to
denote they are not the same as those appearing in (5.32), although they still stand for the
crossed terms related to the coefficients of table 2 and the electric and magnetic charges in
the theory, respectively. Note the close resemblance between the above and the Hamiltonian
for the co = 0 case in (5.32). Essentially, they are the same up to prefactors in the terms
containing field strengths, but there is an all important additional term now: that in the last
line of (5.88).

The similarity between the co = 0 Hamiltonian and the c3 # 0 one allows us to easily
generalize the results in section 5.1 to the present and relevant case. In particular, it is
remarkably simple to minimize the energy of (5.88) for static configurations. That is, to find
the BPS conditions for our gauge and scalar fields. Let us nevertheless show a few steps
in the process for clarity, since we will not minimize the energy in exactly the same way as
before.

Again, we choose to work in the gauge (5.35) and demand that (5.40) and (5.42) hold
true. This time, instead of ensuring the vanishing of the seventh squared term via (5.43), we
will choose

=0, Vki1=1,23 (5.89)

This choice leads to a richer dynamics of the scalar fields {¢}’s than that considered in
the ca = 0 case). As we shall see, the above will play an important role in the study of
the boundary theory in section 6.3. For the time being, the mentioned choices reduce the
Hamiltonian to

4T 2
H = /d41,‘ Tl” ’ ‘ ]: Z h ¢klv di [g@k,gol + Z bsk 60”/; mgk)'D(;(pk)

6,k=1

2
2
+ Z ( Z‘T f —1 Z gagkl diiler, pi] + Z \/békeaﬁ‘m((;}g)pzi@k)

a,f=1 k=1 5 k=1
3
Hr+T) Y €0ijkfmfjk+>~<T} + Qe
i?j7k:1

(5.90)
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In section 5.1, we did many coefficient choices to simplify the computation as much
as possible. On this occasion, we wish to keep our coefficients arbitrary for as long as
possible, because this freedom of choice will be beneficial once we look at the boundary
theory. Consequently, we will take as our BHN equations the following:

- ’_ L]:mz -y him%kl\/ diiler, o1) + Y Vbsrey - m§y Dsor, = 0,
ki=1 5h=1

e : k (5.91)
\/ —i > gVd S~ Vbskeas - my) Dy = 0
———=Fas Zkl:lgaﬁkl k[P, 1] +M:1 sk€ap Mgy, Dok = 0,

for all a, 6 = 1, 2. In view of the detailed computation in section 5.1.2, it is not hard to
infer that on this occasion too we will be able to absorb Xy through a meaningless renaming
of coefficients by imposing certain consistency requirements to our scalar fields {¢}’s. The
conditions there derived, namely (5.70), (5.72) and (5.73), are completely independent of the
prefactors in the various terms of the Hamiltonian. Hence, the only alteration needed in
that calculation consists in accommodating the choice (5.89) instead of (5.43). The attentive
reader will surely be easily convinced that the consistency requirements generalize to

Dl(pg — Dg(pl = Dl(pg — Dlz(pl = DQ(pg — DJ)SOQ = D1<p1 + DQ(,OQ + DJ)QOg =0 (592)

in the present case. Once the energy has thus been minimized, the Hamiltonian reduces to

3
H = (T+T)/d4$ Z c0ijk Te(FUFF) + Qe (5.93)
irj k=1

In the following chapter, we will devote quite some effort to the study of the above Hamilto-
nian. But before jumping into the pertinent details, let us briefly review the main contents
of the present chapter.

We have shown that the action (4.143) is associated to the Hamiltonian (5.88). Both
of them are defined in the spacetime X4. A consistent minimization of the energy of (5.88)
for static configurations of the fields, working in the gauge (5.35), is obtained by imposing
the constraints (5.40), (5.42) and (5.92). We also require that the BHN equations in (5.91)
be satisfied. In this energy minimization process, the coefficients of table 2 remain mostly
arbitrary. The only choice made is that in (5.89). The on shell Hamiltonian then reduces to
(5.93), which is defined in the boundary X35 C Xj.

In chapter 5 we have obtained the four-dimensional Hamiltonian (5.88) associated to the
action (4.1483) derived in chapter 4. This Hamiltonian depends on two kinds of coefficients:
some that admit a supergravity interpretation and others that have no physical meaning. The
first set already appeared in the action (4.143) and was summarized in table 1. The second,
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new set of coefficients is succinctly defined in table 2. Note that the Hamiltonian is of the form
sum of squared terms, plus a three-dimensional boundary contribution. We have then obtained
a consistent minimization of the energy of (5.88), for static configurations of the fields and
working in the azxial gauge (5.35), by setting to zero each squared term independently. This
leads to the constraints (5.40), (5.42) and (5.92). We also require that the BPS equations in
(5.91), which are generalized monopole equations, be satisfied. The Hamiltonian then reduces
to the boundary piece (5.93).
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Chapter 6: The boundary theory

As we just mentioned, the minimization of the energy of the Hamiltonian stemming from the
M-Theory configuration (M,1) presented in section 5.2 leads to (5.93). In the present section,
we will first show that (5.93) is defined only in X3, the boundary of Xj.

This realization then requires us to find suitable boundary conditions for all the fields
in the gauge theory. Of course, we are referring to half-BPS boundary conditions: ones
that break the N' = 4 supersymmetry of the theory to A" = 2. Although so far we have
insisted that by construction the configuration (M,1) is N' = 2 supersymmetric, it is only at
this stage that we shall be able to make this claim fully precise. As we shall see, this desired
amount of supersymmetry requires of no constraint on the parameters that characterize (M,1)
summarized in table 1 but is enforced by appropriate boundary conditions instead.

Finally, we shall note that, if the configuration (M,1) is to be useful for the study of knots,
the theory in X3 better be topological. In this manner, it will be possible to embed the knots
—which are topological objects— in X3 consistently. To this aim, we will present the notion of
topological twist and show that, upon twisting, our gauge theory indeed becomes a suitable
framework for the realization of knots.

A graphical summary of the main results of chapter 6 is as shown in blue in figure 10.
From this schematic point of view, section 6.1 can be understood as the derivation of the
boundary action (6.11). Similarly, section 6.2 contains the details on the half-BPS boundary
conditions (6.19)-(6.22) and sections 6.3 and 6.3.1 deal with the technicalities involved in
topologically twisting all previously cited results.

6.1 First steps towards determining the boundary theory

In this section, we have one very concrete goal: to rewrite the Hamiltonian of our gauge
theory after its energy has been minimized, i.e. (5.93), as an integral over X3 instead of Xj.
Once more, we remind the reader that these spaces were defined and described around (4.1).
In other words, we want to show that, for the gauge choice (5.35) and after imposing the
BPS conditions (5.40), (5.42), (5.91) and (5.92), the total Hamiltonian (5.88) reduces to a
boundary Hamiltonian. As a matter of fact, this does not involve any conceptual hurdle, so
let us jump into computation right away.

122



After having left the electric and magnetic charges Qg unspecified for the whole of
chapter 5, we finally take it upon us to specify them. As we already hinted previously, we
will do so by comparing our Hamiltonian (5.88) to that in (2.4) in [54] and then inferring
Qe from (2.5) in that same reference. Obviously, one could do the computation explicitly.
However, this won’t give us any further insight into our theory and so we do not attempt
such approach here. From our identifications in (5.2) and our choice (5.40), it is clear that
the electric charge vanishes in our case:

Qrm = Qr + Qu, Qp = 0. (6.1)

It is also easy to see that the magnetic charge is of the form

Qu = /d4x dpam = /d?’a: e 3z = dtdzydzxs, (6.2)

where we have ignored terms which are total derivatives along the unbounded directions
(t, x1, x2), since they do not affect the physics of our theory and where we have rewritten
Qv as a boundary term, defined in X3 instead of the whole of X4. Of course, this comes as
no surprise: we have long been anticipating that the electric and magnetic charges would be
restricted to X3 only. Further using (5.2) and noting that (5.88) is exactly (2.4) in [54] up

to prefactors, it is clear that gps is given by

3 2 :
’Ldg
i =Y Tr| Y dicrapprFas + chim <?Sﬁk [e1; om] + d3<Psz<Pm>] ; (6.3)
k,l,m=1 a,f=1

where (di, dg, d3) are coefficients that account for the difference of prefactors between our
Hamiltonian and that in [54]. Their determination is not straightforward, so let us work
them out in details.

Simply looking at our Hamiltonian (5.88), it is evident that the field strength F,3 picks up
the additional prefactor 1/2i|7|?/(T — 7) for all o, § = 1, 2, as compared to [54]. Similarly, for
fixed values of (I, m), it follows that to D;¢,, we must associate the prefactor blmmﬁz 18
Actually, the only non-trivial prefactors are those that we should attach to [¢;, pm]. To

establish what they are, we first note that

2

3
1

Z Z Qélg)kl diilpk, p1] = 4/ di2 (gg)lg[%v pa] + 9%2)13[901, p3] + 95?23[902, 803]) , (6.4)

a,f=1k,l=1

where we have used that g((xl,gkl is antisymmetric in («, 8) and in (k, [) by definition (see

18T fully understand this prefactor, the reader may find it useful to recall that the dot product appearing
in the relevant term of the Hamiltonian was taken to be the usual scalar product around (5.47).
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table 2) and dy; is independent of (k, ) due to (4.129). From the above it follows that to

the [pr, pm] term we must associate the factor 4\/dlmgg%m. The next subtlety consists in

how to relate the (v/2i|7]2/(T — 7), \/Eml(;), 4@9%@) prefactors to (dy, da, d3). Let us
address this issue next.

From (2.4) and (2.5) in [54] it can be readily seen that the magnetic charge simply
ensures the vanishing of the crossed terms within the BHN-like equations squared of the bulk
Hamiltonian. Schematically, if after gauge fixing the bulk Hamiltonian is of the form

/X (F+ Dy +lp.¢))", (6.5)

then the magnetic charge will be roughly as
/X (o F + el 9] + ¢Dy). (6.6)
3

Here, the first two terms follow from the (F - Dy) and (Dy - [¢, ¢]) type of crossed terms
after integration by parts using the covariant derivative D. For its part, the last term follows
from the (F - [, ¢])-like crossed term after expressing the field strength as a commutator of
covariant derivatives and using these to integrate by parts. Our discussion implies

/2|72 ) L () 2[7]* —— )
dy = = bTI’kmdzk’ dy =4 bzﬁkdlmgmlmmd}k’ ds =4 - dlmglglma

(6.7)

which fully specifies the magnetic charge in our theory. Note that the indices of these coeffi-
cients are to be contracted with the appropriate terms in (6.3).

Once we have the explicit form of Qg in (5.93), we can focus on the only other term in
this Hamiltonian, namely

3
Higp = (T+7) /d4x Z GOijkTr(}"Oi}"jk). (6.8)
i,j k=1

Recall that (i, j, k) stand for the spatial directions of Xy: (21, x2, 1;) Recall also that, after
our simplifying assumption in (5.77), X4 is now a Lorentz-invariant space. A quick exercise

of opening indices in both (5.79) and the above allows us to rewrite Hy,, as

Hiop = (T +7) / T (FX) A FED)), (6.9)
X4
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It is well-known that the above can be rewritten as a Chern-Simons type of boundary integral,

Stop:(T—FT)/ Tr(AAdAJr%AAAAA), (6.10)

X3

which is gauge-invariant iff (7 + 7) is an integer multiple of 2. We will discuss this subtlety
shortly, in section 6.3. For the time being, however, we will just collect our results so far.
Using (6.2) and Hyp in (5.93), we can indeed write the Hamiltonian of our theory, after its
bulk energy has been minimized, as a boundary action, the way we wanted:

SbndEQM+Stop:/d3x QM+(T+T>/ Tr(A/\dA—i—%A/\A/\A), (6.11)

X3

with gpr as in (6.3) and the gauge and scalar fields in the theory satisfying the constraint
and BHN equations mentioned at the end of the previous chapter.

At this stage, we have been able to minimize the energy of the four-dimensional gauge
theory defined in X4 that follows from the M-Theory configuration (M,1) of part I. By
construction, this bulk theory has N' = 4 supersymmetry. After such minimization, we have
just found out that we are left with a theory whose action is given by (6.11). That is, we
have a theory defined on the three-dimensional boundary X3 of X4. All through parts I
and II, we have insisted that the presence of this boundary provides a half-BPS condition
to the full four-dimensional theory, thus reducing the amount of supersymmetry to N' = 2.
But, of course, this does not happen naturally: in general, arbitrary boundary conditions on
the fields break all supersymmetry. In the next section, we derive the constraints required
to ensure the desired maximally supersymmetric boundary conditions. In this way, we will
finally make precise what we mean when we say that the warp factors in (2.2) and (2.21) and
the dilaton in (4.5) should be chosen such that ' = 2 supersymmetry is ensured'?.

6.2 Ensuring maximally supersymmetric boundary conditions

Whether boundary conditions that preserve some amount of supersymmetry are possible in a
four-dimensional, N' = 4 Yang-Mills theory coupled to matter and, if so, what these look like
are fundamental questions that were answered in [59]. In this section, we review the relevant
results in this work and adapt them to our own model. As we shall see, ensuring that the
boundary theory (6.11) previously derived has N' = 2 supersymmetry is indeed possible and
only requires a mild constraint be satisfied by our supergravity parameters.

19We remind the reader that, presently, such supergravity parameters’ choice is solely constrained by (5.78),
owing to our simplifying assumption in (5.77).
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As a first step towards obtaining the much desired N’ = 2 boundary conditions, we must
first understand the symmetries of our M-Theory configuration (M,1). As was explained in
chapter 2 and as sketched in figure 1, (M,1) is dual to the D3-NS5 system in type IIB. The
non-abelian enhanced scenario amounts to considering N number of superposed D3-branes,
as argued in section 2.1.1. In the following, we will use this duality to our advantage and
discuss the spacetime symmetries of (M,1), in its non-abelian version, in the simpler scenario
of the multiple D3’s ending on an NS5 system. We remind the reader that the underlying
metric and orientations of both the multiple D3-branes and the single NS5-brane in this
setup were introduced right at the beginning of chapter 2 and are graphically summarized
in figure 2A. It is also worth bearing in mind that, upon dimensional reduction, the four-
dimensional gauge theory in the world-volume of the D3-branes has SU(N) as its gauge group
and N/ = 4 supersymmetry. Having refreshed a bit our memory, it is easy enough to argue
what symmetries are present in the D3-NS5 system.

Consider the usual type IIB String Theory. This is defined in RY?. We will label the
corresponding coordinates as zjy, with I = 0,1, ...,9. The associated metric is simply
nry = diag(—1, 1, ..., 1). Hence, the spacetime symmetry group is SO(1,9). As is well-
known, SO(1,9) is generated by Gamma matrices I'y, which satisfy the usual Clifford algebra

{T'1,T5} =2n1, (6.12)

and has 16 as is its irrep. Here, we consider a ten-dimensional gauge field and Majorana-Weyl
fermion, related to each other by their supersymmetry transformations. We denote as ¢ the
supersymmetry generator. This is a Majorana-Weyl spinor that satisfies

Te =, [ =Tgly...Ty (6.13)

and consequently it transforms in the 16 of SO(1,9). Here, I'oI'; ...T'g stands for the anti-
symmetrized product of (I'o, 'y, ..., I'g).

The inclusion of multiple, coincident D3-branes breaks SO(1,9) to SO(1,3) x SO(6), the
SO(1,3) oriented along the same directions as the D3’s. The NS5-brane further breaks the
symmetry group to

U = SO(1,2) x SO(3) x SO(3). (6.14)

This is most easily understood in two steps. First, the NS5-brane restricts one of the spatial
coordinates of the D3-branes to take only non-negative values. In our notation: ¥ > 0, as
can be seen in figure 2A. Demanding that Lorentz transformations leave the boundary ¢ = 0
invariant, SO(1, 3) breaks down to SO(1,2). On the other hand, the NS5-brane also breaks
SO(6) to SO(3) x SO(3). One of these SO(3)’s acts on the three-dimensional subspace
spanned by the NS5-brane which is orthogonal to the directions shared with the D3’s. In the
language of figure 2A, it acts on (x3, xs, x9). The other SO(3) then acts on the remaining
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spacetime directions. These are the directions labeled by (61, ¢1, r) and suppressed in figure
2A. We denote as Vg the irrep of U: the (2,2, 2) tensor product.

Having established U/ in (6.14) as the symmetry group of the D3-NS5 system, it follows
that U is the symmetry of the configuration (M,1) too. However, caution is needed: some of
the dualities required to obtain (M,1) from the D3-NS5 system are non-trivial. For example,
consider the T-duality relating figure 2C to 2D. Consequently, for our coming analysis to hold
true, any specific choice of the warp factors in (2.2) and (2.21) and constant dilaton in (4.5)
should be checked to not only enforce the constraint (5.78), but should also be U-invariant.

Focusing on the case where (M,1) is indeed U-invariant, we can precisely reproduce the
results in [14]. Let us see how. As we saw in chapter 4, the scalar fields associated to the
directions on which the SO(3)’s of U act are (Ajz, @1, ¢2) and (¢3, Ag,, Ar), respectively. In
the language of [14,59], these are collectively referred to as X and Y:

—

X = (A5,01,02), Y= (03,44, A), (6.15)

an identification that will soon prove useful to us.
Let us make yet one more observation before we determine the desired half-BPS boundary
conditions. We note that the 16 of SO(1,9) naturally decomposes as

16 = Vg ® Vo, (6.16)

where V5 is a 2-dimensional real vector space. The natural elements that act on Vo are the
even elements of the SO(1,9) Clifford algebra that commute with /. It follows then that the
supersymmetry generator £ can be decomposed as

€ =¢eg ®eq, €g € Vg, €9 € Va. (6.17)

In order for € to be U-invariant, €9 must be a non-zero, fixed element of V5. On the other
hand, eg is just some arbitrary element of Vg. Again following [14,59], we choose

ey = < _1“ ) : (6.18)

with a a real parameter. The above is precisely the last ingredient we needed to finally discuss
half-BPS boundary conditions in the four-dimensional gauge theory following from (M,1).
It is well-established (for example, see [60]) that boundary conditions preserve some de-
gree of supersymmetry iff they ensure that the normal (to the boundary) component of the
corresponding supercurrent vanishes. This in turn constrains the associated supersymmetry
generator too. Thanks to the above discussion and, in particular, to our identifications (6.15),
we can directly read off from [14,59] the boundary conditions and constraint on ey thus ob-
tained. We refer the interested reader to [59] for a detailed derivation of the results we now
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quote. The boundary conditions on the fields are as follows. The scalar fields (¢3, Ag,, Ar)
must all vanish at ¢ = 0:

The remaining scalar fields must satisfy

2a 2a 2a
Dy A = 1 pler el =0, Do — 75l As] =0, Dyn = =545, 1] = 0
(6.20)
at the boundary. Due to our choice (5.40), the above further simplifies to
[o1, p2] = Dyp1r = Dyepa =0, (6.21)

for a general value of the parameter a. At ¢ = 0, the gauge fields are required to obey

a VA
]:1;“ + 1_7a26w/,\f = 0, V,u, (622)
where (u, v, A) label the spacetime directions (¢, x1, z2, @Z) As for the constraint on the
supersymmetry generator, it relates the parameter a in (6.18) to the Yang-Mills coupling and

gauge theory O-parameter as

0/(2r)  2a
Am/g,, 1—a*

(6.23)

Owing to our prior identifications in (5.82), we can give a supergravity interpretation to a:

V3 sin enCQ(enc) 2a C11 2 C11
_ .1 < ) — :
C11 1—a? oo * V3 sin enCQ(an) V3 sin enCQ(enc)

(6.24)

Yet another way to express the same relation follows from using (4.112) and (5.82) in (6.23):

co = ‘217”27“2 (6.25)
gy l—a

Now that our boundary theory in (6.11) is N' = 2-supersymmetric, we still need to over-
come one more difficulty. If our M-Theory configuration (M,1) and the four-dimensional
gauge theory stemming from it through dimensional reduction are to be of use in the study
of knots and their invariants: what is the three-dimensional space where knots should be
realized? Undoubtedly, X3 spanned by (¢, x2, x2). Or more precisely, its Euclidean ver-
sion. Now, since knots are topological objects, it is clear that the theory in X3 ought to be
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topological too. At least, this should be the case for our construction to be an appropriate
framework to support knots. However, a quick look at our action (6.11) immediately tells
us that this is not the case in our setup. The second, Chern-Simons term in the boundary
action is indeed topological, but the presence of the magnetic charge adds a non-topological
contribution that naively seems undesirable from our point of view. The resolution to this
puzzle was first worked out in the well-known work [61] and it consists in performing a so-
called topological twist to our four-dimensional gauge theory. In the following, we summarize
the basics of this technique and apply it to our own model.

6.3 Obtaining a Chern-Simons boundary action: topological twist

We begin this section by introducing the concept of topological twist. Following which, we
shall show that topologically twisting our gauge theory, its corresponding boundary action is
Chern-Simons-like.

If we momentarily ignore the fact that ¢ > 0, then the symmetry of our M-Theory
configuration (M,1) is as in (6.14), but with SO(1,2) replaced by SO(1,3). In this case,
the topological twist consists in extending the Lorentz symmetry SO(1,3) acting along
(t, x1, w2, 1;) to a new symmetry S’. S’ rotates the (¢, 1, 2, @Z)) subspace and, simulta-
neously, the (Zs, 61, g, x9) subspace too. It is not hard to see that this new symmetry
necessarily leads to the reinterpretation of the scalar fields (Ajs, ¢1, 2, ¢3) associated to the

new rotation directions as a one-form:

o= d,drt, (Do, D1, Do, D3) = i(p3, 1, P2, Ag)- (6.26)
I

There should be no confusion regarding notation. As introduced in (5.79) and used through
all the previous section, x, refers to the spacetime coordinates (t, z1, 2, 1;) The precise
identification between the components of this one-form and our scalars suggested above is such
that we match the notation in [14]. However, other identifications could also be entertained.
In fact, we will do so later on, in section 6.3.1.

As a short aside, it will soon prove useful to introduce some notation. Following [14], we
combine the real scalar fields (Ay,, Ay) associated to the directions (¢1, r) not affected by
S’ into a complex scalar field:

c=A, + iA¢17 o=A, —1Ay,. (6.27)
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In the same spirit, we shall topologically twist our gauge fields to

A= "Aydat, Ay =iA,, V. (6.28)
w

The corresponding field strengths are then

F=dA+ANA=Y Fyde"Ndr¥,  Fu =04, — A, + A, A, (6.29)
v

Clearly, this demands that we define new covariant derivatives, which happen to match the
ones used so far and introduced earlier in (4.51):

Dy=0,+ A, 1=0,+i[A, =D, VY (6.30)

Of course, the above topological twist must be made compatible with the fact that i) > 0
in our setup, before we can apply it to our four-dimensional gauge theory. What is more, it
must also be made compatible with having N’ = 2 supersymmetric boundary conditions on
the fields. In other words, before proceeding further, all the results in section 6.2 must be
extended to the case where the gauge theory is twisted. Such generalization was first done
in [14,61], where the reader may find all the computational details. In the following, we
simply review the main pertinent results in these works, while adapting them to our present
construction.

We begin by making the supersymmetry generator ¢ in (6.13) compatible with the new
symmetry S’. That is, we demand

(Ful/ + Fﬁﬂ)g =0, V,uv v=1,11,%2, Q;a V[L, V=13, 917 Ty, L9, (631)

so that ¢ is S’-invariant. This condition has a two-dimensional space of solutions. If we
denote as (g, ) the basis of solutions, then the supersymmetry generator can be written as
a linear combination of them both:

£ =g + tey, tecC, (6.32)

where the hat on ¢ is meant to differentiate the above complex variable from the time coordi-
nate t. At this point, one repeats the same procedure as in the previous section: one requires
that the component of the supercurrent associated to & above that is normal to the 1) = 0
boundary vanishes. In this manner, we reproduce the same boundary conditions (6.19)-(6.22)
as before, but in the twisted case:

it +1

0—26—:@0:[@1’@2]:D1/~1¢1:D1ZJ(I)2:F~

A
s P =0 i (6.33)
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Comparing the last boundary condition above with its untwisted counterpart in (6.22), it
follows that the parameters a and ¢ are related to each other. Since a is additionally related
to the gauge theory parameters (g% v ©), so must t be. These relationships also follow
from studying the constraint imposed on the supersymmetry generator by demanding the
vanishing of the normal component of its supercurrent. In this latter approach, as shown
in [14], the constraint that ¢ in (6.32) must satisfy turns out to be the exact same constraint
that €2 in (6.18) has to satisfy in the untwisted case, which then led us to (6.23). Either of
the two approaches yields

1+4ia
—1 .
1—1a

t= (6.34)
The above can be rewritten in many suggestive ways. For example, using (6.23), we

can write ¢ as a function of the Yang-Mills coupling and ©-parameter of our gauge theory:
t = f(g% v ©). Further using (5.82), we can express t in terms of supergravity parameters
of our M-Theory configuration (M,1): £ = #(c11, V3, Op). A particularly neat result follows
from considering (5.83) as well:

S

t= i?’ (6.35)
which the reader can verify without excessive algebraic effort. The above is interesting
because it is not obvious a priori that the two complex parameters (7, f) that characterize
the twisted gauge theory should be related to one another. Additionally, it is surprising that
they should have such a mathematically simple relation.

Having introduced the topological twist and verified its consistency with all the (su-
per)symmetries in our setup, we can proceed to twist the boundary action (6.11). As antici-
pated, this will give rise to a topological theory in X3. Let us see how exactly.

Using (6.26)-(6.30) in (6.11), we verify that the boundary theory after twisting becomes

S§2d=—/d3x q](\?—(T—i-?)/ Tr(A/\dA—i—%A/\A/\A). (6.36)
X3

From (6.3), the twisted magnetic charge density qj(\fl) can be easily seen to be

2 2

d

= > Y dlemﬁfbaFa[g+eabc(§2¢a[q>b,q>c] + 3@, Dy, )| (6.37)
b,c=0 a,B=1

with (dy, da, d3) asin (6.7), albeit the indices there need to be appropriately reinterpreted. As
we will soon open up all indices and make explicit their meaning, the reader should not worry
too much over notation at this stage. It is perhaps worth mentioning that, in the last term,
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D b does not appear, unlike in the untwisted case (6.3). This is simply because the boundary
conditions (6.33) guarantee no such contribution occurs. On the other hand, although (5.35)
and (5.40) also force Dy® = 0, we shall carry these vanishing terms around because they will
make the coming derivation of the topological boundary action more transparent. It goes
without saying that one can do the same calculation without them too.

It turns out, however, that (6.36) is not quite the correct twisted boundary theory. One
more term, proportional to the Chern-Simons term in (6.36), must be added to the above:

2
S or = S+ b2 / Tr(AAdA+ ZANANA), by eC. (6.38)

X3
This additional term is required to ensure that all observables and states on the twisted gauge
theory are invariant under the supersymmetry generated by ¢ in (6.32). Upon including such
term, one more striking observation can be made: not only are 7 and ¢ related to each other,
but also all physics of the twisted theory depends solely on a particular combination of the
two parameters:

-1

S

T+ T T—Ft—

U =
2 2 t4+

—. (6.39)

S

¥ is usually referred to as the canonical parameter and it appears in the correct boundary
theory as
S = [ dPxgl)+iv [ Tr(A 2
bnd,tot — Ayt H(ANdA+ZANANA). (6.40)
X3

Note that this allows us to determine the value of by, the coefficient of the required extra
piece in the boundary action, since

T+ T r—Ft—t1

—(T+7T)+ by =1V — by = 5 (2+1i)+1 5 m

(6.41)

Of course, none of the statements in the above paragraph are obvious. Their proofs were
worked out in exquisite detail in sections 3.4 and 3.5 of [61]. Unfortunately, a review of these
derivations is beyond the scope of the thesis. Nonetheless, the reader should find no difficulty
going through the cited reference, as we have carefully made our notation coincident with
the one employed there.

Having established (6.40) as the twisted boundary action, showing its topological nature
amounts to appropriately rewriting it. We will do so in a few steps, the first consisting in

(t)

expressing the twisted magnetic charge density ¢;, in differential geometry language. To this
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aim, let us first introduce the exterior covariant derivative of the twisted scalar fields (6.26):
da® =do + [A, D]. (6.42)

If we restrict d4® to X3 (where ¢ = 0 and thus d¢) = 0 too) and since &3 = 0 due to (5.40)
and (6.26), the above can be explicitly written as

2

ov, . a
dp® = Z <@dx A dxb + [Agdx ,@bdxb]) (6.43)

a,b=0
= (Doq)l — qu)o)dt Adxi + (DQCI)Q - ng)o)dt A dxy + (chl)g - Dg@l)dxl A dxo.

Then, we can use (6.43) to introduce three more quantities, defined in X3, that will soon
become relevant to us:

2 2

PAF = <Z <I>ad1:“> A ( Z Fopdx® A dxﬁ> = 2B Fiod’z,
a=0 a,f=1

OPADPAND = (q)o[q)l, @2} — CI)I[(I)Oa CI)Q] + @2[@0, @ﬂ)d?’x, (644)

DN ds® = [Bg(Dy Py — Da®y) — &1 (Dopy — Da®y) + Po(Do®1 — Dy Py)]d>z.

We remind the reader that d®z = dt Adx; Adzs is the normalized volume element of X5. Note
that, in the above, we did not take into account the whole twisted field strength introduced in
(6.29). The reasons are similar to those which led us to (6.43). Specifically, Fy, = 0 for all p,
due to the constraint (5.35) and our gauge choice (5.40). Also, ¥ = 0 at the three-dimensional
boundary X3 of our spacetime X4, implying d@ﬂ = 0 there and thus no field strength stretches
along this direction.

To appreciate the benefit of having calculated (6.44), let us now carry out the sums in
(6.37). In doing so, we shall use (6.7) and, through explicit computation, clear any doubt

regarding index notation, as previously promised. The first sum can be easily seen to yield

2 2 .
21|72
S Y dicans®ulas = 2 200 form B Fro (6.45)

a,b,c=0 a,f=1

with the normalization convention €p;2 = 1. The second sum gives

2
Z do€apePa[Pp, Pc] = 8 b¢3d12m1(£3) (952)12%[@1, D,] —9%22@1[@0, D, +ggg),1‘132[<1>0, 4]),
a,b,c=0
(6.46)
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where we have used the fact that dy; in (4.129) is independent of (k, 1) to take dj2 as common
factor. The third and last sum appearing in the twisted magnetic charge density is

2

2i|7|2
> Caeds®o Dy, =4 T’_L\/dw (985150 (D1 @2 — Da®1) — g{3,®:1 (Do®2 — Dao)
a,b,c=0

+ 9%?31(1)2 (DO‘I’l - Dl(I)O)} . (6.47)

Recall that, so far, we have only made the choice of coefficients in (5.89). We shall now make
further choices. In particular, we want to impose

1 1 1
9%2)12 = 9§2§2 = 9%2)31- (6.48)

It is important to note that our choices are in good agreement with the defining relation
(5.22), since we have the full spectrum of {hsd);kl}’s unfixed to satisfy those equalities. Now,
comparing our prior auxiliary quantities in (6.44) with the sums (6.45)-(6.47), it follows that

qj(\t/[) in (6.37) can be written in the very convenient form

2
/d3x ) = _/ Tr(2D1® A F + D22 NND 4 D3P A da®), (6.49)
X3

where we have defined the coefficients (Dy, Dy, D3) as

24|72 a B D - 2i|T|? 1
77_ _ = b1;3m'¢~;3)’ D2 =4 b¢3d12mfz3)g§2)12, D3 =4 ﬁ\/ d12g§2)12.
(6.50)
Using the above in our boundary action (6.40), we obtain
2
S ot = /X Tr(2D1® A F + 5D2® A @ AP+ Dyd A da)
3
2
—|—z’\I// Tr(AAdA+§A/\AAA). (6.51)
X3

The second step required to rewrite (6.51) as a topological action consists in suitably
fixing (D3, D3). Specifically, we require

D3} DgzDi

Dy = .
2T G0 i

(6.52)

From (6.50) it follows that, in terms of the coefficients of tables 1 and 2 (the first ones having
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a supergravity interpretation and the second ones lacking it), the above constraints are

)\ 2 (1)) 2
32v/ d12gg)12 A T-T , 16\/d129g)12 o ToT

Of course, we would rather not constrain our model (M,1) by demanding that the warp
factors (2.2) and constant dilaton (4.5) appearing in its metric (2.46) are obliged to satisfy
the above. Instead, we prefer to choose our coefficients of table 2 in such a way that (6.53) is

true. Clearly, there is just enough freedom of choice for us to do so: we thus fix (mfj,l;’ gg)u)

Note that these coefficients must fulfill (5.22) and (5.30), where we have already chosen (5.89)
2 @
$3’ hlz&lz

and (6.48). This is possible and simply fixes (m ) as well. In this case and after some

easy algebra, we obtain

S(t)

N —i\If/ Tr(AAdA+gA/\A/\A+2®’/\dA+2®’/\A/\A
I Xd

2
£SO AD A A+ A [A,(I)’]), (6.54)

where we have used (6.29) and(6.42) and where ®’ is just the one-form ® in (6.26) rescaled
in the following manner:

_ Dy

=9,
i

(6.55)
A couple of trace identities come in handy at this stage. These shall allow us to further
rewrite the boundary theory in what will soon become a particularly enlightening form. The
identities in question are

Te(®' A[A,@]) =2Te(®' ANAAD),  Tr(AAdP) = Tr(® AdA), (6.56)

which the reader may easily verify through explicit computation with the aid of (5.35), (5.40),
(6.26), (6.28) and (6.29). The second identity holds up to a total derivative only. However,
since these terms are defined in X3, the three-dimensional space labeled by the unbound
directions (¢, x1, x2), the total derivative term does not affect the physics following from

Séfl)d +or a0d so we ignore it in the ongoing. Combining (6.54) and (6.56), we obtain
2
Sy ot :i\ll/ Tr(ANdA+ZANANA+2ANAY +20' NANA
) X3

2
+§<I>’/\<I>’/\(I>’+<I>’/\d<I>’+2<I>’/\A/\(I>’>. (6.57)
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The third and last step on our way towards a topological boundary theory consists in
defining a modified gauge field, which is a linear combination of the twisted gauge and scalar
fields (6.26) and (6.28):

Ap=A+4+ 9. (6.58)
In fact, Ap is the complexification of A. It is a matter of simple algebra to check that

Ap NdAp =ANdA+ D' NdA+ ANdAD' + D' A dP,
Ap  NAp NAp =ANANA+AND ND + D' NANA+D ND' N D
+ANAND + AN NA+I' NAND + D' AP A A (6.59)

Since the trace of a product is invariant under cyclic permutations of the terms in that
product and also due to (6.56), it is easy to see that, as promised, indeed (6.57) defines a
topological field theory in X3, albeit in terms of the just introduced modified gauge field Ap:

2
Sinator =1¥ /X Ti(Ap AdAp + 5 Ap A Ap A Ap). (6.60)
3

The above complexified Chern-Simons satisfies the goal stated at the beginning of the present
section. Yet, before proceeding ahead, there are a couple of issues worth mentioning.

First, we note that in (6.60) there is still one free parameter: D;. Recall that U is given
by (6.39). Hence, it depends only on (7, £). These two parameters have an interpretation
in terms of our supergravity parameters, i.e. the warp factors and dilaton of the M-Theory
configuration (M,1). As such, they are fixed when a specific model (M,1) is considered. It
turns out that D; can also be determined. As argued in [14], supersymmetric Wilson loop
operators can be associated to the boundary theory with action (6.60) iff the Chern-Simons
gauge field Ap is invariant under the supersymmetry generated by ¢ in (6.32). Schematically,
we can express this as

D
SAp =6(A+ ') =6(A+ ,—\5@) =0, (6.61)
i
where we have made use of (6.55) and (6.58). As our notation is now such that it precisely
matches the one used in [14], the interested reader should have no difficulty in following the

discussion in section 2.2.4 of that same reference. In it, the reader shall find the proof that
the above constraint sets the value of D1 to

-1

>
>

+

t—tt

Dy =¥ (=t +7+(r-7)

—|, (6.62)

(S
(S

where the second equality follows from (6.39). As we just said, (7, ) are fixed for a
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given model (M,1). However, from (6.50), we see that D; depends on various coefficients:
(7, bys mgg) As given by (4.123), b, is also fixed once a particular model (M,1) is chosen
1)

via warp factors and constant dilaton. We remind the reader that m g3 as already chosen

to take the value that renders the first equality in (6.53) true. Consequently, on this occasion
we have no way out but to constrain the model (M,1) by demanding that from the very
beginning it is defined in such a way that D;, understood as in (6.50), satisfies (6.62).

Second, we must refer to the point already mentioned in passing in section 6.1. Namely,
the fact that the non-abelian Chern-Simons theory (6.60) is gauge-invariant iff (¢¥) is an
integer multiple of 2720, In other words, a path integral formalism associated to the action
(6.60) is only well-defined when

(—2mi) MW € Z. (6.63)

From its very definition in (6.39), we see that ¥ does not necessarily satisfy such a property.
Perhaps this observation is even more evident from (5.83) and (6.35), expressing ¥ only in
terms of coefficients with a supergravity interpretation, which depend only on the specific
choice of M-Theory model (M,1):

Clc%l V3 sin enCQ(QnC) —1ic11
V3 8in 0p,cq(One) V3 8in 0,,0q(0ne) + ic11

U = (' sin 0,cq(One) — (6.64)

The conclusion from both perspectives is one and the same: we must impose some constraints
on the warp factors (2.2) and (2.21) dilaton in (4.5) if our topological boundary is to have a
path integral representation. (See table 1 for a guide to the equations linking the coefficients
in (6.64) and the just mentioned warp factors and dilaton.) Given that in the present work
we wish not study a concrete model (M,1), we will not elaborate on the required constraints
here. However, it should be noted that our present analysis is only valid for the subset of
M-Theory configurations (M,1) that satisfy (6.63).

The reader should not get disheartened, though. These are, hopefully, passing short-
comings. Once we consider the truly relevant scenario in part III (that is, the scenario that
allows us to discuss knots embedded in a ultraviolet-complete physical model), we shall be
able to fulfill (6.62) without constraining model (M,1). We shall adopt an optimist attitude
with respect to (6.63): once topological M-Theory is formulated, we should have no need to
impose this constraint to begin with!

20 As the lucid work [62] shows, an appropriate analytical continuation of (6.60) would allow for a path
integral formalism in case that the requirement (6.63) is not met. This is hard to realize in our M-Theory
construction of model (M,1), since it would require a (to date) nonexistent formalism: topological M-Theory.
Needless to say, a careful study of such scenario is beyond the scope of the thesis and we shall not proceed in
this direction. The interested reader can gain more insights from the discussion around (3.346)-(3.350) in [1].
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6.3.1 Twisting the bulk

In order to understand our next goal, let us briefly refresh our memory. In part I, we con-
structed the M-Theory model (M,1). In the present part II, we derived the Hamiltonian
(5.88), defined in the bulk X4 and associated to (M,1). Then, a consistent minimization of
its energy, for static configurations of the fields, led to the Hamiltonian (5.93). We further
rewrote this as the action (6.11), which is defined in X3: the boundary of X4. Upon topolog-
ically twisting (6.11), we obtained the Chern-Simons action (6.60): a suitable framework for
the realization of knots in our setup. Quite evidently, our analysis shall be consistent only
when we also topologically twist the bulk energy minimization equations that allowed us to
obtain (6.11) to begin with. Doing so is the aim of the present section.

The set of energy minimization equations we must twist are (5.40), (5.42), (5.91) and
(5.92), as already pointed out at the very end of section 5.2. Before twisting, however, we
make the following observation: the various coefficient choices made so far in order to obtain
a topological boundary theory considerably simplify the BHN equations (5.91).

To be precise, consider the third term in the second BHN equation for (a =1, § = 2) and
interpret the dot product there appearing as a usual scalar product, in the same spirit as we
did earlier in (5.45). Once more, we work with the normalization convention that €15 = 1.
Then, this term can be written as

3 2 3 3
z:Vggmﬁh%wkzv@E(E:Ezmﬁﬁhwa-FVE;(Ejm%ﬁwwav (6.65)
k=1

5k=1 o=1k=1

where we have used the fact that by, = by, for all £ = 1, 2, 3 and the same is true for bd;k, as

: : 1 1 1 1 1
can be seen from (4.123). We will now fix the coefficients (mg?,), m§1)7 mé?)), 1(111)’ mf[;z)) to
95?12 (1) (1) 95?12 (1) bw 91212 m® — wl 91212 (1)
(1 M3 T T =y ey = T ) T T b1 =My
91213 91223 91213

(6.66)
(1)

with mjy not yet fixed to any particular value. Further, we shall set the till now arbitrary

1 0 0y

parameters (my;, My , M1y

b ~
Pl
i\ 5y (6.67)

1 1
) = ) =y = )
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with mfps) such that the left-hand equation in (6.53) is true. Then, we obtain

3
> Vbarmly Doy =v/bizm'y | (Dig1 + Daga + Dyps) + (Diga — Do)
5,k=1
g(1) g(l)
+ =2 (Dips — Dygpr) + =222 (Do — D@S@)}- (6.68)

1) 1)
91212 91212

Written in this manner, it is straightforward to see that the consistency requirements (5.92)
set to zero each term between brackets on the right-hand side above. Further, since the BHN
equation of which this term is part of is antisymmetric under the exchange of («, (), the
above holds true for all allowed values of these indices. That is,

3

S Vbseap - m) Dspr =0, Va,5=1,2. (6.69)
6,k=1

In much the same way, one can show that the third term in the first BHN equation (5.91)
also vanishes:

3
S Vobsreng mig Dsgr =0, Ya=1,2. (6.70)
5 k=1

If one interprets the dot product above as the usual scalar product, the proof is exactly as
before. In more details, one must obtain the values of the m(? coefficients from (5.30), (6.53),
(6.66) and (6.67). Also, one must realize that b1z = b, owing to our approximation (5.77),
which implies 2?0 Hy = 1 in (4.117). However, if one would like to consider the more general
scenario where (5.77) is not imposed, (6.70) can still be enforced by simply entertaining more
elaborated interpretations of the dot product, in the vein of (5.53) earlier on.

All in all, the conclusion is that our choices of the coefficients in table 2 reduce the BHN
equations in (5.91) to

3

4i|T|? (1) 2i|r[? : (1)
\/:Jr(w Z h adkl dk (Pk;SOl o %faﬁ -1 Z 9okl dkl[@kv‘ﬂl] =0

k=1 k=1

(6.71)

for all o, B =1, 2. As explained around (5.49), the above are just Hitchin equations! This is a
remarkable result: in our setup, the BHN equations naturally decouple to Hitchin equations,
together with and a set of consistency conditions on the scalar fields there appearing. Such
result becomes even more relevant in view that Hitchin equations are precisely the starting
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point in the study of knots and their invariants in [13]. The very same Hitchin and consistency
equations are also related to a number of other interesting topics, such as the Geometric
Langlands Program [63-67] or Ngo’s fundamental lemma for Lie algebras [68,69].

However exciting these directions may be, let us get back on track: currently, our aim is
to twist all energy minimization equations. To this aim and as already anticipated in section
6.3, it is convenient to consider a different mapping between our scalar fields and their twisted
one-form counterpart. In particular, instead of the boundary map (6.26), we would like to
consider the bulk identification

A= Audat, (Mo, Ar, Ao, Ag) = i(Az, 1,02, 03)- (6.72)

All other twisted fields remain as previously explained in (6.27)-(6.30). In this manner, the
twisted version of (5.40) and (5.42) is
Ao = Dyo = Do = [0,5) = [0, Ax] = [6,A6] =0,  Vn=ux1,20,%, Yk=1,2,3. (6.73)

Similarly, the twisted version of the Hitchin equations in (6.71) is given by

3 3
1
Z wkz [Ak, Al = Fop =R Z gfm)kl[Ak,Az] =0, Vo, =1,2.

I=1 kl=1

(6.74)
where we have defined N as the following constant:

d12(7' — 7_')
R=|—F7— 6.75
2|72 (6.75)

The above definition uses the fact that, as can be seen from (4.129), all dy; coefficients have
the same value. Note that, from (5.83) and the equations mentioned in table 1, it follows that
N depends entirely on supergravity parameters only. That is, parameters that characterize
the M-Theory model (M,1).

At this stage, the only equations left to be twisted are those in (5.92). These become

DiAy — DyA = DlA@ — DJ)Al = DQA,J) — DJ)AQ DAy + DAy + D - AT/’ = 0. (676)

Our identifications (6.72) allow us to further rewrite the above in a very concise manner in
the language of differential geometry. To do so, we first compute a few auxiliary quantities.
We begin with the Hodge dual of A. Since (6.73) sets the time component of this one-form
to zero, we can carry out this computation in the three-dimensional subspace spanned by
(21, x2, 1/;) As we already explained, the simplifying assumption (5.77) converts this to a
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Euclidean space. Consequently, the calculation is trivial and yields
= Aydag A di — Agday A dip + A gday A das. (6.77)

Making use of the exterior covariant derivative introduced in (6.42) and in much the same
way as earlier in (6.43), it is easy to see that

2
dAA = (D1A2 — D2A1)d$1 A dx? + Z(DO‘AJ) o D&Aa)dl’a A dﬂ;’ (6 78)

a=1

da*x A = (DlAl + DoAg + DJ)AJ})dJEl A dxo N\ dd;

Upon comparing the above with (6.76), it is clear that this last set of constraint equations
can be succinctly written as

dah =0=dy A, (6.79)

which completes the twisting of all energy minimization equations in Xjy.

Hereupon, we have gathered a good amount of knowledge about the four-dimensional
gauge theory following from the M-Theory configuration (M,1), dual to the model in [14]. In
the following, we rephrase our findings in such a way that their merit is made most visible.

Appropriately compactifying (M,1), we have obtained its associated four-dimensional ac-
tion (4.143), defined in the space X4. Then, we have derived the corresponding Hamiltonian
and written it in the particularly convenient form (5.32). By construction, the coefficients
appearing in the Hamiltonian can be expressed only in terms of the supergravity parameters
of (M,1). Minimization of the energy of this Hamiltonian for static configurations of the fields
led to a series of BPS and consistency conditions on these gauge and scalar fields. For the
gauge choice (5.35), they are given by (5.40), (5.42), (5.91) and (5.92). It turns out that all
these are the same equations mentioned in [14] and derived using localization techniques for
path integrals in [61]. Consequently, we have reproduced the results of [14], but we have done
so in the well-known, conceptually easy classical Hamiltonian formalism. In the process, we
have established a precise mapping between the usual gauge theory parameters (gy s, O, 7)
and the parameters that characterize model (M,1): (5.82) and (5.83). In other words, we
have given a concrete, simple procedure to reproduce [14] and simultaneously provided a
supergravity interpretation for it.

After the minimization process above described, the non-vanishing part of the Hamilto-
nian was rewritten as the action in (6.11). This is defined in the three-dimensional space
X3, the boundary of X4. Of course, if our construction is to be a suitable framework for
the study of knots, these should be embedded in X3. Hence, the boundary action should be
topological for our goals to be achievable. Upon a topological twist, this was proven to indeed
be the case: (6.11) converts to the Chern-Simons action (6.60). Note that the Chern-Simons
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gauge field is a linear combination of the twisted gauge and scalar fields, as given by (6.58).
Further, N = 2 supersymmetry was made compatible with this construction, requiring only
appropriate boundary conditions for the twisted fields, stated in (6.33).

The careful analysis of the theory in X3 showed that it has all required features to host
knots. What is more, additional support to this claim followed from this very same analysis
in the following manner. Overall coherence required us to twist the energy minimization
conditions in the bulk if we were to focus on the twisted boundary theory. We then noted that,
in obtaining (6.60), we were forced to make certain choices for the coefficients summarized
in table 2. Aptly translating such choices to our BPS conditions revealed that these were
simplified to precisely the set of equations that are the starting point for the study of knots
and their invariants in [13]! Note that [13] is just a symbolic reference here, one that helps us
make our point. In part III, we will cite many more works that elaborate on the connection
between our bulk equations and knots. For completeness, we remind the reader that the
twisted BPS bulk equations are those in (6.73), (6.74) and (6.79).

In chapter 6 we have studied the three-dimensional boundary contribution (5.93) to the
four-dimensional Hamiltonian (5.88) obtained in chapter 5. In particular, we have shown
that, upon performing a topological twist to the gauge theory, the boundary physics is captured
by a complexified Chern-Simons action. Consequently, this boundary constitutes a suitable
space for the embedding of knots. On the other hand, the twist simplifies the four-dimensional
BPS equations (5.91) into a Hitchin integrable system given by (6.74) and (6.76).
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Part 111
Inclusion of knots in (M,1)

In this third and last part, we will render useful to knot theory the contents of the previous
two parts. In other words and as the title advances, we will embed knots in (M,1). We will do
so by entertaining certain M2-brane states in (M,1). Because our goal is easier to postulate
than to achieve, we will proceed in two steps. First, we will consider a toy model M2-brane
in chapter 7. This hugely simplifies the analysis because it allows for explicit computations.
Once sufficient insight has been gained through the toy model, we will study the knot-
embedding M2-brane of interest in chapter 8. In this latter case and at the world-volume
gauge theory level, knots will appear as Wilson loops localized at the three-dimensional
boundary X3 and as surface operators in the spacetime X, as a whole.

For the convenience of the reader, we have included a graphical summary of the contents
in this part. Figure 13 points out the main equations in the discussion that follows and
depicts the logic that connects them to one another.
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Non-abelian enhanced
configuration (M,1)

Metric: (2.46)
G-flux: (2.76)
i Include a new M2-brane state ¢
Configuration . . Configuration
in figure 14 Suitably reorient in figure 15
the new M2-brane _ g1
(Toy-model scenario ‘." (A concrete model for a
for explicit computation) R physics-based study of knots)
l"

K

Compatification to 4d N Compatification to 4d
y
y
:

Action: (4.143) subject to (7.9) Action: (4.143) subject to (8.1)
1 Legendre Legendre 4
transformation transformation
4 4
.88) subject to (7.9) Hamiltonian: (5.88) subject to (8.1)
Energy minimization*

Hamiltonian: (s.
Topological twist (8.3)-(8.4)

Energy minimization*
Topological twist
(7.65) (7.65)
(7.66) (7.67)
Y Y \ 4 A 4
In the boundary X, In the bulk X, In the boundary X, In the bulk X,
Action: (7.75) Consistency egs: (7.78) Action: (8.5) Consistency eqs: (8.8)
BPS eqs: (7.87) BPS eqgs: (8.9)
Limit (7.82) Limit (8.12)
Do not embed knots consistenly .~ SL(N,C) Chern-Simons action Surface operator
in the model (M,1) + Wilson loop term: (8.21) defining equations: (8.18)
* For time independent fields, with the gauge choice (7.10)-(7.11) / (8.2), imposing the constraint (7.12) and conveniently choosing the coefficients in table 2

Figure 13: Graphical summary of part III. To the configuration (M,1) of part I we now add a new

M2-brane so as to consistently embed knots in our setup. After that, we adapt the contents of part II

to this new configuration, compactifying to four dimensions so as to study the associated world-volume

gauge theory. In blue, we show the contents of chapter 7, where we consider a particularly simple new

M2-brane that allows for explicit computations. The correct embedding of knots is then discussed in
chapter 8, here depicted in green. We find that the new M2-brane of chapter 8 correctly incorporates
any given knot at the boundary via a Wilson loop, whereas in the bulk it can be understood as a

surface operator.
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Chapter 7: A wrong but instructive realization of knots

Let us start by considering once more the configuration (M,1). We remind the reader that,
for the non-abelian enhanced scenario, (M,1) was fully characterized by its metric (2.46) and
its associated G-flux (2.76). It is also worth bearing in mind that the eleven-dimensional
manifold X1; on which (2.46) is defined naturally decomposes into three subspaces: the
physical spacetime X, —with a three-dimensional boundary X3—, a three cycle X3 and a
multi-centered, warped Taub-NUT space T'N, as described around (4.1). To this setup we
will now add an M2-brane, oriented along the (¢, x1, ¢) directions of X,. This additional M2-
brane should not be confused with the M2-branes wrapping the two-cycles of the Taub-NUT
subspace that we included in section 2.1.1 with the goal of enhancing the gauge symmetry
group underlying the configuration (M,1). The just described setup is schematically depicted
in figure 14. As we shall show in this section, the new M2-brane clarifies how one should embed
any arbitrary knot in the model (M,1) and thus sets the ground to address the interesting
and challenging question of understanding knots in a theoretical physics context.

7.1 Elucidating the new action

In this section, we will argue what the four-dimensional action associated to the M-Theoretical
configuration in figure 14 looks like. In other words, we shall review the contents of chapters
2 and 4 in the light of the newly added M2-brane state. We shall begin our discussion at the
M-Theoretical level and then dimensionally reduce to the usual four-dimensional physical
scenario. In particular, we shall first discuss how the novel M2-brane affects the inherent
symmetries of the (M,1) model by explaining why we have chosen it to stretch along precisely
(t, Z1, 1,[))

The choice of orientation of the new M2-brane will become increasingly sensible as we
proceed. However, a fundamental observation should be highlighted already: the orientation
is such that this M2-brane does not break any of the supersymmetries in our setup. For
simplicity, let us explain this claim in the context of a type IIA dual picture. For just a mo-
ment, consider the scenario with no new M2-brane. In particular, consider the configuration
(A,3) summarized in figure 3. As a quick reminder, (A,3) is the dimensional reduction on the
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New M2-brane

3-dimensional ‘V This is oriented along (t, x,, ¥)
boundary X,
(t, X, X,) 4-dimensional
spacetime X,
b4
- Three-cycle X,
s
(X5 05, 1)
Xll ‘
(\ a8
4 Yy -
(6., X5 X5)

Tensionless M2-branes
They wrap the independent two-cycles and provide a non-
abelian enhancement: U(1) - SU(N)

Figure 14: To the configuration (M,1) we add a new M2-brane, oriented along the (¢, 21, 1/;) space-
time directions. As we will show, this additional M2-brane state serves as a toy model that clarifies
how knots should be incorporated in (M,1).

circle labeled by 11 of the low-energy limit of (M,1). It consists of N coincident D6-branes
oriented along X, ® X3, with tensionless open strings between them and in the presence of
both NS and RR fluxes. This was illustrated in figure 4A. For later convenience, we note
that

X1 ® Y3 =Y3Q® 3y, Y3 = span{t, 1,7}, Y4 = spanf{xa, T3, ¢1,7}. (7.1)

Now, add the new M2-brane of our interest in (M,1). Since this M2-brane extends along Y3
(that is, it is placed at a fixed point of the compactification circle parametrized by x11), in
the configuration (A,3) it converts to a D2-brane along Y3 € X,4. Consequently, the novel
D2-brane is embedded in the aforementioned N coincident D6-branes. In other words, the
D2-brane forms a bound state with the D6-branes and thus all supersymmetry is indeed pre-
served. Hence, our prior analyses in chapter 6 regarding boundary conditions and topological
twist remain the same even in the presence of the new M2-brane.
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Let us now understand how the new M2-brane affects the action of the configuration
(M,1). Once again momentarily placing ourselves in the configuration (A,3), we note that
the new D2-brane there is, of course, a carrier of RR charge and so it naturally couples to
an RR three-form potential oriented along its world-volume Y3. As explained in section 4.2,
(A,3) already has an associated RR three-form potential (4.103). In order to not confuse
both RR potentials, we shall refer to the former as

ACSY = (ACKY), - dt A day A di). (7.2)

1

In the most general possible case, this RR potential will depend on various parameters.
Firstly, it will depend on the non-commutative deformation parameter 6,,. that we introduced
in (2.19)?'. Secondly, it will depend on all the non-compact coordinates of the D6-branes’
world-volume where it is embedded. Finally, it will also depend on 61, the only coordinate
transverse to the D6-branes that does not specify their location —recall the discussion in the
beginning of section 4.1 to this respect. All in all, we have that

ACNZEA’:;) = AééAB)(enCv t, Z1,I2, 1;2)7 T, 01) (73)

Next, observe that the presence of this D2-brane makes the N coincident D6-branes in which
it is embedded develop a world-volume field strength expectation value (F), oriented along
the orthogonal directions to the D2-brane: (F) € 4. Further, since the D2-{D6} system is
translation invariant along Y3, it follows that (F) = (F)(x2, @3, ¢1, r)?2. Lastly, recall that
after an uplift to the M-Theory model (M,1) and in its supergravity limit, (4.103) led to
the contribution (4.107) to the bosonic four-dimensional gauge theory action. Similarly, the
newly added brane sources the following novel term to the world-volume action:

S — / 6 /X . 1 (A A F) A LF). (7.4)

Before proceeding ahead, it is perhaps worth refreshing the memory of the reader by
pointing out where exactly all subtleties involved in deriving (7.4) can be found. Let us first
note that (C1/V3) is the (6;-independent) non-abelian generalization of (4.6), as discussed
below (4.11). Since (7.4) is a topological term (i.e. no measure appears in this integral), it is
clear that the average over 0y only affects the new RR potential AC~§A’3). The trace is taken
in the adjoint representation of SU(N), for the reasons given between (4.11) and (4.12).

211t should be borne in mind that we require 6, # 0, so that the usual topological ©-term is present chapter
6, this topological piece is in turn essential so that a complexified Chern-Simons action governs the physics in
X3, where ultimately we shall place knots.

22 The situation is a higher dimensional analogue to the well-known electromagnetic setup where an infinitely
long line of electric charge sources an orthogonal electric field that only depends on transverse coordinates.
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Last but not least, in posing (7.4) as an analogue to (4.107), we have omitted comparison
to the latter’s root equation (4.106). Such comparison allows us to understand the new M2-

brane as additional contributions AgiM’l) to the already present G-fluxes (2.76) in (M,1).

Mathematically,

) _ / Tr (Aé:g/"?)) A AGHMY /\AQELM’I)) . (7.5)
X11

As argued in section 4.1, the background G-flux <QZEM’1)> part of (2.76) is delocalized and so
we assume that it does not affect the corresponding four-dimensional physics. For identical
reasons, we can neglect the new M2-brane’s contribution to <Q£M’1)> and understand it simply
as a novel localized G-flux in (M,1).

Recapitulating, to the non-abelian enhanced M-Theory model (M,1) we add an M2-brane
along Y3. This does not break the amount of supersymmetry of (M,1), which remains to
be N = 4 with half-BPS boundary conditions. However, the new M2-brane sources a novel
contribution, that in (7.4), to the action (4.143) following from (M,1). Our next goal is to
explain what the total action, (4.143) plus (7.4), looks like. We shall do so in a simplified
scenario following quite stringent assumptions. The reader should not fear loss of generality,
though. This is just for the sake of clarity, so that we can explicitly write down intermediate
formulae as we argue. The total action we shall ultimately write holds true in the unsimplified
case of interest too.

In order to understand the total action (4.143) plus (7.4), we begin by looking only at
its new contribution (7.4). As warned, let us momentarily postulate unnecessary simplifying
assumptions. In particular, let us postulate the following separations of variables:

ACYY) = fu(Bnes t, w1, 2, 0) f5(01) fo(r) dt A day A dD,

N - 7.6
(F) A (F) = ga(22) 0u(Es) (1) ga(r) des A s A i A i, 7o)
with {f, g} arbitrary smooth functions. In this case, (7.4) reduces to
@ _ G [
SW=_— [ d*zTr (s fo-ga), (7.7)
Va3

where d*x = dt dxy dxy di) as in previous occasions, s is a constant defined as

_ R3 ~ TF@ 27 00 .t
e ([ ([ ) ([Ca) ([r)

and we have suppressed the arguments of the {f, g} functions for brevity. In the spirit of
our detailed computations in chapter 4, the above will only be a sensible term in the total
action iff s is well-defined everywhere. This means that we must demand that the integral
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of (gv, fc-ga) does not diverge at either (Rs, r — o0) nor (Rs, r = 0), respectively. Further,
the functions (f, g.) should not be (m, 27)-periodic, since this would make s vanish and
we would end up in the perplexing, if not forthwith nonsensical, scenario where the new
M2-brane in (M,1) plays no physical role whatsoever! Supposing all these conditions are
satisfied and hence » € R — {0}, let us turn our attention to the (f, - go) piece in (7.7).
By definition, g, is some function of ((A2), (Ajz), (As,), (A;)) that only depends on the
spacetime coordinate xo. Then, f, provides an additional dependence over the remaining
spacetime coordinates (t, x1, 1[1)23. Without loss of generality, we can further absorb Cy¢/V3
in (fs - ga), which simply rescales this integrand. Consequently and from the point of view of
the matter content in the world-volume gauge theory studied in part II, we see that the effect
of the new M2-brane amounts to sourcing a non-zero expectation value for the As component
of the gauge field as well as for the (Ajz, Ag,, A,) real scalars in the adjoint representation of
SU(N). Effectively, we thus conclude that the total action (4.143) plus (7.7) is of the form
(4.143), but with the following replacements:

Ay — AW = (AN + A, Vo =2,3,61,r (7.9)

It should be rather obvious that, as we advanced a little ago, our conclusion holds true for
the total action (4.143) plus (7.4). That is, when we do not postulate (7.6) with appropriate
constraints on the { f, g} functions, the total action remains exactly as in (4.143), but with the
replacements in (7.9). Explicit computations that prove this claim are not possible because
we do not know the exact form of the RR potential AC~?()A’3). However, it is in principle always
possible to carry out the integrals along (Z3, 61, ¢1, r) and, under the conjecture that these
integrals neither vanish nor blow up, we would end up inferring that the net effect of (7.4) is
precisely to switch on the expectation values suggested in (7.9).%*

7.2 The bulk theory revisited

Having established (4.143) subject to the replacements in (7.9) as the physical action cor-
responding to the configuration in figure 14, it is now time to show how the contents of
chapter 5 vary in the presence of the new M2-brane. In other words, in this section we will
explore how the BHN equations (5.91) change in the present context. Before starting this
task, maybe a few caution words are due. The present section amounts to a computationally
pretty strenuous exercise, with little supplementary physical insight compared to chapter 5

231t provides dependence over the parameter 6,. as well, but this is not important at the moment.

24 Any reader who remains skeptical to our conclusion may find it reassuring to know that, sooner than
later, we shall be able to reproduce equations known to encode numerous knot invariants from precisely the
just argued total effective action. This result may well be taken as confirmation of our conjecture.
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before. Consequently, readers wishing to skip technical details are welcome to jump to the
last paragraph in the section, where the results here obtained are summarized. Nevertheless,
this is an important section from the point of view of maintaining a mathematically rigorous
analysis throughout the text and its omission would make it hard to reproduce the concluded
equations. Therefore, in the following, we shall advance steadily and reliably on our way
towards understanding knots in a physical context.

Acceptance of (4.143) modified by (7.9) as the action for (M,1) in the presence of the
new M2-brane automatically implies that the Hamiltonian for this configuration is given by
(5.88), as long as we carry out the replacements in (7.9). Let us recall that in posing such total
effective Hamiltonian there are a few underlying assumptions. On the one hand, we considered
the warp factors appearing in the metric of (M,1) to be as in (2.2), we further simplified to
a constant dilaton in (4.5), later on we required the warp factors to satisfy Fy > Fy (with
F, defined in (2.21)) and finally a Minkowski-like spacetime was assumed, which means the
warp factors are constrained to also satisfy (5.78). On the other hand, tables 1 and 2 provide
all information about the coefficients in the total effective Hamiltonian of interest. The only
coefficient not accounted for in the tables is 7, which was defined in (5.83).

We are now at the point where we can start minimizing (5.88) subject to (7.9). First of
all, let us fix a gauge. Specifically, let us modify our previous gauge choice in (5.35) to

Ag = ALY, (7.10)

3

Let us also restrict ourselves to time-independent fields, so that we can study BPS configu-
rations. As shown earlier in section 5.1.1, the only sensible way to make the first six squared
terms in the Hamiltonian vanish in this case consists in setting

ALY =0, (7.11)

In order to allow for richer dynamics of all the fields in the gauge theory, instead of an apt
modification of (5.42) to the present case, this time we will relax our simplifying assumptions
to

DALY = Dy Al = 0. (7.12)

The above in turn forces us to a more constraining initial choice on some of the coefficients
summarized in table 2. Specifically, we choose

qlg) — q’(:) =t =¢® =9 Vk,l=1,2,3, Vi=1,2. (7.13)
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All these choices reduce our total effective Hamiltonian to

3
2 o . C o .
d4xT /zIT (t t aﬁ / 1a1 Aton), Att Zzgsﬁ)kl ddlon,
75 1

k=1

4 2
_zZZgaﬁk Cy’y tot ,SOk + Z\/gﬁaﬁ m&k tot) k) Z (m aizt)

k=1~y=2 0,k=1

Cicgr ), (tot) y(tot) C1lsg: ,(2) (tot) 4(tot)
Tyt s DAY | Tt s Ds Adn

(4 01(11 o tot .
_zhiéd);\/jg[/lgf t),Af;sl ) Z A ;kl dit[spr, 1] —zzzh VEEIALD o]

k=1 k=1y=2

3 2 3 3 .
+ Z Dsk€qg =M (Q)D(tOt)SOk) +xXr+ (1—7) Z eoz]k]:éf‘)t)fj(-,?t)} +QEewm,
5 k=1 ijk=1
(7.14)

where (xr, QEM) are the soon to be written explicitly appropriate modifications of their
tilde counterparts in (5.88), which were described below the aforementioned equation. Here,

F (tgt) stands for the field strength associated to the (A, A wt)) gauge fields, in a similar

«
fashion to (4.50) before. Likewise, Dg °" is related to these same gauge fields as in (4.51).
We remind the reader that (y2, y3) = (r, ¢1) is simply a short-hand notation.

At this point, our goal is to see how the BHN equations in (5.91) get modified due to the
presence of the new M2-brane 2°. These modified BHN equations shall follow from requiring
that the squared terms in (7.14) vanish. To the extent that it is possible, we shall choose the
coefficients of table 2 in such a way that we retain the form of (5.91). Let us start with the
BHN equation associated to the (]:l(g()t)) component of the field strength. Following our just
explained strategy, we choose

) =gll=0  vag=12  VE=1,23 = ¥y=23 (7.15)

Then, our first BHN equation is precisely of the desired form:

3 3

2|1 o Y

- |_ T]:t Vi E Qigkl diilek, w1] + E \/@%5 : mgng t)apk =0, (7.16)
k=1 S,k=1

21t is perhaps convenient to refresh the memory of the reader a bit: we understand as a BHN equation
any relation of the form suggested in (5.48). Besides, it will soon be useful to recognize a Hitchin equation as
indicated in (5.49).
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where «, 8 = 1, 2. However, the above result is only possible due to a drastic reduction of
the parameter space for the coefficients of table 2. Due to (7.12), we need not worry about
satisfying the defining relation (5.13). But (5.16), (5.19), (5.22) and (5.24) get constrained
to

2 2 2 2

D ()" = 2 ()" = 2(obaa)” + 20 ()" = X ()" = (7.17)
a=1 a=1 a=1 a=1
for all k,1 = 1,2,3 and ¢ = 1, 2. None of our choices so far affect the relation (5.30).
Nevertheless, it is most convenient to further choose all the m(?) coefficients —except for
m%), which we will presently take to be the arbitrary coefficient in terms of which all the
rest get fixed— as in (6.66) and (6.67). As shown around (6.69), these choices together with
the enforcement of the consistency requirements (5.92)?° make the last term in (7.16) vanish

and so, the (F; (tOt)) related BHN equation decouples to a Hitchin equation:

3
2Z|’7' t t
S g =1 E gaﬁkl\/ dk Solca@l 0, Va, 8 =1,2. (7‘18)
k=1

The defining relation (5.30) can then be satisfied with an appropriate choice of the relevant
m® coefficients. Additionally, the enforcement of (5.92) sets Y7 = 0 in our total effective
Hamiltonian (7.14). Section 5.1.2 proves this last claim, as the heedful reader may recall.

Turning our attention to the (F, ;gt))—rela‘ced BHN equation, we will first do two coeflicient
replacements in (7.14):

1 (1) 2 (2
tt(x)emﬁﬁr = g €ag tgt)emﬁﬁqbl = 154, €aip- (7.19)
The advantage of such replacements consists in increasing the number of different values the
index B can take in the above terms: for o = 2, now [ can be equal to either 1 or 2, whereas
before antisymmetry of the Levi-Civita symbol forced us to consider only 5 = 1. In exchange,
we must modify the first constraint in (7.17) as follows:

2

3 22: = 22: (t5),) =1 (7.20)
B=1 B=1

a=1
No other changes apply. Hence, we can go ahead and do a few convenient coefficient choices:

e 1 B Ly N R N

1r Ior = o1z T 213 T 29l =1 (7.21)

= tyy =

263trictly speaking, we consider (5.92) after imposing the replacement Dy — Déwt).
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Working in the €, b= 1 normalization convention and interpreting the dot product as the
usual scalar product, the second squared term in the Hamiltonian (7.14), for a = 2, gives
rise to the following BHN equation:

AT (ton (tot) Altot (tot) 4(tot) L@ [C1a1 (o) 4(tot)
\/: w \/7 \/72) )+ \/77) .A 61 ) Zh21; Vi —LAG _A ]
/ 1 ot) of)
QZh;w)% das[ip2, 3] — i Z h(;/)k : ey kALY o] + E Vs )D ot) =0,

k,y=2 6,k=1

(7.22)

where we have used the fact that da3 = dsg, as can be seen from (4.129). What is more, the
last term above has already been proven to vanish: see (6.70). As there shown, such vanishing
only requires us to choose all m® coefficients —except mg)— in a manner compatible with
both our earlier m() choices and with the defining relation (5.30). The proof also uses
the consistency conditions (5.92), suitably adapted to the present case where there is an
additional M2-brane in the configuration (M,1). The above may not look too enlightening
right away, but as it turns out, we can bring it into a most suggestive form with just some
uncomplicated algebra. Let us see how in details.

In appropriate generalization of (6.27) before, let us introduce
gltot) = gltet) 4 iAE;stft)7 gltot) — Altor) _ Agft)- (7.23)

In terms of the above complex scalar fields, the BHN equation (7.22) takes a far simpler form.
In details, one can easily check that

o i| 7|2 o o
Z h21/1k Cyﬂ, [_A(t t)’ ]:2\/7_‘7’1:{6( [ (t t),<,02]+’72[ (t t)7¢3])7

k,y=2
43|12 |V
h(4 W[A(tot Adflot)] — T’_L \/C»?,B[a.(tot) (tot) (7.24)
tot o = tot tot 4q | T VE; tot o
VEarDED AL 4\ Ja0 DD AL — 9 T_T\/> )glio),

where {7} are a set of new constants, defined as certain linear combinations of the constants
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we are already familiar with:

_1 =70 @) w=3 T
%= 2m(h2¢(z+1) Crtitn) iRy C“bl(”l) T2 ’7‘2 Vs
1 [das(T — 7') 1 Cl
1 1 2
=5 a2 2¢23’ 2 ’T\Q Vs Vo =iveun). .

with ¢ = 1, 2. The cumbersome looking prefactors, along with the still unused 4 constant,
are about to pay off: using (7.24) in (7.22), the (f;fgt))—related BHN equation becomes

2

]:(tot) + 2Re ( 5D§tot)0.(t0t)) = iv4[p2, 3] + 2iRe( Z Y4 [5(7501?)’ So(i-i-l)}) + 3]G (tot) U(tat)]‘
i=1
(7.26)
But we can do better. Let
(tot) = (tot)
Y20 "o
P2 = 302+2Re< o ), D3 = 3 2Re< o ) (7.27)

Then, it does not take much effort to show that the commutator of the above two fields yields

2
(@2, P3] = [¢2, 3] + 2Re(z - [ (tot) o)) + Qllm(’y;’YQ>[5.(tot),o-(tot)]’ (7.28)
i=1 4

where 7 denotes the complex conjugate of vv. In other words, this commutator is proportional
(with proportionality constant (i74)~!) to the right-hand side of the BHN equation (7.26),
as long as we demand that

— _9Tm (EZ?) (7.29)

holds true. If we use the equalities ¢,2 = ¢3 and cg 2 = ¢y, 3 following from (4.135), together
with the {v}’s definition in (7.25), the above can be rewritten exclusively in terms of the
coeflicients in tables 1 and 2:

(4) (1)
hw h21[;23 _ 9 Cpr12Cr2V3 (7.30)
R @ @) @ a1da3Cy ’

23202 292 293

Here, we have arranged the result so that the coefficients with (without) supergravity in-
terpretation appear on the right-hand (left-hand) side of the equation. Since we wish to
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constrain the M-Theory model (M,1) as less as possible, we shall choose to satisfy the above
by suitably fixing the hégg coefficient. In this case, the (F, Q(fgt))—related BHN equation reads

Fot — ivalga, 3] = —2Re(35 Dy o), (7.31)
which we shall consider to be its final form for now. Note that, as was the case with the
(]__1(;015)) -related BHN equation in (7.18), the above is a Hitchin equation too. However, this
time the Hitchin equation is sourced.

To finish our discussion regarding this second BHN equation, let us collect all coefficient
choices made in deriving it and write down the constraints that the still undetermined coef-
ficients are subjected to. To begin with, we no longer need to worry about the constraints in
(7.20), since the coefficient choices in (7.21) satisfy them leaving no degree of freedom. On
the other hand, those same choices used in (7.17) lead to

2 2 2
(1) 2 _ (i) 2 _ () 2 _ (2) 2 _
Z on,ZJ - 1223 +Z1 hmpzzs o 172;1) - Z (hm,zh) - Zl (hmz:z) =1, (7.32)
valid for all i = 1, 2, together with the constraint

(1) 2 (1) 2 _

2(912kl) + (hlikl) =1 (7'33)
which applies when (k, [) = {(1, 2), (1, 3)}. Note that we have already taken into account
the enforcement of (7.30) too. Lastly and as explained in the text, in order to set to zero the
last terms in (7.16) and (7.22) we have almost exhausted the defining relation (5.30), which
now is simply given by

1
(mD)? + (@) = . (7.3

We consider the (]—"S;t))—related BHN equation next. This follows from the vanishing of
the second squared term in the Hamiltonian (7.14), for & = 1. Self-consistency of our analysis
requires us to implement the coefficient replacements in (7.19), together with the relevant
choices in (7.21). Additionally, we already argued that the result in (6.70) applies to the
present case. If we further consider that

n  _ 0 (1 ) 2 _
hwu o h1¢23 h - h1¢2 (7.35)
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and working in the €, b= 1 normalization convention, the BHN equation of interest is

4Z|7' \ tot) / (tot) 1 (tot) /7 (tot) 4(tot) . (4) Cray (tot) (tot)
7_77_}' (\/ D ./4 + D A )_/thIJ ?3[./4 A ]
1 o
—QZhwlg dislor, o] — 1 Y § hwk) Vel AL o] = 0. (7.36)

k=1,3vy=2

In much the same way as before, rewriting the above in terms of the (U(tOt), &(t"t)) complex

scalar fields introduced in (7.23) is convenient. The result this time looks as follows:

f(tOt)+2Re( (tot)o.(tot)) _174[901 @3]+2ZR6(71[ (tot) ]_’_72[ (tOt),(pg])
+'Y3[ (tot) (tot)]’ (737)

where 75 is as in (7.25) and we have defined

L T=T/0) 2 (2) - _ 1 [1=7 [Cia1, 4

n=5y zyT|2 (hhhvc” Hhh&lvc‘ml)’ B=o\ w2V v LTS 38)
= ( ﬁ7+m(w0> ~:lf:ll—?’lil)h ‘
72 ]7-\2 13V T3 13V “13 T4=75 Lifr[z s

At this stage, it should not come as a surprise that the above BHN equation can be brought
into a more suggestive form. To this aim, we now define

(tot)
~ ag
o1 = 901+2Re(7274 ) (7.39)

and note that the commutator between this field and ¢3 in (7.27), namely
(B1. 1] = v, o] + 2Re( 2500, ] + 2[00, o]} 4 2itm (202 5050 g0, (7.40)
V4 V4 Y474

is exactly (i94)~! times the right-hand side of (7.37) iff the following two equalities are
imposed:

=TH 5= —2m( 22, (7.41)
4 T4

In view of (7.25) and (7.38) and considering separately the real and imaginary parts of the
first constraint above, we can write these equalities in terms of the coefficients of tables 1
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and 2 as

1) 5 () (2) (1) (4)7(1)

hwzhm}m _ = h2¢2h1¢13 hm? h21/323 _ 9 CraCp2V3 (7.42)
1) 5 () (2) 5(1) (1) 1(2) 1) 1(2) \/ dosCy’ '
hwlhw% h1¢1h2¢23 hwghwz h1¢2h1¢3 123t

where we have also used di2 = do3 and (¢,1 = ¢p2, ¢g,1 = C¢,2) following from (4.129) and
(4.135), respectively. We shall satisfy the rightmost equality by suitably fixing h%). The
implementation of the other two equalities will be done in an a priori strange fashion, which
will turn out to be most useful not much later on:
(1) 1) 2 _ @ _ 1) 1)

hh&l h2¢2 - hlwl thLQ =1 hhpls h2¢23' (7.43)
Putting everything together, we find that the (]-"fg)t))—related BHN equation decouples to the
following sourced Hitchin equation:

fl(fft) — iv4[P1, 3] = —QRG(%ng)U (tot))., (7.44)

Notice that here we have used the fact that 74 = 74 after choosing (7.43), as can be checked
from their definitions in (7.25) and (7.38). This equality combined with (7.41) also implies
that 1 = =1, which will soon come in handy. It is pretty straightforward to check that the
coeflicient choices made in deriving this Hitchin equation reduce the possible values that the
still arbitrary parameters in (7.32) and (7.33) can take. Specifically, they are now required
to satisfy the very stringent conditions

2
2(9923)2 = 2(9913)2 = (h’ip)l,g)Q’ 2( 1212 = Z (7.45)

a=1

Conversely, the constraint (7.34) is not affected.

It will certainly not look any nicer, but in anticipation to the boundary analysis to come,
we must rewrite our (fl(ZOt))—related Hitchin equation (7.18) in terms of the hatted complex
scalar fields (@1, @2, ¢3) defined in (7.27) and (7.39). This amounts to a straightforward yet
tedious algebraic exercise. Hence, let us show a few intermediate results before stating the
end result:

3
2i||? (tot) (tot) (tot) (tot)
\| ——=F, E E Re 4
r_z gcxﬂkl dk Soka‘vpl (’%k[ 79016]) /4"/4[ y O ]7 (7 6)

k=1 k=1
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where «, § = 1, 2 and we have defined the {x} constants as

42\/d1 (1) (1) —42\/d1 (1)

K1 = ( V290812 — ’71904513)7 ko = ( 29(1512 719(1523)7 (7 47)
4 B .
1\7/d1 3 (1) (1) ) 41.\/@(’7272 7272) (1)

V290813 T V290523)5 Ky = 2 9ap12-

K3 =

Here, we have taken into account that di; in (4.129) is the same for all (k, [). The last
subtleties employed when defining the above {k} constants amount to implementing 7; = ~;
for i =1, 4, as just explained. Once again making use of the definitions in (7.27) and (7.39),
one can verify that

ZB:Re(Rk[U(tot)’ o) = iRe(Ek[a(tot)’(ﬁk]) _ 7Re(m172 + oy + ke ) [0 (tot) 5 (tot)].
. - (7.48)
Consequently, we can introduce a last x constant,
K5 = —;Re(kaﬁz + K2y + K371) + K, (7.49)

and rewrite the Hitchin equation (7.18), for (o = 1, 8 = 2), in what shall soon be seen to be
its most convenient form:

3

3
SELFE <03 oV Aulon o) = = Y- Re(rela ", u]) — sl 010, (7.50)
k=1 k=1

24|72
p—

Summing up, in the case where we add an M2-brane oriented along (¢, z1, 1;) to the
configuration (M,1), the energy associated to the corresponding world-volume Hamiltonian
is minimized when the Hitchin equations (7.31), (7.44) and (7.50) are satisfied®”. It is note-
worthy to emphasize that these all are sourced Hitchin equations. This is true for the gauge
choice (7.10)-(7.11), for time-independent field configurations and when the consistency re-
quirements (5.92) are met —after the replacement Dy — DétOt). Moreover, the energy mini-
mization process restricts enormously the values that the coefficients of table 2, which appear
in the Hamiltonian, can take. Among those coefficients, the ones that have not yet been ap-

propriately fixed must fulfill both (7.34) and (7.45).

2TTo fully make sense of these Hitchin equations in terms of variables introduced prior to this section, the
reader will need to see the definitions in (7.25), (7.27), (7.38), (7.39), (7.47) and (7.49), as well as set 7; = ;
fori =1, 4.
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7.3 The boundary theory revisited

Now that we know the BPS equations that govern the four-dimensional gauge theory following
from the configuration depicted in figure 14, it is time to investigate what the boundary action
is. That is, the present section is devoted to the adaptation of the contents in sections 6.1
and 6.2 to the present case, where an M2-brane along (t, z1, 1/;) is added to the model (M,1).
By the end of this section, we will be ready to topologically twist the theory. As was the case
before in part II, this twist will hugely clarify the situation and (finally!) open the possibility
for an exciting physical interpretation of the new M2-brane. However, for the time being,
the reader must remain patient: the computations in this section are the last ones required
to reach such a climactic point in our discussion.

The first thing we will do in this section is work out the generalization of (6.11) to the case
where we include the new M2-brane of figure 14. To this aim, we will proceed in the short-cut
manner used before: by comparison to [54]. However, the comparison is only possible after
we rewrite the Hamiltonian (7.14) using the sourced Hitchin equations (7.31), (7.44) and
(7.50). In doing so, we must take into account that these Hitchin equations imply x7 = 0,
as explained below (7.18). All in all, the total effective Hamiltonian can be written as

12 2
- A / e (]-"O(f?) i74[@as @3] + 2Re(15Dy o (tot)))2

T a=1
3
’ - _ . o 2
<]:1(;t - ;—ZWZ Z 91%; dia P 2] ZR (Rklo, ¢r]) +ﬁ5[a,a]) }
k=1 P
3
+/d4xﬂ{(7_7—-) Z 60ijk]_—[§§ot)]:.;’iot)}+QEM'
’i,j,k:l

(7.51)

It is perhaps worth mentioning a few details regarding the overall prefactor in the bulk
Hamiltonian part, i.e. the first two lines above. The first squared term follows from (7.31)
for « = 2 and (7.44) for @ = 1 in a slightly tricky way. On the one hand, we must remember
that we suppressed the above appearing overall prefactor (actually, its square root) when
going from (7.22)/(7.36) to (7.26)/(7.37) before obtaining (7.31)/(7.44), respectively. On the
other hand, the seemingly arbitrary choices in (7.43) here pay off again: they set v4 = 74,
as can be seen from their definitions in (7.25) and (7.38) after noting that di3 = da3 due to
(4.129). Compared to (7.50), the second squared term above is the result of summing over
a, B =1, 2 and exploiting antisymmetry over these indices before taking the common factor
out of the bulk integral. The {k} constants are therefore just a rescaled version of the {x}’s
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n (7.47) and (7.49), for (e =1, = 2):

- T—T
Fe =] =——=kK
* 24|72 7

With these subtleties in mind, the suggested Hamiltonian should make perfect sense. Addi-
tionally, it is written in a manner that allows us to directly compare it to (2.4) in [54].

Note that, by definition, we should understand the last term Q gy in the Hamiltonian
(7.51) as an apt modification of (6.1) and (6.2). Namely, our gauge choice (7.10)-(7.11)
together with the time-independence of all fields in the theory set the electric charge to zero.
At the same time, the magnetic charge contributes to the theory at the boundary X3 of the
spacetime X4, since total derivatives along the unbound directions (¢, z1, x2) do not affect
the physics under study. Mathematically,

Vo =1,2,3,5. (7.52)

a=1,8=2

2 2
Qeni =0+ G, Qp=0, =2 [t ogans = 2L [ g, (759

T—T T—T
where, quite evidently, d*z = dtdxldmgdz/; while d3z = dtdzidrs. Let us turn towards the
precise form of §p; next. It is necessary for the reader to recall the paragraph containing
equations (6.5) and (6.6) before. In view of what is there explained, it should be easy to
recognize that the second line in the Hamiltonian (7.51) does not contribute to the magnetic
charge Q7. Briefly, there are only (F, [©,¢]) type of terms in this squared BHN equation,
so they will contribute (pDyp)-like terms to the magnetic charge. However, since this field
strength is associated to only the unbound directions (z1, z2), the integration by parts will
render such contributions to the boundary physics negligible: we can set them to zero by
the usual convention that all fields vanish at spatial infinity. Contrarily, the first line in the
Hamiltonian (7.51) does contribute to Q: both the (F - D) and the (F - [g, ¢]) crossed
terms lead to non-trivial terms in the magnetic charge. Note that this is not true for the
(D - [, ]) crossed term, since the covariant derivative is along the unbound direction x2 in

this case. Putting everything together while following [54], we can write gas as

2
i = Z Tr [2Ag0t)Re(v5Dgt°t)U(t°t)) iya(PaDLD Gy — (DD 3y) | (7.54)

a=1

This fully specifies the magnetic charge in the theory. What is more, the Hamiltonian (7.51)
is now completely described as well.

In precisely the same way as that pointed out around (6.8)-(6.10) earlier on, we can
convert the first term in the last line of the Hamiltonian (7.51) to a boundary action. This
means that, once on shell —i.e. the first two lines in (7.51) are set to zero—, the generalization
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of the boundary action (6.11) we were looking for is given by

. 2 .
Sy = 41‘7—’7_— /dgib G + (7__1_7—_)/ TI.(A(tot) /\dA(tOt) + %A(tot) /\A(tot) /\A(tot))7
X3

: (7.55)

with §as as defined in (7.54). What we will do next is “massage” the above until we bring it
into its most convenient form for our later purposes.

As we argued at the very beginning of section 7.1, the new M2-brane does not alter the
supersymmetry of model (M,1). Consequently and as long as the replacements in (7.9) are
carried out, the boundary conditions previously derived are still valid when the M2-brane is
present. In particular, we want to focus on the following appropriate modifications of the
boundary conditions in (6.19) and (6.21):

p3 = Agft) = A = [p1, pa] = Dje1=Dypa=0  at ¢ =0. (7.56)

These boundary conditions, when taken into account simultaneously with the suitably mod-
ified (D2 — DétOt)) consistency requirements in (5.92) and with the definitions (7.23), (7.27)
and (7.39) imply that

Dgtot)(p3 _ DJ)SO% Dy = 1)7;@17 Or = Qk Vk =1,2,3 and at @Z =0. (7.57)

Such observations are pertinent because they are just now going to help us rewrite §ps in
(7.54) in the form of gps in (6.3) and in this manner exploit previous computations. The
idea is to add and subtract terms that are identically zero until ga; ~ qpr. More concretely,
because ¢3 = 3 = 0 at X3, we can simply go ahead and add

2 3
YTr( Y @3]:5500), Vo Y ermTr(Pel@r, ém)), —inTr(@sDY ™ g1)  (7.58)
a,f=1 k,l,m=1

to ¢y without any repercussion. Here, (74, 77) are some arbitrary real constants while 7y
was defined in (7.25). Similarly, because of (7.57), it is also possible to add the following
terms to ¢p; without the slightest consequence:

—inTr(GaDS@s),  —imTr(@aDyps) Vo, =1,2 with a # f. (7.59)
The last of these type of manipulations we wish to do amounts to subtracting
— iy Tr (g DI ¢s),  iuTr(2sDYV3s)  Va=1,2 (7.60)

from ¢pr. In conclusion, the most beneficial form for the boundary action remains as in
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(7.55), but with the magnetic charge density gas written as

2 3
=, D T&"hﬁfkaﬁ‘ﬁkfgﬁot) + €utm (V@K1 Pm] — 1742 D ) B
a,ﬁ—l k,l,m:l

+ 240 Re (DY o tV)] (7.61)

instead of as in its defining form in (7.54).

Even tough (7.55) and (7.61) constitute the results we were seeking in this section, it is
worth pausing for a moment before continuing our way to the promised topological twist.
Indeed, it is quite enriching to reflect upon the differences between the two magnetic charge
densities considered so far: (6.3) in the absence of the new M2-brane of figure 14 and (7.61)
in its presence. We can divide their dissimilarities into three classes, from less to more
important:

1. Differences in the coefficients. Although the magnetic charges take a similar form in
both cases, all the terms are separately rescaled. In more detail, we find that the
following coefficient changes are required to try to establish a biconditional statement

Qur + Qur:

44| 7|2 idy - 44|7|? Ad|T|?

dl — — 76, —7, d3 =1 — V4, (762)
-7 3 T—T T—T

where we have taken into account the global prefactor difference following from com-
paring (6.2) and (7.53). We remind the reader that 7 was defined in (5.83), (d;, d2, d3)
in (6.7), v4 in (7.25) and (vg, y7) are arbitrary real parameters. All (7, di, da, ds3, 74)
admit a supergravity interpretation in terms of the warp factors and constant dilaton
that characterize the M-Theory model (M,1).

2. Differences in the fields. As already discussed, the new M2-brane forces us to consider
new contributions to the gauge and scalar fields (As, o, 7), after gauge fixing —see
(7.9). These changes do not alter the form of the terms to which the above rescaling
applies, but they compel us to consider

Fas 0 F) Dy DI g dr Va,f=12and Vk=1,2,3 (7.63)
when mapping Qy; < Q . It is perhaps worth reminding the reader that {4} are

certain linear combinations of the ¢ and (o, @) scalar fields in the gauge theory, as can
be seen from their definitions in (7.27) and (7.39).
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3. Appearance of a new term. There is a new term in Q that is not present in Qs and
that spoils an easy relation of the form Qs <> Qur:

G2 2
HITE S o0yt (0

T—T
a,f=1

with 75 a constant given by (7.25). This term will soon become crucial to understand
the essential role of the new M2-brane in realizing knots in (M,1). For the time being, it
is important to note that this term is proportional to (\A;, Agoﬂ). That is, proportional
to those components of the gauge field that are oriented along the boundary X3 and
that are not set to zero by our gauge choice (7.10)-(7.11).

7.4 The topological twist revisited: making sense of the new M2-brane

We are finally ready to perform the topological twist described in section 6.3, but applied to
this present scenario where we have a novel M2-brane in (M,1). From the point of view of the
bosonic matter content in the world-volume gauge theory following from the configuration
in figure 14, the topological twist we wish to consider amounts to a suitable adaptation
of equations (6.26)-(6.30) and (6.72) to the current case. Specifically, we must entertain a
certain rescaling of the gauge fields:

A=Y "Adar, A, =iAlD vy, (7.65)
"

with z# labeling the spacetime directions (t, z1, x2, ¥). We will refer to the twisted field
strength and covariant derivative associated to the above twisted gauge field as F and lA)#,
where F' = —iF (o) and b# = Dl(fOt) as a direct consequence of the above. In sections 6.3 and
6.3.1, we learnt that the topological twist affects some of the scalar fields in the theory via
a certain rescaling and rearrangement into a one-form. We also learnt that it is convenient
to consider such rearrangement differently for boundary and bulk. Consequently, for the
boundary we will consider an appropriate modification of (6.26):

b =" dudat, (o, 1, do, b3) = i3, P1, P2, AT, (7.66)
w
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whereas for the bulk we will generalize (6.72):

[\ = Z[\udl‘M, (A07A17A27[\3) = i(AgtOt)7¢lv¢27¢3)' (767)
I

It should be noted that the complex scalar fields (o(*!) | *°) are not affected by the twisting
process when they appear by themselves. However, when they are part of the {¢} scalar fields,
they do “feel” the twist.

In this section, we will start by implementing the above twist in the boundary action
(7.55), with gas as in (7.61). Then, we will twist the bulk BPS equations (7.31), (7.44)
and (7.50), together with the consistency requirements (5.92), subject to the replacements in
(7.9). For both boundary and bulk, we will ponder over the thus obtained results so as to
fully grasp the importance and connection to Knot Theory of the new M2-brane in figure 14.

Twisting the boundary

The first of the just described tasks, namely twisting (7.55) and (7.61), is straightforward
in view of the above exposed. The result is

. 43|72 . N2
Séffd:—:’_i/d%q](\?—(f—f)/ Tr(AndA+ZANANA), (7.68)

with the twisted magnetic charge density QJ(\? given by

2 2
W= >m [ryﬁeaaﬁ%Faf} — i€abe (Y1Pa[®p, D] + 1aPa Dyde)+ 2iAoRe (%Dga(“’t))] .
a,f=1 a,b,c=0

(7.69)

Another way to obtain this twisted boundary action is by comparison with the previously
performed topological twist, where (6.11) and (6.3) transformed to (6.36) and (6.37), respec-
tively. The comparison is possible thanks to the enumeration that concluded the preceding
section, with special emphasis on equations (7.62) and (7.63). As already happened with
(6.36) before, the above is not quite the correct twisted boundary action because it is not
compatible with the amount of supersymmetry we require: N’ = 4 with half-BPS boundary
conditions. The proof for this claim and an elegant way out can be found in the bril-
liant work [61], sections 3.4 and 3.5. The interested reader may also find worth browsing
through [70], which contains an illuminating discussion on how subtle and difficult it is to
correct this shortcoming, as well as a different yet equivalent procedure to fix the situation.
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Here, we shall limit ourselves to the postulation of the correct twisted boundary action:

~ 47 2 R R 2 . R ~
S ot = el /d?’xqg? + z\If/X Tr(AndA+SANANA), (7.70)
3

T—T

where (j](\? remains as in (7.69) and the so-called canonical parameter ¥ was defined in (6.39).
Note that all the comments on ¥ previously made remain true now as well, most significantly
equation (6.41). Also well worth mentioning, the above is the counterpart to (6.40) before.

At this stage, we have fulfilled the promise of establishing the twisted action governing
the physics at the boundary X3. However, (7.70) and (7.69) are not a priori enlightening and
some algebraic effort is needed to bring these into a physically meaningful form. In fact, the
effort is minimal, since we can exploit previous computations to our advantage. There is a
“but”. As already advanced in the end of the previous section, the term ~ (ADga(tOt)) in
the magnetic charge is somewhat special and does not admit a clear mapping to the simpler
scenario of parts I and II where no M2-brane was present in the spacetime directions. We
will, for the time being, keep this term singled out and only get back to it in the very end
of the section, when it will fit in place perfectly. Proceeding in this cautious manner, all we
need to do is carry out the sums in (7.69). This is an easy enough task, specially in view
of the earlier sums in (6.45)-(6.47). Indeed, a substitution (A4, ®) — (A, ®) in (6.42)-(6.44)
immediately allows us to express the twisted magnetic charge in the language of differential
geometry as

Gt [ a0 _ b A F s 2Db A G AD s Db dd
_— T qy =— Tr2D1<I>/\F+fD2<I>/\<I’/\CI>+D3<I>/\dA<I>
T—T X3 3
8‘7'|2 3 A A (tot)
~ == [ dx Te[AaRe (35 Dao )| (7.71)
T—T
where we have defined
- 1 44| 7|? . Ai|T|? . Ail|T|?
Di=—3 | ’,767 Dy =3i | ’,777 D3 =i | |JY4- (7.72)
T—T T—T T—T

Following the same logic as that between (6.51)-(6.60), we demand

- D} - D?
Dy = —1 Dy=—1
2T 02 ST

(7.73)

and define a new gauge field: a linear combination of the original twisted gauge field and the
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one-form in (7.66), given by

Ap=A+—d. (7.74)

Then, the twisted action in X3 following from the configuration depicted in figure 14 can be
written as a topological, complexified Chern-Simons action plus an additional contribution
that we will discuss in the end of the section:

. . . 9 . . . 8lr2 2 . .
S o =i | Te(Ap AdAp + 3Ap AAp A Ap) + ‘T’%Tr > /d?’:c [AaRe(%DQa(tOU)]
a=1

X3 T =

(7.75)

A few more comments are due before we move from the boundary X3 to the bulk Xj.
To begin with, note that the constraints in (7.73) actually don’t constrain us at alll We can
satisfy them by conveniently choosing the arbitrary constants (s, 77). On the other hand,
there are two more constraints we did not mention yet: the apt modification of (6.62) given
by Dy = iW(f —£1)/2, with { introduced in (6.32), and the very same (6.63). As previously
explained, these constraints follow form supersymmetry and gauge invariance requirements,
respectively. Let us see how we go about satisfying those:

e Because of the constraint (7.73), D is related to Ds. Then, looking at the definition
of D3 in (7.72), we note that this parameter depends on 4, which in turn was defined

in (7.25). -4 depends one of the coefficients, hgﬁ)z?,’ that is listed in table 2 and that
1)

does not have any physical meaning. As can be seen from (7.43) and (7.45), h2 £
not yet been fixed. Consequently, we can choose its value such that the supersymme-
try constraint is satisfied without imposing any condition on our model (M,1). For
concreteness, the just described calculation yields the following choice:

has

(1) _%f—f’l T—T
2023 2 \/dys \ 4i|T|?

Notice that this means fixing (hﬁgzz’,’ gg)ZS, 9913) as well, up to an irrelevant sign.

(7.76)

But even more importantly, notice that this is in sharp contrast to what happened
in section 6.3 before, where we (unfortunately) needed to narrow down the family of
M-Theoretical configurations (M,1) to fulfill (6.62)!

e Against this background, (6.63) still requires us to impose conditions on the model (M,1)
to hold true. However, as pointed out in both footnote 20 and at the end of section
6.3, this is more of a structural trouble than a limitation of our own construction.
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Twisting the bulk

We will now generalize the contents of section 6.3.1 to the case where a new M2-brane
along (t, 21, 1) is added to the model (M,1). After doing so we will be able to give a most
interesting four-dimensional interpretation to this new M2-brane. Just to get the ball rolling,
let us advance that such interpretation will finally land us in the exciting discipline of Knot
Theory. On the not-so-bright side, it will be an “emergency landing”, where things will not
fully work out. Like the phoenix, we shall profit from the ashes of the present section to
resurrect in the next chapter and, then yes, correct course to land with the elegance that is
due in the fascinating discipline of Knot Theory.

We will start with the consistency requirements in (5.92), subject to Dy — Dgt()t). First of
all, we note that these are written in terms of the unhatted scalar fields (¢1, @2, ¢3), unlike
the boundary action we just discussed and the Hitchin equations we shall turn to after. We
fix this situation by using (7.27) and (7.39) to rewrite the consistency requirements as

D 5 2 ~(to ~ ot) _(to
Diga = D01 = —Re(reDio ) - 5Df*5(),
2
D@3 — Dypa = _iRe(%rD&tot)&(tot)) Va =12, )
. ot) » ) o e
Dign + Dét t)QOZ +Dyp3 = iRe(’yﬂ)la(t RISt 72D§t Dt t)),

where we have used 74 = 4 € R, as explained below (7.44), together with Dqﬂa(wt) =0=

D 1/;(_7(“”), which readily follow from considering both (7.12) and (7.23). We are now ready to
topologically twist the consistency requirements. It is not hard to see that, under (7.65) and
(7.67), the above equations read

A A~ A 2 R .
DiAy — DoA1 = iRe(,yQDla(tot) _ %Dg&(t"“),
V4
AR AA 21 .
DQAS - D&Aa = _%Re(’leaﬁ(tOt)) va — 1’ 2, (778)
A A PN A 2% R A
DiAy + Doho + DAy = ZRe (52015 + 1o Dy5t).
Y4

Consider the replacements A — A and D — D in (6.78). It is then easy to see that the left-
hand side of the first two lines above amounts to the different components of d A[\. Similarly,
the left-hand side of the last equation above is the only component of d ; * A. What we are
hinting at here is that perhaps a generalization of (6.79) can accommodate the new M2-brane.
But to write the consistency equations in such a concise manner, we need to put some effort
into the right-hand sides. This is our next goal.
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Uncomplicated calculations allow us to rewrite the right-hand sides of these consistency
equations as (2i/v4) times

Re(v2)Re(D151Y) —Tm(72)Im (D15*") — Re(72)Re (D2 + Im(32)Im (DoY),
Im(71)Im (DoY) — Re(y1)Re (Do) Va=1,2,

o)
@
N
~
=
D
~

>
Y
g
=
|
[—
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I
(V)
=
=
—
>
S
QI
g
=
+
o)
@
g
=
@
—
>
(Y]
Ql
g
=
|
[—
£
2
[\)
=
=
~
>
(3]

5(tot) ) 7
(7.79)

respectively. Be warned: the next equation is crucial, so let us motivate it meticulously.
We observe that the right-hand sides of all these consistency equations depend solely on the
dynamics of the complex scalar fields (O'(tOt), 5(t0t)). When no new M2-brane was present,
these same fields were denoted (o, ). By definition, the difference between these two sets
of fields is that, in the former, we have switched on expectation values for the fields —recall
(7.9) and (7.23). Further refreshing our memory, (o, &) were really “useless” all along part
II, in the absence of this new M2-brane. So much so, that we completely trivialized their
dynamics in (5.42)?%. Consequently, when the M2-brane is present, it is perfectly possible to
reinterpret (o), 5(*V)) as their expectation values ((c), (7)), after demanding that (5.42)
holds true. This does not lead to any hurdle. For concreteness, the reader may choose to
do so, for example, at the level of the Hamiltonian (7.14). The take-home message is this:
we can identify the new M2-brane of figure 14 as the one and only source for the dynamics
of (o) (tt)) Such being the case, these scalar fields must be oriented orthogonal to the
M2-brane, which in this case means that they are oriented along the spatial direction zo. In
other words, (¢, G(Y)) are localized along x5 if we impose (5.42). Yet another way to put
it is to say that these scalar fields behave as delta functions in the direction orthogonal to
the new M2-brane state:

O,(tot), 6,(tot) N <O,(tot)>7 <5,(tot)> ~ Spra. (7.80)

Having clearly established the key identification (7.80), our job of rewriting (7.78) as some
sort of extension of (6.79) hugely simplifies. We start by noting that, in this case,

[5_(tot)70_(tot)} — 0, Do) Doz ~ 5y Va =1,2. (7.81)
In the limit when

Do — (14 i)dps Va=1,2 (7.82)

28The attentive reader will surely note that this equation was posed when we were working in the oversim-
plified scenario where no topological piece was present in the action of the four-dimensional gauge theory, i.e.
when ¢, = 0 in (4.143). However, (5.42) was chosen in the ¢z # 0 case of interest too, as pointed out above
(5.89).
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in (7.79), we have that the right-hand sides of (7.78) considerably reduce to yield (2idps2/7v4)
times

Re(y2 —A2) — Im(y2 — 72), Im(y1) — Re(m), Re(y2 +2) — Im(vy2 +72),  (7.83)

respectively. We can then demand that the first two quantities equal each other, namely

Re(v2 —¥2) — Im(y2 — 42) = Im(71) — Re(71). (7.84)

Using (7.25) and (7.38), the above can be rewritten in terms of the coefficients listed in tables
1 and 2 as

W 0 @ _ @ _
Ve (hyly = B0+ 1) + Vg (b, — by, —1) =0, (7.85)

where we have used c¢,2 = ¢,3 and cg,2 = ¢4,3, as can be seen from (4.135). The above can

be satisfied by setting h%)?) to whatever value makes it hold true. Then, by virtue of the last
)

constraint in (7.45), the parameter h2 i3 becomes fixed too??. Putting everything together,
we find that the consistency requirements in (7.78) can be brought to the concise form we
sought:
0 44| 2 Ry — A42) — Im(v2 — 32)] 6
; A = € - — 1lm - ’
AR e ) Y2 — 72 Y2 — Y2)]0M2

" 21 5 N
di*xA= % [Re(’yg +72) — Im(y2 + 72)}(11) A dpro, (7.86)

where dv stands for a three-form defined in the directions spanned by the new M2-brane and
measures its volume element. When evaluated orthogonal (parallel) to the M2-brane, d AA
consist of all the terms on the left-hand sides of (7.78) that contain (exclude) (Asz), since this
is orthogonal to the M2-brane itself: (A2) ~ dpr2, as explained below (7.3) and in (7.9). As
an initial naive comment, we can note that this is a very fortunate form for the equations.
It reminds us of what happened to the (still not twisted) Hitchin equations: they developed
sources in the presence of the new M2-brane. Similarly, the consistency requirements for no
M2-brane in (6.79) now acquire sources due to the M2-brane. As a second, more down to
earth, comment: the left-hand sides of the last two lines above are a two- and a three-form

29 At this stage, the reader may appreciate an update on the status of the coefficients of table 2 that have
not yet been fixed. We have that the {g")}’s must satisfy

1 1 1 1 . 1
952)12 = iﬁ and 952)23 = i9%2)137 with |9§2)13| = fixed.

Besides, (7.34) should be true.
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respectively whereas the right-hand sides correspond to a one- and a four-form respectively.
This makes all alarms ring: we are for the first time noting the wrongness of our approach.
Anyway, this should not be too shocking, since the title of the chapter already warned us.
The reader will need to bear with these nonsensical equations a bit longer: we still have more
to learn from them.

Let us now turn to the BPS equations to finish our analysis of the twisted bulk in the
presence of the new M2-brane. Topologically wisting the sourced Hitchin equations in (7.31),
(7.44) and (7.50) according to the prescription in (7.65) and (7.67) we get

D”p — 74 [AOM A3] _2iRe(75D20—(tOt)) Va =1,2,

2Z . : o —(TO O 787
| ‘ Z 12’“ (A Ai] = Zlm k[0, Ag]) — ins [0, o toD)], (7.87)
k=1

As a reminder, all the coefficients appearing above can be expressed solely in terms of the
coefficients of tables 1 and 2. We did so for 7 in (5.83) and for (74, 75) in (7.25). The reader
who is eager for more computation can use all (7.25), (7.38), (7.47) and (7.49) to express
all {k}’s above in this manner. However, what we want to do is consider the limit (7.82) in
these twisted, sourced Hitchin equations. To this aim, we first work out the two non-vanishing
terms on the right-hand sides. It is easy to see that the first one is

Re(’}’5b20'(t0t)) = Re(’yg,)Re(Dga(tOt)) - Im(*m)lm(f?ga(t‘)t)) — [Re(vs) — Im(7s)]dar2.

(7.88)
On the other hand, we have that
N2-1
(01, AR = [(1+ )dnrz, Ap] = i1 +0) Y faredfroARTE = Kbz Wk =1,2,3,
a,b,c=1
(7.89)

with 7° and fup. standing for the generators and structure constants of the gauge group
SU(N), respectively. Consequently, the second and last non-zero term is

Tm (r1,[5%°Y, Ag]) = Re(rkp)Im ([51D, A]) + Im(ky)Re([71, Ay))
— [Re(kg)Im(Ky) + Im (k) Re(Kk)]0r2- (7.90)

Unfortunately, the left-hand sides are not to work out smoothly in the wrong approach of
this chapter. Ideally, we would like to recognize them as the components of the differential
geometrical quantity (F — 741\ A A) but there are two difficulties that prevent us from
establishing such an identification. The first one is that the prefactors of the A commutator
terms do not match between the (a))- and the (a)-oriented equations. The second obstacle
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amounts to the appearance of the terms [A, As] in the (a3)-oriented equation. The resolution
to this situation is presented in the next chapter. For the time being and just momentarily,
let us ignore the aforementioned complications and claim that, when (7.82) is true, (7.87)
takes the form

F—yAnAl =0 F—yANA Sar2- 7.91

Y4 102 ) V4 Lo X OM2 ( )

Now comes the time to make some sense of the new M2-brane in figure 14. The fact is

that our bulk equations orthogonal to the M2-brane in (7.86) and (7.91) strongly resemble the

defining equations for a surface operator, see for example [13,14,65,71,72]. For concreteness,
let us reproduce (6.8) in [14]:

F—oAo=2madr, doxd=2mBdsAdk,  dad= 2170k, (7.92)

Here, K stands for an arbitrary knot, («a, 3, ) are parameters that characterize K, ds is a
line element along K and d is a delta function two-form that is Poincaré dual to K. On the
other hand, (F, ¢) are the field strength and the twisted scalar fields of a four-dimensional,
time-independent N = 4 Yang-Mills theory. It thus follows that simply identifying (fl, F, A)
in the left-hand sides of (7.86) and (7.91) with (A, F, ¢) in [14], we can reproduce the left-
hand sides above. The right-hand sides are clearly impossible to match, but the crux of the
matter is clear by now: we want to interpret the new M2-brane as a surface operator from the
point of view of the four-dimensional gauge theory. Further, we want this surface operator
to correctly implement any arbitrary knot in our setup. In the next chapter, we will discuss
surface operators and make the stated wishes come true by a suitable reorientation of the
new M2-brane. But, before doing so, it is instructive to quickly observe what the limit (7.82)
—the very same limit that brought our bulk equations so close to the defining equations for
surface operators— yields when implemented in the twisted boundary action (7.75).

Back to the boundary

The twisted boundary action that we derived in (7.75) contains two terms: a complexified
Chern-Simons term and an additional term. The limit (7.82) in which we wish to consider
the action (7.75) clearly leaves the Chern-Simons piece unaltered. However, it affects the
integrand of the extra piece in the following manner:

Re(y5D201)) = Re(qs)Re(Da0") — Tm(y5)Im (Dao ) — [Re(y5) — Tm(35)]d 2.
(7.93)
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Plugging the above in (7.75) and integrating over za, we see that in this case the topological
boundary theory is supplemented by

8|r?

2
27 Re(rs) ~ ()11 Y [ dedr Ao (7.94)
a=1

T—T LIYER
Let us verbalize the above, omitting prefactors. Consider the twisted connection A. Evaluate
it parallel to the M2-brane and integrate it in the corresponding plane. Finally, take its trace
in the adjoint representation. Surely enough, this rings a bell: this sounds exactly like a two-
dimensional generalization of a Wilson loop action, given by the holonomy of the connection
A around a knot K. Our suspicions seem to be further encouraged by the mismatch between
Opm2 and O that prevented us from mapping our bulk equations to the surface operator
definition (7.92). Indeed, if we could somehow replace dpr90 — dx in (7.93), we would have
obtained the boundary action to be exactly Chern-Simons in the presence of a Wilson loop.
We owe the connection between such an action and knot theory to [8]. There, it was shown
that, for the gauge group SU(2), the vacuum expectation value of the holonomy of the gauge
field around a knot K traced in the fundamental representation of SU(2) yields the Jones
polynomial. Other knot invariants follow from considering different ranks and irreps of the
gauge group.

So close yet so far! In the next chapter, we will see how one can easily fix the situation
and reach the picture we are but scratching with our fingers here.

In chapter 7 we have worked out in details a toy-model inclusion of knots in the M-
theoretical model (M,1) of chapter 2. Our incorrect approach helps build intuition on the
delicate issue of knot embedding, since we work in a simplified (albeit unrealistic) scenario
where explicit calculations are possible.
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Chapter 8: The correct realization of knots

As we advanced just a moment ago, our primary task in this chapter will be to make suitable
changes to the new M2-brane of figure 14 so as to be able to interpret it as a surface operator
from the four-dimensional gauge theory point of view. This should fix all the troubles we
were facing before, namely:

e The degree of the differential forms in the consistency conditions should match for left-
and right-hand sides.

e The sourced Hitchin equations should admit a rewriting of the form (7.91), for some
constant yy.

e All the above bulk equations should admit a unique and sensible map to the surface
operator defining equations (7.92), in an appropriate limit. A most interesting conse-
quence of establishing such a map would then be to obtain a supergravity interpretation
of the (a, /3, ) parameters that label any knot K.

e At the three-dimensional boundary, the surface-operator-M2-brane should then con-
tribute a Wilson loop term to the complexified Chern-Simons action.

It turns out that the task is not particularly thorny and simply amounts to a careful
reorientation of the new M2-brane in the previous chapter. Instead of along the spacetime
directions (¢, x1, 1;), an M2-brane that admits a surface-operator interpretation in X, must
be oriented along either (K, ¥, Z3) or (K, ¥, r). We shall here choose the first option. This
is schematically depicted in figure 15.

We shall begin our discussion in section 8.1 with a lightning overview of surface operators.
We shall then argue why an additional M2-brane in (M,1) along either (K, ¢, &3) or (K, 9, r)
constitutes a surface operator from a spacetime perspective. Afterwards, we will explain
where the two possibilities originate from and why the first one is a better choice in our case.
Once these basic aspects have been clarified, in section 8.2 we will resolve all the four items
listed above and bring this thesis to an end.
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New M2-brane

3-dimensional v This is oriented along (K € X, y, X,)
boundary X, >
Knot K
(t, x,, X,) 4-dimensional
spacetime X,

v

. Three-cycle X,
X3, 0., 1)

Yy

4 .
(8, X X,)

Tensionless M2-branes
They wrap the independent two-cycles and provide a non-
abelian enhancement: U(1) - SU(N)

Figure 15: To the configuration (M,1) we add a different new M2-brane. This time the new M2-
brane is oriented along (K, 1/;, Z3), where K stands for a one-dimensional knot in the X3 boundary.
As we will show, this M2-brane corresponds to a surface operator in the world-volume gauge theory
defined in X, and it appears as a Wilson loop in the boundary action of Xs.

8.1 What went wrong in chapter 77: Understanding surface operators

In general, field theories admit the definition of operators, that is, maps from one space of
physical states to another (or the same) such space. This is true for classical as well as for
quantum field theories. There are different ways to classify operators. Here, we want to focus
on four-dimensional gauge theories and introduce two classifications. On the one hand, one
can distinguish operators according to the co-dimension of their support. Co-dimension four
operators are the well-known local operators supported on a point that we usually consider in
field theory, starting at the textbook level. Co-dimension three operators are line operators,
such as the familiar Wilson and t’Hooft operators. Surface operators, also called surface
defects, are co-dimension two operators and are the relevant ones presently. Finally, it is also
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possible to have co-dimension one operators. An example that has recently gained plenty of
attention is that of domain walls. On the other hand, attending to their positive description,
it is customary to differentiate between electric and magnetic type of operators. Electric
operators are constructed directly from the fields, as an additional term in the action of
the field theory. Let the previously mentioned Wilson operator stand as an example. On
their part, magnetic operators require a modification on the space of fields in the theory for
their construction. For instance, consider t’Hooft operators, which are typically defined via a
change in the measure of the path integral formulation of the field theory. In general, surface
operators are magnetic, in the sense that they are introduced by requiring that the fields
present prescribed singularities on the support of these operators.

Just in the light of the above shallow overview, we can right away discard the M2-brane
of figure 14 as a surface operator in Xy: this is a co-dimension one object from the point of
view of the world-volume gauge theory! If we insist on converting it into one, we must begin
by at the very least “pushing” one of its “legs” out of X, and into the internal directions.
As pointed out in the beginning of section 7.1, in order to not break the supersymmetry of
the M-Theory model (M,1), the internal leg must be along either of the directions of the
three-cycle ¥3: (Z3, ¢1, 7). Of course, ¢ is a compact direction and hence is not suited to
host the surface-operator-M2-brane’s internal leg. We are thus left with the unbound, radial
directions (3, r) as feasible choices.

Exceptionally memorious and attentive readers may right away understand these two
possibilities from a four-dimensional perspective as well, even applaud our particular selection
of Z3 over r. In general, however, it bears repeating at this juncture where such freedom of
choice comes from after compactification. Briefly, we must recall the discussion after (5.35).
In more detail, in chapter 4 we derived the four-dimensional Lagrangian (4.143) associated
to (M,1). In chapter 5 we inferred the corresponding Hamiltonian by comparison to [54]. To
this aim, we singled out the scalar field Az —see (5.2). We could have equally well singled out
A,. Then, instead of (5.35) and (5.40), the most convenient gauge choice would have been
Ag = A, = 0. As a matter of fact, this latter gauge choice was explored in [1] and seen to
be equivalent to the one here considered, under an exchange of the roles played by the scalar
fields (Ajz, A). At present and in order to benefit from the explicit computations in the
previous chapters, it stands to reason that the internal leg for the surface-operator-M2-brane
is chosen along 3.

Coming now to the other two legs, we note that these are fixed if the aim of including
the new M2-brane is to realize knots in the configuration (M,1). By definition, a knot is an
embedding of a circle in three-dimensional Euclidean space. After a Wick rotation’, the
boundary X3 governed by a complex topological action is the suitable space to host the knot
K. Hence, we use one of the M2-brane’s legs as a knot K € X3. Then, the other leg must
be along the bulk direction 1. This explains the new M2-brane’s orientation in figure 15.

39Tn our time-independent gauge theory, this is a formal step rather than a practical one.
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It is important to note that such M2-brane is a co-dimension two object in Xy, as well
as in X3. Further, if we can indeed bring our BPS and consistency equations to the form
(7.92), this will provide an electric description of the object in Xy. This is very interesting
because, as noted a moment ago, surface operators are generally introduced magnetically in
the literature (for example, see [13,14]), which obscures their origin. In fact, we shall regard
this as one of the main results in the thesis: in the next and final section, we provide a
detailed account of the supergravity emergence of the surface operator in the world-volume
gauge theory.

8.2 Solving it all: the new M2-brane as a knot embedding surface operator

In this section, we will be able to use all the computations in chapter 7 as a basis from which
we can quickly infer the action, Hamiltonian, bulk equations and boundary action associated
to the M-theory configuration of figure 15. It is important to highlight why the present section
is the punch-line of the thesis. That in figure 15 is a concrete model for the study of knots
in an ultraviolet-complete physical context. The equations we shall state in this section lay
the foundations for future research in this direction, since they pave the way for the explicit
computation of knot invariants in a physics language. In a field as subtle and complex as
the intersection of knot and gauge theories, the advantages of having a concrete scheme for
calculations are not to be discarded too quickly. Note for example that our construction is
valid for a general gauge group SU(N), whereas most of the literature discusses only SU(2)
and little is known about the highly non-trivial generalization to a higher rank. In addition,
a process of quantization is natural in our approach and can potentially shed light into the
notion of quantum knots at the fundamental theoretical level.

Following the very same logic as that in section 7.1 before, it is easy to see that the four-
dimensional action associated to (M,1) in the presence of a new M2-brane along (K, 1, i3)
is effectively given by (4.143) under the replacements

Ay — AW = (A) + Ay, Yo =0,1,2,¢1,7, (8.1)

where all fluctuations (A,)’s depend on only spacetime coordinates and are oriented orthog-
onal to K in two-dimensional slices X9 which are parallel to X3 for all fixed values of the
bulk direction Q/NJ = 1/;0 > 0. That is, all (A;)’s are supported on two-dimensional subspaces
Xy C X4. The Hamiltonian is then (5.88) subject to the above replacements. Clearly, the
most convenient gauge choice is a suitable modification of (7.10) and (7.11) to the present
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scenario:
A = A5 = 0. (8.2)

To be able to focus on BPS configurations, we demand all fields be time-independent in the
following. We shall choose the coefficients of table 2 exactly as in chapter 7. In this case,
the difference between the configurations in figures 14 and 15 consists in considering (7.9) or
(8.1), respectively. Regarding the topological twist, we will adjust (7.65)-(7.67) to3!

X=) Xpdat,  Vx=A0A, (8.3)
w

where z# labels the spacetime directions and where

A, = z’Al(fOt), (®g, D1, P, D3) = i(P3, P1, P2, Az), (Ao, A1, Ao, Ag) = i(As, ¢1, 2, 3),
(8.4)

with A(Y) as in (8.1). In view of the detailed computations in chapter 7 —in particular
(7.75)—, it can be readily inferred that the twisted boundary action for the configuration in
figure 15 is

S0 o =10 CSp + f|i|TTr > / P [AaRe(%Dga(tOt))}, (8.5)
a=1
where for brevity we have defined
- - 2 . - -
CSDE/ TI“(AD/\dAD—f-gAD/\AD/\AD). (86)
X3

Here, the traces are taken in the adjoint representation of the gauge group SU(N), the
constants (7, ¥, 75) were defined in (5.83), (6.39) and (7.25), respectively and the field o(t°")
is as in (7.23). Regarding the Chern-Simons gauge field Ap and in analogy to section 6.3,
this is defined as a complexification of the usual gauge field:

Dig (8.7)

v

ADEA—F

with the constant D, fixed to make Ap compatible with N = 4 supersymmetry with half-
BPS boundary conditions. Turning to the bulk X4, the twisted consistency conditions in

31This is mostly for the convenience of the reader: a change from hatted to tilde fields is meant as a reminder
that we are presently dealing with a different, novel configuration that should not be confused with any prior
model.
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(7.78) now become

D1A2 - DQ[\I = 7Re(72D10(t0t) ’YQDQO'(tOt))
DoAs—Dgh, = _iRe(%Daa““)) Va = 1,2, (8.8)
o _ ~ 2i - -
DiAs + Doy + Dyhs = “Re(32D1510 + 75Dy,
V4
where the constants {7, 4} were defined in (7.25) and (7.38), respectively. Similarly, the

twisted BPS equations are given by a sourced Hitchin integrable system which is nothing but
an apt modification of (7.87):

F ’74[/1017]&3} == —QiRe(’y5D2g(tOt)) Yo = 17 2’
21|72 ) .
VAR Z oialAe. A = Zlm el 0, Ay)) — inslo ), o], 9
k=1

with the constants {x} given by (7.47) and (7.49).

In the following, we will bring all the above results to an enlightening form. That is,
to a differential geometrical form that makes explicit the connection of the configuration in
figure 15 to Knot Theory. The easiest way to do so is to start with the twisted consistency
requirements (8.8). As was the case with (7.78) before, the left-hand sides of the first two
lines above capture the different components of d AAv while the left-hand side in the last line
corresponds to the only component of d; * A, with the Hodge dual taken with respect to
the Euclidean space? labeled by (x1, 2, 1/?) As for the corresponding right-hand sides, the
observation we made after (7.79) remains true: (oc(), (°)) can be regarded as localized
fields, oriented within X4 but orthogonal to the new M2-brane in figure 15. That is, these
scalar fields behave as delta functions in any plane Xy labeled by (¢, z1, x2) and orthogonal
to K. Note that there exists one such plane for every fixed value 1])0 of the bulk coordinate
1;. Mathematically, we can say that

oot gltot) _y (g(te)y (5(oy o 5 Ve = by > 0. (8.10)

Note that dx is in this case a two-form supported on the two-dimensional knot complement
X, not a one-form as in (7.80). It follows immediately that

[6(tot)’ U(tot)] -0, Daa(tot)’ Da5(t0t) ~ Ok Vo =1,2. (8.11)

32The spacetime X, is Minkowskian since the approximation (5.77).
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In particular, we wish to consider the very special limit when
Dao™) Dot - (14+4)6x  Ya=1,2. (8.12)

This limit acts like a restriction map in the sense that it is such that dx takes values in the
Lie algebra t of the maximal torus T of the gauge group:

ok =Y 6kU°, Sk et, U'eTCSUN). (8.13)

As can be inferred from our computations in (7.79)-(7.85), the above limit allows us to rewrite
(8.8) in precisely the form we were wishing for:
. . 2 X N
dAA‘ = 0, dAA’ = —[Re(’yg —")/2) —Im(’)/g —72)}5](,
2 Em (8.14)
dA * A = i [Re('yg + :)/2) — Im(’)/Q + ﬁg)]dl Aok,

where dl stands for a one-form along K that measures its line element. Let us clarify notation,
since these are some of the most relevant equations in the entire thesis. Evaluation orthogonal
to K means we only consider terms proportional to either (A;) or (Ay), both defined in Xo.
This is because such fluctuations are orthogonal to the new M2-brane of figure 15 in exactly
the same sense as that in (8.10) for the case of the scalar fields (7, ¢(*)). Conversely,
when we evaluate parallel to the knot we are left with all the terms that do not involve neither
<f~11> nor <f~12> Notice that powers of these fluctuations vanish, so these two options exhaust
all the terms in the consistency conditions. It is worth mentioning that the degrees of all
differential forms above are perfectly coherent, which implies we have just fulfilled the first
of the objectives stated at the beginning of this chapter 8.

This is certainly encouraging, but not enough to allow us to identify the reoriented M2-
brane as a knot embedding surface operator in our gauge theory. Hence, let us proceed
towards establishing this fact. We shall now focus on the limit (8.12) of the BPS Hitchin
equations in (8.9). First of all, we should note that this limit only applies for fixed values of the
bulk coordinate: ¥ = 1y > 0. This means that, for all @« =1, 2, the (oa[))—oriented equations
in (8.9) become trivially satisfied in this case (i.e. they yield 0 = 0). Conversely, their (12)-
oriented counterpart does admit the consideration of the limit (8.12). In differential geometric
language, (8.3) and (8.4) tell us Az is associated to the differential d¢). Consequently, there
is no contribution from this component to the limit we seek. No other subtlety applies and,
in view of our earlier calculations in (7.88)-(7.90), it is easy to infer the following result:

2
Pk EE > [Re(rx)Im(Ky) + Im (kg )Re(Ky )0k, (8.15)
k=1

il

F—-KAAA

\1
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where K, was defined in (7.89) for all k£ = 1, 2 and we have introduced the new constant

~ 1 T—T
K =240, /W' (8.16)

The above is of the desired form in (7.91) and consequently we can consider achieved the
second of the objectives stated at the beginning of this chapter 8.

The third objective we set for ourselves was to be able to determine a meaningful single
map from our bulk equations (8.14) and (8.15) to the surface operator defining equations
(7.92). This is not too complicated and essentially boils down to establishing the coefficient
identifications

. _ 2
a® E;T\/ﬂ; [Re(kx)Im(Ky) + Im(kg)Re(Ky) U, (8.17)
VK

=

. _iVEK ) o
g = [Re(y2 + 52) — Im(y2 +32)|]U%, v
Y4 Y4

[Re(v2 — 52) — Im(y2 — 42)| U,
so that our twisted fields (fl, N = \/I%/N\) can be recognized as (A, ¢) in (7.92). Explicitly,

F—ANAN

=2radk, dA*A/ZQﬂ'ﬂdl/\(gK, dAA/

=270k, (8.18)

1K 1K

where we have omitted the color indices. These equations are truly important in the context
of Knot Theory, since their moduli space is known to encode multiple knot invariants. For
example, see [73,74] for mathematical references and [14,75] for more physics oriented ones.
Perhaps at this point we should highlight the work of A. Shende as a whole, which makes
him one of the leading figures equating algebra-geometric invariants associated to equations
like (8.18) with topological invariants of knots. At this stage, we can make further sense of
(8.13). Viewing the moduli space of (8.18) —away from the singularities generated by K—
as the space of flat complex connections, the requirement (8.13) ensures that we consider
the maximal compact and connected component of such connections. It is precisely in this
subspace that the knot invariants are defined [62].

It bears emphasizing that (8.17) provides a supergravity interpretation to the Lie-algebra
valued parameters (a®, 8%, v*) labeling the surface operator. This is because all the right-
hand sides there can be explicitly traced to the parameters appearing in the Hamiltonian
(5.88) and summarized in table 1. As there noted, all these coefficients are defined as cer-
tain integrals of the warp factors (2.2) and constant dilaton (4.5) that characterize the M-
Theoretical model (M,1).

At this stage, the bulk equations have demonstrated that we can indeed regard the new
M2-brane of figure 15 as a surface operator after compactification from eleven to four di-
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mensions. It is important to call the reader’s attention to the fact that, contrary to the
overwhelming majority of the literature (starting with the pioneering mathematical refer-
ence [76] and all the way to the most recent physical works such as [65] or [72]), we have
here introduced surface operators in an electric formulation, thus exploiting the Hamiltonian
formalism developed in parts I and II. The equivalent magnetic description would consist of
considering the bulk equations of part II, when no surface-operator-M2-brane was present in
model (M,1) and postulating the twisted fields present singularities of the form

A=adi+..., A:ﬁ@—ydw... (8.19)
T

in the planes X5 orthogonal to the surface operator, which are here being parametrized
by polar coordinates (r, 8). The ellipses stand for other possible, less singular terms. Al-
though correct, the magnetic description would not have shed any light on the origin of the
singularity-producing surface operator. It would also not have allowed for a rewriting of its
defining parameters («, 3, 7) in terms of supergravity quantities as in (8.17). In our opinion,
this is one of the most appealing features of our construction: it allows for an easy to grasp,
almost tangible manner to introduce surface operators in the Hitchin system that minimizes
the energy of N'= 4 Yang-Mills BPS states.

The only task left is to demonstrate that the “knot-leg” of the surface-operator-M2-brane
in figure 15 correctly incorporates any knot K in the boundary X3, as expected. In other
words, we must check the fourth and last goal in the beginning of chapter 8. To this aim,
we must consider the action (8.5) and show that, in the limit (8.12), the second term is
nothing but the trace of the twisted gauge field transported along K. Based on our earlier
calculations (7.93) and (7.94), this is rather straightforward. Rather unsurprisingly at this
stage, the result is given by the desired integral:

2 2 ~ 2 ) )
8|T|_ [Re(7s) — Im(vg))]TrZ/d?’x A0k o TrZ/d3:E A, = Trj{ A. (8.20)
T—T K
a=1 a=1 ||K
Hence, the twisted boundary action is
SO 87/? i
Sbnd,tot =1 CSp + 7 [Re(7s) — Im(vs)]Tr P (8.21)

with C'Sp defined in (8.6).

Much like the bulk equations (8.18) before, the above boundary action is also source to
diverse knot invariants. In fact, bulk and boundary are intimately related, beyond stem-
ming from the same Hamiltonian in our particular construction. The last issue we would
like to call the reader’s attention to is precisely this bulk-boundary interrelation. In the
case where no new M2-brane is present in (M,1), it is well-known that the (bulk) Hitchin
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equations can be rewritten in the language of Morse Theory. In this way, their relation to
the complexified Chern-Simons (boundary) action becomes apparent [15]. The interested
reader can find a concise yet clear review of this claim in section 5.3.2 of [14], for instance.
More concretely, regarding the complexified Chern-Simons functional as a Morse function,
its Morse flow equation is equivalent to the Hitchin integrable system, for a suitable choice
of metric. Consequently, we expect the sourced Hitchin equations we obtained in (8.18) to
be expressible as the Morse flow equation associated to regarding the boundary functional
(8.21) as a Morse function, for some appropriate metric.

In chapter 8 we have shown how knots are to be embedded in the M-theoretical model
(M,1) of chapter 2: one must include a carefully oriented M2-brane state in (M,1), with one
of its legs in the form of a knot. We have then repeated the analysis performed for (M,1) in
chapters 4-6, but taking into account the effect of the knot-embedding M2-brane. Namely, we
have obtained the eleven-dimensional low energy limit supergravity action for this M-theory
configuration, reduced it to four dimensions, Legendre transformed it into a Hamiltonian,
minimized the energy of the Hamiltonian for static configurations of the fields in the axial
gauge thereby obtaining a three-dimensional boundary action and we have performed a topo-
logical twist. In the four-dimensional spacetime, we thus obtain BPS equations that are given
by a sourced Hitchin integrable system (8.18) that defines surface operators and that is known
to encode multiple knot invariants (for example, see [72]). In the three-dimensional space-
time, we recover the topological Chern-Simons action, together with a Wilson loop term. As
shown in the seminal work [8], such action is also known to capture various knot invariants.
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Chapter 9: Summary, conclusions and outlook

In the first part I of the thesis, we have constructed two M-Theory models: (M,1) and (M,5).
They have both been obtained from the D3-NS5 system in type IIB String Theory considered
in [14] by means of well-defined chains of dualities and modifications. As depicted in figure
1, (M,1) has been proven to be dual to the aforementioned system in [14], while (M,5) has
been argued to be dual to the resolved conifold with fluxes in [11]. An apparent indication
of the seeming unrelatedness between our models —and hence between [14] and [11]— is their
supersymmetry: A = 2 for (M,1) and A/ = 1 in the case of (M,5). However, we have been
able to trace all dissimilarities to a difference in the orientation of an NS5-brane in a dual type
IIB picture: compare figures 2B and 3B. We have thus showed that, although distinct, [14]
and [11] are intimately related, much more than one would suspect a priori.

In the second part II, we have derived and studied in depth the world-volume gauge theory
of (M,1). This gauge theory is defined in the four-dimensional spacetime X4. In chapter 4,
we have obtained its action. In chapter 5 we have written the corresponding Hamiltonian in a
particularly enlightening form: as a sum of squared terms, plus contributions from the three-
dimensional boundary X3 C X4. We have then minimized the bulk energy by setting each
squared term to zero independently. For static configurations of the fields, we have thus found
BPS conditions that match the “localization equations” of [14,15,61], which were obtained
via elaborate techniques of localization of certain path integrals. This correspondence implies
that our approach reproduces all the results in [14], but in a much simpler formalism. Further,
our construction has enabled us to map all the parameters in [14] to variables of the low energy
limit of (M,1). In this manner, we have been able to give a supergravity interpretation to all
the findings in [14].

In the last chapter 6 of part II, we have focused on the boundary theory. We have shown
that, upon a topological twist, a complexified Chern-Simons action captures the physics in
X3. Additionally, we have obtained the appropriate half-BPS boundary conditions for all
the fields, which ensure that the theory in X4 as a whole is indeed N/ = 2 supersymmetric.
It follows that the space X3 has all required features to host knots. In other words, after
Euclideanization, knots can consistently be embedded in X3 and studied in the framework
of the previously described world-volume gauge theory.

The last part III of the thesis has been devoted to precisely the incorporation of an
arbitrary knot K in Xj. Specifically, we have included a carefully oriented, knot embedding
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M2-brane state in (M,1). The M2-brane has led to the presence of sources in the localization
equations in X4, while it has contributed a novel term to the topological action governing
X3. After twisting and in a certain, well-defined limit, the bulk equations have been shown to
reproduce the surface operator defining relations, supported on a two-dimensional subspace
X9 C X4 orthogonal to the M2-brane state. In the very same limit, we have been able to
understand the extra term in the boundary action as a Wilson loop around K. Both the
surface operator bulk equations and the complexified Chern-Simons action in the presence
of a Wilson loop in the boundary are known to encode a wide variety of knot invariants.
Additionally, it is most reasonable to conjecture that we should be able to relate them to one
another using Morse Theory. A particularly noteworthy merit of our model in this part is
having provided an electric description of the surface-operator-M2-brane.

There are many interesting future directions. In fact and as pointed out in the preface,
the two references on which the present thesis is based, namely [1,2], form the first volume
in a series of papers to appear that will attempt to cover a good deal of them. We are partic-
ularly captivated by explicit computations of knot invariants. On the one hand, turning our
attention to model (M,5), we see that most of the analysis is pending. Most notoriously, the
details on its connection to [11] through a flop transition, the derivation of its pertinent four-
dimensional gauge theory and the suitable embedding of knots in it. Once this is done, a wide
range of possibilities unfolds. Two such are the computation of HOMFLY-PT polynomials,
along the lines of [77] and the study of A-polynomials, as in [16].

On the other hand, we have not yet exploited most of the immense potential of model
(M,1) and its world-volume gauge theory. Although it was not included here, section 3.3 in [1]
computes the linking number of any arbitrary knot in the abelian version of the configuration
in figure 15. In chapter 8 of the thesis, we have worked out the corresponding non-abelian
extension, so we are ready to attempt the derivation of more challenging knot invariants from
(M,1). The first one in mind is the A-polynomial. What is more, we conjecture that in our
model the zero locus of the surface operator equations (8.18) is itself the A-polynomial of
whatever knot K one embeds in the boundary Xs3. An easy way to motivate our conjecture
is, for example, by comparison to the Simple Harmonic Oscillator toy model discussed in [78].
Remarkably, we are exceptionally well-equipped for this goal, since we work in a framework
with a generic gauge group SU(N), while the vast majority of the physics oriented literature
restricts attention to the SU(2) case.

Given a Hamiltonian and its classical equations of motion, any physicist will surely think
of quantization as a logical next-step. We are no exception and quantization is one of the
crucial topics we would like explore in the sequel(s) to [1,2]. In the quantum realm, the
connection to knot invariants becomes even more appealing. For concreteness, let us mention
our favorite first candidate, Khovanov homology. Khovanov homology arises naturally from
a four-dimensional gauge theory in the presence of surface operators, just like ours. It is
particularly interesting to note that Khovanov’s invariants categorify the all-famous Jones
polynomial and are stronger than it when addressing the knot classification problem [79]. In
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fact, the puzzle of why the coefficients of the Jones and related polynomials should be integers
was resolved in the pioneering work [80], in terms of Khovanov homology. What is more,
following indications in [12], Witten argues [14] that Khovanov homology should appear as
observables in a four-dimensional Topological Quantum Field Theory, in a higher dimensional
analogue to the Jones polynomial case in three-dimensional Chern-Simons theory. It would
certainly be a most significant result to confirm this hypothesis in our model.

Besides the captivating but demanding goal of calculating knot invariants, the model pre-
sented in this thesis offers other lush possibilities. One on which we have already made some
progress consists in further exploiting the brane configurations in part I. We are presently
trying to figure out the exact modifications one would need at the String Theory level so as
to extend our construction and include a direct connection to Seiberg-Witten theory [17,18]
and to Theories of Class S [19,20], at least to the subset of such theories that admits a
Lagrangian description. On the other hand, we have shown that the bosonic sector of the
world-volume gauge theory explored in part II captures a wide range of mathematical and
physical results in a unifying, simple and ultraviolet-complete formalism. It is then natural
to speculate that a careful investigation of its fermionic sector is likely to yield interesting
results as well. Finally and as already mentioned at the end of part III, we would like to
better understand the relation between the boundary action and the bulk equations of the
configuration in figure 15. That is, we would like to establish the precise Morse flow equation
relating them both, following the prescription in [15].
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