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Résumé xv

Statement of Originality xvii

Acknowledgments xix

Abbreviations and Symbols xx

1 Introduction 1

2 Theory of Electronic Structure 7
2.1 The Born-Oppenheimer approximation . . . . . . . . . . . . . . . . . 7
2.2 Density functional theory . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.1 The Hohenberg-Kohn(HK) theorem . . . . . . . . . . . . . . . 9
2.2.2 The Kohn-Sham equation . . . . . . . . . . . . . . . . . . . . 10
2.2.3 Exchange-correlation energy functionals . . . . . . . . . . . . 14
2.2.4 Numerical implementation of DFT . . . . . . . . . . . . . . . 19

3 Quantum transport theory 27
3.1 The Landauer quantum transport theory . . . . . . . . . . . . . . . . 28
3.2 The non-equilibrium Green’s function theory . . . . . . . . . . . . . . 30

3.2.1 NEGF and Landauer theory . . . . . . . . . . . . . . . . . . . 31
3.2.2 Construction of nonequilbrium charge density . . . . . . . . . 33

3.3 Implementation of the NEGF theory . . . . . . . . . . . . . . . . . . 36
3.3.1 Two-probe model . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.2 2-D Brillouin zone sampling . . . . . . . . . . . . . . . . . . . 38
3.3.3 Self-energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.4 Contour integration . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.5 The NEGF-DFT approach . . . . . . . . . . . . . . . . . . . . 40

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4 Tunnel Magnetoresistance of molecular wires 43
4.1 Introduction to spintronics . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Tunnel Magnetoresistance . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Experimental and theoretical background . . . . . . . . . . . . . . . . 48
4.4 Calculation details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.5 Calculation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.5.1 Analysis of spin injection . . . . . . . . . . . . . . . . . . . . . 57
4.5.2 Spin polarized current and TMR . . . . . . . . . . . . . . . . 58

4.6 Summary and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . 61

v



vi Contents

5 Transport in molecular wires: the role of contacts 63
5.1 The Au/BDT/Au: background . . . . . . . . . . . . . . . . . . . . . 66

5.1.1 Experimental measurements . . . . . . . . . . . . . . . . . . . 66
5.1.2 Theoretical analysis . . . . . . . . . . . . . . . . . . . . . . . . 68

5.2 Calculation of the Au/BDT/Au junction . . . . . . . . . . . . . . . . 71
5.2.1 Total energy structural relaxation . . . . . . . . . . . . . . . . 71
5.2.2 Junction breakdown force . . . . . . . . . . . . . . . . . . . . 74
5.2.3 Bond Energies . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.2.4 Conductance . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.5 Scattering states . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.3 Charged systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3.1 Two charged models . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.2 Conductances . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.4 Other molecular junctions . . . . . . . . . . . . . . . . . . . . . . . . 92
5.4.1 Total energy and conductance . . . . . . . . . . . . . . . . . . 94

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6 Summary 101

Appendices 105

A Pseudopotential generation 105
A.1 General procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
A.2 Non-linear Core corrections . . . . . . . . . . . . . . . . . . . . . . . 106
A.3 Non-local pseudo potential . . . . . . . . . . . . . . . . . . . . . . . . 107
A.4 Kleinman-Bylander non-local pseudo-potential . . . . . . . . . . . . . 108
A.5 Tips for pseudo potential generation . . . . . . . . . . . . . . . . . . 108

B LCAO basis set 109
B.1 Data of benchmark calculation . . . . . . . . . . . . . . . . . . . . . . 109
B.2 Basis optimization with constructed cost function . . . . . . . . . . . 110

References 117



List of Figures

2.1 Schematic diagram of self-consistent loop for DFT calculation. . . . . 14

2.2 Schematic diagram of boundary conditions.(a) Dirichlet boundary con-
dition for isolated systems such as free molecules. (b)Periodic bound-
ary condition for periodic systems, the idea of supercell is also shown
here using an example of the adsorption of benzene-dithiol(BDT) on
Au(111) surface, a system studied in this thesis. . . . . . . . . . . . 21

2.3 Schematic diagram of a pseudopotential. The wave function (ψAE)
calculated in the Coulomb potential (V AE) of the nucleus (red) is com-
pared to the pseudo wave function (ψPP ) calculated in the pseudopo-
tential (V PP ) (blue). Beyond the chosen cutoff radius rc, both the
pseudo wave function and pseudopotentials should be identical to the
all-electron ones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.1 Electrons propagating from the left contact suffer some elastic scatter-
ing. T is the transmission probability for the electron to traverse the
system. The electrochemical potential in the two electron reservoirs
are µL and µR (assuming µL > µR), respectively. L is the length of the
scattering region of the device. . . . . . . . . . . . . . . . . . . . . . . 29

3.2 Schematic diagram of a two-probe device model with periodic bound-
ary conditions applied in the x-y directions. A molecule with four buffer
layers in the central scattering region is sandwiched by two semi-infinite
slabs. A bulk boundary condition is also applied at the boundary of
the central region in the transport direction (z) for calculating the elec-
tronic potential self-consistently. The bulk properties of the leads are
calculated with DFT. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3 Closed contour at finite temperature. For: L ([∞+ i∆, µL − σ+ i∆]),
C, [−∞ + i0+, ∞ + i0+] and [∞ + i0+,∞ + i∆], the poles (black
dots) due to Fermi distribution function are enclosed, they are at zn =
i(2n + 1)πKT , and n is an integer 0, 1, 2 · · ·. EB is the bottom of the
valence bands.[1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.4 Schematic diagram of the self-consistent loop in the NEGF-DFT method. 42

4.1 Schematic illustration of a typical TMR device: an insulator or molec-
ular layer sandwiched by two ferromagnetic leads. (a) Parallel (PC)
and (c) antiparallel configurations (APC) of spin polarization in the
left/right ferromagnetic leads. The corresponding spin-resolved density
of the states in ferromagnetic metals are also shown in (b) and (d), in
which the blue block represents the minority-spin subband while the
red block is the majority-spin subband. . . . . . . . . . . . . . . . . . 46

vii



viii List of Figures

4.2 Schematic diagram of the device(Ni/octanethiolate/Ni junctions). The
scattering central region consists of octanethiolate molecules and four
Ni(100) buffer layers connected to each side of the molecules. As shown,
the structure is asymmetric. . . . . . . . . . . . . . . . . . . . . . . . 50

4.3 Convergence of Green’s function with respect to size of k-mesh. Ver-
tical axis: error≡ Tr(|Gr|)/Tr(|Gr(2562k-mesh)|) − 1. For 96 × 96 or
greater k-mesh, the result converges. . . . . . . . . . . . . . . . . . . 51

4.4 (a)-(d): Zero bias transmission coefficient at Ef in the 2D Brillouin
zone. (a) Spin-up channel for PC; (b) spin-down for PC; (c) spin-up
for APC; (d) spin-down for APC. Note the different transmission scales
indicated by the vertical bar. (e) and (f): Number of incoming channels
in the Ni-lead at Ef in 2D BZ. Note spin-up electron is majority carrier
but has less DOS at Ef . For this reason the number of conducting
channel of spin-up, (e), is less than that of spin-down, (f). . . . . . . 53

4.5 (a)k1 for spin up of PC, T = 1.1 × 10−3 (b)k2 for spin up of PC,
T = 1.02×10−4 (c)k1 for spin down of PC, T = 8.7×10−3 (d)k2 for spin
down of PC, T = 6.3× 10−4 (e)k1 for spin up of APC, T = 3.8× 10−3

(f)k2 for spin up of APC, T = 2.5× 10−4 (g)k1 for spin down of APC,
T = 1.2 × 10−3 (h)k2 for spin down of APC, T = 1.9 × 10−4 . . . . . 55

4.6 I-V curves (right axis) and voltage dependence of TMR (left axis). The
solid line with diamond (red) and solid-dot (green) are I-V curves for
PC and APC. The TMR-V curve (blue line with solid-star) peaks at
−20mV with 33% and decays to zero at −200mV and +120mV. . . . 58

4.7 The four panels are total transmission T (E) versus energy E for PC
(solid blue line) and APC (dashed red) for four different Vb. The differ-
ence of PC and APC transmission within the energy window (marked
by two dotted vertical lines) reduces for increasing |Vb|. Inset in (b):
DOS of the Ni leads. . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.8 The bias-dependent magnetic moment(= Charge↑ − Charge↓) in sul-
phur atom of Ni/alkanethiolate/Ni junction for parallel configuration.
It shows the proximity effect to the magnetic leads. . . . . . . . . . . 61

5.1 Top view of the configuration of BDT adsorption to the Au(111) sur-
face. (a) BDT attaches to the surface via the Au adatom. (b) BDT
attaches to the surface directly while a Au adatom is also on the surface
but sitting aside. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2 Top views of examples for (a) parallel and (b) perpendicular configura-
tions. (c) Four positions of H have been considered for each configura-
tion at several orientations: (A) is for non-dissociated H; (B,C,D) are
for dissociated H which attaches to the (B) ad-atom , (C) the surface
, or (D) escapes into vacuum forming an H2 molecule. . . . . . . . . 72



List of Figures ix

5.3 Fully relaxed configurations for H-non-dissociative junctions: (a) at L
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Abstract

In this thesis, we report theoretical investigations of nonlinear and nonequilibrium

quantum electronic transport properties of molecular transport junctions from atom-

istic first principles. The aim is to seek not only qualitative but also quantitative

understanding of the corresponding experimental data. At present, the challenges

to quantitative theoretical work in molecular electronics include two most important

questions: (i) what is the proper atomic model for the experimental devices? (ii) how

to accurately determine quantum transport properties without any phenomenologi-

cal parameters? Our research is centered on these questions. We have systematically

calculated atomic structures of the molecular transport junctions by performing total

energy structural relaxation using density functional theory (DFT). Our quantum

transport calculations were carried out by implementing DFT within the framework

of Keldysh non-equilibrium Green’s functions (NEGF). The calculated data are di-

rectly compared with the corresponding experimental measurements. Our general

conclusion is that quantitative comparison with experimental data can be made if

the device contacts are correctly determined.

We calculated properties of nonequilibrium spin injection from Ni contacts to

octane-thiolate films which form a molecular spintronic system. The first principles

results allow us to establish a clear physical picture of how spins are injected from

the Ni contacts through the Ni-molecule linkage to the molecule, why tunnel mag-

netoresistance is rapidly reduced by the applied bias in an asymmetric manner, and

to what extent ab initio transport theory can make quantitative comparisons to the

corresponding experimental data. We found that extremely careful sampling of the

two-dimensional Brillouin zone of the Ni surface is crucial for accurate results in such

a spintronic system.

We investigated the role of contact formation and its resulting structures to quan-

tum transport in several molecular wires and show that interface contacts critically

control charge conduction. It was found, for Au/BDT/Au junctions, the H atom in

-SH groups energetically prefers to be non-dissociative after the contact formation,

which was supported by comparison between computed and measured break-down

forces and bonding energies. The H-non-dissociated (HND) junctions give equilibrium

conductances from 0.054G0 (equilibrium structure) to 0.020G0 (stretched structure)

which is within a factor of 2-5 of the measured data. On the other hand, for all H-

xiii
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dissociated contact structures - which were the assumed structures in the literature,

the conductance is at least more than an order of magnitude larger that the exper-

imental value. The HND-model significantly narrows down the theory/experiment

discrepancy. Finally, a by-product of this work is a comprehensive pseudopotential

and atomic orbital basis set database that has been carefully calibrated and can be

used by the DFT community at large.



Résumé

Cette thèse présentera nos recherches théoriques sur les propriétés quantiques de

transport électronique des jonctions de transport moléculaire. Cette analyse a été ef-

fectuée à l’aide de méthodes ab initio atomiques qui sont valides dans les régimes non-

linéaire et hors-équilibre. L’objectif est de rechercher non seulement une compréhension

qualitative des données expérimentales mais aussi quantitative. Les deux ques-

tions les plus importantes quant au travail théorique en électronique moléculaire

sont: (i) quel est le bon modèle atomique pour simuler les dispositifs expérimentaux?

(ii) comment déterminer avec précision les propriétés de transport quantique sans

l’utilisation de paramètres phénoménologiques? Nos recherches sont centrées sur ces

questions. Nous avons systématiquement calculé les structures atomiques de jonc-

tions moléculaires en effectuant la relaxation structurelle dans le cadre de la théorie

de la fonctionnelle de la densité (DFT). Les calculs de transport quantique ont été

reáliseś en combinant la DFT avec les fonctions de Green hors-équilibre de Keldysh

(NEGF). Les calculs sont directement comparés aux données expérimentales corre-

spondantes. Notre conclusion générale est qu’un accord quantitatif entre les valeurs

théoriques et empiriques est possible si la structure atomique du contact est correcte-

ment déterminée.

Nous avons calculé les propriétés hors-équilibre d’injection de spin à travers un

film d’octane-thiole en contact avec des électrodes en Ni, formant ainsi un système

spintronique moléculaire. Les résultats obtenus par premiers principes nous four-

nissent une compréhension claire sur la façon dont les spins sont injectés à partir

des électrodes en Ni à la molécule par la liaison Ni-molécule. De plus, nous ex-

pliquons pourquoi la magnéto-résistance à effet tunnel décrôıt rapidement avec une

augmentation du potentiel électrique, et ce, de manière asymétrique. Finalement,

nous démontrons que la théorie ab initio du transport électronique est en mesure

d’effectuer des comparaisons quantitatives avec les données expérimentales. Nous

avons constaté qu’un échantillonnage minutieux de la zone de Brillouin 2D de la

surface du Ni est crucial afin d’obtenir des résultats précis dans un tel système spin-

tronique.

Nous avons étudié le rôle de la formation du contact, ainsi que la structure atom-

ique associée sur l’influence du transport quantique dans le cas de plusieurs jonctions

moléculaires. Nous démontrons que l’interface reliant les électrodes aux molécules

xv
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contrôle très sensiblement la conduction de charge. Il a été trouvé, pour les jonctions

Au/BDT/Au, que l’atome d’hydrogène dans les groupes -SH préfère énergétiquement

la non-dissociation après la formation du contact. En effet, ceci a été corroboré

par la comparaison entre les donnéees calculées et mesurées des forces de rupture et

des énergies de liaison. Les jonctions avec l’hydrogène non-dissocié (HND) donnent

des valeurs de conductances à l’équilibre de 0.054G0 (structure d’équilibre) à 0.020G0

(structure étirée). Ces valeurs sont à l’intérieur d’un facteur de 2-5 aux données

expérimentales actuelles. D’autre part, toutes les structures de contact H-dissociées

— qui ont été les structures supposées dans la littérature — résultent en des valeurs

de conductances calculées au moins un ordre de grandeur plus élevé que les valeurs

empiriques. Le modèle HND réduit de manière significative l’écart entre la théorie

et les expériences. Pour terminer, une conséquence de ce travail est le regroupement

d’une base de données complète incluant des pseudo-potentiels et des orbitales atom-

iques. Celle-ci a été soigneusement calibrée et est disponible à toute la communauté

DFT.



Statement of Originality

In this thesis, we investigated the transport properties of various molecular devices

by state-of-the-art first-principles techniques. Specifically, my main contributions to

these studies include:

• I developed a number of computational methods and software calculator mod-

ules for the NEGF-DFT quantum transport packages matdcal (matlab-based

Device Calculator) and nanodcal (nanoelectronic device calculator), which in-

clude basis function optimization, massive adaptive k-sampling, and GGA func-

tionals for nonequilibrium quantum transport.

• I invented and investigated various optimization target functions and used them

to develop a comprehensive optimized pseudo-potential and atomic basis sets

across the entire periodic table (over 70 elements). This database allows us

to achieve very accurate LCAO DFT calculations that are comparable to large

basis set methods such as planewaves. This database is now the best and most

complete in the literature regarding LCAO DFT computation.

• I investigated spin injection in Ni/octane-thiolate/Ni molecular spintronic sys-

tem. In this work, I carried out the entire calculation, solved all the technical

difficulties, and discovered the microscopic physics that control the spin injec-

tion.

• I discovered the hydrogen non-dissociative (HND) Au-SH bonding structure

through systematic investigations on total-energy, junction break-down force

and bond energies. The HND-model drastically narrowed down the discrepancy

of theory-experiment conductance in Au/BDT/Au junctions by at least an order

of magnitude. It also serves a further confirmation on the validity of the NEGF-

DFT formalism for molecular electronics.

• I implemented the ionic pseudo-potential and its associated basis sets for calcu-

lating charged systems. To the best of my knowledge, the problem of interface

charging was investigated for the first time in the literature for quantum trans-

port from atomic first principles.
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• I developed a comprehensive method to estimate the transport junction me-

chanical break-down force. Two models were developed and investigated that

provide the range of the forces.

• I developed a standard procedure that allows systematic calculations of elec-

tronic transport properties in molecular junctions. Using this procedure, I in-

vestigated many molecular junctions which allowed to abstract a conceptual

quantity named “electronic stability” for molecular junctions as a measure of

metal-molecule bonding for charge transport.
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Introduction

Fifty years ago, Nobel laureate Prof. Richard P. Feynman gave a visionary talk

entitled “There’s Plenty of Room at the Bottom”[3]. He foresaw there to be an

“... invitation to enter a new field of physics”. Today, this new field is known

as nano-science. Indeed, fifty years later, tremendous research and development in

nano-science are making some of his ideas a reality. In physics, one can very precisely

predict the dynamics of a small number of particles such as the motion of electrons

in a hydrogen atom ; or understand the macroscopic assembly of ∼ 1023 particles

by statistical mechanics. Our ability to make quantitative predictions for systems

not too small yet not macroscopic,i.e., systems in the nano- and mesoscopic scales,

is actually rather limited. In a way, Feynman’s vision was related to the complex

dynamics of charge carries in nanoscale structures.

This thesis is concerned with theoretical efforts of electronic transport through

nanoscale contacts. Particularly, I shall focus on the metal-molecule contacts. Our

work strongly suggested that these contacts play crucial and, in some cases, dominat-

ing roles for the interesting endeavor of molecular electronics. Molecular electronics

envisions the use of individual molecules for electronics applications[4]. Understand-

ing molecular electronics is challenging because it requires a combined effort from

physics, chemistry, materials science and electrical engineering. Charge and spin

quantum transport in molecular electronics is strongly coupled to the microscopic

physics and chemistry of the molecules. From a practical point of view, even though

molecular electronics may not be able to replace solid-state switching devices such

as the field effect transistors in computer chips, molecular electronics can be quite

1
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useful for applications in ultra-sensitive bio-sensors[5], molecular thin film photo-

voltaic devices[6], smart materials[7], and molecule-solid hybrid devices[8]. As many

new artificial molecules are being synthesized, exploiting molecules for electronics has

become a very active field of interdisciplinary research.

Research and developments in molecular electronics are also important and useful

for investigating conventional semiconductor electronics. In 2010, the channel feature

in commercially available transistors has reached 32 nm which is about the length of

120 metal atoms lined in a row. At such an ultra small length scale, the semicon-

ductor material can no longer be considered as continuous but must be treated as

discrete atomistic entities. Quantum transport theory for such atomic sized mate-

rials is essentially the same, apart from some chemical issues, as that for molecular

electronics. In fact, the theoretical formalism and computational method we use and

extend in this thesis can be equally well applied to both molecular electronics and

semiconductor nanoelectronics. Furthermore, in addition to its electrical properties,

molecular electronics also have rich properties in many other aspects including prop-

erties suitable for optoelectronics, spintronics, thermoelectricity, electro-mechanics

and molecular recognition[9]. It is these versatile and interesting properties that have

drawn a broad interest in the past decade from physics, chemistry, materials science

and electrical engineering[10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22].

The concept of molecular electronics was first introduced in 1974 by Mark Ratner

and Ari Aviram where they theoretically analyzed the properties of a single molecule

electric rectifier[4]. However, experimental measurements of the transport charac-

teristics of individual molecules require the development of techniques that can con-

trol molecular-scale electrical contacts. This turned out to be extremely difficult to

achieve even today. In 1997, Mark Reed and co-workers published[23], to the best of

my knowledge, the first experimental conductance measurement of a single molecule

using the method of mechanically controllable break junction (MCBJ). Since then,

molecular electronics has progressed rapidly as an important branch of nano-electronic

device physics, accompanied by great developments of structural and spectroscopic
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characterization techniques. Several important experimental tools[9] have been ap-

plied to molecular electronics systems such as:

• Structural measurement tools:

– scanning tunneling microscopy (STM);

– Atomic force microscopy (AFM);

– Ballistic electron microscopy (BEM).

• Spectroscopy measurement tools:

– Surface spectroscopy techniques including photoemission and inelastic elec-

tron tunnelling spectroscopy (IETS);

– Optical spectroscopy including infrared and Raman.

• Transport measurement tools:

– Mechanically controllable break junction;

– STM;

– Conducting AFM;

– Nanopore[24];

– Solid state lithography[25].

The multitude of experimental tools have drastically enhanced our current under-

standing of structural, electronic and transport properties of molecular electronics.

On the theoretical side, in order to understand the general physics of nanoelec-

tronic devices, one needs to start from a proper modeling of the nanostructures.

Due to the lack of atomic details in most (if not all) experiments, a wide range of

possible different metal-molecule contact geometries should be examined. In fact, a

central issue of molecular electronics has been the structural-transport relationship,

namely how do quantum transport of charge and spin relate to the atomic structures.

At present, the non-equilibrium Green’s Function (NEGF) combined with density



4 1 Introduction

functional theory (DFT) is becoming one of the most popular and effective methods

for parameter-free calculations of quantum transport from atomistic point of view.

Compared with traditional DFT approaches which are for equilibrium and for finite

or periodic structures, NEGF-DFT accounts for the influence of molecule-electrode

interactions and externally applied bias by a self-energy correction, thus allowing

first principles calculations of open device systems. As summarized by a recent re-

view article[26], for a rather wide selection of molecules, the difference between the

measured conductance and parameter-free theoretical calculation based on NEGF-

DFT is within a factor of two to five. Even though such a level of theory/experiment

consistency appears to be less impressive than those achieved in spectroscopy (i.e.

band structures of solids), it represents great progress in both theory and experiment

over the situation just ten years ago, where adjustable parameters were needed to

simulate the experiments, and different experimental labs often reported drastically

different results for the same system. Considering the uncertainties in the exper-

imental atomic structures, measurements and uncontrollable fluctuations, and the

inevitable approximations in the NEGF-DFT theory, at present the “norm” of quan-

titative consistency between parameter-free theoretical predictions and measurements

is within a range of two to five, even though for many situations the agreement is

much better, to within a few percent. However, there have been two exceptions where

the theory and experimental results differ by a much larger factor than the norm[26].

One system is the benzene-dithiol (BDT) molecule contacted by gold leads, where

the theoretical conductance is larger than the measured one by a factor of at least

50. The other system is the Au/phenylene ethynylene/Au molecular junction, which

gives the theory-experiment difference with a factor of about 14. If we go further into

these details of the molecules, we find that these theoretically “unsuccessful” systems

purely consist of π-bonds. Indeed, all the σ-bond dominated molecular wires gave

much more satisfactory comparisons to experimental data[26, 27].

Clearly, difference with experimental data by a factor of 50 or by a factor of 2,

requires very different theoretical improvements. The former clearly calls for a drasti-
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cally different formalism than the present NEGF-DFT, while the latter can probably

be resolved by a more careful examination of device details and physical understand-

ing. These issues present an important question in molecular electronics theory,

namely to what extent the present level of the NEGF-DFT formalism can provide

reliable quantitative predictions in molecular electronics and if higher-level correla-

tions should be included into the NEGF-DFT. In particular, the Au/BDT/Au device

is a serious challenge to the NEGF-DFT formalism of ab initio quantum transport

theory.

It is the aim of this thesis to present the current status of theoretical calculations

based on the NEGF-DFT formalism for some typical metal-molecule systems. Our

work clearly shows that with correctly determined atomic structures, the calculated

conductances are actually comparable to the experimental measurements within the

same order of magnitude. Each system adopted in this thesis is taken as an example

of a prototype in molecular electronics. With the most careful analysis, our results

should provide benchmarks that clarify the present status of a first principles theory

of quantum transport in molecular systems.

Each chapter of this thesis covers a representative topic which can be exploited

and extended to more complicated molecular electronic devices. The outline is as

follows:

Chapter 2 presents an overview of electronic structure calculations. Density func-

tional theory (DFT) is discussed in detail including aspects of practical numerical

implementations. Comparisons with other methods are also provided.

Chapter 3 introduces the theoretical framework of the Keldysh non-equilibrium

Green’s functions (NEGF). The focus is on combining the NEGF with a self-consistent

field (SCF) theory. At equilibrium SCF can be described solely by DFT. At nonequi-

librium, SCF differs from the ground state DFT in a crucial aspect, namely it is the

nonequilibrium density matrix calculated from NEGF that enters the SCF, instead

of the equilibrium density matrix entering the conventional DFT. We further discuss

phase-coherent quantum transport within NEGF.
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Chapter 4 presents an investigation of spin-polarized quantum transport in the

molecular tunnel junction Ni/octanethiolate/Ni. We review the conventional mag-

netic tunnel junction theory. The behavior of spin-transfer in the molecular junction

is investigated from first principles and is satisfactory in comparison to the exper-

imental measurements. Results for this work have been published in Ref.[28] and

resulted in another manuscript[29].

Chapter 5 reviews the long-time controversial status of the Au/BDT/Au molecular

junction in both experimental and theoretical sides. More importantly, through a set

of DFT based total energy calculations, we discovered a new possible Au-thiol bond-

ing structure in the device contact formation. Using this newly-discovered atomic

structure, our results on conductance significantly narrowed the gap between theo-

retical calculation and experimental measurement. Based on this work, a series of

molecular junctions with different metal-molecule contacts are carefully investigated,

which can be taken as an additional proof for the consistency of our comparison

between experiments and our theoretical results. The contents of this Chapter are

summarized in three manuscripts[30, 31, 32].

Appendixes A and B provide discussions on the generation of a database for pseu-

dopotential and LCAO basis sets,respectively. The technical details for constructing

and optimizing the pseudopotential and basis sets are introduced as well.

During the course of this thesis research, I have also participated in several applied

projects using the tools discussed here. These resulted in three publications not

included in this thesis, but can be found in Refs.[33, 34, 35].
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Theory of Electronic Structure

Electronic structure calculation is a large subject, covering properties of electrons in

atoms, molecules and condensed-phase materials using quantum mechanical theories.

Physical systems can be considered as a collection of heavy positively charged nuclei

and light, negatively charged electrons. For a system of N nuclei each having Z

electrons, one is dealing with a system of N + ZN interacting particles, which is a

many-body problem. Mathematically, the many-body problem is described by the

following Hamiltonian operator1:

Ĥ = −1

2

∑

i

▽2
~Ri

Mi
− 1

2

∑

i

▽2
~ri
−

∑

i,j

Zi

|~Ri − ~rj |
+

1

2

∑

i6=j

1

|~ri − ~rj|
+

1

2

∑

i6=j

ZiZj

|~Ri − ~Rj |
. (2.1)

Here Mi is the mass of a nucleus at position ~Ri; me(=1) is the mass of an electron

at position ~ri, and Zi, j is the atomic number of the atom i, j. The first and second

terms are the kinetic energy operators for the nuclei and electrons, respectively. The

last three terms are the Coulomb interactions between electrons and nuclei, between

electrons, and between nuclei, respectively. Due to the complexity of the many-

body correlations, in general an exact solution of the above Hamiltonian operator

is impossible. Therefore approximations are necessary in order to make progress in

electronic structure calculations.

2.1 The Born-Oppenheimer approximation

To solve the many-body problem of Eq.(2.1) for condensed phase materials, one typi-

cally applies the Born-Oppenheimer approximation which separates the motion of the

1Throughout this thesis atomic units are used, namely e2 = h̄ = me = 1

7
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nuclei from that of the electrons. This is possible because the nuclei are much heavier

than the electrons and the inertia of electrons is negligible in comparison to the that

of the nuclei. Therefore, when considering electrons one can freeze the motion of

nuclei and the potential due to nuclei is treated as an external potential. Physically,

the Born-Oppenheimer approximation assumes the electrons to follow the motion of

nuclei instantaneously.

With the Born-Oppenheimer approximation, the first kinetic energy term, for the

nuclei in Eq.(2.1), vanishes since all the nuclei are now fixed in position. The last

term in Eq.(2.1) is reduced to a constant. The Hamiltonian (2.1) is now reduced to

three major terms: the kinetic energy of the electron gas (T̂ ) , the potential energy

(V̂ ) due to Coulomb interactions among electrons and the external potential energy

(V̂ext) contributed by the nuclei,

Ĥ = T̂ + V̂ + V̂ext . (2.2)

It is worth noting that in Eq.(2.2), the kinetic energy T̂ and electron-electron inter-

action V̂ are independent of the nuclei. All the additional information related to the

system such as the position of the nuclei and the interactions from nuclei is included

in V̂ext. The Born-Oppenheimer approximation turns the many-body electrons/nuclei

system into a many-electron problem.

2.2 Density functional theory

Although the Born-Oppenheimer approximation has remarkably simplified the many-

body problem, the resulting Hamiltonian, Eq. (2.2), is still too difficult to solve

due to the complicated electron-electron interactions. Next level approximations are

necessary. In early developments of electronic structure theory, the Hartree-Fock(HF)

approximation was widely applied in solving the electronic Schrödinger equation of

atoms, molecules and solids. The HF approximation neglects electron correlation and

does not provide accurate results for many condensed phase materials.

A better approximation is the density functional theory (DFT) which plays a key

role in the work presented in this thesis. In the following I will first present the
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Hohenberg and Kohn(HK) theorems which establish the core idea of DFT. I will in-

troduce the Kohn-Sham formalism followed by a discussion of exchange-correlation

functionals. Finally I will introduce some details about the numerical implementa-

tions of DFT methods. Particularly, the choice of boundary conditions, the theory

of pseudopotentials and the issues of basis sets are important factors in numerical

calculations of electronic structure within DFT, which will be discussed carefully.

2.2.1 The Hohenberg-Kohn(HK) theorem

In 1964, Hohenberg and Kohn proved two important theorems[36] which formally

established the theoretical framework of DFT. Their first theorem stated that the

ground-state charge density ρ(~r) of a many-body system uniquely determines the

external potential. This mapping relationship {Vext(~r)} ↔ ρ(~r) is one-to-one and

invertible. An immediate consequence is that any observable physical property (Ô)

is a unique functional of the ground-state charge density:

〈ψ|Ô|ψ〉 = O[ρ] . (2.3)

Suppose Ô to be the Hamiltonian Ĥ of Eq.(2.2), we have the ground-state total

energy functional:

E[ρ] = 〈ψ|T̂ + V̂ |ψ〉 + 〈ψ|V̂ext|ψ〉 = FHK [ρ] +
∫

ρ(~r)Vext(~r)d~r . (2.4)

Here the Hohenberg-Kohn density functional FHK [ρ] is universal for any many-electron

system. E[ρ] reaches a minimal value of ground-state total energy for the ground-

state charge density ρ corresponding to Vext. Formula 2.4 is usually taken as the

second Hohenberg-Kohn theorem. We shall not repeat the proof of the HK theorems

here since they have been thoroughly scrutinized for more than four decades.

Going back to quantum mechanics to solve a many-body Schrödinger equation,

the usual procedure is as follows:

V (~r) −→ ψ(~r1, ~r2, · · · , ~rN) −→ 〈ψ|Ô|ψ〉 . (2.5)

Namely, one first specifies the system by a potential V (~r), solves the many-body

Schrödinger equation to evaluate the many-body wave function ψ(~r1, ~r2, · · · , ~rN), then
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calculates the expectation value of physical properties using the many-body ψ. For

example, charge density is obtained as

ρ(~r) = N
∫

d3r2

∫

d3r3 · · ·
∫

d3rNψ
∗(~r, ~r2, · · · , ~rN)ψ(~r, ~r2, · · · , ~rN) . (2.6)

The above calculation procedure, based on the many-body wave function ψ(~r1, ~r2, · · · , ~rN),

appears to hint that ψ contains more information than the charge density ρ, namely

one obtains ρ from the many-body ψ. However, the HK theorems tell us that the

ground-state wave function and the charge density are one-to-one equivalent. Hence,

only having the ground state charge density of the system, all the observable physical

quantities can be obtained directly. For example, they can be evaluated as the func-

tionals of the density - shown in formula 2.4. From the HK theorem point of view,

only ρ is needed to obtain the ground state electronic structure which provides an

idea to bypass the calculation of many-body wave functions.

It’s important to note that the FHK [ρ] is a universal functional of ρ. The uni-

versality of FHK [ρ] means that it is independent of the external potential Vext of the

system since it does not contain any information about the nuclei and their positions.

Although we don’t know the explicit expression of FHK [ρ], in principle such an ex-

pression exists and can be used to calculate atom, molecule or solids. Numerically,

further approximations are needed since FHK [ρ] is just a functional of a 3-dimensional

real space density. If we knew ρ, the contribution to the total energy from the external

potential is easily calculable since
∫

ρ(~r)Vext(~r)d~r can be explicitly evaluated. Thus,

the total energy is in principle can be solved as a functional of the charge density ρ.

Assuming we have found FHK [ρ], it is possible to numerically determine the

ground-state charge density using the Rayleigh-Ritz variational principle. The density

which can minimize the energy functional E[ρ] in the second HK theorem, Eq.(2.4),

is that of the ground-state corresponding to the external potential Vext(~r).

2.2.2 The Kohn-Sham equation

The very important Kohn-Sham equation[37] provides a numerical procedure that

makes DFT applicable. Instead of searching for an explicit and exact many-body
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energy functional, Kohn and Sham introduced[37] a special set of non-interacting

quasi-particle orbitals φi(~r). The density ρ(~r) is then constructed from φi(~r):

ρ(~r) =
N

∑

i=1

fi|φi(~r)|2

〈φi(~r)
∗|φj(~r)〉 = δij , (2.7)

where fi is the Fermi-Dirac distribution function applied for the energy level of orbital

i. Compared with the many-body expression Eq.(2.6), formally Eq.(2.7) is much

easier to calculate. Importantly, by the HK-theorems, the ρ from both Eq.(2.6) and

Eq.(2.7) give the same physics - as long as Eq.(2.7) can be calculated with the full

exchange-correlation functional.

As a consequence of Eq.(2.7), the N-body problem in DFT formally becomes solv-

ing N single-particle problems (for the N φi orbitals) where the many-body effects are

taken into account by an exchange-correlation functional. The formal manipulation

goes as follows. Let’s start by rewriting the FHK [ρ] functional in a different way. We

will explain the physical quantities introduced through the derivation,

FHK [ρ] = 〈ψ|T̂ + V̂ |ψ〉 = T + V

= T0 + V + Vc , Define Vc = T − T0

= T0 + VH + Vc + Vx , Define Vx = V − VH

= T0 + VH + Vxc , Define Vxc = Vx + Vc . (2.8)

In the above expression, we defined several quantities. For kinetic energy, T is the

exact many-body kinetic energy functional and T0 is defined as the kinetic energy

functional for a non-interacting electron gas. Usually, T0 cannot be expressed ex-

plicitly and exactly as a functional of ρ, but it can be easily written in terms of the

single particle orbitals φi(~r) (defined in formula 2.7) of a non-interacting system with

density ρ(~r), as

T0[ρ(~r)] = −1

2

N
∑

i=1

∫

d3rφi(~r)
∗ ▽2

i φi(~r) . (2.9)

The difference between T and T0 is put into a correlation potential functional Vc. For

the electron-electron interactions, V is the exact many-body potential while VH is the
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Hartree potential. The difference between V and VH is put into an exchange poten-

tial Vx. In fact, all these differences are collectively called the exchange-correlation

potential functional Vxc. Vxc accounts for all the interactions which are difficult to

calculate exactly in the many-body system. As a specific and important topic, we

will discuss how to calculate the exchange-correlation functional in the next section.

Before that, assume we have somehow obtained Vxc. Recall the second HK theorem,

i.e. Eq.(2.4), the energy functional E[ρ] can also be written in a new form based on

the FHK as follows:

E[ρ] = T0[ρ] + VH [ρ] + Vxc[ρ] + Vext[ρ]

= T0[ρ] +
1

2

∫

ρ(~r)ρ(~r′)

|~r − ~r′| d~rd~r
′ + Vxc[ρ] +

∫

ρ(~r)vext(~r)d~r . (2.10)

So far, the mathematical manipulations are exact without introducing any approx-

imation. What we have done is to transform an interacting many-body energy func-

tional to a form of non-interacting electron gas plus an unknown exchange-correlation

term. Effectively, we can consider that the system is a non-interacting electron gas

with two external potentials: Vxc contributed by the exchange-correlation interaction

and Vext contributed by the nuclei. To find the ground state, all we need to do is

to minimize E[ρ] with respect to ρ. Kohn and Sham suggested a scheme for the

minimization[37], namely:

0 =
δE[ρ]

δρ(~r)
=
δT0[ρ]

δρ(~r)
+
δVH [ρ]

δρ(~r)
+
δVxc[ρ]

δρ(~r)
+
δVext[ρ]

δρ(~r)

=
δT0[ρ]

δρ(~r)
+ vH + vxc + vext . (2.11)

As a consequence of Eq.(2.10), the term of δVH [ρ]/δρ(~r) simply yields the Hartree

potential
∫

d~r′ρ(~r′)/|~r − ~r′|. The term δVext[ρ]/δρ(~r) represents the external potential

vext(~r) from the nuclei. Only for δVxc[ρ]/δρ(~r), there is no explicit expression yet.

Once the functional form of Vxc is known, we can then write the term as vxc ≡
δVxc[ρ]/δρ(~r).

To simplify the problem, let us consider a system of noninteracting particles moving
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in the potential v0(~r). For this problem, the minimization condition gives:

0 =
δE0[ρ]

δρ(~r)
=
δT0[ρ]

δρ(~r)
+
δV0[ρ]

δρ(~r)
=
δT0[ρ]

δρ(~r)
+ v0(~r) . (2.12)

The non-interacting Hamiltonian can be written as:

Ĥ0 = T̂0 + V̂0 = −1

2
▽2

i +v0 . (2.13)

As an analogy, the Kohn-Sham Hamiltonian will be:

ĤKS = T̂0 + V̂eff = −1

2
▽2

i +veff , (2.14)

here we defined an effective potential V̂eff as:

V̂eff = V̂H + V̂xc + V̂ext =
∫

ρ(~r′)

|~r − ~r′|d~r
′ + vxc + vext , (2.15)

where the exchange-correlation potential vxc is given by the functional derivative

vxc =
δVxc[ρ]

δρ
. (2.16)

Consequently, one can calculate the density of the many-body interacting system

by solving the equations of a single particle noninteracting system in an effective

potential veff(~r). In particular, the Schrödinger equation of this auxiliary system is:

ĤKSφi =
(

−1

2
▽2

i +veff

)

φi = ǫiφi . (2.17)

This is the well known Kohn-Sham (KS) equation. With it, the solution to a com-

plicated many-body problem is switched to solving an effective non-interacting single

particle Schrödinger equation. One should note that the single-particle wave func-

tions φi(~r) are not the real wave functions of electrons. They are just introduced

by a mathematical transformation, and should be taken as some quasi-particle wave

function without a clear physical meaning. Similarly, the physical meaning of the

eigenvalues ǫi corresponding to the wave function φi is also unclear. They are just

the eigen-energies of the quasi-particles. However, as shown in Eq.(2.7), the overall

density of these quasi-particles are equivalent to the real many-body electron density.

This fact suffices for DFT to obtain physically meaningful ground state results.
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Figure 2.1: Schematic diagram of self-consistent loop for DFT calculation.

If we take a look at the Eq.(2.17), the Hartree potential vH and exchange-correlation

energy vxc are both related to the charge density ρ(~r) which in turn is given by the

solved φi(~r). But to solve for φi(~r), one needs the effective potential veff (or vH and

vxc). This is naturally a self-consistency problem. Figure2.1 shows the idea clearly.

Hence, assuming a trial charge density ρtrial, one can construct an initial HKS0 and

solve the KS equation 2.17. The solution of the eigenvalue problem gives a set of

wave functions φ1 which can be used to calculate the charge density ρ1. Using ρ1, one

constructs HKS1 and calculates φ2. The procedure repeats until the charge density

and the KS Hamiltonian are consistent to each other. In this way, a self-consistent

loop is set up which makes DFT a numerically applicable tool for electronic structure

calculations.

2.2.3 Exchange-correlation energy functionals

As mentioned in the last section, Kohn-Sham theory switches an interacting many-

body problem to a formally non-interacting single particle problem by introducing

the effective potential veff . All the complications arising from the many-body physics

are taken into account in the exchange-correlation term vxc. However, the explicit
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functional form of the exchange-correlation is so far unknown. In order to make DFT

practical, further approximation for the exchange-correlation functional is required.

• LDA - local density approximation.

Kohn and Sham showed the idea of local density approximation (LDA)[37]:

ELDA
xc =

∫

d~rρ(~r)ǫxc[ρ(~r)] . (2.18)

They stated that this approximation works in the limiting cases of slowly vary-

ing density and high densities. Here ǫxc[ρ(~r)] is the exchange and correlation

energy per particle of a homogeneous electron gas with density ρ. The limit-

ing cases noted here are not realized in atoms, molecules or solids. Kohn and

Sham commented that “we do not expect an accurate description of chemical

bonding” with the LDA.[37]. However, more than 30 years passed after the first

attempts were made to test its ability to describe the bonds in molecules, and

it is remarkable that these tests showed that LDA could generally reproduce

ground state geometries, vibration spectra, and moments of the density very well

for a large list of problems[38]. The density functional theory has thus found

widespread applications to molecules, clusters or other extended systems with

parameter-free calculations. Most calculations have used the LDA described in

Eq.(2.18) or some modified versions of it. The LDA functional is given with

two parts: the exchange functional and the correlation functional. For the ex-

change functional, it can be solved analytically for the homogeneous electron

gas. Usually, the exchange functional approximately adopts the solution for a

homogeneous electron gas to a general case, which yields:

ELDA
x [ρ] = −3

4

(

3

π

)1/3 ∫

ρ(~r)4/3d~r . (2.19)

However, the correlation functional is much more complicated and in general

without an exact analytical form. It commonly uses fitting parameters (See

equation2.20 below) based on the results of quantum Monte Carlo (QMC) cal-

culations for a homogeneous electron gas of different densities[39]. By interpo-

lating these accurate values obtained from QMC simulations, one can reproduce
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the exactly known limiting behavior. Various approaches, using different an-

alytical forms for the exchange energy ǫc, have generated several LDA for the

correlation functional[40, 41, 42]. For example, the most popular one proposed

by Perdew and Zunger[40] is as follows:

ǫLDA−PZ
c =











Alnrs +B + Crslnrs +Drs rs ≤ 1

γ/(1 + β1
√
rs + β2rs rs > 1)

, (2.20)

Where rs, the Wigner-Seitz radius, satisfies :

4

3
πr3

s =
1

ρ
. (2.21)

and the fitting parameters A,B,C,D, γ, β1 and β2 can be found in the original

literature[40].

• LSDA - local spin density approximation.

To treat spin polarized cases, a spin-dependent exchange-correlation functional

known as local spin density approximation (LSDA) was presented in the literature[42].

In principle, LSDA is still based on the idea of LDA but it includes the degree

of freedom for spin components:

ELSDA
xc (ρ↑(~r), ρ↓(~r)) =

∫

d~rρ(~r)ǫxc[ρ↑(~r), ρ↓(~r)] . (2.22)

where ǫxc[ρ↑ρ↓] is the exchange and correlation energies per particle of a ho-

mogeneous, spin-polarized electron gas with spin-up and spin-down densities ρ↑

and ρ↓, respectively.

By introducing a spin polarization factor ζ :

ζ ≡ ρ↑ − ρ↓
ρ↑ + ρ↓

, (2.23)

the spin-polarized exchange-correlation functional ǫxc(ρ, ζ) is written as:

ǫxc(ρ, ζ) = f(ζ)ǫUxc(ρ) + (1 − f(ζ))ǫPxc(ρ) . (2.24)

Using the formula above, ǫxc can be evaluated by interpolation from the unpo-

larized (U) and fully polarized (P) functionals. Here the form of f(ζ) is based
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on the Hartree-Fock and random-phrase approximation suggested by von Barth

and Hedin[42] and Vosko et al. [43], respectively. A similar idea can also be

found in Ref[40] which will be used in one of the works presented in this thesis.

• GGA - generalized gradient approximation.

As stated above, the exchange-correlation functional in LDA is rooted in the

homogeneous electron gas. For very non-homogeneous cases, the LDA may not

be accurate enough. The non-homogeneous nature may be expressed in terms of

gradients or higher spatial derivatives of the charge density. Therefore, the gen-

eralized gradient approximation (GGA) for the exchange-correlation functional

has been invented[38]:

EGGA
xc (ρ↑(~r), ρ↓(~r)) =

∫

d~rfxc[ρ↑(~r), ρ↓(~r),▽ρ↑(~r),▽ρ↓(~r)] . (2.25)

To obtain reasonable values, the functional f should be chosen carefully. Be-

cause it is not derived from a physical system, some natural conditions such

as the sum rule
∫

nxc(~r)d~r = −1 should be imposed. The details for con-

structing GGA functionals can be found in Ref[38, 44, 45]. In comparison with

LDA/LSDA, GGA tends to improve total energies, binding energies, energy

barriers and energy differences for atomic geometries. However, GGA also ex-

pands and softens bonds, which sometimes correct and sometimes over-correct

the LDA/LSDA predictions. For example, in most cases, the lattice constants

optimized by LDA/LSDA are smaller than the experimental values while the

results from GGA are overestimated slightly. In general, for systems where the

charge density is slowly varying, GGA has been proved to favor the density in-

homogeneity better than LDA does. For this reason, the xc-functional adopted

in most calculations presented in this thesis is the GGA proposed by Perdew,

Burke and Ernzerhof, so called PBE96 functional[44].

• Other functionals beyond LDA/GGA.

Although many multitudes of advances have been achieved by LDA/GGA, the

requirement for more accurate functionals is still actively pursued in the litera-
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ture. Various higher level (beyond GGA) functionals have appeared in both the

physics and chemistry literature. Since they are not implemented in the work

of this thesis, only a brief description is given for completeness.

– The hybrid scheme: combination of HF and DFT

The idea of a hybrid scheme is based on the fact that errors of exchange and

correlation energy in LDA tend to have a balance with other approaches.

It suggests that a combination of Hartree-Fock and DFT might be helpful

in this regard, thus:

Ehybrid
xc = αEHF

x + Ec , (2.26)

where α is a parameter to be chosen for satisfying the criteria of partic-

ular systems. For example, the B3LYP hybrid functional is widely used

in quantum chemistry which is a combination of the Lee-Yang-Parr(LYP)

GGA for correlation[46] with Becke’s three-parameter hybrid functional B3

for the exchange[47]. The construction of hybrid functionals involves a cer-

tain amount of empiricism in the choice of functionals that are mixed and

in the optimization of the weight factors given to the HF and DFT terms.

The parameters are fitted using the calculated values in a large molecular

database[47]. A more extreme example of this semi-empirical model of

functional construction is Becke’s 1997 hybrid functional[48] which con-

tains 10 mixing parameters.

– Meta-GGA - kinetic functionals.

Another recent beyond-GGA functional is the Meta-GGAs. In addition

to the density and its derivatives, Meta-GGA also requires Kohn-Sham

kinetic energy τσ(~r),

τσ(~r) =
1

2

occ
∑

i

| ▽ φiσ(~r)|2 , (2.27)

where φiσ are the occupied Kohn-Sham orbitals. So the exchange-correction

function Exc can be written as Exc[ρ↑, ρ↓,▽ρ↑,▽ρ↓,▽τ↑,▽τ↓]. In the re-

cent work of TPSS[49], the functional form satisfied the requirement that
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the exchange potential be finite at the nucleus for ground state one- and

two-electron densities. This is an exact constraint satisfied by LSDA but

lost in GGA. Extensive numerical tests for atoms, molecules, and solids

showed generally good results.

– LDA-SIC: self-interaction correction.

There is another type of functional called LDA plus self interaction correc-

tion (SIC). Most implementations of SIC are based on the scheme proposed

Perdew and Zunger[40]:

Eapprox,SIC
xc [n↑n↓] = Eapprox

xc [n↑n↓] −
∑

i,σ

(EH [niσ] − Eapprox
xc [niσ, 0]) , (2.28)

where the SIC is applied orbital by orbital. If there is only one elec-

tron in the system, the Hartree approximation will be corrected by the

exchange-correlation approximation. Usually, we believe LDA is exact for

a completely uniform system, in such a limit the self-interactions are free.

However, neither LDA nor GGAs satisfy the requirement of freedom from

self-interaction in general. In particular, this self-interaction becomes crit-

ical for localized states, such as the d-states in transition-metal oxides.

For such systems LDA-SIC has been shown to give great improvements

compared to the usual LDA. But for thermochemistry, LDA-SIC does not

seem to be significant. In LDA-SIC, the self-interaction term is directly

removed from an approximate LDA functional which does not seem to be a

good strategy to improve the functional’s performance due to the ongoing

balance of error cancellation. The LDA-SIC scheme was pointed out to lose

the correct slow varying density limit in LSDA/GGAs or Meta-GGAs[50].

These issues call for more elaborate ways of constructing DFT-SIC func-

tionals.

2.2.4 Numerical implementation of DFT

The Kohn-Sham equation effectively reduced the complicated N-body problem to a

system of N single-particle problems. However, for real materials, the KS equation



20 2 Theory of Electronic Structure

is still too difficult to solve analytically and can only be solved numerically. The

numerical implementation discussed in this section is to explain how to make the

DFT scheme a practical tool for electronic structure calculations.

In this thesis, five DFT packages (MATDCAL, NanoDCAL, SIESTA, VASP and

WIEN2K) have been used. MATDCAL[51] and NanoDCAL[52]are two LCAO (lin-

ear combination atomic orbital) based pseudo potential implementations of DFT

for electronic structures and nonequilibrium transport calculations. In order to treat

nonequilibrium transport, the Keldysh non-equilibrium green’s function (NEGF) the-

ory is implemented in combination of a self-consistent field theory (SCF) in MATD-

CAL/NanoDCAL while the SCF theory reduces to DFT at equilibrium. The SIESTA

package[53] is another DFT code based on LCAO and pseudo potential for equilib-

rium electronic structure calculation. The VASP package is based on plane wave basis

sets, which are using the ultra-soft and projected augmented wave(PAW) pseudo po-

tential method[54, 55, 56, 57, 58]. The WIEN2K package[59] is based on a linear

augmented plane wave (LAPW) method[60]that does not use pseudopotentials. For

numerical implementations, we shall introduce three important issues, namely the

boundary conditions, pseudo potential approximation and basis sets.

Boundary conditions

As a second order partial differential operator, to determine the Kohn-Sham Hamil-

tonian, we should specify the boundary conditions. Boundary conditions must be

carefully specified to fit the physical problem of interest. From the point of view of

numerical implementation, how to treat the boundary conditions is a technical issue.

In typical electronic structure calculations, Dirichlet[61] or periodic boundary con-

ditions are adopted depending on the systems. For isolated systems such as free

molecules or cluster of atoms, Dirichlet boundary condition[61] is applied. The cri-

terion is to set the boundary large enough until the wave functions vanish at the

boundary surface,as shown in Fig.2.2(a). For periodic systems, the Bloch theorem

must be satisfied. The Bloch function is usually represented as:

ψn~k(~r) = ei~k·~run~k(~r) , (2.29)
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Figure 2.2: Schematic diagram of boundary conditions.(a) Dirichlet boundary condition for isolated
systems such as free molecules. (b)Periodic boundary condition for periodic systems, the idea of
supercell is also shown here using an example of the adsorption of benzene-dithiol(BDT) on Au(111)
surface, a system studied in this thesis.

where ~k is the wave vector in the first Brillouin Zone (BZ), and un~k is the envelope

function with the periodicity of the lattice. The corresponding energy eigenvalue is

ǫn(~k) = ǫn(~k + ~K), with periodicity ~K of a reciprocal lattice vector. The energies

associated with the index n vary continuously with wave vector ~k and form an energy

band identified by the band index n. Bloch’s theorem decomposes the Hilbert space

into ~k-subspaces using the irreducible representations of the lattice translation groups.

Another subject related to the boundary conditions is the supercell. Forming a

supercell makes it possible to extend the use of Bloch’s theorem to a larger class

of non-periodic structures. For example, in surface science problems there is no

translational symmetry in the direction perpendicular to the surface, but one can

still put the surface and several layers underneath the surface into a large box or cell,

and periodically repeat this cell in all directions to form a super-lattice. In this large

cell, a vacuum region is included which isolates the atoms from their periodic images

in the neighboring cells, as shown in Fig2.2(b). The vacuum region should be large

enough to ensure that the repeated surface slabs or molecules do not interact. Within

the supercell approach, the ground state expectation value of a one-body operator,
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Figure 2.3: Schematic diagram of a pseudopotential. The wave function (ψAE) calculated in the
Coulomb potential (V AE) of the nucleus (red) is compared to the pseudo wave function (ψPP )
calculated in the pseudopotential (V PP ) (blue). Beyond the chosen cutoff radius rc, both the
pseudo wave function and pseudopotentials should be identical to the all-electron ones.

A, is evaluated as an integral over the first Brillouin zone

〈A〉 =
1

VBZ

∫

BZ
A(~k)d~k , (2.30)

where VBZ is the volume of the first Brillouin zone, A(~k) =
∑

n〈ψn~k|A|ψn~k〉, n

runs over the occupied states. In practice the integral is approximated by a finite

sum,
∫

dk/VBZ → ∑

k ωk, where ωk is the weight of k-points.

In Chapter 3, the NEGF based electronic transport theory will be introduced.

Another type of boundary condition related to the open systems of the transport

problems will be discussed combining with the implementation of NEGF.

Pseudo potential approximation

The idea of pseudo potential approximation is rooted on the fact that most physical

properties of solids are dependent on the valence electrons to a much greater degree
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than on the tightly bound core electrons. The core electrons are chemically inert:

they do not participate in bonding and essentially only serve to screen the potential

of the bare nucleus seen by the valence electrons. Therefore, as a good approximation,

it is reasonable to remove the core electrons and the nuclear potential and replace

them with a core-electron screened pseudo potential. This approximation reduces the

number of electrons in the calculation.

The schematic plot in Fig2.3 shows how to construct the pseudopotential. Due to

the strong ionic potential (Z/r), the true valence wave functions (ψAE) are rapidly

oscillating in the core region. By introducing the pseudo potential approximation, it is

able to switch the valance wave functions (ψAE) to a relatively smooth pseudopotential

wave functions (ψPP ). There are several ways for pseudopotential generation and it is

not unique. However, all these methods must satisfy several basic criteria, as follows:

• The pseudopotential radial wave function should be exactly the same as the

all-electron wave function beyond a cutoff radius rc, where rc is defined for each

angular momentum dependent wave functions.

• There are no radial nodes in the pseudopotential wave function for r < rc. This

way, the pseudopotential wave function is a smooth function in the core region.

In other words, for r < rc the pseudo wave functions are non-oscillatory and

their first and second derivatives should be continuous.

• The core charge should be exactly the same for pseudo and all-electron wave

functions which ensures that the pseudo atoms produce the same scattering

properties as the ionic core, which is the norm-conserving criteria.

• The valence eigenvalues calculated by all-electron and pseudopotential methods

should be equal.

• Excited states can also be included in pseudopotential generation.

As a by-product of this Ph.D. thesis research, a database of norm-conserving non-

local pseudopotentials is produced and carefully tested. The detailed procedures
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for constructing the pseudopotential is included in Appendix A following the algo-

rithm described in the pseudopotential and basis generation codes NanoBase[62] and

ATOM[63]. Since the pseudopotential of an atom is not unique, some pseudopoten-

tials are better than others under specific situations. The quality of a pseudopotential

is determined by its transferability, that is, its ability to recreate all electron properties

in a variety of chemical environments.

Basis sets

Basis sets used for electronic structure calculations can be roughly divided into two

groups. The first is designed to mimic the exact eigenstates of the atoms in the

system. Examples of such basis functions are the linear combination atomic orbitals

(LCAO) used by DFT packages SIESTA[53], MATDCAL[51] and NanoDCAL[52], or

the Gaussian atom-centered orbitals (GTO) used in the Gaussian electronic structure

package[64]. In general, these DFT codes give reliable results with a relatively small

number of basis functions, making them optimal for large scale computation. On the

other hand, there is no consistent way to extend these basis sets and thereby converge

the results with respect to the size of the basis sets.

The second type of basis set covers the system-independent functions such as plane

waves[54, 55, 56, 57, 58]. The main advantage of the plane wave basis sets is that

their size can be systematically increased until the calculated results are converged

with respect to the number of basis functions. Plane wave basis sets are generally

considered to be able to give more accurate results than the LCAO basis. The number

of plane wave basis functions required to obtain convergence is normally so large that

direct solution of the eigenvalue problem of matrix within the entire basis space is

not possible. Instead one uses iterative methods to determine the lowest (occupied)

part of the spectrum. However, inversion of Hamiltonian matrix is necessary for

constructing Green’s functions in quantum transport calculation. Therefore, LCAO

basis sets are generally useful in this case. We shall focus on introducing LCAO

methods. Other methods for constructing the basis will be mentioned and we cite

references for readers’ interests[64, 60].
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To solve the Kohn-Sham Hamiltonian, we specify a LCAO basis set. The atomic

orbitals are precisely those obtained from the pseudopotential, namely:

φlm(~r) = Rl(r)Ylm(Ω~r) = Rl(r)|l,m〉 (2.31)

By evaluating a particular linear combination, we can get the real-type spherical

harmonics |l,M〉 with |l,m〉:

|l,M〉 =
1√
2
(|l,m〉 + (−1)M |l,−m〉) (2.32)

|l,M〉 =
1√
2i

(|l,m〉 − (−1)M |l,−m〉) , (2.33)

where l is the angular momentum, m is the projection of angular momentum and

M = |m|.
To further reduce numerical computation, the orbital radial function requires a

finite cutoff. With this extra cutoff, atoms far apart do not have direct orbital overlap

and, as a result, the Hamiltonian matrix becomes a sparse matrix. There are several

techniques for cutting off the pseudo-orbital radial function. The methods we use

follow the existing literature[53, 62]. For example, one can specify the cutoff energy

for the generated orbitals. Aside from this, in order to make the radial functions

more flexible, a confining potential is added to the atomic Hamiltonian which is

used to generate the basis orbitals. For our work here, this confining potential is

parameterized in the following form:

V (r) = V0
e
−

(

rc−ri
r−ri

)

rc − r
, (2.34)

where ri and V0 are input parameters (strictly speaking, defined variationally). Here

rc specifies the orbital cutoff (not to be confused with the core radius cutoff in the

pseudopotential generation), ri determines the onset of the confining potential, and

V0 is the strength of the potential applied. The above potential diverges at r = rc,

ensuring the orbital is confined with rc. In some of the studies, we found that the

choice of basis orbital parameters to be very important which can even qualitatively

influence the calculated physical results. For example, the calculation with a LCAO
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basis without optimization gives the wrong band gap for bulk Si. For such systems,

we use a downhill simplex optimization method[65] to optimize the physical quan-

tities(total energy, energy bands, etc.) of the system with respect to the basis set

parameters described above[66]. A full set of the optimized basis database has thus

been generated which we shall publish for the research community to use[52]. The

basis set in the database are carefully checked with benchmark calculations by higher

precision codes such as VASP[58], WIEN2K[59] and gaussian98[64] with details in

Appendix B.
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Quantum transport theory

In this chapter, we shall review quantum electronic transport theory. Specifically, we

focus on the Landauer theory which is applied throughout this thesis. Classically,

charge transport in conductors usually shows an Ohmic behavior. However, in the

quantum regime the Ohm’s law may not be valid depending on several length scales

which are important in characterizing the transport regimes. These length scales are,

• Fermi wave length λf : The Fermi wave length is proportional to the square root

of electron density ns

λf = 2π/kf =
√

2π/ns , (3.1)

where kf is the wave number and ns is the electron density. At low temperatures,

the electric current is contributed by electrons whose energy is close to the Fermi

energy. Hence the conductance is mainly contributed by electrons having the

Fermi wave length.

• Mean free path Lm: The mean free path is a measure of the distance trav-

eled by electrons between two consecutive collisions with impurities. For static

scatterers, the collisions are elastic since no energy is lost or gained by the elec-

tron. The mean free path can be specified by the momentum relaxation time

τm: Lm = vfτm. Here vf is the Fermi velocity. The mean free path may be

influenced by extrinsic factors such as temperature and density of impurities.

A typical scale for Lm found in transition metals under regular experimental

environment is around 10-20Å[67].

27
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• Phase-relaxation length Lφ: The phase-relaxation length is a measure of the

distance traveled by electron before the phase of its wave function is lost due to

inelastic scattering events. Similar to the mean free path, the phase-relaxation

length can be specified with the phase relaxation time τφ: Lφ = vfτφ. Depend-

ing on the system details, Lφ can be larger, similar to or smaller than Lm. At

low temperature, Lφ can be as long as many microns in high mobility semicon-

ductors. In this thesis, we shall consider system sizes L such that L << Lφ,

hence inelastic scattering is not a concern.

• Screening length Ls: The screening length is a measure of the distance beyond

which electron-electron interaction is screened. Estimated by the Thomas-Fermi

free electron gas model, Ls = [D(Ef )e
2/ǫ0]

(−1/2), where D(Ef) is the density

of states near the Fermi level and ǫ is the dielectric constant in vacuum. For

metals, D(Ef ) is generally very large hence Ls is very small, e.g. a typical value

is around 1-10Å[67]. Ls is an important reference for constructing buffer layers

in the scattering region of our device model (see Section 3.3.1).

3.1 The Landauer quantum transport theory

The Landauer scattering theory[68, 69] provides a general framework for investigating

quantum transport from a quantum scattering point of view. We can use a simple one-

dimensional (1D) transport junction (Fig.3.1) to illustrate the idea. In this figure, the

device has a scattering region of length L, and two electrodes extending to electron

reservoirs at z = ±∞. The reservoirs maintain electrochemical potentials µL and

µR, respectively. Since the electrodes are assumed to be the metal, they acquire the

same chemical potentials as the reservoirs. The discussion of Landauer formula can

be found in many excellent papers and we shall follow the book of Datta[70] for our

discussion.

Consider a single transverse mode in the +k state incoming from the left electrode.

It scatters into the conductor (scattering region). Assuming the conductor is an

uniform electron gas with charge density n per unit length, the right-moving current
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Figure 3.1: Electrons propagating from the left contact suffer some elastic scattering. T is the
transmission probability for the electron to traverse the system. The electrochemical potential in
the two electron reservoirs are µL and µR (assuming µL > µR), respectively. L is the length of the
scattering region of the device.

from the left lead can be written as:

I>
L =

e

L

∑

k

vfL(E) =
e

L

∑

k

1

h̄

∂E

∂k
fL(E) , (3.2)

where fL = f(E − µL) is the Fermi-Dirac distribution function of the left electrode

and E is the electron energy. Changing the sum to an integral according to:

∑

k

→ 2(spin) × L

2π

∫

dk , (3.3)

we obtain

I>
L =

2e

h

∫

fL(E)dE . (3.4)

Using T to denote the transmission probability through the conductor, the probability

of reflection is then 1 − T . Following Eq.3.4, the left-moving current in the left lead

I<
L can be written as:

I<
L =

2e

h

∫

[fL(E)(1 − T ) + fR(E)T ]dE . (3.5)

It consists of two parts: the states back-scattered by the conductor and the states

transmitted from the right lead. The net current Itotal in the left lead is:

Itotal = I>
L + I<

L =
2e

h

∫

[fL(E) − fR(E)]TdE . (3.6)
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Considering the zero temperature limit, we obtain:

I =
2e

h
T |µL − µR| −→ G =

2e2

h
T . (3.7)

Here Go ≡ (2e2)/h is the conductance quanta (12.9KΩ)−1.

The single channel result, Eq.3.7, can be generalized to multi-channel, such that

G =
2e2

h

∑

i

Ti , (3.8)

where i is the channel number. This way, the current is related to the transmis-

sion probability for electrons to traverse elastically through the conductor. More re-

cently, inelastic scattering problems are also investigated by a generalized Landauer

theory[71].

Finally, for finite bias voltages, the current formula in Eq.3.7 becomes:

I =
2e

h

∫

T (E, Vb)[fL(E) − fR(E)]dE . (3.9)

Here the transmission coefficient T (E, Vb) is not only energy dependent but also bias

(Vb) dependent. The central problem in quantum transport theory is to calculate

T (E, Vb) for a given device Hamiltonian.

3.2 The non-equilibrium Green’s function theory

Another theoretical formalism for quantum transport analysis is based on the Keldysh

non-equilibrium Green’s functions (NEGF)[72]. For coherent quantum conductors,

NEGF gives the same results as the Landauer theory. In particular, combined with

methods in materials theory such as the density functional theory (DFT), NEGF for-

malism has become a powerful ab initio approach for investigating quantum transport

phenomena in nanoelectronics.

In the following, we shall briefly review the derivation of Landauer theory from the

NEGF formalism and list a set of important expressions which we will use in the rest

of the thesis. To save space, we refer the interested readers to Refs.[70, 72, 73, 74] for

further details of NEGF.
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3.2.1 NEGF and Landauer theory

Starting from the Hamiltonian of a system that includes the central device scatter-

ing region (C) and the left/right (L,R) semi-infinite leads (see Fig.3.2), the second-

quantized form of the Hamiltonian is:

Ĥ =
∑

kα∈L,R,n

ǫkαc
†
kαckα +Hc({d†n}, {dn}) +

∑

kα∈L,R,n

[Vkα,nc
†
kαdn +H.C.] . (3.10)

where kα labels the electronic states with momentum k and channel α in lead L or R;

{d†n} and {dn} are creation and annihilation operators in the central scattering region

for charge carriers. The last term represents the coupling between the leads and the

central scattering region, where Vkα is the coupling constant. The current in the left

lead can be evaluated from the time evolution of the occupation number, that is

IL = −edN̂L

dt
= −e〈NL〉 = −ie

h
〈[H,NL]〉 . (3.11)

Taking in the definition of H in Eq.3.10 and NL =
∑

kα∈L,n
c†kαckα, we have:

IL =
ie

h

∑

kα∈L,n

[Vkα,n〈c†kαdn〉 − V ∗
kα,n〈d†nckα〉] (3.12)

=
e

h

∑

kα∈L,n

∫

dE

2π
[Vkα,nG

<
n,kα(E) − V ∗

kαG
<
kα,n(E)] . (3.13)

Here the lesser Green’s function G<(t)n,kα = i〈c†kαdn(t)〉[72]. Following the deriva-

tion of Meir and Wingreen in Ref.[74], the lesser Green’s function can be obtained

through time-ordered contour Green’s functions and expressed as advanced and re-

tarded Green’s functions using the Langreth theorem[72]:

G<
n,kα(E) =

∑

kα,m

V ∗
kα,n[G

r
nm(E)g<

kα(E) +G<
nm(E)ga

kα(E)] . (3.14)

Take this expression back to Eq.3.13 and use the lesser Green’s function of the left

lead: g<
kα,kα = 2πifL(E)δ(E − ǫkα), we have:

IL =
ie

h

∑

α∈L,nm

∫

dEρα(E)Vα,n(E)V ∗
α,m(E)×{fL(E)[Gr

n,m−Ga
n,m]+G<

n,m(E)} . (3.15)
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Similarly, we can get the equation of current for the right leads. For steady states,

the expression of current can be symmetrized to the following form,

I =
ie

2h

∫

dETr{[fL(E)ΓL − fR(E)ΓR](Gr −Ga)} + Tr((ΓL − ΓR)G<) . (3.16)

where ΓL,R = 2π
∑

α∈(L,R),n,m
ρα(E)Vα,n(E)V ∗

α,m(E). So far, the expression is exact.

Using the Dyson equation for the Green’s function:

G = G0 +G0ΣG . (3.17)

Employing the Langreth’s rules for the expressionD = ABC involving three opeartors[72]:

D< = ArBrC< + ArB<Ca + A<BaCa , (3.18)

we have:

G< = G<
0 +G<

0 ΣaGa +Gr
0Σ

<Ga +Gr
0Σ

rG< . (3.19)

Solving the above equation iteratively, we obtain

G< = (1 −Gr
0Σ

r)−1G<
0 (1 + ΣaGa) + (1 −Gr

0Σ
r)−1Gr

0Σ
<Ga . (3.20)

Applying the following expressions,

Gr = Gr
0 +Gr

0Σ
rGr and Ga = Ga

0 +Ga
0Σ

aGa , (3.21)

we can simplify Eq.3.20 to:

G< = Gr(Gr
0)

−1G<
0 (1 + ΣaGa) +GrΣ<Ga (3.22)

= Gr(Gr
0)

−1G<
0 (Ga

0)
−1Ga +GrΣ<Ga (3.23)

= (1 +GrΣr)G<
0 (1 + ΣaGa) +GrΣ<Ga . (3.24)

The first term in G< is nonzero for truly bound states and vanishes identically for

states acquiring any width. When the device scattering region is coupled to the

electrodes, states in the scattering region are broadened by the coupling. Hence the

first term in Eq.(3.24) vanishes. G<(E) is simplified to:

G<(E) = Gr(E)Σ<(E)Ga(E) , (3.25)
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where the lesser self energy term Σ<(E) is:

Σ<(E) =
∑

k,α=L,R

|Vkα|2g<
k,α = i[fL(E)ΓL + fR(E)ΓR] . (3.26)

So we have:

G<(E) = iGr(E)[fL(E)ΓL + fR(E)ΓR]Ga . (3.27)

and

Gr −Ga = Gr((Ga)−1 − (Gr)−1)Ga = Gr(Σr − Σa)Ga = iGr(ΓL + ΓR)Ga . (3.28)

Taking Eq.3.27 and 3.28 into Eq.3.16, the current formula reduces to:

I =
2e

h

∫

dE[fL(E) − fR(E)]Tr{ΓLG
rΓRG

a} . (3.29)

Compared with the Landauer formula Eq.3.9, we immediately identify:

T (E, Vb) = Tr{ΓLG
rΓRG

a} . (3.30)

Hence transmission coefficients can be determined by the NEGF. In general, the

transport problem of an open system is reduced to the evaluation of the retarded and

advanced Green’s functions for a given device Hamiltonian.

3.2.2 Construction of nonequilbrium charge density

In order to calculate the device Hamiltonian for a device nanostructure, various ma-

terials theories can be applied. We shall use the density functional theory (DFT)

for our work. In conventional DFT at equilibrium, the charge density ρ(r) is con-

structed by solving the Kohn-Sham eigenstates as discussed in the previous Chapter,

namely Eq. 2.7. Note that in Eq.2.7, the distribution function, fi, is the Fermi-Dirac

distribution. For open device systems during current flow, the system is actually

under non-equilibrium conditions. Therefore the density matrix is best constructed

by NEGF, namely:

ρ = − i

2π

∫ +∞

−∞
G<(E)dE . (3.31)

In other words, NEGF allows us to obtain a non-equilibrium density matrix which is

necessary for analyzing non-equilibrium quantum transport problems.
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To proceed further, we write Eq.3.10 in matrix form by expanding all quantities

using a complete basis set.

H =















HL τ1 0

τ †1 HC τ2

0 τ †2 HR















. (3.32)

Here, τ1,2 are the coupling terms between the left/right lead and the central scattering

region. The matrix form of the Green’s function satisfies:

(ES −H)G(E) = I . (3.33)

where G is the Green’s function corresponding to the Hamiltonian H, E is the energy,

and S is the overlap matrix which arises if a non-orthogonal basis set is used. Eq.3.33

refers to an infinite matrix equation due to the presence of leads which extend to

±∞.

Pluging the Hamiltonian Eq.3.32 into Eq.3.33, we can solve for the retarded and

advanced Green’s functions of the central device region:

Gr,a(E) = (ES −HC − Σr,a
L (E) − Σr,a

R (E) ± i0+)−1 (3.34)

Here Σr,a
L and Σr,a

R are

Σr,a
L (E) = τ †1gsL(E)τ1 (3.35)

Σr,a
R (E) = τ †2gsR(E)τ2 . (3.36)

Σr,a is the self-energy that accounts for effects of leads which interact with the central

region. Here gLs and gRs are the surface Green’s functions for the leads, which will be

introduced in Section 3.3.3. Going back to Eq.3.30, ΓL,R are defined by self-energy

terms as follows:

ΓL,R(E − qVL,R) = i(Σr
L,R(E) − Σa

L,R(E)) , (3.37)

where q is the symbol for charge(q=-1 for electrons) and VL,R are the bias of the left

and right lead.
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With these expressions, the calculation of transport properties can be accomplished

by solving the Green’s functions[70, 72].

Recalling Eq.3.25 and 3.26, the density matrix ρ is written as

ρ = − i

2π

∫ +∞

−∞
dEGr(E)Σ<(E)Ga(E) , (3.38)

where Σ<(E) is given in Eq.3.26. This expression is used to determine the non-

equilibrium density matrix.

In equilibrium, namely VL = VR, fL(E) = fR(E), the lesser self-energy Σ<(E) can

be simplified,

Σ<(E) = if(E)Γ(E) = −f(E)(Σr(E)−Σa(E)) = −f(E)((Ga)−1 − (Gr)−1) . (3.39)

If we define a spectral function A = i(Gr −Ga), then G< can be rewritten as:

G<(E) = Gr(E)Σ<(E)Ga(E) = −f(E)(Gr(E) −Ga(E)) = if(E)A(E) . (3.40)

This expression is the fluctuation-dissipation theorem. We can rewrite the formula

for the density matrix in equilibrium as:

ρ = − i

2π

∫ Ef

−∞
Gr(E)Σ<(E)Ga(E)dE

=
1

2π

∫ Ef

−∞
f(E)A(E)dE

=
1

2π

∫ Ef

−∞
f(E)A(E)dE

= −1

π

∫ Ef

−∞
f(E)Im(Gr(E))dE , (3.41)

where the distribution function f(E) = 1 when states are occupied. In this way,

the lesser Green’s function is simplified to the retarded Green’s function which is

important for numerical computation (see below). Even if at non-equilibrium, the

above equation is still valid as long as fL(E) = fR(E). However, for fL(E) 6= fR(E),

no simplification of G< can be made. With these considerations, we can rewrite the

nonequilibrium density matrix into two terms:

ρ = −1

π

∫ min(µL,µR)

−∞
f(E)Im(Gr(E))dE − i

2π

∫ max(µL,µR)

min(µL,µR)
G<(E)dE . (3.42)
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The first term is for energies where fL(E) = fR(E), and is called “equilibrium con-

tribution”. The second term is for fL(E) 6= fR(E), and is called “non-equilibrium

contribution”. Eq. 3.42 is used in our numerical implementation for computing the

density matrix.

3.3 Implementation of the NEGF theory

The numerical implementation of NEGF theory for solving realistic systems involves

several major challenges:

• A transport junction is actually infinitely large due to the semi-infinite long

electrodes. One has to reduce the infinite system to one that can be calculated.

A two-probe model is therefore introduced that divides the device into a central

scattering region plus the left/right electrodes. Periodic boundary conduction

is applied to the transverse direction and a k-sampling in the transverse 2D

Brillouin zone should be carried out efficiently.

• Because the Green’s functions are ill behaved near the real energy axis, calcu-

lating the integral in Eq. 3.42 can be difficult. An appropriate contour integral

is introduced in order to reduce the numerical difficulty.

• For realistic materials and parameter-free modeling, one has to calculate the

Hamiltonian of the device. The combination of DFT with NEGF provides a

good solution to this problem.

Some important implementation details are discussed below.

3.3.1 Two-probe model

In order to implement the NEGF technique for realistic nanostructures, an appropri-

ate atomic model is necessary. Let us start by considering a general device system

shown in Fig.3.2 where a molecule is sandwiched by two semi-infinite slab electrodes.

The central scattering region of this system is taken as the molecule plus some buffer
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Figure 3.2: Schematic diagram of a two-probe device model with periodic boundary conditions ap-
plied in the x-y directions. A molecule with four buffer layers in the central scattering region is sand-
wiched by two semi-infinite slabs. A bulk boundary condition is also applied at the boundary of the
central region in the transport direction (z) for calculating the electronic potential self-consistently.
The bulk properties of the leads are calculated with DFT.

layers. The length of the buffer layers depends on the screening length of the ma-

terial of leads. At the boundary of the the central region, the lattice is fixed to the

bulk electrode material so that the electric potential at the boundary matches the

bulk value of the electrodes. This screening approximation is justified due to the

short screening length of metals ( 10Å ). Assuming electrons travel along the z di-

rection (see Fig.3.2), periodic boundary conditions are applied to the x-y directions.

The electrodes of the device are therefore 3-dimensional (3D). This is important for

properly modeling magnetism in spintronic devices.

To impose the two-probe boundary conditions, the Hartree potential is solved in

real-space of the central scattering region. Assuming the lattice vector of the central

scattering region is chosen as (Lx, Ly, Lz), the boundary condition is as follows:

VH(x+ Lx, y, z) = VH(x, y, z) (3.43)

VH(x, y + Ly, z) = VH(x, y, z) (3.44)

VH(x, y, 0) = A(x, y) (3.45)



38 3 Quantum transport theory

VH(x, y, Lz) = B(x, y) . (3.46)

Here A(x, y) and B(x, y) are the Hartree potentials at the boundary of left/right

scattering region along z-direction. The Hartree potential is obtained by solving the

Poisson equation

▽2VH = −4πρ (3.47)

Practically, the Poisson equation can be solved by fast-Fourier transform (FFT) with

high accuracy in the periodic x-y directions. In the z-direction, it is solved by finite

differencing on a fine grid. After imposing the above boundary conditions, the charge

density and the Hartree potential match smoothly at the device boundaries. In prac-

tical calculations, the thickness of the buffer layer is checked to make sure that the

screening approximation is well satisfied.

3.3.2 2-D Brillouin zone sampling

In Fig.3.2, the transverse x-y directions are periodic hence the Bloch theorem can

be applied. As a result, the Hamiltonian is determined in k-space. Let us define

the Bloch wavevector ~k‖ and the lattice vector ~R‖ = nx~a + ny
~b. The Bloch state

corresponding to the orbital α is:

ψα =
1

√

N‖

∑

R‖

eik‖R‖φα(R‖) . (3.48)

The Hamiltonian is then written as[51]:

H
~k‖ =

∑

nx,ny

Hnx,ny
ei~k‖·~R‖ . (3.49)

Projecting the Hamiltonian to the k‖-direction of the 2D Brillouin zone, the retarded

Green’s function Gr(E) can be written as[51]:

Gr
k‖

(E) =















ES
k‖

L −H
k‖

L + Σ
k‖

L (E) ES
k‖

CL −H
k‖

CL 0

(ES
k‖

CL −H
k‖

CL)† ES
k‖

C −H
k‖

C (ES
k‖

CR −H
k‖

CR)†

0 (ES
k‖

CR −H
k‖

CR)† ES
k‖

R −H
k‖

R + Σ
k‖

R (E)















−1

.

(3.50)
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where H
k‖

L , H
k‖

C and H
k‖

R are the finite sized sub-matrices of the L (left), C (center),

R (right) regions, respectively. S
k‖

CL, S
k‖

CR, Σ
k‖

L (E), Σ
k‖

R (E) are the sub-matrices cor-

responding to the quantities in real space. Unlike the infinite real-space Hamiltonian

matrix defined in Eq.3.32, the projected Hamiltonian matrix for each K corresponds

to a finite-size one in the central scattering region. This way, adoption of the Bloch

theorem effectively switches the infinitely large system in real space to a finite-size

problem with k-sampling. The introduction of k-sampling also brings numerical is-

sues. For example, a very large k-mesh is required for spintronic devices (see Chapter

4). This difficulty can be somewhat relieved by using an adaptive k-sampling scheme.

3.3.3 Self-energy

Next, we determine the self-energy terms in Eq.3.36, which are due to the semi-

infinite electrodes. In our device model, we assume the electrodes are perfect crystals

extending to z ±∞. As shown in Eq.3.36, the self-energy Σ is related to the surface

Green’s functions gsL,sR. Roughly, gsL,sR can be calculated starting from the surface

layer of the lead which has a finite number of atoms. Afterward, one adds the second

layer of the lead using the Dyson equation; and then the third layer, etc.. This is

iterated to an infinite number of layers. Practically, the iteration converges after a

finite number of layers are included. In practical implementations, there are at least

two different approaches: the Bloch wave method[75] and iteration method[76]. We

have implemented both methods. For more details, interested reader are referred to

the original papers. After gsL,sR is obtained, we multiply the coupling matrices τ1,2

as in Eq.3.36. By comparing Eq.3.32 and Eq.3.50, τ1 = ESCL −HCL.

3.3.4 Contour integration

The integration in Eq. 3.42 can be difficult due to the poles of the Green’s functions

near the real axis. For a retarded Green’s function, the poles are close to the real

axis in the lower complex energy plane. For the equilibrium contribution of Eq.3.42,

namely the first term on the right hand side, an upper-plane contour will be useful to

bypass the poles. At zero temperature, the contour can be a semi-circle in the upper
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complex energy plane. This scheme can also be generalized to finite temperature[1].

For the non-equilibrium contribution of Eq.3.42, namely the second term on the right

hand side, poles exist in both the upper and the lower complex energy plane because

G< = GrΣ<Ga. Therefore, in the energy window of [µL,µR], there is no other choice

except doing the integration along the real energy axis which may require a massive

number of energy points. A way to smooth out the sharp peaks of G<(E) is to add a

small broadening iη to the Green’s functions, and reduce η systematically to vanishing

values.

Figure 3.3 is a schematic diagram for the contour chosen in our calculations. A

closed contour starts from a straight line C2([∞ + i∆, µL − σ + i∆]), followed by a

semi-circle segment C1, then go along the real energy axis by [−∞ + i0+, ∞ + i0+]

and finally enclose the contour with [∞ + i0+,∞ + i∆]. Since there is no state far

above the Fermi level, the contour [∞ + i0+,∞ + i∆] is negligible. The values for

∆, σ are flexible. Since all poles of the retarded Green’s function Gr are below the

real axis, Gr in the integration contour is analytic. Poles of the Fermi distribution

function are zn = i(2n + 1)πKT , n=0,1,· · ·. The poles with n < ∆/(2πKT ) − 1/2

are adopted in the contour integral. Recall the first term of equation 3.42, we have:
∮

Gr(z)f(z)dz = −2πiKT
∑

zn

G(zn) . (3.51)

Therefore, the first term of Eq.3.42 is written as:

−1

π

∫ +∞

EB

Gr(E)f(E)dE =
1

π

∫

C1+C2

Gr(z)f(z)dz + 2iKT
∑

zn

G(zn) . (3.52)

The implementation of the contour integral significantly reduces the calculation cost

and improves the precision. Because the spectral function in the complex energy

plane is rather smooth, only a small number of energy points are required for the path

along contour C1. The method of gaussian quadrature is used with high efficiency

and accurate calculations.

3.3.5 The NEGF-DFT approach

In Chapter 2, we have reviewed DFT electronic structure calculation. In order to de-

termine the Hamiltonian of nanoelectronic devices at non-equilibrium, DFT is com-



3.3 Implementation of the NEGF theory 41

Figure 3.3: Closed contour at finite temperature. For: L ([∞ + i∆, µL − σ + i∆]), C, [−∞ + i0+,
∞ + i0+] and [∞ + i0+,∞ + i∆], the poles (black dots) due to Fermi distribution function are
enclosed, they are at zn = i(2n + 1)πKT , and n is an integer 0, 1, 2 · · ·. EB is the bottom of the
valence bands.[1]

bined with NEGF[73]. Therefore, our electronic transport calculations are based on

carrying out DFT within the framework of NEGF. Practically, a self-consistent loop

is shown in Fig.3.4 and the NEGF-DFT approach runs as follows:

• Step 1: Prepare the self-energy due to electrodes, as introduced in Section 3.3.3.

In particular, since the electrode is at equilibrium, its Hamiltonian is calculated

by standard DFT;

• Step 2: Starting from a trial density, calculate the exchange-correlation poten-

tial Vxc using the local density approximation or other approximations (please

refer to Section 2.2 for details), and calculate the Hartree potential VH by solv-

ing the Poisson equation 3.47;

• Step 3: Construct the Kohn-Sham Hamiltonian Ĥ and determine the Green’s

functions Gr by Eq.3.50 and G< by Eq.3.25;

• Step 4: Calculate the density matrix ρ̂ by NEGF Eq.3.31;

• Step 5: Use the newly obtained density matrix ρ̂ to go back to Step 2. Repeat

the process until Ĥ and ρ̂ are converged.
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Figure 3.4: Schematic diagram of the self-consistent loop in the NEGF-DFT method.

The NEGF-DFT self-consistent loop is rather similar to that of the standard DFT dis-

cussed in Section 2.2 (Fig.2.1). Instead of solving an eigenvalue problem in standard

DFT, NEGF-DFT evaluates the density matrix by Eq.3.42 including the nonequilib-

rium contributions.

3.4 Summary

In this Chapter, we briefly reviewed the electronic transport theory of Landauer.

The NEGF formalism provides a mathematical framework for solving the transmis-

sion coefficients in the Landauer formula. Combined with DFT, the Hamiltonian of

electronic devices can be determined by the NEGF-DFT formalism from atomic first

principles without any phenomenological parameters. As a many-body theory, an

additional power of NEGF is its capability of handling effects of interactions. For ex-

ample, the electron-phonon and electron-electron interactions cannot be incorporated

easily in the scattering matrix formalism, but can be readily included in the NEGF

formalism by appropriate self-energies.
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Tunnel Magnetoresistance of molecular wires

As a first application of the NEGF-DFT formalism discussed in Chapter 3, in this

Chapter we investigate spin polarized quantum transport in molecular wires.

4.1 Introduction to spintronics

Spintronics is an emerging technology that exploits the intrinsic spin degree of free-

dom of the electron for electronic device applications. From a fundamental point

of view, spintronics deals with magnetic phenomena at the nano-scale. Spintronics

includes investigation of spin transport in magnetic tunnel junctions, spin injection

from magnetic materials to non-magnetic materials, dilute magnetic semiconductors,

and phenomena of spin dynamics and relaxation.

There are several recognizable effects in spintronics. One is the anisotropic magne-

toresistance (AMR). The phenomena are notable since the resistance of a ferromagnet

is dependent on the relationship between the direction of current flow and the orienta-

tion of the magnetization. AMR is more difficult to analyze than conventional charge

transport problems since the resistance is now related to the spin degree of freedom.

Another active subject is dilute magnetic semiconductors (DMS). These materials are

based on traditional semiconductors but are doped with a small amount of transition

metal atoms. By annealing the doping profile, the corresponding magnetic property

of DMS can be significantly changed even after crystal growth[77]. Understanding the

microscopic physics of ferromagnetism in DMS is still an unsettled issue at present.

Investigations of spintronics have also revived some old issues in magnetism, for in-

stance the well known but unresolved microscopic origin of the anomalous Hall effect

43
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in magnetic metal has received renewed research from a modern pespective[78]. The

earliest research about spin-dependent electron transport in solid devices were re-

ported in the 1980s. The most well-known discovery was due to the work of Albert

Fert and Peter Grünberg et al. on the giant magnetoresistance (GMR) effect in

1988[79]. Since then GMR has been widely used in devices for magnetic storage and

magnetic sensors, as such it made a huge impact on the information technology. In

some sense, GMR is responsible for the huge research effort on spintronics today.

In spintronics, spin polarized quantum transport may be the most interesting and

practically important topic. Since conventional micro-electronic switching devices

(transistors) do not concern spin, it is expected that new generation of devices may

arise by combining the conventional system with spin-dependent phenomena. A very

large effort has been paid to understand the magnetic tunnel junctions (MTJ)[80].

A MTJ consists of two magnetic layers sandwiching an insulating barrier material.

It was found that tunnel current is large when the magnetic moments of the two

magnetic layers are in parallel configuration (PC), and it is small when they are anti-

parallel (APC). Such a tunnel magnetoresistance (TMR) has attracted increasingly

more attention because a MTJ is a digital system having two states coded into the

magnetic configuration, and it provides the device principle of the magnetic random

access memory (MRAM)[80, 81]. MRAM is already commercial device, but its large-

scale application as the RAM in computers has not been achieved so far due to several

practical issues which still need to be resolved. Nevertheless, MRAM has a greater

data processing speed, a lower energy consumption and a higher integration density.

In this Chapter we shall investigate the TMR effect of a molecular scale MTJ.

Compared with GMR, TMR achieves a large impedance to match the circuit elec-

tronics. TMR has larger magnetoresistance (about 10 times at room temperature[82])

than GMR. Theoretical analysis has already played very important roles in the

TMR research. For instance, in 2001 Butler et al. and Mathon et al. made a

theoretical prediction of a coherent spin filtering effect in Fe/MgO/Fe MTJ which

gives rise to the a TMR ratio reaching several thousand percent[83, 84]. Afterward,



4.1 Introduction to spintronics 45

the TMR in Fe/MgO/Fe junctions was reported by Parkin, and by Yuasa, which

reached over 200% at room temperature [85, 86] and with an even higher TMR 600%

(room temperature) - 1100%(4.2K) in CoFeB/MgO/CoFeB junctions depending on

the temperatures[87].

Besides the widespread attention to MgO, using molecules as spin transport ele-

ments has led to the notion of molecular spintronics, which has attracted considerable

attention both experimentally[16, 88, 89, 90, 91, 92, 93, 94] and theoretically[95, 96,

97, 98, 99, 100, 101, 102, 103]. Despite these efforts, molecular spintronics is still in

its infancy. Molecules have genuine advantages in spin-dependent quantum transport

because they have relatively weak spin-orbital coupling and hyperfine interaction so

that spin-coherence can be maintained for a longer extent. Molecular spintronics also

exploit chemistry methodologies to control and manipulate quantum transport of

spin, in addition to charge. The scope of investigations is down to the single molecule

level: a perspective that has not existed before. Theoretically, molecular spintronics

requires careful and quantitative investigations to establish a physical picture on many

important and general issues. These include what controls spin injection from ferro-

magnetic contacts to the molecule, what role is played by external bias voltage, how

spin transport is related to chemical details and to what extent the state-of-the-art

theory can compare with measured data.

To address these important problems, we shall focus on the experimental device of

Petta, Slater and Ralph[16] who measured low-temperature quantum spin transport

of octanethiolate molecules connected to the outside world by Ni contacts using a

nanopore fabrication technique[24]. Using the NEGF-DFT techniques described in

Chapter 2 and 3, we have investigated the TMR effects and IV characteristics in

the Ni/octancethiolate/Ni molecular junctions. The results are satisfactory in many

aspects compared with Ralph’s measurements[16].

The organization of this chapter is as follows: in Sec.(4.2), we review the general

concepts and properties of tunnel magnetoresistance. In Sec. (4.3), we review the

experimental background and other related work. In Sec. (4.4), we describe details
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Figure 4.1: Schematic illustration of a typical TMR device: an insulator or molecular layer sand-
wiched by two ferromagnetic leads. (a) Parallel (PC) and (c) antiparallel configurations (APC) of
spin polarization in the left/right ferromagnetic leads. The corresponding spin-resolved density of
the states in ferromagnetic metals are also shown in (b) and (d), in which the blue block represents
the minority-spin subband while the red block is the majority-spin subband.

of the NEGF-DFT calculation for Ni/octanethiolate/Ni junctions. We also give the

analysis of calculated results and discuss the underlying physics. In Sec. (4.5) we

summarize the work in this Chapter.

4.2 Tunnel Magnetoresistance

A typical TMR device consists of two ferromagnetic electrodes separated by a thin

insulator (F/I/F) layer. The insulating layer is usually thin enough (typically within

a few nanometers) for electrons to tunnel through from one ferromagnetic electrode to

the other. Therefore, the TMR phenomenon is best explained by quantum mechanics.

A typical TMR device is shown in Fig4.1. A thin insulating layer is sandwiched be-

tween two ferromagnetic films. Applying an external magnetic field, the direction of

the magnetization of the left/right ferromagnetic film can be switched independently.
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In terms of the terminology of magnetism, the larger spin population in a ferromag-

net is referred as “majority spin channel”, while the one with smaller spin population

is the “minority spin channel”. If we specify that the direction of the magnetiza-

tion points to the “+z” in Cartesian coordinates, we can label the majority-spin as

up-spin (↑) and minority-spin as down-spin (↓). The two simplest and most typical

configurations are shown in Fig4.1, namely, parallel configuration (PC) and antipar-

allel configuration (APC). Let us use the symbol of ↑↑ for PC and ↓↓ for APC for

simplification of notation. As already mentioned in the last section, usually it is

easier for electrons to tunnel through the insulating layer in PC than in APC. There-

fore, two states of electrical resistance arise by simply adjusting the orientations of

magnetization in the left/right ferromagnets.

Conceptually, we can understand the TMR phenomenon as follows. Let us consider

a MTJ whose left and right leads are made of the same magnetic metal. For PC, the

electrons in the majority spin channel from the left lead tunnel through the barrier and

enter the right lead which is in the same majority state. This process has relatively

large tunnelling probability. For APC, on the other hand, the electrons with majority-

spin from the left will enter the right ferromagnet which is in the minority-spin state.

Hence the electrons should overcome an extra spin flipping barrier[104]. If we define

it as ∆ex, the resistance of APC is thus increased due to ∆ex. The corresponding

TMR in a F/I/F type MTJ is:

TMR =
R↑↓ −R↑↑

R↑↑

=
G↑↑ −G↑↓

G↑↓

=
I↑↑ − I↑↓
I↑↓

(4.1)

where G = 1/R is the conductance of the junction. In 1975, Julliere proposed a

simple model for the tunneling behavior of MTJ[105]. In this model, the tunneling

current through the insulating layer is proportional to the density of states at the

Fermi level of the electrodes on both sides of the tunnel barrier. Hence,

I↑↑ ∝ D↑
1(Ef )D

↑
2(Ef) +D↓

1(Ef )D
↓
2(Ef) (4.2)

I↑↓ ∝ DD↑
1(Ef )D

↓
2(Ef) +D↓

1(Ef )D
↑
2(Ef) (4.3)

where D
↑/↓
1/2(Ef) is the density of states (DOS) of the left/right ferromagnetic leads,
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respectively. If we define the spin polarization factor as:

P =
D↑(Ef ) −D↓(Ef)

D↑(Ef ) +D↓(Ef )
(4.4)

TMR of the Julliere model[105] can be rewritten as:

TMR =
P1P2

1 − P1P2
(4.5)

The Julliere model highly simplifies the complicated spin coupling in TMR to the

bulk property of the left/right ferromagnetic leads. Although the detailed spin tun-

neling process is completely neglected in this simple model, it points to an important

outcome: the TMR is sensitive to the spin-polarization factors at the Fermi level of

the two ferromagnetic layers. Ideally, if the two ferromagnetic layers are 100% spin

polarized (P1 = P2 = 1), TMR will be infinite. In such a case, the TMR junction

becomes a perfect electric switch under the adjustment of magnetization direction.

A low and an infinite resistance is obtained in PC or APC, if the MTJ is built with

such perfectly polarized materials. This kind of P = 1 material is called a half metal.

As a result, the search for half metal materials has become an active field. Several

materials such as NiMnSb, CrO2, La0.7Sr0.3MnO3, and Fe3O4 were reported to show

half metallic behaviors[106, 107, 108, 109].

Due to the lack of details for spin tunneling and electronic coupling at the ferro-

magnet/insulator interface, the Julliere model fails in making quantitative predictions

in the MTJ. In order to understand the TMR effects better, higher level theoretical

techniques are necessary.

4.3 Experimental and theoretical background

In 2004, Ralph’s group in Cornell University measured the electronic transport in

Ni / octanethiolate / Ni molecular magnetic tunnel junctions[16]. They fabricated

these junctions using a nanopore technique[24] where an octanethiolate monolayer was

sandwiched by two Ni contacts. The transport properties of octanethiolate molecule

have been extensively investigated using non-magnetic leads[110, 111, 112, 113] where

electronic transport is found to be dominated by tunneling through σ-bonds of the
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alkane-chain. Since σ-bonds give rise to very large resistance, alkane molecules make

a good tunnel barrier for magnetic tunnel junctions. As shown in the experiment[16],

the TMR value for Ni/octanethiolate/Ni junctions can reach up to 16%. The TMR

is sensitive to the applied bias. In particular, the TMR quickly decays as bias is in-

creased. It decays to zero at bias 40 mV . In addition, the TMR shows an asymmetric

dependence on the bias.

The experiment of Ref.[16] has inspired many theoretical works on molecular

spintronics[96, 97, 98, 99, 100, 101, 102, 103] at a qualitative level where various phe-

nomenological parameters were adjusted to fit the experimental data. A challenge to

theory is to be able to make parameter-free quantitative predictions that can be com-

pared directly to the experimental data. In this regard, a recent calculation[101] for

octanethiolate produced a TMR ratio that is many times larger than the experimen-

tal data, and it does not decay with bias voltage as observed in the experiment[16].

The reason for the discrepancy was unknown[101].

In the rest of this Chapter, we shall apply our first-principles NEGF-DFT method

to the Ni/octanethiolate/Ni molecular MTJ. We emphasize several key points in order

to accurately analyze quantum spin transport in realistic molecular junctions,

• Calculations should be ab-initio in order to to properly address the specific

chemical properties of molecules. Although a tight-binding model with semi-

empirical parameters may provide some insights into this problem, it is very

difficult, if not impossible, to obtain the correct charge transfer and spin polar-

ization of the magnetic junctions.

• The leads of the device should be modeled to have a three-dimensional (3D)

geometry so that bulk properties of ferromagnetic materials can be reproduced.

It is well known that magnetism is strongly depending on dimensionality and

it is questionable to use quasi-1D leads to simulate magnetic junctions as was

done in the literature[101]. Due to the 3D leads, very careful k-sampling must

be done to obtain accurate results.
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Figure 4.2: Schematic diagram of the device(Ni/octanethiolate/Ni junctions). The scattering central
region consists of octanethiolate molecules and four Ni(100) buffer layers connected to each side of
the molecules. As shown, the structure is asymmetric.

• The Hamiltonian should be calculated self-consistently at finite voltages for the

purpose of voltage-dependence analysis. One can not simply assume that the

applied bias voltage drops linearly along backbone of the molecule due to the

complicated metal-molecule interactions. There is no priori knowledge about

how much voltage drops at the contacts and how much on the molecules, there-

fore the Poisson equation and the charge density must be solved self-consistently.

The non-equilibrium Green’s function combined with DFT (NEGF-DFT) and ap-

plying the local spin density approximation (LSDA) introduced in Chapters 2 and 3

covers the above points. It will be used in our analysis.

4.4 Calculation details

The molecular device we consider consists of two semi-infinite Ni(100) slabs sand-

wiching a 8-octanethiolate, C8H17S, as shown in Fig.4.2. The Ni slabs extend to z =

±∞ along the transport direction z. The system extends periodically in the trans-

verse x, y directions with a super-cell cross section of 3.52 × 3.52Å. We divide the
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Figure 4.3: Convergence of Green’s function with respect to size of k-mesh. Vertical axis: error≡
Tr(|Gr|)/T r(|Gr(2562k-mesh)|) − 1. For 96 × 96 or greater k-mesh, the result converges.

Ni/octanethiolate/Ni device into three regions: a scattering region consisting of the

molecule and four layers of Ni atoms on either side, and left/right Ni leads. The

atomic structure of the scattering region is relaxed using the total energy DFT elec-

tronic package SIESTA[53], where the outermost layer of Ni atoms are fixed at their

bulk positions. The relaxed scattering region is then connected to the periodic Ni leads

for two-probe NEGF-DFT analysis. In NEGF-DFT calculations, we adopt double-

zeta-polarized basis for C, H and S, and single-zeta-polarized basis for Ni atoms. All

the basis sets used in the calculation are generated following the scheme described

in Appendix A and B. The exchange-correlation is treated at the local spin density

approximation level[42]. As a check, we verified that the calculated band structure,

density of states (DOS) and spin splitting for bulk Ni are in excellent agreement with

large basis DFT methods such as the LSDA-PAW in VASP[54, 55, 56, 57, 58] and

LSDA-LAPW in WIEN2K[59].

A major difficulty in calculating transport of Ni/octanethiolate/Ni is the enormous

number of k-points necessary for sampling the two-dimensional (2D) Brillouin zone

(BZ). Recalling the NEGF-DFT self-consistent analysis introduced in Chapter 3,

the non-equilibrium density matrix is calculated by NEGF, ρ̂ =
∫

BZ dk‖ρ̂k‖
with

ρ̂‖ =
∫

dEG<
k‖

(E). Here k‖ ≡ (kx, ky) samples the 2D BZ of the Ni leads. All the
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physical quantities will be evaluated after the integration of NEGF(G<) over k‖. For

the Ni/octanethiolate/Ni system, the fine electronic structures in the BZ of the Ni

surface and the sharp transmission resonances require very careful examination of

the k-sampling in order to calculate the G< to high accuracy. Since it is unclear

how to reduce the k-points due to lack of symmetry, we apply an adaptive sampling

technique with a very fine k-mesh. To find out how fine it should be, we calculated

the retarded Green’s function Gr
k‖

with a k-mesh of 256×256 k-points and use this as

a benchmark. We then reduce the k-mesh: the difference of |Gr
k‖
| for smaller k-mesh

and the benchmark is shown in Fig.4.3. It shows that a k-mesh of at least 96 × 96

is necessary to converge the BZ integration of the density matrix ρ̂. A smaller mesh

does not give sufficiently accurate results. In Fig.4.3 the difference of |Gr| by smaller

k-mesh to the benchmark is 10−4. Although this appears to be small, it translates to

a larger error in the density matrix and influence quantitative transport results. The

reason is that the error due to small k-mesh is not uniformly distributed in matrix

elements of Gr. Therefore we fix the k-mesh to be 96 × 96 in all our calculations,

which means that for each iteration step toward self-consistency, 962 independent

NEGF-DFT calculations must be performed for each energy E (up to 110 E-points)

to converge the density matrix, and this is repeated for each bias voltage. After the

self-consistent NEGF-DFT procedure is converged, we calculate the total transmission

coefficient for spin channel σ by a second BZ integration using the same k-mesh:

Tσ(E) =
∫ π

−π

dk‖
(2π)2

T̃σ(E, k‖) (4.6)

where the T̃σ(E, k‖) is the BZ resolved transmission function for a given k‖. It is

obtained by :

T̃σ(E, k‖) = Tr
[

Gr
k‖

ΓL,k‖
Ga

k‖
ΓR,k‖

]

(4.7)

where all quantities on the right hand side are functions of energy E.
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Figure 4.4: (a)-(d): Zero bias transmission coefficient at Ef in the 2D Brillouin zone. (a) Spin-
up channel for PC; (b) spin-down for PC; (c) spin-up for APC; (d) spin-down for APC. Note the
different transmission scales indicated by the vertical bar. (e) and (f): Number of incoming channels
in the Ni-lead at Ef in 2D BZ. Note spin-up electron is majority carrier but has less DOS at Ef .
For this reason the number of conducting channel of spin-up, (e), is less than that of spin-down, (f).
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4.5 Calculation results

Fig.4.4a-d plot the k-resolved quantity T̃σ(E, k||) versus k|| = (kx, ky) when magnetic

moments of the Ni leads are in parallel or anti-parallel configurations (PC or APC,

respectively). Let us call these T-maps. The T-map is obtained at zero bias by

fixing E = Ef , the Fermi energy of the Ni leads (shifted to Ef = 0 in all our plots).

The main impression is the “hot spots” in the BZ where T̃σ(E, k||) has very sharp

resonance features at various points of k||, indicated by high values of T̃σ (hot colour)

on top of a rather smooth background value (cold colour). Hot spots are known

to exist in conventional magnetic tunnel junctions[114]. For the molecular junction

here, we find that the smooth background of T̃σ(E, k||) is largely due to transmission

channels in the Ni leads that tunnel through the molecular layer, while the hot spots

are due to resonance transmission which is sensitive to k||. To understand the smooth

background value (cold colour regions) of T̃σ(E, k||), Fig.4.4e,f plot the BZ resolved

number of conducting channels in the Ni lead at Ef : the spin-up channel is of a

4-petal pattern with channel number 1 to 4; the spin-down channel is a complicated

pattern with channel number 2 to 8. These patterns are rather similar to cold colour

regions of Fig.4.4a,b for PC situation. For APC, Fig.4.4c,d are a combination of both

spin-up and -down channel patterns: this is expected because APC involves both up

and down magnetic configurations of the leads.

To understand the sharp hot spot features on top of the smooth background in T-

map, we have calculated the real space scattering wave function at various k||. When

k|| is not at a hot spot, the modular of wave function essentially decays exponentially

along the molecule; but when k|| is on a hot spot, the wave function oscillates which

indicates a resonance in transmission. For a given k-point, one can obtain a quasi-1D

Hamiltonian, Hkx,ky
=

∑

IxIy
HIxIy

exp [i(Ixkx + Iyky], where HIxIy
is the Hamiltonian

matrix between the unit cell indexed by IxIy and the unit cell indexed by 00. With

the k-dependent Hamiltonian, the scattering problem can be solved analogous to a

1D δ-barrier problem. Figure4.5 shows the real space scattering wave functions at

two typical k-points k1 and k2. k1 corresponds to the point of hot spots while k2 is
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Figure 4.5: (a)k1 for spin up of PC, T = 1.1 × 10−3 (b)k2 for spin up of PC, T = 1.02× 10−4 (c)k1

for spin down of PC, T = 8.7 × 10−3 (d)k2 for spin down of PC, T = 6.3 × 10−4 (e)k1 for spin up
of APC, T = 3.8 × 10−3 (f)k2 for spin up of APC, T = 2.5 × 10−4 (g)k1 for spin down of APC,
T = 1.2 × 10−3 (h)k2 for spin down of APC, T = 1.9 × 10−4
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Parallel (10−5) Anti-Parallel (10−5)

L\R(↑) s p d1 d2

s 89 42 58 37

p 43 25 30 17

d1 65 32 84 32

d2 38 17 29 19

L\R(↓) s p d1 d2

s 16 50 84 43

p 6 5 40 29

d1 145 65 103 663

d2 61 42 558 544

L\R(↑) s p d1 d2

s 50 24 309 208

p 24 14 163 121

d1 38 16 288 203

d2 17 8 126 81

L\R(↓) s p d1 d2

s 20 8 20 8

p 10 6 10 5

d1 233 177 268 116

d2 141 94 143 72

Table 4.1: Values of partial transmission PAB in Γ-point from left to right lead. First column
indicates for partial wave labels of left lead (incoming), first row is for right lead (out-going). Arrows
indicate spin channel. Some values are much larger than others, indicating those scattering channels
are dominating.

adopted with the smaller transmission values. One can clearly see that the scattering

wave functions decay at different rates. For the points at the hot spots, the wave

functions decay much more slower than the other ones. One can also find clear

resonance features for these points at the plots of scattering wave functions(Fig4.5

a,c,e,g). Such oscillations superposed on the wave functions is due to atomic details

of the interaction among the magnetic leads and the molecules. The transmission of

the resonant cases is an order larger than the decaying cases. The above scattering

states analysis reveals that the smooth background in the T-maps is contributed by

the decaying waves, while the sharp hot spots are due to the resonant states. We

should emphasize again that it is crucial to have proper BZ k-sampling in order to

accurately capture these detailed but important features so that one can compare

with measured data.
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4.5.1 Analysis of spin injection

The chemical properties of octanethiolate are found to affect spin transport in sub-

stantial ways and determine how spins are injected. The main contribution to the

DOS of bulk Ni atEf is due to the spin-polarized d-waves. Octanethiolate is composed

of CH2 units connected by σ-bonds which are sp3 hybridized orbitals. Therefore, the

p-wave is more likely to propagate along the linear chain. For analysis purposes, we

may consider that the interfaces between molecules and leads serve as scatterers that

connect d- to p-waves. Quantitatively, we define a spin resolved partial transmission

from Eq.(4.7), PAB ≡ ∑

A,B G
r
b1a1

(ΓL)a1a2
Ga

a2b2
(ΓR)b2b1 where A and B are wave labels

of s, p, d1, d2, here d1 = dxy, dyz, dxz and d2 = dx2−y2 , dr2−3z2 . a1,2 ∈ A are orbital

indices for the left lead with label A; b1,2 ∈ B are for right lead with label B. The

quantity PAB measures the probability of an A-type wave in the left lead propagating

to a B-type wave in the right traversing the molecule. To resolve this feature better,

we choose the characteristic Γ-point, in which the transmission is one order larger

than the average transmission over the whole BZ. Table 4.1 shows PAB in Γ-point of

our device where data larger than 30% of the maximum are highlighted in boldface.

In PC, spin-up electrons are actually the minority carriers at Ef for Ni, their PAB val-

ues are distributed into all types of orbitals, see upper-left block of the table. In clear

contrast, the spin-down channel is dominated by the d-wave transmission, shown in

lower-left block, corresponding to tunneling processes of majority d-waves. In APC,

spin-up electrons are minority carriers for the left lead and majority carrier for the

right. The contribution to the spin-up transport channel comes from all different

waves in the left lead scattered into d-waves of the right lead, shown in upper-right

block. The spin-down channel is given by majority (left) to minority (right) scatter-

ing, hence we observe d-waves from left scattering into all other waves of the right(

see lower-right block).

These scattering processes suggest that spin injection can be tuned and controlled

chemically through the molecules in the middle. The understanding of the nature of

the molecule, the control of contact geometries, and the change of end-group might
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Figure 4.6: I-V curves (right axis) and voltage dependence of TMR (left axis). The solid line with
diamond (red) and solid-dot (green) are I-V curves for PC and APC. The TMR-V curve (blue line
with solid-star) peaks at −20mV with 33% and decays to zero at −200mV and +120mV.

all lead to great variabilities of spin-based transport properties in molecular MTJ.

For instance one can imagine choosing molecular linkers so that d-waves are more

efficiently scattered into p-waves. One of our recent unpublished results is based

on this idea: in that work we investigated two different molecular MTJ, Fe/octane-

dithiolate/Fe and Fe/octane-thiolate/Fe, respectively. With dithiolate end-groups,

the MTJ produces a much larger TMR (> 100%) than the one with thiolate end-

group[29]. We are not going to discuss too much about the calculation of this system

since the details are quite similar to the study of Ni/octanethiolate/Ni above. In some

sense, the work introduced in this chapter will set a benchmark to make prediction

of transport properties in molecular MTJs.

4.5.2 Spin polarized current and TMR

Using Eq.(4.6) we obtain the spin polarized current

Iσ(Vb) =
e

h

∫ µR

µL

Tσ(E, Vb)(fL − fR)dE (4.8)

where µL,R are electrochemical potentials of the left/right leads and µL − µR = eVb,

and fL,R ≡ f(E−µL,R) are the Fermi functions . We also explicitly indicated that Tσ
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of Eq.(4.6) is actually a function of bias Vb. The total charge current is given by
∑

σ Iσ.

Fig.4.6 shows the calculated I-V curve for PC and APC as well as TMR defined by

the total currents. Recalling Eq. (4.1), TMR=(IPC − IAPC)/IAPC. At Vb = 0 when

all the currents vanish, we compute TMR by the equilibrium transmission coefficient.

For our device, IPC > IAPC for the entire bias range −200mV < Vb < +120mV

we examined, giving rise to positive TMR versus Vb. TMR is asymmetric with re-

spect to the polarity of Vb, in agreement with the experimental observation[16]. This

asymmetry is due to the asymmetric atomic structure of the device: only one side

of the molecule has the thiolate group. In fact, the effect of asymmetry is already

seen in Fig.4.4c,d: if the system were symmetric, then for APC at zero bias, the

spin-up and -down channels would have exactly the same transmission. The fact that

Fig.4.4c,d are very different is an indiction for the lack of symmetry. Quantitatively,

we obtain a maximum TMR of 33% at Vb = −20mV . The experimental data shows a

maximum TMR about 12% to 16%, at -15mV to -5mV (Fig.4c of Ref.[16]). The cal-

culated TMR decays as a function of Vb asymmetrically: it vanishes at Vb < −200mV

or at Vb > +120mV (see Fig.4.6). Experimentally[16], TMR also decays with bias

asymmetrically but with voltage scales somewhat smaller than our theoretical values.

Given the possible differences of atomic structure used in our theory and that in the

experimental device, this level of quantitative consistency is, indeed, very satisfactory.

To understand why TMR decays with bias, we plot total transmission T (E) =
∑

σ Tσ(E) versus energy E at four different values of Vb in Fig.4.7. The vertical lines

indicate the bias window, i.e. integration range of Eq.(4.8). It is very clear that for

small Vb, T (E) for PC and APC are rather different in the bias window, see Fig.4.7a

and Fig.4.7b. As |Vb| is increased to larger values, the difference is reduced as shown

in Fig.4.7c,d. Such a reduction is related to the DOS of Ni leads, it causes TMR

to reduce with Vb. It is well known that there is a sharp peak in minority DOS

(spin-down) near the Ef of Ni, see inset of Fig.4.7b. At low bias, this DOS peaks

of left/right leads align, leading to a larger total transmission for PC than for APC,

hence a larger TMR. As |Vb| is increased, the DOS peaks of leads are shifted away
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Figure 4.7: The four panels are total transmission T (E) versus energy E for PC (solid blue line)
and APC (dashed red) for four different Vb. The difference of PC and APC transmission within the
energy window (marked by two dotted vertical lines) reduces for increasing |Vb|. Inset in (b): DOS
of the Ni leads.



4.6 Summary and outlook 61

Figure 4.8: The bias-dependent magnetic moment(= Charge↑ − Charge↓) in sulphur atom of
Ni/alkanethiolate/Ni junction for parallel configuration. It shows the proximity effect to the mag-
netic leads.

from each other so that the difference of transmission in PC and APC is reduced.

T (E) in the bias window has a major difference in terms of polarity of Vb. Namely, at

Vb = +100mV the PC and APC difference is already very small; but at Vb = −100mV

this difference is still substantial. This gives the asymmetrical TMR versus Vb. As

discussed above, the asymmetry versus Vb is due to asymmetry of the device: the

left has Ni-S chemical bond while the right does not. Our calculation reveals that

due to proximity effect, the S atom develops a small magnetic moment variation in

the range of a few percent of a Bohr magneton. As shown in Fig.4.8, the induced

magnetic moment of S has a bias dependence similar to that of the TMR curve in

Fig.4.6 and clearly affects spin transport.

4.6 Summary and outlook

In this chapter, we presented a brief review of spintronics. Concepts related to spin

transport such as magnetoresistance are introduced in detail. As the overlap of spin-

tronics and molecular electronics, molecular spintronics calls for attention both exper-

imentally and theoretically. A NEGF-DFT based first-principles calculation showed

its ability to make quantitative predictions that can be directly compared with exper-
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imental measurements. Due to our very careful analysis in terms of the k-sampling,

basis sets, and atomic structures, our results in this chapter provide a benchmark

for further theoretical calculations. The transport properties of molecular spintron-

ics depends sensitively on the chemical details of the molecule and, in our case, on

how d-waves from a Ni lead are scattered into p-waves of the molecule before exit-

ing to the second Ni lead. At the present stage of molecular spintronics research,

we believe our quantitative consistency in many aspects with the measured data is

rather satisfactory and provides a starting point to resolve the remaining differences.

For example, more accurate functionals such as PBE[44] can be used to recalculate

the electronic structures and transport, and compare with our data presented here.

More careful treatments of the contact structure will tell us how sensitive the spin-

dependent transport is related to the atomic details there. In a larger picture, our

technique used here is actually very general and can be applied to study other kinds

of MTJs such as the more conventional solid state MTJs[115].
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Transport in molecular wires: the role of contacts

Due to the phenomenal growth of experimental efforts in molecular nanoelectronics[9,

26, 116, 117], it has now been well established that electric conduction on the molec-

ular scale is sensitively related to the atomic properties of the nano-structure: small

variations of these properties can give rise to significant changes of conductance[118].

For some reason systematic theoretical studies of the role of atomic contact struc-

tures in molecular junctions have not been done to any satisfactory fashion. Perhaps

there are simply too many possibilities that might influence electronic transport in

molecular junctions and investigating contact structure is tedious, time consuming

and theoretically less “glorious”. Indeed, if a serious discrepancy between theory and

experiment is found, many of us are inclined to consider what has been missing in

the theoretical formalism, for instance the intrinsic limitation of practical DFT, the

lack of self-interaction correction (SIC), the absence of image potential, and the ap-

proximation associated with the exchange-correlation terms. These issues are more

interesting to pursue from a theory point of view.

Therefore, there have been considerable efforts in the literature to create sophisti-

cated “beyond DFT” calculation methods for molecular electronics[119, 120]. Unfor-

tunately, due to complicated technical issues, different approximations and/or even

adjustable parameters must be introduced in these beyond-DFT methods. For in-

stance, the SIC method[119] involves an adjustable parameter whose value depends

on the research problem and is an input to the calculation; the configuration interac-

tion (CI) method[120] involves some rather ad hoc treatment of the device leads as

63
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well as the coupling of the device to the leads. By adjusting some parameters or tun-

ing the model, one may be able to narrow down the theory-experiment discrepancy in

one particular case, but usually the parameters need re-adjustment when moving to a

new problem. This is not very satisfactory at all. Still, we fully recognize that these

are important efforts for the theory community to repair some of the approximate

issues of the NEGF-DFT formalism and they may lead to future developments and

breakthroughs.

Going back to the literature[119, 120], we discover that the main motivation for

developing the beyond-DFT methods was the huge discrepancy between calculated

and measured conductance of the Au/BDT/Au molecular wires. Here BDT stands

for the molecule benzenedithiol. Indeed, even though the NEGF-DFT formalism

has achieved a lot of successes in quantitative predictions of quantum transport in

molecular electronics, it failed spectacularly when applied to predict conductance

of the Au/BDT/Au. In particular, existing NEGF-DFT calculations predicted a

conductance that is at least 50 times larger than the measured one. This problem

has caught a wide theoretical attention [119, 120, 121, 122, 123, 124, 125], but the

reason for the failure was unclear up to now.

It is puzzling why NEGF-DFT fails at the seemingly simple Au/BDT/Au device

while it worked well for many other more complicated systems. We therefore believe

there should be a simple reason which has escaped attention of the theorists. Hence,

before making a judgement whether or not there is an important missing ingredient

in the NEGF-DFT formalism such that one should go-beyond it for this problem, we

believe it is prudent to first seriously consider what is the most basic issue. In our

view, atomic structures, especially the contact structures, are the most basic issues

since they play important roles in electronic conduction.

In this Chapter, we will investigate the contact formation and electronic transport

in various molecular junctions including the Au/BDT/Au, Au/benzene-diamine(BDA)/Au,

Au/amine-benzene-thiol (ABT)/Au. The Chapter is organized as follows. First, we

shall focus on the system of Au/BDT/Au and Section 5.2 reviews the experimen-
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tal and theoretical efforts on this device. The details of our systematic studies are

presented in Section 5.3. According to our extensive first-principles total-energy cal-

culations, it was found that a BDT molecule prefers to attach to ad-atoms when it

is bonded to Au(111) and, much more importantly, the hydrogen atoms on the thiol

groups of a BDT do not dissociate after the formation of the device contacts. Essen-

tially all previous calculations in the literature followed a well established perception

that hydrogen is dissociated from the -SH group of the thiol after BDT is adsorbed

to Au(111) surface, namely the contact structure of the BDT on Au(111) has always

been assumed to be hydrogen-dissociated (HD-model). It is striking to find that the

old perception of dissociation of H from -SH bond of BDT at the Au/BDT interface

is questionable. The total energy calculation clearly shows that the non-dissociated

H in -SH bond is energetically more stable than the H-dissociated model. In or-

der to further check the validity of this new contact structure where the hydrogen

is non-dissociated (HND-model), we have also calculated the break-down force and

bonding-energy of the Au-SH (Au-S) bond. We found that results from the HND-

model achieve satisfactory consistency to experimental measurements while those

from the HD-model do not. In particular, the HND-model gives a conductance that

is as close as a factor of 2 to the measured data, while that from the HD-model is at

least one order of magnitude larger than the experimental data. Further analysis of

scattering states provides a clear understanding to the mechanism of electron trans-

port through the Au/BDT interface. Our results strongly suggest that the newly dis-

covered HND-model most likely describes the contract structure of the Au/BDT/Au

devices.

There is an experimental possibility[2] that during the contact formation process,

the proton in the hydrogen atom of the SH-group will dissociate leaving a negative

charge on the S atom. To investigate such an ionic-type contact, in Section 5.4 we

calculate transport properties of Au/BDT/Au junctions with charged bonding struc-

ture. After introducing the ionic-type atomic configurations of S and H in the -SH

bond, the physical picture of charge transfer in these systems shows consistency with
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the HD/HND models. The calculated results on the charged systems also strongly

suggest that the HND-model is the most likely one to explain the present experimental

measurements[2, 25, 126].

In Section 5.5 we shall further explore the idea established in Section 5.3 to a

series of molecular junctions. Again, the results clearly demonstrate the important

role played by contact structures for electron transport in molecular wires.

5.1 The Au/BDT/Au: background

As already mentioned above, it has been quite puzzling why theoretical predictions

of the conductance of Au/BDT/Au device are much larger than the experimentally

measured values. In this Section we review the existing literature on this problem.

5.1.1 Experimental measurements

Measurements of conductance of single molecules require a good control over the

microscopic contact structures between the molecule and electrodes. This poses a

substantial challenge to the experiments. In the past decade, several techniques have

been employed to fabricate metal-molecule junctions.

Mechanically Controllable Break Junctions (MCBJ). In 1997, Mark Reed

and his colleagues measured the conductance of Au/BDT/Au junctions using the

MCBJ technique[23]. The measured conductance was rather small: 6×10−4Go where

Go = 2e2/h is the conductance quantum. It was the first time that conduction of a

single molecule was measured. In the MCBJ technique, a metallic wire is stretched

and broken by bending the substrates underneath the wire, forming two gold contacts.

BDT molecules flowing around in the system may stochastically attach to the gold

surface and form a self-assembled monolayer (SAM) of BDT. The two gold contacts

are then moved toward each other until the onset of conductance happens. Even

though the Au-Au gap in the MCBJ can be controlled experimentally, it is impossible

to control the detailed atomic structure at the molecule-lead contact and it is difficult

to discern how many molecules, or even if there are any molecules there to bridge
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the Au-Au gap. When a conductance is measured, it is impossible to know if the

quality of the molecule-lead coupling is good or not. For these reasons, the reported

results[23] were not reproduced by other groups. Finally, in 2008, a group in Germany

reported the measurement of a Au/BDT/Au junction by MCBJ, obtaining even lower

conductance of 5× 10−5Go[127]. Since the BDT molecule has an extended electronic

π state and the Au-S bond is very strong, one would expect much larger conductance.

Hence, so far these very small conductances were not really understood and have been

theoretically attributed to strong Coulomb repulsion[119, 120].

STM break junctions. Motivated by the earliest measurement of single molecule

conduction, Tao et al. reported an experimental investigation of electron transport

of the BDT device[2] in 2003 using a STM break junction technique. In their ex-

periments, a gold scanning tunneling microscope (STM) tip was repeatedly moving

into and out of contact with a gold substrate, creating a nano-scale Au-Au gap.

Stochastically, BDT molecules may move into the gap and bond to the two Au sur-

faces forming a Au/BDT/Au molecular wire. By creating and measuring thousands

Au/BDT/Au transport junctions, the mean equilibrium conductance was found to

be 0.011Go[2]. Even though the statistical width surrounding the mean was rather

large, several peaks were clearly identified in the statistical spectra of the measured

conductance ensemble[2], and these peaks were at integer multiples of the fundamen-

tal mean value 0.011Go. The interpretation is that multiple BDT molecules bridging

the Au-Au gap should give multiple values of the single molecule conductance which

is taken to be 0.011Go. This value is much larger that those measured by the MCBJ

technique[23, 127], presumably because STM controls the Au-Au gap better than the

MCBJ technique.

Lithography and electromigration. Most recently, another novel method

combining electron-beam lithography (EBL) and electromigration (EM) to fabricate

metallic electrodes with nanometer separation, was used to measure the conductance

of BDT[25]. In the experiment[25], a gold wire was broken by electromigration to pro-

duce a nano-meter gap in the wire. A molecule such as BDT may bridge the gap and
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Method Environment Conductance Time

MCBJ Vaccum 6× 10−4 Go [23] 1997

STM tip Solution 0.011Go [2] 2003

STM tip Solution 4× 10−3 Go [129] 2006

EBL& EM Vaccum 0.01 Go [126, 128] 2006,2008

MCBJ Vaccum 5× 10−5 Go [127] 2007

EBL& EM Vaccum 0.013Go [25] 2009

Table 5.1: Experimental measurements of Au/BDT/Au junction.

form an Au/BDT/Au single molecule transport junction. This method shows good

electrical and mechanical stability. The equilibrium conductance was measured[25]

to be 0.01∼ 0.015 Go, giving an average value of (0.0132 ± 0.0021)Go. Using a sim-

ilar electromigration technique, a Japanese group also reported the conductance of

Au/BDT/Au junction to be around 0.01Go[126, 128]. This newly-measured conduc-

tance therefore confirms the value obtained by the STM method of Tao et al.[2].

In Table 5.1, we list the representative experimental measurements of the conduc-

tance of Au/BDT/Au in the past decade. The measured conductance shows consis-

tency around 0.01Go. Such a consistency on devices fabricated by totally different

methods and environments indicates that a long-standing goal of achieving experi-

mental data convergence for the most well known molecular device, Au/BDT/Au, is

likely reached. This is important because it indicates that, finally, reproducible data

can be obtained in single BDT molecule devices. The experimental convergence of

transport data for the Au/BDT/Au device provides a timely opportunity to quali-

tatively and quantitatively understand the physics of the electronic transport in this

type of molecular junctions.

5.1.2 Theoretical analysis

Quantitative analysis of the Au/BDT/Au system have so far produced controversial

results and failed to reach a consensus: the calculated conductance spread over one to
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Method Conductance Time

Jellium model 0.03Go[130] 2000

NEGF - DFT 0.01-0.5Go, using 1-D lead[121] 2003

Jellium model 0.003-0.058Go, different adsorption sites[131] 2004

NEGF - broading DOS 0.01-0.04Go depending on basis[132] 2004

Wigner function + CI 6.5× 10−4Go[120] 2004

NEGF - DFT 0.002-0.8Go, different configurations[122, 123, 124] 2004,05,07

NEGF - HF, Au cluster leads 4× 10−4Go[133] 2005

NEGF - DFT 0.04-0.6Go different configurations[134] 2006

NEGF - DFT 0.2-0.8Go for different Au-S distance[135] 2006

NEGF - LDA+(SIC) 0.11-0.7Go(LDA), 0.03 − 0.1Go(LDA+SIC)[119] 2007

NEGF - extended Huckel 0.008Go[136] 2008

NEGF - DFT(PW) 0.28Go[125] 2008

Table 5.2: Theoretical calculations of the conductance Au/BDT/Au/ junctions.

two orders of magnitude depending on the atomic models and/or theoretical methods,

as shown in Table 5.2. In particular, even though the NEGF-DFT first principles

formalism was able to make many satisfactory predictions to quantum transport which

were favorably compared with experimental data[26, 28, 137, 27, 138], it failed when

applied to the Au/BDT/Au devices.

In our view, the atomic structures of the fabricated molecular devices were actually

unclear. In particular, the most important structural information - the metal-molecule

contacts, is at best ambiguous for essentially all single molecule transport junctions

investigated in the literature. In theoretical analysis of molecular devices, one usually

assumes an initial metal-molecule contact structure - guided by intuition or by exper-

iments, and then relaxes the structure. However, experimentally when a molecule is

brought to contact with the metal leads, a contact formation occurs where chemical

reactions may give rise to dissociation or formation of atomic groups from the original

molecule. Such a process is likely lost when an initial atomic configuration is assumed

without carefully considering it from ab-initio point of view. Full molecular dynamics

simulations may capture the formation process, it is, however, prohibitively expensive
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for computation due to the relatively long time-scales of contact formation process

and large system sizes. As a result, the formation process has not been subjected to

systematic investigations so far and, as we show in this thesis, it is a crucial effect

that controls the interface transparency to charge flow. In particular, it determines

the value of conductance for a Au/BDT/Au device.

The electronic transport through a molecular junction includes three regions: the

left/right interface and the molecule itself. The total transmission coefficient T of

the system can be thought of as composed by transmissions TL/TR of the left/right

interface and Tm of the molecule. Clearly, for systems with large Tm, the interface

contributions TL/TR become important. But for systems having very small Tm, the

contact transparency becomes less important in determining the overall conductance

of the device. For instance, the popular Au/alkanedithiol/Au molecular wire has a

very small Tm because transport is dominated by electronic tunneling through the

localized σ−bonds of the alkane[110, 111]. In other words, the huge resistance (typi-

cally tens or hundred mega-Ohms) of Au/alkanethiol/Au is dominated by the length

of the alkane molecule and not by the Au/alkanthiol interface. Therefore theoreti-

cal calculations of the Au/alkanethiol/Au are generally comparable to experimental

measurements within the same order of magnitude[26] even though one may not have

treated the contact region most carefully. The situation of the Au/BDT/Au device is

very different from the Au/alkanedithiol/Au. The benzene ring in BDT consists of a

non-local π−bond system which is more transparent to electron conduction than the

σ−bond of alkane-molecules. Therefore, the conductance of Au/BDT/Au junctions

should be much more sensitive to the contacts, particularly, to the bonding structure

at the Au/BDT interface[118]. We therefore believe a careful study of the Au/BDT

interface should be a good starting point.
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Figure 5.1: Top view of the configuration of BDT adsorption to the Au(111) surface. (a) BDT
attaches to the surface via the Au adatom. (b) BDT attaches to the surface directly while a Au
adatom is also on the surface but sitting aside.

5.2 Calculation of the Au/BDT/Au junction

5.2.1 Total energy structural relaxation

We use a standard DFT-PAW method with the Perdew-Burke-Ernzerhof 96 func-

tional (GGA-PBE)[44] as implemented in the electronic structure package VASP[58]

to determine the atomic structure. A c(4 × 3) super-cell consists of six layers of Au

atoms separated by a vacuum layer of 15 Å was adopted to model the surface in

Au/BDT interface, as shown in Fig.5.1. All atoms except the three bottom Au layers

were fully relaxed with a force criterion of 0.02 eV/Å applied for every atom. A

planewave cutoff of 400 eV and a k-mesh of 4 × 4 × 1 were applied, and we further

checked them by a cutoff of 500 eV and a mesh of 8×8×1 to ensure the convergence

to 1 meV/atom. The cross-section in our two-probe device calculation is the same as

in the interface calculations, shown in Fig.5.7.

As suggested by a recent STM experiment[139], thiol molecules prefer to attach

to a Au(111) surface through Au ad-atoms. We have therefore calculated BDT ab-

sorption on Au(111) with and without Au ad-atoms. Particularly, we calculated two

different cases as shown in Fig5.1. In one case (case-1), BDT is absorbed to the
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Figure 5.2: Top views of examples for (a) parallel and (b) perpendicular configurations. (c) Four
positions of H have been considered for each configuration at several orientations: (A) is for non-
dissociated H; (B,C,D) are for dissociated H which attaches to the (B) ad-atom , (C) the surface ,
or (D) escapes into vacuum forming an H2 molecule.

surface directly while the adatom is on the surface. In another case (case-2), BDT

is absorbed to the surface via the adatom. The total energy calculation shows that

the structure in case-2 is energetically more stable than in case-1. The difference of

bonding energy is at least 0.4 eV per molecule. Based on the fact of adatom prefer-

ence suggested by the STM experiment[139] and our total energy calculation above,

in the next step, we investigated a series of representative atomic configurations with

BDT molecules absorbed on Au(111) surface via Au ad-atoms. Figure 5.2(a,b) plot

two initial structures of the BDT attached to Au(111) via an ad-atom, these ini-

tial structures where the molecule is parallel or perpendicular to the Au(111), are

used for structural relaxation. According to the C3 rotational symmetry of Au(111),

another two sets of these structures with a rotation angle of −30o or 30o were also

considered. Together these should cover most of the initial likely configurations. For

contact formation, we consider three cases for the hydrogen dissociative (HD) config-

uration: the dissociated H atom attaches to the ad-atom (HD-adatom), to the surface

(HD-surface), or escapes to vacuum to form an H2 molecule (HD-vacuum), as shown

in Fig. 5.2(c). Note that in the HD-vacuum case, the total energy should count in

the formation energy of an H2 by two escaped H atoms since it is much more stable
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parallel perpendicular

00 300 600 00 300 600

HND 0.00 0.09 0.08 0.06 0.06 0.06

HD-adatom 0.28 0.25 0.61 0.53 0.54 0.42

HD-surface 0.41 0.40 0.42 0.40 0.41 0.41

HD-vaccum 0.24 0.25 0.26 0.25 0.25 0.24

Table 5.3: The difference of total energies (units eV) compared to the the most stable structure (the
parallel 00) for typical configurations of Au/BDT interface. For all situations, the H-non-dissociative
structures have lower energies.

than a sole hydrogen atom. The calculated total energies are summarized in Tab.

5.3. It is striking to find that configurations with non-dissociated S-H bonds, (first

row in Table 5.3) are always energetically more stable than the other H-dissociated

structures by at least 0.2 eV per BDT for all the investigated systems. In fact, the

non-dissociative S-H bond in thiol group absorbed on a perfect Au(111) surface was

experimentally observed by Yates et al.[140] and more recently confirmed by ab-initio

calculations[141].

These results strongly suggest that an H-non-dissociative (HND-model) struc-

ture should provide a more realistic model in terms of transport modeling of the

Au/BDT/Au devices. Nevertheless, we caution that for discussions of thermal stabil-

ity, one should use the Gibbs free energy instead of the total energy as we have done

so far. Gibbs free energy includes the internal energy (total energy obtained from

DFT), the entropy, and the mechanical work. How much the latter two factors will

contribute to thermal stability is ambiguous. In this sense, both HND-model and HD-

model are probably possible in real Au/BDT/Au molecular junctions, although the

HND-model is energetically more stable by 0.2 eV according to the calculated total

energy. Additional theory-experiment comparisons are, therefore, valuable in showing

the preference between these two models, as shown in the next two subsections.
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5.2.2 Junction breakdown force

Having established that the total energy of the HND-model is lower than HD-models,

in this subsection we investigate the junction breakdown forces. In the original exper-

iment of Tao et al.[2], an Au tip was retracted after contacting the Au(111) surface

in order to form the Au/BDT/Au junction. Tao et al. further measured the junction

breakdown forces of the formed Au/BDT/Au structures[142]. Since the S-Au bond

is much stronger than the SH-Au bond, by calculating the junction breakdown forces

and comparing with the measured data, we can distinguish which bond is more likely.

This provides an additional consistency check of the total energy results of Section

5.2.1.

Our calculation includes three parts: (i) Contact evolution in the HND-model;

(ii) Breakdown force in the HND-model; (iii) Breakdown force in the HD-model.

Here, (i) involves a first-principles modeling of structural evolution by elongating the

Au/BDT/Au junction from a compressed configuration to the final one where the

junction is just broken-down. (ii) calculates the breakdown force in the HND-model.

(iii) the same as (ii) but on the HD-model and results compare to that of the HND-

model. Our calculated breakdown force in comparison to the experimentally measured

value, strongly suggests that the HND-model gives a more reasonable description for

the contacts in Au/BDT/Au, consistent to the total energy analysis of Section 5.2.1.

Structural evolution in the HND-model

A series of HND-model Au/BDT/Au junctions having different junction lengths

shown in Fig. 5.3, are considered. The junction length L in Fig. 5.3 is defined

by the gap between the surfaces of the left and right leads at their initial configura-

tion. The positions of the adatoms along the transport direction (z direction) at left

and right leads is denoted by LL and LR respectively, which are determined after the

atomic coordinates are fully relaxed. Both LL and LR are measured from the adatom

to the third layer Au counted from the lead surface, as shown in Fig. 5.3(a). The

third Au layers of the left/right leads and the layers beyond them are fixed during

structural relaxation which provides a good reference for evaluating LL and LR. The
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Figure 5.3: Fully relaxed configurations for H-non-dissociative junctions: (a) at L = 13.0 Å, in which
LL = 6.846 Å ≈ LR = 6.849 Å, very close to the D value of an adatom on a bare surface; (b) a
surface that an adatom attaches to a bare Au(111) surface, where D = 6.846 Å; (c) the junction
is at its equilibrium, when L = 13.8 Å, in which LL = 6.935 Å ≈ LR = 6.933 Å; (d) the junction
starts to break at L = 15.7 Å, LL = 7.101 Å, LR = 7.052 Å.
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distance D (see Fig.5.3(b)) has a similar definition as that of LL or LR, but it is for

a single surface - not a surface inside a two-probe junction.

The initial structures shown in Fig. 5.3 were relaxed by DFT total energy calcula-

tions. The positions of all ions, except the four outermost layers (two in left and two

in right leads), are fully optimized until the net force acting on them is less than 0.01

eV/Å, using the same method as in Section 5.2.1, i.e. PAW-PBE implemented in the

VASP package[58]. During the stretching of the two-probe junction, one Au lead was

moved step by step with a minimum step length of 0.1Å. A total of 22 configurations

have been calculated from L=12.7 Å to 15.8 Å which covers the length ranging from

the compressed to the breakdown junctions.

The calculated total energy of the two-probe junction versus junction length L

is shown in Fig. 5.4(a). It becomes lower as the junction is stretched further and

reaches a minimum value at around L = 13.8Å. This value of L is regarded as the

equilibrium length of the junction. The equilibrium geometry is shown in Fig. 5.3(c)

in which the Au-SH bond length is 2.43Å and the LL (LR) is 6.94 Å. Close to L =

15.7 Å (structure shown in Fig. 5.3(d)), the junction starts to break which can be

identified from either geometric or energetic points of view. In terms of energetics,

the total energy essentially remains constant from 15.7Å to 15.8Å indicating the

junction is breaking.

Table 5.4 shows that LL and LR are fairly similar before L reaches 15.6 Å. However,

an appreciable difference of 0.05 Å between them becomes observable at L=15.7 Å,

and it becomes 0.08 Å for L=15.8Å. Both the Au-S bond length (left lead) and the

LR value start to decrease at L=15.7 Å. These geometrical changes are consistent

with the features of a junction breaking down, consistent with the energetic behavior.

It is remarkable that the values of LL (6.846Å) and LR (6.849Å) in the configu-

ration for L = 13.0Å are quite close to that of a bare single surface, denoted as D

(6.846 Å). It implies that the absolute tension applied to the adatom in the z direction

should be the smallest (close to zero) when the junction length is around 13.0 Å.
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L 12.7 12.8 12.9 13.0 13.1 13.2 13.5 13.6 13.7 13.8 13.9

LL 6.823 6.834 6.841 6.849 6.854 6.866 6.903 6.915 6.930 6.935 6.946

LR 6.817 6.833 6.838 6.846 6.857 6.874 6.900 6.910 6.917 6.933 6.942

Au-S(L) 2.426 2.426 2.422 2.420 2.418 2.419 2.422 2.421 2.423 2.425 2.429

Au-S(R) 2.430 2.429 2.425 2.422 2.421 2.422 2.422 2.421 2.423 2.427 2.429

L 14.0 14.1 14.2 14.7 15.2 15.3 15.4 15.5 15.6 15.7 15.8

LL 6.958 6.968 6.979 7.030 7.078 7.087 7.094 7.095 7.101 7.101 7.103

LR 6.953 6.965 6.977 7.035 7.078 7.093 7.098 7.100 7.093 7.052 7.023

Au-S(L) 2.431 2.434 2.439 2.474 2.535 2.543 2.562 2.567 2.568 2.539 2.534

Au-S(R) 2.434 2.435 2.442 2.476 2.534 2.572 2.592 2.638 2.704 2.886 3.017

Table 5.4: Changes of LL, LR, and Au-SH bond lengths at the left (Au-S(L)) and right (Au-S(R))
leads in the HND-model. All values are in Angstrom. Here L, LL, LR are defined in Fig 5.3. L
is defined by the gap between the surfaces of the left and right leads at their initial configurations.
LL/LR are defined by the distance of left/right adatom to the the third layer of the left/right Au
surface.

The breakdown force of HND-model

The junction breakdown force is defined as the difference of the measured forces acting

on one lead of the junction just before the breakdown starts and after the breakdown

completes. The forces were experimentally recorded from atomic force microscope

(AFM) tips in the AFM-Molecule-Surface setup for the Au-S linkers[142].

In our calculations, two methods were employed to determine the changes of ten-

sion with respect to the junction elongation. These two methods are: (i) We derive

the force from total energy of the elongating junction and, (ii) we directly calculate

the force according to the shift of the Au adatom. In the first method, the tension

of the junction is derived byFJunction = dE/dL ≈ ∆E/∆L. Figure 5.4(b) plots the

calculated FJunction versus L, where its value at L=13.8 Å (the equilibrium junction

length) is zero. The largest positive value of this force is shown in the figure, i.e. 0.76

nN, but the lower limit of negative forces is somewhat ambiguous. As discussed in

the last section, when L = 13.0 Å, the values of LL and LR are very close to that

of D (of a single surface) at equilibrium. It is therefore quite reasonable to use that

junction length as a reference in estimating the lowest negative force. The force of

the junction with L = 13.0 Å is -0.34 nN as shown in Fig. 5.4(b), we thus obtain a
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Figure 5.4: Calculated (red dots) and fitted (black lines) data for H-non-dissociative junctions of:
(a) total energies of the junction with different lengths, the cross indicates the equilibrium position;
(b) derived force from (a) according to equation FJunction = dE/dL ≈ ∆E/∆L; (c) calculated force
(by the second method) which is acted on the adatom at non-equilibrium positions in the transport
direction, the largest likely D value obtained from the H-non-dissociative junction elongation is
marked by a plus sign; that from the H-dissociative junction elongation is marked by a cross sign.

breakdown force of 1.10 nN.

The second method is to compute the force according to the vertical position of

an adatom on a bare single Au surface. After breakdown of a two-probe junction,

the adatom of the left or right surface (without molecules attached) is retracted from

its longest stretching position to its equilibrium position on the two surfaces. At the

equilibrium position, the tension is zero by definition; while at the longest stretching

position just before breakdown starts, i.e. at L = 15.6 Å from Table 5.4, the force can

be directly evaluated. The breakdown force is thus equal to the acting force directly

calculated from the adatom on a bare surface in the z direction, in which the D is

increased to match LL or LR of the junction at L = 15.6 Å. Table 5.4 shows that

LL ≈ LR ≈ 7.10 Å at that L, our calculation gives a value of breakdown force of

1.58 nN with D = 7.10 Å, as shown in Fig. 5.4(c).

The two methods for calculating breakdown force introduce some small uncer-

tainty either to the minimum or to the maximum tension due to the HS-Au bonding

(e.g. charge redistribution), but in different ways. For the first method, the calcu-
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Figure 5.5: Calculated (red dots) and fitted (black lines) data for H-dissociative(HD) junctions of:
(a) total energies of the junction with different lengths, the cross indicates the equilibrium position;
(b) derived total energy (presenting force) according to equationFJunction = dE/dL ≈ ∆E/∆L;

lated tension before the junction breakdown is exact within the DFT technique; but

this tension is underestimated after the junction breakdown because the first method

included the HS-Au bonding that tends to somewhat lower the breakdown force. For

the second method the situation is opposite, namely it overestimates the breakdown

force without considering the influence of HS-Au bonding at the longest stretching

position before the breakdown. These considerations imply that the correct theoret-

ical value should be in between the values obtained by our two methods, i.e. in the

range between 1.10 nN to 1.58 nN. This result is consistent with the experimental

value, i.e. 1.6 ± 0.2 nN, of another molecule (alkanedithiol) connected to Au leads

through the same thiol linker[142].

The breakdown force of HD-model

We also evaluated the breakdown force of the H-dissociative model, following the

same procedure. Figure 5.5(a) shows the evolution of total energy as a function of

junction length (L) in an elongation process of the HD-model junction. Its derivative
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curve, representing the tension of the junction (FJunction = dE/dL ≈ ∆E/∆L) as a

function of L, is shown in Fig.5.5(b). The zero value of the tension locates at L=13.6

Å, while the largest positive value is clearly shown in the figure as 1.85 nN. The lowest

negative force was determined using the same idea adopted in the last subsection. The

values of LL and LR are very close to that of D (of a single surface) at equilibrium,

when L = 12.8Å. At that L, the force is found to be -0.59 nN as shown in Fig.5.5(b).

Therefore, a breakdown force of 1.85 nN + 0.59 nN = 2.44 nN is obtained for the

HD-model. The adatom-to-surface distance at the longest stretching position (at L

= 16.0 Å), just before breakdown starts, must be ascertained so that the breakdown

force can be estimated using the second method discussed in the last subsection. It

was found that, according to the fully relaxed atomistic structure, LL ≈ LR ≈ 7.495Å

at that L (16.0 Å). The force calculated using the second method discussed above is

2.60 nN when D = 7.495 Å, as shown in Fig. 5.4(c) indicated by a cross.

In summary, the calculated breakdown force for the HD-model junctions, in the

range from 2.44 nN to 2.60 nN, is significantly higher than the experimentally mea-

sured value of the thiol-gold linker[142] which is 1.6 ± 0.2 nN. On the other hand,

the calculated breakdown force for the HND-model junctions are found in between

1.10 nN and 1.58 nN which is more consistent with the measured value. These re-

sults suggest that the HND-model gives a more reasonable description of the contact

formation in Au/BDT/Au experiments[2, 25, 126, 128].

5.2.3 Bond Energies

As another important support to the HND model, we calculated the bond ener-

gies of Au bonded to -SH (or -S) and -NH2 groups. The idea of this calculation is

motivated by a recent experiment[143] which reported a measured conductance of

Au/BDT/Au junction to be 0.01Go[126, 128]. They measured three different types

of molecular junctions with Au electrodes: amine-benzene-thiol(ABT), BDT, and

benzene-diamine(BDA), using lithographically defined MCBJ techniques. By com-

paring the contact stability of these three junctions, they have evaluated the bond

energies of Au-SH (or -S) and Au-NH2. The bond energy of Au-NH2 is 0.69 eV which
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Figure 5.6: The molecule NH2-benzene-SH attaches to the Au(111) surface via (a) -NH2 group (b)
-SH group (c) -S group, the hydrogen atom in -SH group is considered to be dissociated via the
adsorption.

is about 0.3 eV weaker than the contact bonding in the Au/BDT/Au junction.

We have calculated the bond energies to directly compare with the experimental

data[143] using the same total energy method in Section 5.2.1, for the metal-molecule

interface of an ABT molecule attaching to the Au(111) surface ( with cross-section

c(4x3)) via an Au adatom. As shown in Fig.5.6, ABT attaches to the surface through

the -SH (denote the thiol group side) or -NH2 (denote the amine group side). Consid-

ering rotational symmetry, we have adopted different configurations using a method

similar to that of Section 5.2.1. The difference of total-energy Etotal for these con-

figurations of Au-ABT systems gives the different bond energies of adsorption. The

bond energy calculated from the most stable configuration is adopted to compare to

the experimental bond energy. The formula of evaluating the bond energy EB is:

EB = EAuSurface + EIsolatedMolecule −EAu−ABT (5.1)

Here, EAuSurface is the total energy of a bare c(4×3) Au(111) surface with an ad-

atom on it. EIsolatedMolecule is the total energy of the isolated SH-benzene-NH2 or

S-benzene-NH2, and EAu−ABT is the total energy of the c(4×3) Au(111) surface with

the adsorption of ABT molecule.

The calculated results are listed in the Table 5.5. We highlighted the bond energies

calculated from the most stable configurations in Tab. 5.5 as the predicted theoretical

value. If the ABT attaches to the Au surface through amine group, the bond energy
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Au Surface + Au adatom Etotal = -230.20

Isolated SH-benzene-NH2 Etotal = -91.93

Isolated S-benzene-NH2 Etotal = -87.58

System 00 600

Etotal EB Etotal EB

Au-NH2 -322.66 0.53 -322.72 0.59

Au-SH(HND) -322.85 0.72 -322.98 0.86

Au-S(HD) -319.39 1.61 -319.49 1.71

Table 5.5: The total energies Etotal of ABT adsorption and the bond energies EB. Au-NH2 is
corresponding to the case that ABT attaches to the Au surface via NH2 group, Au-SH and Au-S are
corresponding to the cases of ABT attaches to the Au surface via -SH group but with hydrogen non-
dissociated or hydrogen dissociated model. The angles 00 and 600 are used to cover the configurations
in case of rotational symmetry of the system. Energies are in unit of eV.

is found to be 0.59eV which is close to the measured[142] 0.69 eV. If the ABT attaches

to the Au surface through a thiol group, we have considered both the HD- and HND-

model. For the HD-model, the calculated bond energy of Au-S is as high as 1.71 eV

which is consistent with known Au-S bond of 1.60 eV[142]. Importantly, for the HND-

model, the calculated bond energy of Au-SH is 0.86 eV, namely 0.27 eV higher than

the bond energy 0.59 eV of Au-NH2, while the experiment measured the difference

to be around 0.3 eV[143]. Therefore, the HND-model, once again, shows an amazing

agreement with the experimental measurement.

In the old perception of the HD-model, the breakdown of Au-thiol type junctions

such as Au/BDT/Au was considered to happen during the rupture of Au-Au bonds.

The reason is that the bond energy of Au-S, 1.6eV (or 1.71 eV predicted by our

calculation), is much larger than the reported bond energy of 1.0 eV of Au-Au[142].

It was thus hypothesized that a gold chain might be dragged out from the Au surface

while stretching the Au/BDT/Au junctions. However, based on our new HND-model,

the bond energy of Au-SH is about 0.86 eV which is smaller than but close to the

bond energy 1.0 eV of Au-Au bond. This result suggests that the hypothesis of a

gold chain in the junction might not be true. The breakdown always happens in
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the Au-molecule interface since the Au-SH bond is weaker than the Au-Au bond.

This understanding helps us to set up the appropriate atomic model for transport

calculations (see Section 5.2.4).

Our first-principles calculation based on the HND-model gives satisfactory bond

energies of Au-NH2 and Au-SH in comparison to measured data for junctions of

Au/BDT/Au, Au/ABT/Au and Au/BDA/Au. The HD-model, on the other hand,

fails to explain the experiments[122, 123, 124, 125, 134, 135]. This fact, once again,

suggests the newly found HND structure is most suitable for modeling the Au/BDT/Au

molecular wires.

5.2.4 Conductance

Having presented several consistent checks on the Au/BDT contact structure, we

establish that the HND-model is likely to be the most suitable one for describing the

Au/BDT/Au device. On the other hand, previous calculations of conductance for

this device were almost all based on the HD-model[120, 122, 123, 124, 134, 135, 125,

119]. Here, we shall compare the results between the HND- and HD-models and,

importantly, compare them to the experimental data[2, 25, 126].

Our transport analysis is based on the NEGF-DFT formalism introduced in Chap-

ter 3. In the NEGF-DFT self-consistent calculation of the density matrix and Hamil-

tonian, we use double-ζ plus polarization (DZP) linear combination of atomic or-

bitals (LCAO) basis sets for all the atoms, GGA-PBE for the exchange-correlation

potential[44], and define atomic core potentials using standard norm conserving pseudo-

potentials[144]. All the pseudo potential and basis sets are generated following the

procedures of Appendix A and B.

Figure 5.8 shows the calculated transmission(T) spectra of Au/BDT/Au device

versus energy E, in an energy range of −3.0 eV to 3.5 eV. For the HND-model, the

equilibrium conductance (the value of T at Fermi level) was found to be 0.054Go

for a junction at its equilibrium junction length (L = 13.8 Å). This conductance de-

creases when stretching the junction, and finally reaches 0.020Go for L ≈ 15.7 Å, at

which the junction starts its mechanical breakdown (see Section 5.2.2). The inset of
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Figure 5.7: Upper panels are for H-dissociative junctions: (a) BDT linked to Au(111) via ad-atoms;
(b) BDT linked by Au chains of various lengths. Lower panels are for H-non-dissociative junctions:
(c) BDT linked by ad-atoms; (d) as as (c) but with mechanical stretching of the junction.

Fig. 5.8 plots conductance versus L. This range of conductance is within the same

order of magnitude as, but roughly a factor 2-5 larger than, the experimental value

of 0.011Go[2] to 0.0132Go[25]. On the basis of HND structure, it is also expected

that applying post-DFT correction such as quasi-particle or self-interaction correc-

tion, can improve the theoretical predictions to be even closer to the experiment

values. In comparison, our calculated conductance of all HD-models (Fig. 5.7(c,d))

with or without stretching are much higher, in a range of 0.38 − 0.86Go. These high

values are consistent with previous ab initio calculations [119, 122, 125] which as-

sumed HD-models. Therefore, the HND-model of the Au/BDT/Au junction which

is energetically more stable, has conductance values much closer to the experimental

data - by at least one order of magnitude, than the HD models.

5.2.5 Scattering states

The transport results clearly suggest that the hybridization of electronic states from

Au electrodes and the molecule is significantly different for HND- and HD-models.

To understand why, we have analyzed the scattering states near the Fermi level for

both models, as shown in Fig. 5.9. When the H is dissociated from a SH group,

an electron of the S atom becomes unpaired which has an overwhelming tendency

to attract an additional electron to make a pair. This additional electron is most
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Figure 5.8: Transmission of H-dissociative (solid blue) and H-non-dissociative (dashed red) models
versus energy without junction stretching. The cross denotes the experimental value 0.011Go [2]
. Inset: conductance(Go) versus junction length(Å) under mechanical stretching (Fig. 5.7b) for
H-non-dissociative model.

likely contributed by the s-electrons of Au leads, resulting in the charge transfer from

leads to the molecule. This transferred electron dopes into the lowest unoccupied

molecular orbital (LUMO) of the BDT and pushes down the s-LUMO bonding state

to just below the Fermi level, as found in a similar system[145]. The s-LUMO bonding

states are expected to be very delocalized, since they were composed of a delocalized

LUMO and a delocalized s state. We thus plot the scattering states around the

Fermi level, as shown in Fig. 5.9(a). It was found that the conductance around the

Fermi level is indeed dominated by a delocalized s-LUMO state as expected. The

plot shows the scattering states nicely passing through the junction, giving rise to a

high conductance that is at least one order of magnitude larger than the experimental

value as discussed above.

On the other hand, for the H-non-dissociative model, the above charge transfer

can not happen since all electrons are paired already. Hence the hybridized s-LUMO

state around the Fermi level disappears. The bonding picture then switches to that

of a lone pair of the S atom donating to the partially unfilled s-band of Au leads.

The lone pair is rather localized, like a σ-type orbital. The probable hybridization

between the lone-pair and Au leads is therefore somewhat localized, resulting in a

tunneling mechanism for electrons going through the junction at low bias: a much
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Figure 5.9: Scattering states of: (a) H-dissociative; (b) H-non-dissociative models. Insets are the
HOMO and LUMO of the corresponding molecule 1,4-benzenedithiolate and 1,4-benzenedithiol.

smaller conductance is therefore expected. Indeed, as shown in the plot of scattering

states in Fig. 5.9(b), very few incoming scattering states can pass through the HND-

model junction. In this case, the conductance is mainly contributed by the HOMO

of the BDT.

5.3 Charged systems

In previous Sections, we presented a new bonding picture which is the HND-model

for the Au/BDT/Au junction. We have confirmed the HND-model using the total en-

ergy calculation, direct comparison to experimental measurements of the breakdown

force[142] and bond energies[143], and finally direct comparison with the experimen-

tal conductance[2, 25, 126]. All these results consistently support the validity of the

HND-model. A physical picture of charge transfer discloses the important role of

contact structure for electronic transport. In general, our idea should be applicable

to Au-thiol type junctions with broad interests.

Considering different experimental environments in the measurement of Au/BDT/Au

junctions (vacuum, solution, solid state, etc.), the HND-model still may not cover all

the possibilities, and this is especially possible in solutions. Some chemists believe

that ionization commonly happens when junctions are put into solution. It means

that the proton of the hydrogen atom is possibly dissociated from the -SH bond leav-
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ing an electron behind so that the contact becomes Au-S−. An interesting question

is thus raised: whether or not the proton dissociation will influence conductance of

the Au/BDT/Au junction dramatically. More importantly, such a topic might be

associated with a more general study of interface charging in molecular junctions.

To our knowledge, the relationship of electronic transport and interface charging has

never been investigated so far. In the following we carry out a study of interface

charging in Au/BDT/Au junctions. By doping external charge at the Au/BDT in-

terface, the charge transfer at the junction interfaces dramatically changes, which in

turn significantly influences the conductance in the molecular wires. On the other

hand, conductances calculated by HD- and HND-models are nicely bridged to each

other by adjusting the interface charging. It provides a higher-level understanding of

conductance in the Au/BDT/Au devices from the point of view of charge transfer.

5.3.1 Two charged models

We first define a charged Au/BDT/Au junction. There are two possibilities.

Case-1: H is dissociated as a proton from the -SH bond.

In this case, we adopt the structure of the HD-model as shown in Fig.5.7(a). How-

ever, now the S atom acts as an anion such as S−. Different from the calculation on

the HD-model, here we have to treat the two sulphur atoms in the BDT as ions so

that the atomic configuration of the sulphur atoms is no longer neutral. To describe

the degree of ionization, let us introduce a definition of effective charge(EC) in the

calculation. The EC is defined with the extra charge adopted in the valance electron

configuration of the sulphur atom compared to the neutral one. For example, the

atomic configuration of ion S− is 3s2 3p5 while the neutral one is 3s2 3p4. There-

fore, the EC for S− is −1.0e. After choosing the atomic configuration, we generate

the pseudopotential and double-zeta polarized (DZP) basis using the procedure in

Appendix A and B. As a limit, EC=−1.0e corresponds to the proton dissociation.

Furthermore, to study the effect of EC extensively, we adopte a series of ECs

(-0.01e ,-0.05e ,-0.1e, -0.2e, -0.4e, -0.6e, -0.7e -0.75e) for the anion-type S atoms.

We do not generate the basis and pseudo potentials when the |EC| is larger than
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0.75e. For some numerical deficiency, the scheme of Kleinman-Bylander to reform

the pseudopotential[146] does not work properly when the ionic charge is too large in

a single S atom. However, our results with EC up to -0.75e are sufficient to uncover

the physics of interface charging. With our EC model, we carry out the investigations

on the sensitivity of transport with the external charging at the Au/BDT interface,

which will be shown in details in the next subsection. Although fractionally ionized

cation does not exist in reality, we use it as an efficient way to describe the degree of

ionization. As a limit, if the effective charge approaches to zero, the system returns

to the HD-model presented in Section 5.2.

Case-2: H is non-dissociative from the -SH bond but acts as a cation H+.

In this case, since the H is non-dissociated, we adopt the structure of the HND-

model as shown in Fig. 5.7(c). Assuming that a part of the charge will be lost in

two H atoms of the two -SH bonds in Au/BDT/Au, these two H atoms are treated

as cation-type. Similar to Case-1, in Case-2 we define the effective charge(EC) in

these two H atoms with the valance charge. For example, for a configuration 1s0.1,

the EC is 0.1e. Following the definition, we construct a series of cation-type H pseudo

potential and DZP basis with a set of ECs (0.01e, 0.05e, 0.1e, 0.2e, 0.4e, 0.6e, 0.8e,

0.9e). As a natural result, if the EC approaches to 1.0e, the system returns to the

case of HND-model presented in Section 5.2.

5.3.2 Conductances

We investigated conductance with the EC doped in the Au/BDT/Au junction using

the NEGF-DFT formalism. As before, GGA-PBE functional was employed in all the

calculations.

Conductance of charged contact: Case-1

In Case-1, as the negative EC is increased in the sulphur atom (from the initial

electronic configuration of S0.01− to S0.75−), the conductance with the structure of

the HD-model significantly drops, as shown in Fig5.10 (black solid line with circles).

It is notable that the conductance keeps decreasing with the increase of EC in the
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Figure 5.10: The conductance of Au/BDT/Au junction with interface charging. The black-solid line
with circles is obtained with negative effective charges applied to the S atom(Case-1). The blue-solid
line with triangles is obtained with positive effective charges applied to the hydrogen atom(Case-2).
The green-horizontal line corresponds to conductance of the HND-model; the red-horizontal line
corresponds to conductance of the HD-model.

Figure 5.11: The transmission and projected density of states (PDOS) of Au/BDT/Au with the
representative effective charge for both Case-1 (HD model with negative effective charge(EC)=-
0.4e,-0.75e in S bond) and Case-2(HND model with positive effective charge(EC)=0.4e,0.8e in H
atom of -SH bond). (a)Transmission of Case-1; (b) PDOS of Case-1; (c) Transmission of Case-2; (d)
PDOS of Case-2.
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two sulphur atoms. More importantly, the conductance smoothly approaches to the

limit of the conductance calculated by the HND-model when the EC increases. Thus,

even if the proton of the hydrogen atom is dissociated away, as long as it leaves the

electron behind on the S atom, the conductance of such a junction is essentially the

same as that of the HND-model. We emphasize that this is not a simple coincidence.

Electronic transport in molecular junction is dominated by electronic structure of the

system. Tuning the effective charge on the S atom simulates the physics of charge

transfer. As clearly shown in Fig5.10, the transmission effectively switches from that

of the HD-model to the HND-model.

To further investigate this phenomenon, we also calculated the variations of trans-

mission coefficients and projected density of states (PDOS) by varying the effective

charges. Fig. 5.11(a) plots transmission of several representative effective charging

situations. In these calculations, we doped both sulphur atoms of the Au/BDT/Au

junction having the HD-model structure. Fig. 5.11(b) plots the corresponding PDOS

of the BDT molecule. The peaks of PDOS shift from the HD- to the HND-model

when the ECs in sulphur atoms are increased.

In the HD-model, the system we studied is neutral thus there is no extra EC in

the sulphur atoms. Since the hydrogen atom is dissociated from the SH group, one

electron in the sulphur becomes unpaired. Such an unpaired electron is non-local

and likely to attract electrons from the Au lead to fill in the LUMO of the benzene-

dithiolate. Therefore, in Fig.5.11(a,b), one can clearly see a peak, which is due to

the LUMO of the benzene-dithiolate (which is also the HOMO of benzene-dithiol),

pinning the Fermi level Ef . However, with EC on the sulphur atoms, the unpaired

electron in the sulphur atom is partially saturated. Therefore, less electron transfer is

required from the lead to the molecule. As a result the peak (LUMO of the benzene-

dithiolate) shifts away from Ef of the lead and finally reaches a new configuration of

the Fermi level alignment. In other words, the less the charge transfer from the lead

to the molecule, the weaker the hybridization between the molecule and the lead.

Therefore, increasing the extra charge on the S atoms makes scattering states have



5.3 Charged systems 91

more difficulty to traverse through the Au/BDT/Au junction.

Conductance of charged contact: Case-2

In Case-2, if the EC in the H atoms of the -SH bonds are equal to 1.0e, it is just going

back to the case of the HND-model as discussed above. However, considering the

possibility of losing part of the charge in the H atom of the -SH bond, the EC in H

atoms might be less than one. In this case, we found that the conductance increases

when the EC decreases, as shown in Fig.5.10 (blue solid line with up-triangles). Once

a part of the valance charge is taken away from the H atom of the -SH group, one

electron in the sulphur atom who bonds to the H atom, becomes partially unpaired.

The unsaturated -SH bond thus prefers to attract some other electrons. Therefore,

electrons in the Au lead likely transfer to the molecule in order to saturate the -SH

bond. The more the charge taken away from the H in the -SH group, the more

electrons from the lead will transfer in. As a result, the HOMO of benzene-dithiol

will shift to the Ef for a new alignment due to the charge transfer. Finally, if we take

away the entire valence charge from the H atom of the -SH group, the transmission

behavior goes back to the HD-model even if the H (proton) is non-dissociative. A

proton-type H does not contribute to transport because it only behaves as an empty

orbital without a donation of valance charge.

As a summary, the calculated electronic transport behavior of two models with

different atomic structures (HND and HD) can be nicely bridged through different

ways of interface charging. It is clearly shown in Fig. 5.10 that the conductance

of Au/BDT/Au junctions are close to each other for the two contact models if the

effective charges in the -SH/-S group are the same. Such a result can be easily

understood with the picture of charge transfer in the Au/BDT/Au junction. The

effective charge donated by the H atom in the -SH group of HND-model is effectively

the same as the extra effective charge in sulphur atom of the HD-model. Both of them

will pair with the unpaired electron in the sulphur atom. Therefore, the projected

density of states on the molecule are also close to each other with the same effective

charge, as shown in Fig. 5.11(b,d). It means that the electronic structures with
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the two geometric models (HND and HD) can be effectively the same if the effective

charge in the interface is the same. This is the nature of electronic transport in the

Au/BDT/Au devices.

Understanding and control of charge transfer in molecular junctions is the key to

molecular electronics. Our results suggest that the control of interface charging can

be a realistic way to manipulate electron transport in molecular junctions because

the interface charging can simply switch the conduction in a molecular junction by

orders of magnitude. The conduction in molecular junctions can be flexible if the

charge transfer is under control. For example, in chemical engineering, by adjusting

the PH value of the solution or functionalizing the interface, the degree of ionization

can be easily tuned. It provides a promising way to switch the conductance of the

molecular junctions such as Au/BDT/Au from high value (HD-model) to low value

(HND-model). Such a feature is potentially useful of realizing single molecule diodes.

5.4 Other molecular junctions

In this Section, we present results of various molecular junctions calculated by the

NEGF-DFT method. As we learn from the Au/BDT/Au system, the conduction is

very sensitive to atomic configurations in the metal-molecule interface. Therefore, we

investigate a series of molecular junctions with different bonding configurations in the

interface, namely Au-NH2, Au-SH and Au-S. As shown in Fig. 5.12, the molecular

junctions are constructed as follows: (a) Au/benzene-dithiol (BDT)/Au, (b) Au/1,4-

benzene-diamine(BDA)/Au (c) Au/amine-benzene-thiol(ABT)/Au (d) Au/amine-benzene-

thiolate/Au (e) Au/thiol-benzene-thiolate/Au (f) Au/1,4-benzene-dithiolate. The

structures of all these junctions are similar except the different bonding configura-

tions in the gold-molecule interface. For the junction Au/1,4-benzene-diamine/Au,

the contact structure is well controlled since the amine group is so stable that it is

extremely difficult to introduce uncertainty in forming the Au-amine contacts.

To keep consistency with our former calculations in this Chapter, we construct all

the junctions with the same size of super-cell as that of Au/BDT/Au. Namely, the
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Figure 5.12: The molecular junctions calculated in this Section. (a) Au/benzene-dithiol(BDT)/Au,
(b) Au/1,4-benzene-diamine(BDA)/Au (c) Au/amine-benzene-thiol(ABT)/Au (d) Au/amine-
benzene-thiolate/Au (e) Au/thiol-benzene-thiolate/Au (f) Au/1,4-benzene-dithiolate.

molecules are sandwiched by two semi-infinite Au(111) slabs. The Au slabs extend

to z = ±∞ along the transport direction z. Periodic boundary condition is apply to

the transverse x, y directions with a super-cell cross section of c(4x3). Similar to the

modeling of Au/BDT/Au, the atomic structures of the device scattering region for

all the junctions are relaxed using the total energy DFT electronic package VASP[58],

where the two outermost layers of Au atoms are fixed at their bulk positions (lattice

constant 4.1712Å, which is optimized by GGA-PBE functional in the VASP package).

The relaxed scattering region is then connected to the periodic Au leads for two-probe

NEGF-DFT analysis. The GGA-PBE functional is adopted throughout.
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5.4.1 Total energy and conductance

Summarizing the details in calculating the Au/BDT/Au junction, we shall establish

a standard procedure to investigate electronic transport problems in two-probe nano-

electronic transport junctions, as follows:

• Setup the atomic two-probe model.

The two-probe model should provide a balance between reality and computa-

tional cost. For example, the junction supercell we constructed has a cross-

section of c(3x4). Such a cross-sectoin is large enough to avoid any strong

interaction between two nearest neighbor images of the molecule. At the same

time the calculation cost is acceptable, e.g. there are about 110 atoms in the

supercell of the scattering region.

• Optimize the atomic structure in the scattering region.

Since the length of transport junctions in experiments is usually unknown, the-

oretically we need to calculate junctions having various lengthes to cover the

possibilities. In other words, one needs to investigate the junction formation

process in detail. For example, it is helpful to know the equilibrium and break-

down lengths of the junction. It is useful to also calculate the break-down force

as described in Section 5.2.2.

• Calculate transport properties.

Having a good understanding of the atomic structure, NEGF-DFT is the stan-

dard method in calculating electronic transport properties.

We follow this procedure for our investigations. First, we optimize the junction length,

i.e. the distance between the two leads. This is done by moving one lead toward the

other lead step by step, with a minimum step of 0.1Å. The optimization stops until the

net force acting on any atom is less than 0.01eV/Å, using the PAW-PBE implemented

in the VASP package[58] (see Section 5.2.2).
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In typical experimental measurements of junction conductance, the junctions are

stretched until mechanical break down[2]. The “quantum” step with a width of 2-

3Å in the measured conductance is usually observed. Readers can check with Fig.

2 of Ref.[2] for more information. The mean value of conductance in the step is

taken as the conductance of the molecular junction[2]. Theoretically, we can mimic

this measuring procedure by varying the length of the junction. In Tab. 5.6 and

Tab. 5.7, the calculated equilibrium conductance with various junction lengths is

listed. The corresponding total energies of the scattering regions are also given.

The equilibrium length of the molecular junctions can be determined from the total

energy. For each junction, the conductance around the equilibrium junction length

roughly remains a plateau, which forms a conductance step similar to that in the

experiments[2]. To view it clearly, we plot the data of all junctions in Fig. 5.13.

For the Au/BDT/Au junction, the conductance at equilibrium position(L = 13.8Å)

is 0.054Go with the HND-model (blue-circle line), which is more than an order of

magnitude smaller than that of the HD-model (0.65Go, black-up-triangle line). For

presentation clarity, the conductance curve of the HD-model has been divided by 10

in Fig. 5.13. For Au/BDA/Au junctions, the conductance step around equilibrium

junction length is about 0.028Go while the experimental value is around 0.0066Go.

For Au/ABT/Au junctions, the conductance step is found to be around 0.0356Go

while the experimental value is around 0.0136Go. Over all, for the three molecular

junctions (BDT, BDA, ABT), our calculated results (NEGF-DFT with GGA-PBE

functional) has a systematic difference about a factor of 2-5 larger than the reported

experimental values[143]. Again, such a 2-5 factor difference reflects the present

reality in theory/experimental comparisons as discussed in Ref.[26]. On the other

hand, if we consider the HD-model, the equilibrium conductance found for Au/amine-

benzene-thiolate/Au and Au/thiol-benzene-thiolate/Au junctions is about 0.081Go

and 0.084Go, respectively. These, once again, give much worse comparisons to the

measured data.
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Going back to the bond energies found in Section 5.2.3, the bond energy 0.59 eV

of Au-NH2 is weaker than the bond Au-SH (0.86eV) and Au-S (1.71eV). A simple

picture emerges: the weaker the bond at the interface, the higher the potential barrier

for electrons to traverse through. This is easily understandable because the coupling

between the molecule and the metallic leads at the interface is mainly determined by

the bond strength. Therefore, a stronger metal-molecule bonding means the interface

is more transparent for electrons. Indeed, the conductance of Au/BDA/Au is the

lowest over all junctions since there are two Au-NH2 interfaces while Au/benzene-

dithiolate/Au junctions have two Au-S interfaces which give the highest conductance.

Another phenomenon is also notable in our calculations. For Au/BDT/Au, the

step of conductance is not as clear as the other junctions. As observable from Fig.5.13,

the step of conductance in Au/BDA/Au (red-cross line) or Au/ABT/Au (green-

plus line) is clearly recognized while Au/BDT/Au junctions (blue-circle line) give

a relatively ambiguous step. Such a observation was also reported in experimen-

tal measurements[147]. The authors of Ref.[147] measured both Au/BDT/Au and

Au/BDA/Au junctions. They stated that “...the variability of the observed conduc-

tance for the diamine molecule-Au junctions is much less than the variability for

diisonitrile- and dithiol-Au junctions”[147]. Readers can find the results in Fig.2(a)

of Ref.[147]. An explicit conductance step is found only for Au/BDA/Au junction but

not in Au/BDT/Au, which is consistent with our calculation. Although the Au-NH2

bond is weaker than the Au-SH bond, the well defined electronic coupling of the N

lone pair to Au, makes a good formation of the junction. If we call this phenomenon

“electronic stability” of molecular junction, then our calculation and the experiment

of Ref.[147] suggest that amine group is a better choice than the thiol group in terms

of the electronic stability for forming the transport junctions. Further research, both

experimental and theoretical, are needed to test the relationship between electronic

stability and interface bonding.

To summarize, a series of molecular junctions with different interface bonding

configurations are carefully studied following a well-defined standard procedures.
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Figure 5.13: The equilibrium conductance of molecular junctions is calculated by varying the length
of the junctions. The blue-circle line is for Au/benzene-dithiol/Au junctions, marked as “BDT”;
the red-cross line is for Au/benzene-diamine/Au junctions, marked as “BDA”; the green-plus line
is for Au/amine-benzene-thiol/Au junctions, marked as “ABT”; the yellow-left-triangle line is for
Au/amine-benzene-thiolate/Au junctions, marked as “NH2-S”; the violet-right-triangle line is for
Au/thiol-benzene-thiolate/Au junctions, marked as “SH-S”; and the black-up-triangle line is for
Au/benzene-dithiolate/Au junctions, marked as “S-S/10” since the value of conductance is divided
by a factor of 10 in order to make the data compatible to the others in the same figure.

Compared to all the available experimental data, the calculated conductance within

NEGF-DFT method is about a factor of 2-5 to the reported the measured data. The

relationship between conductance and the length of junctions are calculated. The

conductance steps are found around the equilibrium junction length with a width

of 2-3 Å while stretching the junction, which are consistent with the experimental

measurements[2, 126, 128].

5.5 Summary

In this Chapter, by total energy calculations we discovered a new contact structure

for the Au/BDT/Au molecular wire, the HND-model. This model produced results

consistent to measured data regarding the break-down force and bond energies. The

equilibrium conductances of the HND-model were found to be 0.054G0 at the equi-

librium junction length, to 0.020G0 at stretched junction just just before breakdown.

This range of conductance values is about a factor of 2-5 compared to the measured

data. On the other hand, the conductance of any H-dissociated (HD) models is at
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(a)Au/BDT/Au junctions

L (Å) 12.7 13.2 13.5 13.7 13.8∗ 13.9

Total Energy(eV) -388.268 -388.380 -388.420 -388.431 -388.434 -388.433

Conductance(Go) 0.0456 0.0511 0.0534 0.0532 0.0538 0.0534

L (Å) 14.2 14.2 14.7 15.2 15.7∗∗ 15.8

Conductance(Go) 0.0512 0.0442 0.032 0.0197 0.0124

Total Energy(eV) -388.411 -388.318 -388.150 -387.927 -387.921

(b)Au/BDA/Au junctions

L (Å) 12.2 12.7 13.0∗ 13.2 13.7 14.2

Total Energy(eV) -404.857 -404.942 -404.968 -404.960 -404.881 -404.735

Conductance(Go) 0.0259 0.0274 0.0280 0.0278 0.0263 0.0229

L (Å) 14.7∗∗ 15.0 15.2

Total Energy(eV) -404.552 -404.545 -404.529

Conductance(Go) 0.0192 0.0043 0.0025

(c)Au/ABT/Au junctions

L (Å) 12.8 13.2 13.4∗ 13.7 14.2 14.7

Total Energy(eV) -396.658 -396.703 -396.710 -396.695 -396.611 -396.466

Conductance(Go) 0.0329 0.0354 0.0356 0.0354 0.0326 0.0258

L (Å) 15.0∗∗ 15.2 15.5 15.7

Total Energy(eV) -396.396 -396.373 -396.352 -396.341

Conductance(Go) 0.0101 0.0056 0.0019 0.001

Table 5.6: Total energies of the scattering region and the corresponding conductance are given
for various length of the tranpsort junctions. (a)Au/benzene-dithiol(BDT)/Au, (b)Au/benzene-
diamine(BDA)/Au and (c) Au/amine-benzene-thiol(ABT)/Au. L is defined as the distance between
the two Au lead surfaces in the junction, the same definition as Tab. 5.4 and Fig.5.3 in Section 5.2.2.
The conductance is calculated using the standard NEGF-DFT method. ∗The equilibrium positions
are found at (a) L = 13.8Å (b)L = 13.0Å and (c)L = 13.4Å. ∗∗The break-down positions are found
at(a) L = 15.7Å (b)L = 14.7Å and (c)L = 15.0Å
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(d)Au/amine-benzene-thiolate/Au junctions

L (Å) 12.2 12.4 12.7 13.2∗ 13.7 14.2

Total Energy(eV) -392.992 -393.049 -393.105 -393.157 -393.107 -392.969

Conductance(Go) 0.0878 0.0869 0.0850 0.0814 0.0786 0.0799

L (Å) 14.7 14.9∗∗ 15.2 15.4 15.6

Total Energy(eV) -392.741 -392.675 -392.647 -392.633 -392.624

Conductance(Go) 0.0853 0.0848 0.0197 0.0122 0.0063

(e)Au/thiol-benzene-thiolate/Au junctions

L (Å) 12.8 13.2 13.5∗ 13.8 14.2 14.7

Total Energy(eV) -384.821 -384.894 -384.920 -384.916 -384.859 -384.706

Conductance(Go) 0.0891 0.0872 0.0842 0.0818 0.0798 0.0767

L (Å) 15.2 15.5∗∗ 15.7 16.0

Total Energy(eV) -384.733 -384.290 -384.258 -384.255

Conductance(Go) 0.0700 0.0745 0.0216 0.0039

(f)Au/benzene-dithiolate/Au junctions

L (Å) 12.7 13.2 13.6∗ 13.7 14.2 14.7

Total Energy(eV) -381.195 -381.340 -381.377 -381.368 -381.282 -381.055

Conductance(Go) 0.5314 0.6109 0.6453 0.6524 0.6953 0.7366

L (Å) 15.2 15.7 16.0∗∗

Total Energy(eV) -380.682 -380.213 -379.869

Conductance(Go) 0.7705 0.8182 0.0058

Table 5.7: This table is the continuation of Tab.5.6. The total energies of the scattering region and
the corresponding conductance are given for various length of the (d)Au/amine-benzene-thiolate/Au,
(e)Au/thiol-benzene-thiolate/Au and (f) Au/benzene-dithiolate/Au junctions. L is defined as the
distance between the two Au slabs in the junctions, the same definition as Tab. 5.4 and Fig.5.3
in Section 5.2.2. For different L, the conductance of these molecular junctions is calculated using
standard NEGF-DFT method. ∗The equilibrium positions are found at (d) L = 13.2Å (e)L = 13.5Å
and (f)L = 13.6Å. ∗∗The break-down positions are found at(d)L = 14.9Å (e)L = 15.5Å and
(f)L = 16.0Å
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least one order of magnitude larger than the experimental value. In other words,

the HND-model significantly narrowed the gap between NEGF-DFT theory and the

experimental results. Our investigation clearly reveals how contact formation could

drastically influence transport properties. We believe our results made a substantial

step towards resolving a long standing problem of theory-experimental discrepancy

concerning the Au/BDT/Au molecular wires. The discrepancy was, most likely, due

to the use of incorrect contact models for the Au/BDT interface. Although stan-

dard NEGF-DFT methods have achieved a wide range of successes in quantitative

predictions for many molecular and solid state devices, the junctions of Au/BDT/Au

were an exception. In this work, we provided strong evidence that the discrepancy

was actually not due to the NEGF-DFT formalism. Considering the complexities in

experimental measurements, our results are rather satisfactory.
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Summary

In this work, we carried out quantitative investigations on electronic transport prop-

erties of several molecular devices. The calculations are based on carrying out density

function theory within the framework of Keldysh non-equilibrium Green’s function

formalism. The NEGF-DFT formalism allows us to make not only qualitative but

also quantitative predictions that can be directly compared to the experimental

measurements. Based on our calculations, a procedure emerges for systematically in-

vestigating electronic transport problems from atomic first principle. This procedure

includes careful pseudopotential and basis generation, structural analysis - especially

on the device contacts, and finally systematic electronic transport calculations.

In Chapter 4, we investigated the molecular spintronic junction Ni/octanethiolate/Ni.

To our knowledge, this was the first time that direct and quantitative comparison was

made between first principles modeling and experiments on spin injection from ferro-

magnetic metal to molecular layers at nonequilibrium. In our results, the maximum

TMR is found to 33% at Vb = −20mV . This is to be compared to the measured

data which is 12% to 16% at -15mV to -5mV. Our work revealed the microscopic

physics of spin polarized transmission and coupling between the states in Ni and

atomic orbitals in the molecule. Interface bonding shows strong influence on TMR

value of the junctions. It suggests a high sensitivity on chemical details of spin po-

larized transport in molecular spintronics. On the technical side, for spin injection

our work demonstrates that in order to obtain accurate results, enormous k-sampling

is necessary. In this sense, the results provide a benchmark for further theoretical

calculations of molecular spintronics. At the present stage of molecular spintronics
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research, given the many uncertainties in the experimental measurements and the

approximations in the NEGF-DFT formalism, we believe our quantitative consis-

tency with the measured data is rather satisfactory in many aspects, and provides a

starting point to resolve the remaining differences. While we focused on discussing

Ni/octanethiolate/Ni which were measured experimentally, we have also performed

similar calculations for Fe/octanethiolate (octane-dithiolate)/Fe junctions and ob-

tained qualitatively comparable results.

In Chapter 5, we carefully investigated the Au/BDT/Au junctions in several as-

pects: the contact structure, break-down force, bonding energy, conductance and

interface charging. On the structural side, our investigations reveal that the H atoms

in the thiol groups of the BDT energetically prefer to be non-dissociative after the

transport junctions are formed. This finding is supported by the force calculation

that the junction break-down force of the HND structure is consistent with the mea-

sured data[142], while the HD structure gives a break-down force that is too large

compared with the experimental results. The calculated bonding energy of Au-thiol

within the HND-model agrees with the experimental measurement[143] much better

than that is given by the HD-model. On the functional side, the introduction of non-

dissociative H atoms at the Au-BDT contacts blocks charge transfer doping to BDT

from Au electrodes, effectively induces an extra potential barrier that considerably

reduces the electron transparency of the Au/BDT interface. The study of interface

charging based on these two models (HD and HND) further confirms this physical

picture. Since thiol molecules provide perhaps the most popular binding linkers in

experiments, these results shed considerable light on charge conduction properties at

the single-molecule level.

Based on the HND structures, we predicted a range of conductance, from 0.054Go

at equilibrium junction length, to 0.020 Go at the junction length just before junc-

tion breakdown, which is in much better consistency with the measured values[2,

25, 126, 128] than the HD structures. Indeed, all HD junctions we have examined

produced conductance values more than at least one order of magnitude larger than
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the experimental value. Our investigation clearly reveals how structure formation

could drastically influence transport properties. We believe that our finding is a

substantial step towards in resolving the long-standing theory-experiment discrep-

ancy on the conductance of Au/BDT/Au, which is a most widely studied molecular

transport junction. Finally, we also investigated a series of other molecular junctions

with different interface bonding configurations following our calculation procedure.

Compared to the available experimental conductance data, the predicted values are

also within a factor 2-5, which is similar to the theory-experiment difference found in

Au/BDT/Au and Ni/octanethiolate/Ni junctions.

Our results presented here, in published papers and manuscripts[28, 30, 31, 32], as

well as reports of other researchers[26, 137, 27, 138], all indicate that the state-of-the-

art NEGF-DFT formalism can achieve quantitative consistency with the measured

data to within a factor of 2-5 and, in many situations, much better agreement can

be obtained. The final difference between quantitative theory and measurement is

likely to be resolved in the future by improvements of experimental accuracy and

improvements of theoretical issues. In this work, we focused on solving issues associ-

ated with the device contact structure, k-sampling, pseudo potential and LCAO basis

functions. In the future, several other issues shall be resolved. These include using or

constructing better exchange-correlation functionals, removing self-interactions from

the mean fields, and adding interaction effects between electrons and molecular vi-

brational modes. With these and perhaps other improvements, we believe excellent

quantitative predictions - as excellent as those in spectroscopy, can be achieved for

quantum transport modeling of molecular electronics.
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Pseudopotential generation

In this Appendix, we summarize the generation of pseudopotentials used in this thesis.

A.1 General procedure

There are several ways for constructing a pseudopotential. We follow the original work

of Trouiller and Martin[144] in our implementation. The procedure are summarized

in the following four steps.

• Step 1: We solved the all-electron Kohn-Sham equation for a single atom after

choosing an appropriate exchange-correlation functional and consider the wave

function in the spherical form: Rl(r)Yml(θ, φ) where Yml(θ, φ) is the spherical

harmonics at polar and azimuthal angles θ, φ. A spherical screening approxima-

tion is applied as an additional constraint to produce a spherically symmetric

charge density ρ(~r). The radial Kohn-Sham equation is[144]:

[

−1

2

d2

dr2
+
l(l + 1)

2r2
+ V [ρ; r]

]

rRnl(r) = ǫnlrRnl(r) , (A.1)

and the all-electron (AE) single atom potential is:

VAE = −Z/r + VH [ρ(r)] + Vxc[ρ(r)] . (A.2)

• Step 2: In the second step, the pseudo valence orbitals are constructed from

the all-electron valence orbitals. The norm-conserving pseudopotential are con-

structed with the following four criteria[144]:
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– The pseudopotential wave function should be nodeless because a smooth

pseudo-wave function is desirable.

– Beyond a chosen radial cutoff rc, the radial part of the pseudo-wave func-

tion should be equal to the all-electron wave function, namely RPP
l (r) =

RAE
l (r) for r > rc.

– Conservation of charge within rc should be guaranteed:

∫ rc

0
|RPP

l (r)|2r2dr =
∫ rc

0
|RAE

l (r)|2r2dr . (A.3)

– The valence all-electron and pseudo-potential eigenvalues should equal to

each other.

• Step 3: Given the pseudo-wave function, the screened pseudo potential is

obtained by:

V PP
scr,l(r) = ǫl −

l(l + 1)

2r2
+

1

2rRPP
l (r)

d2

dr2
[rRPP

l (r)] . (A.4)

From this equation, two important details are introduced. The only singularity

for pseudopotential is at the origin; the continuity of pseudo potential depends

on the continuity of pseudo-wave function up to second order derivative.

• Step 4: The final pseudopotential is obtained by subtracting off the contribu-

tion from the Hartree and exchange-correlation terms from the pseudo orbital

valence charge:

V PP
l = V PP

scr,l − VH [ρPP ] − Vxc[ρ
PP ] . (A.5)

Using our implementation, we generated pseudopotentials and pseudo atomic or-

bitals for most elements of the periodic table.

A.2 Non-linear Core corrections

For transition metals whose typical outer electronic configuration is ndi(n+1)sj(n+1)pk,

the valence nd-electrons are localized in the same spatial region as ns and np which
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should be taken as the semi-core electron. The overlap of core and valence electrons

makes it necessary to evaluate the potential using the total charge density ρval +ρcore.

In this case the the contribution to the exchange-correlation potential from the core

density is also subtracted from the screened pseudopotential, it becomes:

V PP
l = V PP

scr,l − VH [ρPP ] − Vxc[ρ
core
0 + ρPP ] (A.6)

The core density may oscillate rapidly near the atomic nucleus making it difficult

to represent on a real space grid. However, since the only relevant portion of the core

charge is that overlapping with the valence charge, the inner core electron density

is replaced by a smooth function which is called “core correction” of the pseudo

potential:

ρc(r) =











Arle−αr if r < rc

ρcore(r) if r > rc

. (A.7)

A typical radius for core correction is around 0.6− 1 au. Usually, for semi-core cases

the core correction approach is helpful. However, limited by the hybridization of

core-valance electrons, the transferability of these core corrected pseudo potential is

generally poor. Therefore, very careful checks are necessary before using these pseudo

potentials to a specific physical system.

A.3 Non-local pseudo potential

The norm-conserving pseudopotential is angular-momentum l-dependent which is at-

tributed to the non-local part for each l based pseudo potential. To treat this part

independently, a local potential Vlocal is introduced and subtracted for each angular

momentum channel l:

Vnon−local(r) = V PP
ion,l − V PP

ion,local(r) . (A.8)

The exact form of Vlocal is in principle arbitrary. Following Ref.[53], the form

we use is given by the potential generated by a positive charge distribution of the

following form:

ρlocal(r) ∝ exp[−(sinh(a · b · r)/sinh(b))2] , (A.9)
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where the total charge of ρlocal is equal to the valence of the atom. The proce-

dure outlined above is performed with the atomic software package ATOM[63] and

Nanobase[62], respectively.

A.4 Kleinman-Bylander non-local pseudo-potential

To speed up pseudopotentials calculation in plane wave basis methods, one introduces

the fully separable form of the pseudopotential. The pseudopotentials we generated

above is in semi-local form which can be costly for numerical integrals over the orbital.

To bypass such a difficulty, Kleinman and Bylander proposed a fully separable form

of the pseudopotential[146]:

V̂KB = V̂local +
∑

lm

|δV PP
l φlm〉〈δV PP

l φlm|
〈φlm|δPP

l |φlm〉
. (A.10)

The Kleinman-Bylander scheme is usually good. Nevertheless, for some cases an

inappropriate cutoff might lead to un-physical ghost states, namely it can make the

lowest p state is lower than the lowest s state. Therefore, checking of ghost states is

a standard procedure for Kleinman-Bylander pseudo potential generation.

A.5 Tips for pseudo potential generation

Typically there are two criteria to judge the quality of a pseudo potential: softness

and transferability. A pseudo potential is said to be “soft” if the cutoff radius rc is

large. A soft pseudo potential always gives faster computation but loses transferabil-

ity. Therefore it is usually a good idea to reduce rc, i.e. making the pseudopotential

harder, to improve transferability. Practically, we should keep rc larger than the out-

most node of all-electron wave function. The art in creating a good pseudopotential

requires a balance between the softness and transferability. For more details about

pseudo potential, a useful note is recommended: http://www.fisica.uniud.it/ gian-

nozz/Atom/doc.pdf.
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LCAO basis set

In this Appendix, we introduce the generation of LCAO (linear combination atomic

orbital) basis sets. In DFT, apart from numerical errors, there are three main system-

atic errors. They are due to the use of approximate exchange-correlation potential,

the use of pseudopotential, and the use of finite basis sets for expanding physical

quantities. This Appendix discusses the issues of basis sets. We have generated a

comprehensive database for pseudopotential and atomic orbital basis set for most

elements of the periodic table that has been carefully calibrated and can be used by

the DFT community at large.

In Appendix A, we have discussed the generation of pseudo potential. A well tested

pseudo potential has good transferability. This is important for basis generation

because the LCAO type basis sets are constructed from the pseudopotential. In

plane wave basis set, the accuracy can be controlled by simply increasing the number

of plane waves. It is however difficult to arbitrarily increase the number of LCAO

basis functions. Basis optimization provides an option to achieve high accuracy with

finite number of atomic orbital basis functions.

B.1 Data of benchmark calculation

All the optimized basis sets in our database are compared with benchmark calcula-

tions. The benchmark results in this work are obtained by the VASP and Gaussian98

electronic package[58]. The lattice constant of all the elements with the structure

of FCC (face centered cubic), BCC (body centered cubic) , HCP (hexagonal close-
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packed), and other compounds (mainly (0,1/4) and (0,1/2) FCC structures)are op-

timized with LDA/PBE functional by the VASP package. The aim of this work is

to provide the benchmark data for users with broad interests. All the benchmark

results(band structures, density of states, .etc.) are calculated based on the opti-

mized lattice constants instead of the experimental values. Such a way is usually

recommended because the experimental values deviate from the energetic minimum

predicted by the DFT functionals. These optimized lattice constants are shown in

Tab. B.1, B.2 and B.3.

B.2 Basis optimization with constructed cost function

The idea of basis optimization is to find a cost function to be minimized. Usually,

a basis set is constructed with several parameters, i.e. the atomic orbital is defined

as a multi-dimensional function. The change of any parameter will influence the

shape of the orbital. The best way to evaluate a set of optimal parameters is the

minimization with the chosen cost function. Downhill simplex algorithm is taken as

one of the best schemes to find minimum in multi-dimensional space, which has been

implemented in NanoDCAL package[52]. A cost function is usually adopted from

real physical quantities such as total energy or band structure. We make the choice

carefully regarding our specific systems. For metallic systems, the total energy is a

good cost function. For semiconductors, the band structure/band gap can be a better

choice.

In Fig.B.1, we give an example of the basis optimization with different cost func-

tions. The system is Si FCC structure with lattice constant 5.4080Å and single-zeta

polarized basis sets (SZP). SZP includes one s-orbital, three p-orbital and five d-

orbital. In Fig.B.1(b), the basis is optimized with total energy as the cost function.

Compared to the pre-optimization result, the valence bands have a better match with

the benchmark provided by VASP. However, the conduction bands are still wrong al-

though some improvements were obtained compared to the pre-optimization one.

With the basis optimized by the cost function of band gap (0.4522eV), it captures
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Element lattice constant(Å) Element lattice constant(Å)

Str Exp LDA PBE Str Exp LDA PBE

Au FCC 4.0782 4.0655 4.1712 Li BCC 3.5100 3.3639 3.4412

Ag FCC 4.0853 4.0189 4.1705 Na* BCC 4.2906 4.0498 4.1956

Cu FCC 3.6149 3.5241 3.6385 K* BCC 5.3280 5.0434 5.2888

Ni FCC 3.5240 3.4218 3.5224 Rb* BCC 5.5850 5.3750 5.6725

Al FCC 4.0495 3.9917 4.0450 Cs* BCC 6.1410 5.7613 6.1606

Pt FCC 3.9242 3.9075 3.9779 Ba* BCC 5.0280 4.7692 5.0284

Pd FCC 3.8907 3.8570 3.9573 Fe BCC 2.8665 2.7418 2.8360

Pb* FCC 4.9508 4.8860 5.0449 W BCC 3.1652 3.1308 3.1747

Co FCC —— 3.4135 3.5207 V BCC 3.0300 2.9064 2.9761

Si FCC 5.4309 5.4080 5.4739 V* BCC 3.0300 2.9258 2.9999

Ge FCC 5.6575 5.6503 5.7878 Cr BCC 2.9100 2.7859 2.8678

Ca* FCC 5.5884 5.3299 5.5269 Cr* BCC 2.9100 2.7913 2.8877

Sr* FCC 6.0849 5.7875 6.0203 Mn BCC —— 2.7146 2.7769

Rh FCC 3.8034 3.7675 3.8418 Nb* BCC 3.3004 3.2635 3.3204

Ir FCC 3.8390 3.8201 3.8772 Mo* BCC 3.1470 3.1251 3.1680

Hg FCC —— 4.4684 4.4780 Ta* BCC 3.3013 3.2594 3.3222

* semicore is considered

Table B.1: Lattice constants for elements with FCC, BCC structures are optimized by LDA/PBE
functional using the VASP package. The results are compared with the available experimental data
in www.webelements.com.
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Element lattice constant(Å)

Str Exp LDA PBE

Co HCP 2.5071/4.0695 2.4252/3.9271 2.5032/4.0342

Be HCP 2.2858/3.5843 2.2279/3.5173 2.2645/3.5679

Mg HCP 3.2094/5.2108 3.1290/5.0962 3.1909/5.1948

Zn HCP 2.6649/4.9468 2.5826/4.7264 2.6850/4.9093

Cd HCP 2.9794/5.6186 2.9269/5.4575 3.0479/5.6923

Sc* HCP 3.3090/5.2733 3.2163/5.0416 3.3208/5.1764

Ti* HCP 2.9508/4.6855 2.8622/4.5420 2.9402/4.6546

Y * HCP 3.6474/5.7306 3.5345/5.5361 3.6556/5.6969

Zr* HCP 3.2320/5.1470 3.1699/5.0703 3.2418/5.1872

Tc* HCP 2.7350/4.3880 2.7141/4.3588 2.7506/4.4287

Ru* HCP 2.7059/4.2815 2.6905/4.2424 2.7379/4.3116

Hf* HCP 3.1964/5.0511 3.1223/4.9386 3.2044/5.0678

Re* HCP 2.7610/4.4560 2.7455/4.4235 2.7754/4.4906

Os* HCP 2.7344/4.3173 2.7186/4.2840 2.7518/4.3572

Tl* HCP 3.4566/5.5248 3.4140/5.4242 3.5873/5.6611

ZnO HCP 3.2500/5.2000 3.2050/5.1357 3.2976/5.2913

* semicore is considered

Table B.2: Lattice constants(a/c) for elements and compounds with HCP structure are optimized
by LDA/PBE functionals using the VASP package. The results are compared with the available
experimental data in www.webelements.com.
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Element lattice constant(Å)

Str Exp LDA PBE

ZnS FCC(0,1/4) 5.4093 5.3037 5.4518

ZnSe FCC(0,1/4) 5.6710 5.5759 5.7436

BN FCC(0,1/4) 3.6150 3.5857 3.6254

GaN FCC(0,1/4) 4.5000 4.5039 4.5894

GaP FCC(0,1/4) 5.4500 5.4271 5.5355

GaAs FCC(0,1/4) 5.6532 5.6284 5.7669

AlN FCC(0,1/4) 4.3700 4.3480 4.4005

AlP FCC(0,1/4) 5.4500 5.4366 5.5065

AlAs FCC(0,1/4) 5.6600 5.6394 5.7355

InSb FCC(0,1/4) 6.4790 6.4715 6.6498

MgO FCC(0,1/2) 4.2112 4.1542 4.2403

MnO FCC(0,1/2) 4.4480 4.0110 4.1054

KCl* FCC(0,1/2) 6.2900 6.1299 6.4220

AgBr FCC(0,1/2) 5.7745 5.5973 5.8557

KBr* FCC(0,1/2) 6.5966 6.4189 6.7415

NaCl* FCC(0,1/2) 5.6200 5.4676 5.6985

SnTe* FCC(0,1/2) 6.3268 6.2385 6.4116

* semicore is considered

Table B.3: Lattice constants of various compounds are optimized by LDA/PBE functionals us-
ing the VASP package. The results are compared with the available experimental data in
www.webelements.com.
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Figure B.1: The calculated band structures of Silicon FCC crystal with different sets of SZP basis
obtained in the example of the present appendix. (a) Basis parameters generated by a reasonable
initial guess. (b) Starting from the initial guess in (a), optimized against total energy. (c) Starting
from the initial guess in (a), optimized against band gap.

the Si FCC bands extremely well, as shown in Fig.B.1(c).

There are two pieces of important information suggested by this example. (i) A

proper choice of cost function is crucial for basis optimization. It should not be just

an arbitrary combination of physical quantities, and too many freedoms in the cost

function will reduce the effectiveness of the optimization process. According to our

experience, a good optimization should capture the most important properties one

is interested in. For example, the bands near the Fermi level sensitively influence

quantum transport. The cost function should therefore be defined to optimize these

bands. (ii) In general, our scheme of basis optimization does effectively improve

the accuracy of calculation with a limited-size basis sets. In Fig.B.1(c), substantial

improvement is evident with the small 9-orbital SZP basis sets.

We end this appendix by several suggestions:

• If the calculation cost allows, always use fairly large basis sets. Double-Zeta

polarized basis sets are recommended in general.

• Always check the validity of basis before use. There are no “all-purpose” basis

sets.

• Basis optimization is sensitive to initial values. Checking with different initial

values will be helpful to find a “best” one.
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• Email me(zyning@hotmail.com) for help.
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Pablo Ordejón, and Daniel Sánchez-Portal. The siesta method for ab initio

order-n materials simulation. J. Phys.: Condens. Matter, 14:2745, 2002.

[54] G. Kresse and J. Hafner. Ab initio molecular dynamics for liquid metals. Phys.

Rev. B, 47(1):558–561, Jan 1993.

[55] G. Kresse and J. Hafner. Ab initio molecular-dynamics simulation of the

liquid-metal–amorphous-semiconductor transition in germanium. Phys. Rev.

B, 49(20):14251–14269, May 1994.

[56] G. Kresse and J. Furthmüller. Efficient iterative schemes for ab initio total-

energy calculations using a plane-wave basis set. Phys. Rev. B, 54(16):11169–

11186, Oct 1996.

[57] G. Kresse and J. Furthmüller. Efficiency of ab-initio total energy calculations

for metals and semiconductors using a plane-wave basis set. Comput. Mat. Sci.,

6:15, 1996.

[58] VASP code http://cms.mpi.univie.ac.at/vasp/.

[59] P. Blaha, K. Schwarz, G. Madsen, D. Kvasicka, and J. Luitz. WIEN2k (Tech-

nical University of Vienna).



BIBLIOGRAPHY 123

[60] S Cottenier. Density Functional Theory and The Family of (L) APW-Methods:

A Step-by-Step Introduction,Instituut Voor Kern-en Stralingsfysica: K. U. Leu-

ven, Belgium.

[61] A. Cheng and D. T. Cheng. Heritage and early history of the boundary element

method. Engineering Analysis with Boundary Elements, 29.

[62] www.nanoacademic.ca. Nabase is a pseudo potential and lcao-type basis gen-

erator developed by dr. yu zhu in nanoacademic company. 2010.

[63] Paolo Giannozzi. Notes on pseudopotential generation, available at

http://www.nest.sns.it/ giannozz. 2004.

[64] M. J. Frisch et al. Gaussian98(gaussian inc. pittsburg, pa).

[65] W. H. Press, B. P. Flannery, S. A. Teukolsky, and W. T. Vetterling. ”downhill

simplex method in multidimensions” and ”linear programming and the simplex

method.” chapter 10.4 and 10.8 in numerical recipes in fortran: The art of

scientific computing, 2nd edition. 1992.
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