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Abstract

Graphene-based devices are typically fabricated by exfoliation on substrates such

as SiO2/Si. This is a disordered surface which can degrade the intrinsic properties

of graphene such as mobility. Hence, in order to optimize device performance, we

investigated the possibility to deposit graphene on more ordered surfaces such as

GaAs, despite the difficulty in locating exfoliated graphene on such substrates. We

show that the optical contrast of graphene can be greatly enhanced by increasing the

incident angle of the light on the substrates (SiO2 and GaAs). In the second part,

we move beyond the standard exfoliated graphene production to present a method

for large-scale graphene synthesis by chemical vapour deposition (CVD). We varied

various growth conditions to understand and optimize the mechanisms of graphene

synthesis and the subsequent transfer techniques.

vii



Résumé

Les dispositifs à base de graphène sont généralement fabriqués par exfoliation sur des

substrats de SiO2/Si, mais ces surfaces désordonnées peuvent dégrader les propriétés

intrinsèques du graphène, comme la mobilité. Par conséquent, en vue d’optimiser la

performance des dispositifs, nous avons étudié la possibilité de déposer le graphène

sur des surfaces plus ordonnées, comme le GaAs, malgré la difficulté augmentée de

l’identification du graphène exfolié sur ces surfaces. Nous démontrons que le con-

traste optique du graphène peut être grandement renforcé en augmentant l’angle

d’incidence de la lumière sur les substrats (SiO2 et GaAs). Dans la seconde partie,

nous allons au-delà de la production standard du graphène exfolié pour présenter

une méthode de synthèse de graphène à grande échelle par dépôt chimique en phase

vapeur. Nous modifions les paramètres de croissance pour mieux comprendre et op-

timiser les mécanismes de croissance et les techniques de transfert subséquent.
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1

Introduction

1.1 Introduction

Carbon emerges as one of the most remarkable elements found in a significant num-

ber of compounds. The most prevalent ones are the carbon allotropes and these

can be classified according to their dimensionality. Graphite and diamond are ex-

amples of three-dimensional (3D) carbon structures that have been well known for

centuries. Over the past two decades, research has been focused on zero-dimensional

(0D) fullerenes[1] and one-dimensional (1D) carbon nanotubes[2] due to the ease in

synthesizing these thermodynamically stable carbon structures. However, a single

layer of graphite, known as graphene, was simply a theoretical model to understand

the band structure of bulk graphite. It was predicted byWallace in 1947 that graphene

would have peculiar electrical and mechanical properties[3]. At that time, free stan-

ding graphene was presumed non-existant because 2D crystals are thermodynamically

unstable at finite temperature[4].

This thermodynamic argument for 2D crystals is not applicable when a single

layer graphene is bonded to a substrate such that graphene can indeed exist. It

was only recently discovered that single layer graphene can be extracted from bulk

graphite by mechanical cleavage and held on any types of substrates via Van der Waals

interaction[5]. In 2004, Novoselov et al. made the first graphene-based measurable

electronic device[6] and this discovery led to significant amount of interest in the

study of graphene because of its high charge carrier mobility[7] and high mechanical

strength[8], opening new doors for a wide-range of technological applications[9, 10, 11].

1



2 1 Introduction

Here we will discuss the properties that contribute to these peculiar phenomena which

has led to this year’s Nobel prize in physics.

1.2 Morphology

Graphene is defined as a one atomic layer of carbon atoms densely packed in a honey-

comb crystal lattice. Bilayer and few layer graphene consist of 2 and 3 to 10 layers

of these 2D sheets, respectively. These carbon atoms can be arranged in a Bernal

(AB) stacking or ABC stacking as illustrated in Fig. 1.1(a) and (b), respectively.

Both these stackings have been observed experimentally[12]. Each carbon atom is

bonded in-plane together with σ bonds, providing a solid hexagonal network while

the out-of-plane π bonds accomplish the weak interaction between different graphene

layers (Fig. 1.1(c)).

Figure 1.1: Two possible graphene stacking arrangements: (a) Bernal or AB stacking and (b)
rhombohedral or ABC stacking. (c) Schematic of in-plane σ bonds and π orbitals perpendicular to
the plane of the graphene sheets. Reproduced from [17].

1.3 Band Structure of Graphene

Single layer graphene consists of two carbon atoms per unit cell. Since the σ bonds are

localized, they do not contribute to electronic conduction. We are mainly interested in

the contribution of the delocalized π orbitals. The first Brillouin zone is a hexagonal

cell in k-space with high symmetry at the Γ, K and M points (Fig. 1.2(a)). The
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dispersion relation of graphene is then calculated using a tight-binding model[3, 11],

in which we consider only the first nearest-neighbour interaction which gives

E±(~k) = ±t

√

1 + 4 cos(

√
3kxa

2
) cos(

kya

2
) + 4 cos2(

kya

2
) (1.1)

where the lattice constant a =
√
3a0, a0 is the carbon-carbon bond length of

1.42Å and t is the nearest neighbour hopping energy of about 2.8 eV. The minus sign

represents the valence π band whereas the plus sign is the conduction π∗ band. The

calculated band structure is shown in Fig. 1.2(b). The peculiar feature is found near

the K/K’ points where the valence and conduction bands form two conical structure

and their tips are on the K/K’ points (Fig. 1.2(c)).

Figure 1.2: (a) Brillouin zone of graphene. (b) 2D band structure of graphene over the first Brillouin
zone for the valence (π) and conduction (π∗) bands. Reproduced from [13]. (c) Linear dispersion,
described by Dirac equations, found near the K and K’ points (circled in red).

Unlike typical semiconductors in which charge carriers are described by the Schrödinger

equation, the linear dispersion of graphene is described as a Dirac-like Hamiltonian

where charge carriers behave like relativistic particles with a zero effective mass.

Graphene is then defined as a zero-gap semiconductor and its linear dispersion Hamil-

tonian is obtained by expanding Eq.1.1 to the first order

Ĥ = h̄vF






0 kx − iky

kx + iky 0




 = h̄vF~σ · ~k. (1.2)

where ~σ=(σx, σy) represents the two Pauli matrices and ~k is the momentum of
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the quasi-particles in graphene and the Fermi velocity vF =
√
3ta
2h̄

≈ 106m/s signifies

that the charge carriers propagate 300 times slower than the speed of light. As a

consequence, this unique band structure brings new interesting physical properties.

For instance, charge carriers can be switched continuously between electrons and

holes[5, 10]. Also, mobilities depend weakly on temperature meaning that ultrahigh

mobility, usually reached at low temperature in other 2D structures such as GaAs-

based 2DEGs, is attainable at room temperature[14].

1.4 Synthesis

The first attempt at synthesizing monolayer graphite was realized in 1975 by Lang

demonstrating the formation of single to multi-layered graphite by chemical vapour

deposition (CVD) on single crystal platinum[15]. Unfortunately, this process was

abandonned due to a lack of reproducibility in the results. Moreover, at that time,

no beneficial application had been identified for that product due to the unavailable

methods of transferring monolayer graphite from metallic to insulating substrates. No

further investigation on this process was done. A repeatable synthesis of graphene via

mechanical exfoliation was realized by Novoselov et al. in 2004 [5, 6]. This technique

has been applied since then, along with efforts to produce large-scale graphene. A

few physical and chemical methods to produce graphene are presented here. An up-

to-date list of all the available graphene preparation techniques are found in Ref.[16].

1.4.1 Mechanical Exfoliation

Highly oriented pyrolytic graphite (HOPG) consists of many graphene sheets weakly

bonded together by Van der Waals force. A piece of scotch tape is used to peel

off the multiple layers of graphene from the bulk graphite. Afterwards, the tape

is gently rubbed on top of a substrate with a soft tweezer to prevent damaging the

graphene flakes and this tape is then carefully removed. This successful technique can

provide high structural and electronic quality flakes as thin as single and few layers

of graphene. However, it can only produce small flakes of graphene of the order of
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10µm in diameter suitable for academic research but not for industrial applications

as the deposition of thin layers is laborious and time-consuming.

1.4.2 Epitaxial Growth

A commonly used technique to produce graphene is on the surface of silicon car-

bide (SiC) wafers[17], which produces large-area graphene. This is realized by an-

nealing at high temperature (>1250◦C) in ultra-high vacuum (UHV)[18] or argon

atmosphere[19]. This process sublimate sufficient Si to leave behind a carbon rich

surface, resulting in the growth of 1-3 high quality graphene layers. The number

of graphene layers is determined by the decomposition temperature used and the

amount of Si evaporated.

Even though this process looks attractive, a good control on the number of graphene

layers has to be resolved. Another issue is the strong interaction between graphene

and SiC and large difference in the thermal expansion coefficient of graphene and

SiC that affect the electronic properties of graphene. Therefore, transport measure-

ments of epitaxial graphene differ greatly from the one of mechanically exfoliated

graphene[17, 20].

In a similar approach, graphene monolayers can be formed on the surface of transi-

tion metals via chemical vapour deposition (CVD). These are produced either by ther-

mal decomposition of hydrocarbons undergoing a dehydrogenation process in which

the carbon atoms rearrange into a honeycomb lattice[21] or by controlled segragation

in which carbon atoms outdiffuse from the bulk of the substrate[22]. Further details

about this approach are later discussed in this thesis.

1.4.3 Unzipping Carbon Nanotubes

A recent development on synthesizing graphene nanoribbons is to open up longitu-

dinally multi-walled carbon nanotubes (MWNTs). This has been realized in three

different ways[23, 24, 25]. The simplest approach is to partially enclose the carbon

nanotubes with a polymer film. The uncoated surface is then exposed to a plasma

etchant, unzipping the MWNTs into graphene nanoribbons[25]. This direct method
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permits the production of scalable and well-controlled widths of graphene nanorib-

bons for electronic device fabrication purposes.

1.5 Motivation

The exceptional high mobility of graphene has attracted much interest in the scientific

community and many potential applications have been proposed. One of them is

the use of graphene as a high speed electronic device. However, disorder such as

surface residues, charged impurities and ripples limit the device performance. Up

until now, graphene devices have been fabricated on silicon substrate with a specific

oxide thickness because single to few layers are identifiable on this type of substrate.

Due to the highly disordered nature of SiO2(Fig. 1.3), mobilities ranging from 1,000

to 20,000 cm2/V·s have been obtained[26]. Higher mobilities can be achieved when

the problem of sample disorder is overcome by suspending the graphene above the

substrate, improving mobilities by more than one order of magnitude over devices on

SiO2[7]. However, making advanced devices out of suspended graphene is daunting

considering the number of processing steps to acquire these results. In addition,

mobilities of graphene on SiC range from 100 to 2,000 cm2/V·s [19] and the low

mobilities originate from the strong graphene-substrate interactions which has an

impact on the electrical properties of graphene. Therefore, suspended-like or weakly

interacting samples retain some intrinsic characteristics of graphene which minimize

the number of scatterers in order to improve the device performance. This effect has

been observed on ultraflat hexagonal boron nitride, where mobilities of 60,000cm2/V·s
has been achieved, three times more than SiO2-supported devices[27].

The identification of graphene sheets down to single layer under an optical micro-

scope makes device preparation easier and efficient. However, a strong contrast of

graphene is only observed on specific substrates of specific thicknesses, thus limiting

fabrication of devices to these substrates. For instance, high contrast of graphene is

found on substrates such as SiO2/Si, Si3N4/Si, SiC and Al2O3/Si. The observation of

graphene on SiO2/Si requires oxide thickness of 90, 285, or 465nm [28]; for Al2O3/Si
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Figure 1.3: Schematic of disorder limiting the device performance.

72nm[29], and for Si3N4/Si 68nm[30]. A sample of typical contrast values of graphene

deposited on a variety of substrates are found in Table 1.1. Typically, at contrasts

less than 5%, graphene becomes almost invisible. Our goal is to integrate graphene

on a variety of substrates in order to optimize its performance still providing suffi-

cient contrast to identify the graphene sheets. Not much effort has been put into

enhancing the contrast of graphene. The only proposed method is to coat graphene

with a resist layer. This requires a very uniform resist before localizing the flakes

of interest. In our work, we proposed a method to enhance the weak contrast of

graphene on substrates such as GaAs which provides a smoother and cleaner surface.

Localization of graphene flakes is usually realized under an inspection microscope at

normal incidence. By changing the incident angle, the contrast of graphene can be

enhanced depending on the choice of polarization and optical filters.

In addition, we are also interested in improving the mobilities and qualities of

large-scale graphene grown on Cu foil. Current mobilities of grown graphene then

subsequently transferred to SiO2 are lower than those measured for mechanically

exfoliated[21]. As large-scale CVD-grown graphene is still at its infant stage, these

mobilities can still be improved by optimizing the synthesis, transfer and postpro-

cessing. We will present some of our results of the synthesis of graphene as well as

methods to transfer graphene from one substrate to another, providing a new way

to manipulate graphene. This will guide us for future optimization on the quality of

graphene and processings.
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Table 1.1: Summary of the contrast of graphene on different substrate (Ref. [31]).

1.6 Thesis Organization

In the first part of Chapter 2, the theory of Raman scattering is introduced both in

the classical and quantum picture. Raman spectra of the individual layers of graphene

are presented in details along with an explanation of the Raman modes (D, G, and

2D). The second part of Chapter 2 presents the electron beam lithography system

and optimal procedure to fabricate graphene-based devices efficiently. Chapter 3 pro-

vides the theory to compute the expected contrast of graphene applying the transfer

matrix method and experiments confirming our predictions. Chapter 4 focuses on our

chemical vapour deposition system used to synthesize graphene as well as some pre-

liminary results on transferring graphene on insulating substrates. Finally, Chapter

5 summarizes the main results presented in this thesis.



2

Instrumentation and Sample Preparation

2.1 Raman Spectroscopy of Single and Few-Layer Graphene

A prompt and precise method for determining the number of layers of graphene is

needed for research advancements and exploitation of graphene. Many techniques

such as atomic force microscopy[32] and quantum Hall probing [10] are often used to

distinguish a monolayer from a few-layer graphene. The former method leads to an

inaccuracy on the thickness of graphene due to edge effects and the latter requires

processing and ohmic contacts. In contrast, Raman spectroscopy is a non-destructive

and powerful tool to characterize accurately the number of layers[33]. Here, we will

describe the principles behind Raman spectroscopy, followed by an explanation of the

individual components of the instrument, and finally a description of the characteristic

peaks in graphene.

2.1.1 Classical Theory of Raman Scattering

A photon with frequency ν0 is described as an electromagnetic wave which induces

a dipole moment on the molecule. The strength of the induced dipole moment, P, is

given by

P = αE (2.1)

where α is the polarizability and E, the electric field produced by the incident

electromagnetic wave. The polarizability depends on the molecular structure and

nature of the bonds. In an applied electric field, electron clouds of large molecules

9
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have a strong polarizability which is easily distorted. Small and compact molecules

have a weak polarizability.

The electric field of an electromagnetic wave fluctuates with time, t:

E = E0 cos(2πν0t) (2.2)

Thus, substituing Eq.2.2 into Eq.2.1, one obtains

P = αE0 cos(2πν0t) (2.3)

If the molecule is vibrating with frequency νm, the physical displacement dQ of

the atoms about their equilibrium position is written

dQ = Q0 cos(2πνmt) (2.4)

For small displacements, the polarizability can be written as

α = α0 + (
∂α

∂Q
)0dQ (2.5)

Here, the polarizability α0 is at equilibrium position, and (∂α/∂Q)0 is the rate of

change of α with respect to the change in Q evaluated at equilibrium position.

Combining Eq.2.3 and Eq.2.4 into Eq.2.5, one obtains

P = α0E0 cos(2πν0t) +
1

2

∂α

∂Q0

Q0E0[cos(2π(ν0 + νm)t) cos(2π(ν0 − νm)t) (2.6)

The leading term has the same frequency as the excited photon which accounts for

Rayleigh scattering while the second term corresponds to Raman scattering for both

anti-Stokes (ν0 + νm) and Stokes (ν0 - νm) processes[34]. Note that the necessary

condition for Raman scattering is that the (∂α/∂Q)0 is non-zero. This means that

the molecular motion is Raman-active only if the motion occurs with a change in

polarizability.
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2.1.2 Quantum Theory of Raman Scattering

A quantum picture of Raman scattering is described as an inelastic collision process

where a photon is annihilated and creates a phonon and a Stokes photon. Alterna-

tively, a photon together with an annihilated phonon creates an anti-Stokes photon.

According to quantum theory, a photon is emitted or absorbed as a result of making

a transition between two discrete energy levels. The photons are thus considered

quantized. Here we assume that a molecule is a harmonic oscillator with a quantized

vibrational energy

En = hνm(n+
1

2
), (2.7)

where νm is the vibrational frequency of the molecule and n is a quantum number

which takes positive integer values.

An energy transfer occurs when the Bohr’s frequency condition is satisfied

∆E = hνm. (2.8)

As a result, this transfer energy must satisfy the energy difference between the

excited state E and ground state E0

∆E = E − E0. (2.9)

Fig. 2.1 illustrates the quantum picture of Raman scattering. The virtual states are

considered as intermediate states between the ground and first excited electronic state.

In a Rayleigh scattering process, the scattered light does not change its frequency

and the energy is conserved, whereas for Stokes scattering, the transition starts from

the ground state and lands on a higher energy level, and vice-versa for anti-Stokes

scattering. This Raman frequency shift represents the energy difference between two

vibrational levels which corresponds to the phonon’s energy. This shift is an attribute

relative to the material and is independent on the frequency of the emitted photon.

The signal from Raman scattering is generally weak, but it can be largely enhanced

if the frequency of the incident photon is close to the material’s absorption band.

Rather than exciting the molecule to the virtual state, this suggests that the molecule
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is excited near the first excited electronic state which enhances the signal by several

orders of magnitude. This helps to characterize samples with low concentration or

very weak signal.

Figure 2.1: Rayleigh, Stokes, anti-Stokes and resonance scattering processes[35].

2.1.3 Polarizability

In a molecule, the polarizability α is a tensor quantity which consists of nine com-

ponents (αxx, αxy, etc.). In a typical Raman scattering, the tensor is symmetric (αij

= αji) so only six components are distinct. According to quantum mechanics, the

vibration is Raman-active if one of these components in the tensor is changed during

vibration, which is known as the Raman selection rules. Thus, in quantum mechanics,

not all vibrational transitions will appear in the Raman spectrum due to symmetry

argument provided by group theory[34, 35]. As for the classical picture, this theory

breaks down since Eq.2.6 seems to suggest that all vibrational transitions are allowed

as long (∂α/∂Q)0 is non-zero, indicating that there is no selection rules.

2.1.4 Raman Instrumentation

The Renishaw inVia Raman system was used in our experiment. This spectrograph

consists of four main elements as illustrated in Fig. 2.2: an excitation source, a light

detection system, a notch filter and an objective lens.
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A white light source is employed to illuminate and focus on the sample. Four

wavelengths (488, 514, 633 and 782 nm) are available in the Raman setup and any

wavelength provides enough signal to measure the characteristic peaks of graphene.

A 514nm laser is used to excite the sample through an objective lens. The spot

size of the laser is about 350nm for a 100x objective lens with numerical aperture of

0.90. Typically, Raman measurements require average laser of the order of 10mWs.

Increasing the laser power can suppress the background noise and enhance the reso-

lution of the Raman peaks but the excessive heat can damage the sample. A sample

is placed on a motorized stage which can move along the x- and y-axis, suitable for

two-dimensional Raman mapping.

The Rayleigh signal is about 100 times stronger than the weak Raman signal. A

notch filter is then used to reject this elastically scattered light and allows all the

Raman scattered light to pass into the diffraction grating and be detected in the

CCD camera. The Stokes shifts are measured in this manner. The data acquisition

and analysis is realized using the WiRE software.

Figure 2.2: Diagram showing the individual components of the Renishaw Raman Microscopy system.
Reproduced from [36].
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2.1.5 Experimental Results on Graphene

The Raman spectra are measured with a 100x objective at 514nm, having a 1800

grooves/mm grating, available at Université de Montréal in the Chemistry Depart-

ment. The laser power is set by default at 25 mWs. For optimal results, reduction of

background noise and avoid sample damage, the detection time is set at 30 seconds

at 10-50% power.

Figure 2.3: Optical image of graphene layers and graphite, indicating the corresponding number of
layers and the regions where the Raman shifts data were measured.

Single to several layers of graphene were mechanically exfoliated and transferred

onto a 90nm SiO2/Si wafer as seen in Fig. 2.3. One can distinguish a graphene

monolayer from several layer graphene by color interference, as will be explained in

details in Chapter 3. Graphene monolayers are nearly transparent and additional

layers lead to higher opacity. As a consequence, distinguishing two, three and few

layered graphene by optical contrast is not easily achieved.

Under an optical microscope connected to the Raman spectrometer, Raman data

were collected in each region indicated on Fig. 2.3. The Raman spectra of monolayer,

bilayer, few layers of graphene and bulk graphite are summarized in Fig. 2.4. The D

band at ∼1350 cm−1 is a breathing mode involving phonons near the K zone bound-
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Figure 2.4: Raman spectra of one, two, three, few layers graphene and bulk graphite with its three
signature peaks: D, G and 2D bands.

ary. This phonon mode (Fig. 2.5(a)) is forbidden in a perfect graphitic material and

requires defects to be activated. The intensity of the D peak gives a good indication of

the amount of disorder[37, 38]. The peak at ∼2450 cm−1, assigned as G∗, is described

as a double-resonance process, involving one iTO and one LA phonon. Details about

this peak are discussed in Refs.[39] and [40].

Figure 2.5: Representation of the graphene phonon modes: (a) D mode and (b) G mode

There are two characteristic peaks in the Raman spectra: the G peak at∼1580cm−1
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and the 2D peak (also named G’) located at ∼2700cm−1. The G mode (Fig. 2.5(b))

represents the in-plane bond stretching of sp2 carbon atom pairs, a doubly degenerate

(iTO and LO) phonon mode at the center of the Brillouin zone[41]. The evolution

of the 2D band is sensitive to the stacking order of graphite. A single layer graphene

has a sharp 2D peak located at 2680cm−1 with a FWHM of ∼30cm−1[40]. It is about

2-3 times more intense than the G peak depending on the substrate used and doping

[42, 43] as shown in Fig. 2.4 for N=1. For a bilayer (N=2), the 2D band is composed

of a superposition of 4 Lorentzian peaks. The key component involves the evolution

of the graphene bands with the number of layers. One can explain the 2D band as a

double-resonance process occuring along the Γ-K-M-K’-Γ direction in the first Bril-

louin zone, because the oscillation strength of the electron-phonon (π-iTO phonons)

coupling near the K and K’ points is significant[44, 45, 46]. Let’s first analyse the case

of a graphene monolayer as depicted in Fig. 2.6(a). The electronic structure consists

of two bands: π and π*. The double-resonance process is described as follow: (i) a

laser beam induces an electron/hole pair near K with energy Eex (ii) the electron is

scattered by a phonon with energy Eph to a point adjacent to K’ (iii) the electron is

scattered back by another phonon near the K point (iv) a photon with energy Eex -

2Eph is emitted by electron-hole recombination. Since there is only one possible tran-

sition, the 2D band is a single symmetric peak corresponding to this double-resonance

process.

Figure 2.6: Double-resonance process for (a) single layer and (b) two layers graphene[46].
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In order to understand the multiple peaks in the 2D band, the bilayer graphene

case is analyzed. The dispersion curves of a bilayer are composed of four bands, two

valence bands (π1 and π2) and two conduction bands (π1* and π2*). It is understood

that the 2D band is fitted with four Lorentzian peaks [33, 40, 46, 47]. These peaks

represent the four allowable optical transitions between the valence and conduction

bands within the double-resonance process as depicted in Fig. 2.6(b). For clarity, the

frequencies of these optical transitions are defined as ω11, ω12, ω21, ω22. For instance,

ω12 is the frequency related to the transition in which the excited electron is on the

π1* at K, lands on π2* at K’ after phonon scattering, and scatters back to π1*.

Figure 2.7: Evolution of the π electron dispersion curves along the K-H line.[46, 48]

For bulk graphite, it is represented as an infinite stacking of graphene sheets be-

tween the center and the top layer along the K-H line in the first Brillouin zone.

Hence, electrons are scattered inelastically by phonons in that continuum of planes.

The 2D band is then formed by a superposition of all possible optical transitions,

giving rise to an infinite number of peaks. In order to understand the 2D band, one

needs to observe the evolution of the π electron dispersion curves along the K-H line,

represented in Fig. 2.7. According to Charlier et al., the splitting between the two

conduction bands as well as the two valence bands decreases as it approaches to the

top plane. At H, the valence and conduction bands become degenerate [46, 48].
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The 2D band of a bulk graphite is divided into one broad peak, centered at

∼2675cm−1 and one sharper peak at ∼2700cm−1 reflecting the evolution of the bands.

The broad peak arises from the phonons with frequencies ω22, ω21, and ω12 which

depend strongly on the splitting between the two valence bands and also, the two

conduction bands. The values of these frequencies are modified as the electrons move

along the K-H direction, resulting in an unlimited number of peaks. The sharp peak

arises from the phonon with frequency ω11. Unlike the other optical transitions, the

π2 and π2* bands are not involved, thus the frequency ω11 remains unchanged and a

sharp peak is expected.

2.2 Electron Beam Lithography for Graphene Field Effect

Transistors

Graphene-based electronics has attracted much attention since the discovery of graphene

due to its high carrier mobility. A basic graphene electronic device is a field effect

transistor (FET); a device that consists of a source, a drain and a gate. Few of our

graphene samples were succesfully contacted with electrodes. Moreover, these de-

vices failed due to problems related to gate oxide leakage. As one of the first users

of the Electron Beam Lithography (EBL) system in the McGill NanoTools Microfab,

I spent a fair amount of time optimizing the success rate in patterning electrodes on

micron-sized samples. I will first explain the basics of the EBL, followed by a descrip-

tion of the procedure for depositing electrodes on the sample and end by explaining

important aspects that influences the lithographic process.

2.2.1 Basics of Electron Beam Lithography

Lithography is the process of transferring a pattern from one media to another. Pho-

tolithography applies light as a transfer media, ideal for large device production and

industrial uses. On the other hand, electron beam lithography uses focused electrons

to irradiate specific places on an electron-sensitive resist coating. This lithographic

process consists of three steps: exposure to electrons, development of the resist and
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pattern transfer. The resolution of submicron features is a combined effect of each of

these individual steps. The end result and EBL operation are influenced by a great

number of parameters and factors.

Direct writing EBL is based on a scanning electron microscope (SEM) equipped

with a lithographic capability attachment. This complex system realizes a variety

of structures with precise dimensions in determined locations. Briefly, the SEM,

performed in ultra high vacuum conditions, provides a beam of electrons with a stable

emission. A good control of the beam deflection provides precise operation of a user-

defined pattern onto the sample, accurately positioned and dimensionally calibrated.

In addition to this, beam blanking should be quick enough to avoid imprecision. All

these requirements are ensured by a computer-based control system which manages

all subsystems, rapidly and simultaneously.

2.2.2 Equipment

The McGill NanoTools Microfab is equipped with a SEM from Hitachi, model SU-

70. It is based on a Schottky field emission filament, outstanding for its emission

stability, convenient for lithography. The nomial resolution is 1 nm at 15keV and

1.6nm at 1keV. The acceleration voltage range is 0.1 - 30 kV, and the probing current

ranges from 1pA to 100nA. Magnification ranges from 20x to 800kx. Secondary and

backscattered electron detectors are used. Samples with a maximum diameter of

150mm can be introduced in the chamber and stage movements are motorized in X

and Y.

Lithographic capabilities comprise an external beam blanker and a beam deflection

system. The beam blanker abruptly deflects the beam by applying a voltage in

the deflection coil. The Nanometer Pattern Generation System (NPGS) software

controls the beam deflection, hardware for design, calibration and control of exposure

conditions. The program is graphics-oriented and enables different configurations

adapted to user preferences for each lithographic task.
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2.2.3 Sample Preparation Procedure

A detailed process is explored here to optimize the fabrication of graphene FETs. The

growth of a high quality oxide layer cannot be realized in the McGill Nanotools Micro-

fab laboratory as it cannot produce CMOS-quality technology. High-quality wafers

are better processed at University Wafer. For ultralow temperature measurements,

a heavily-doped (n++) <100> silicon wafer with resistivity in the range of mΩ·cm
is recommended. At this high level of doping, arsenic is suggested as a dopant. A

low-resistive micron-thick epitaxial layer growth is necessary to avoid any dopant

propagation during the oxidation process which may affect the insulation of the ox-

ide. A dry chlorinated thermal oxidation, as used in MOS, helps eliminate metal ions

during SiO2 growth. Since the oxide is formed on both sides of the wafer, the back

oxide is etched by RIE if one needs to access the back gate.

Figure 2.8: Process order of alignment deposition on SiO2/Si substrate.

Alignment marks need to be made on the SiO2/Si wafer to ease the lithographic

process. The alignment marks deposition is shown in full details in Fig. 2.8. A 4-inch

SiO2/Si wafer is first sputtered with 10nm of titanium and 100nm of gold. As is done

for photolithography, the wafer is spin coated with positive photoresist Shipley S1813

for 5 seconds at 500 rpm, then for 45 seconds at 1950 rpm, resulting in a 2.0 µm
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resist layer. The photoresist is soft baked at 115◦C for 60 seconds. The wafer is then

placed inside the mask aligner with the use of a 5-inch photomask (labelled McGill

50767). The photomask consists of patterns such as crosses, alignment marks and

bond pads that are exposed onto the resist with a dosage of 90mJ/cm2. The resist is

then developped for 60 seconds, removing the exposed regions.

The unaffected resist is employed as a mask for the wet etching process of the

metals. The wafer is dipped in a diluted potassium-iodine-based solution to etch the

gold layer. Because wet etching is an isotropic process, overetching results in the

removal of the gold layer beneath the photoresist. The last step is a quick dip in 10:1

H2O:HF solution to etch the titanium layer. The photoresist is then removed in hot

acetone at 40◦C. The end result is shown in Fig. 2.9.

Figure 2.9: Alignment marks, bond pads and cross on SiO2/Si wafer.

In order to perform electrical measurements in our system, the substrate needs

to fit onto a 14-pin chip carrier, which means the wafer has to be cut. To prevent

Si powder deposition on the surface of SiO2 during dicing, a photoresist layer is

spin coated on the wafer. A dicing saw is used to cut the wafer into 4mm × 6mm

substrates and the photoresist is removed with acetone. The last step is to descum
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the substrates inside the oxygen plasma asher for organic residues removal. These

substrates are then exposed to oxygen plasma for 1 min at 100W.

2.2.4 Exposure Procedure

The procedure presented here is an improved version of the one provided by the

Microfab (see Fig. 2.10). The lithographic procedure contains several steps: design of

the pattern, setting of the beam parameters, calibration of the working field and stage

positioning. For the version provided by the Microfab, the lithographic success rate

depends strongly on the calibration for contacting micron-sized samples. Without

proper calibration, the pattern is usually offset from the sample’s location. The

different calibrations are clarified in Appendix A.

Figure 2.10: Schematic of the EBL procedures. Left column: Suggested method provided by the
Microfab. Right column: Improved method
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As for my version, it consists of more elaborated steps. To see this, the stage is

positioned directly on the sample of interest with the aid of alignment marks that

are closed to the sample. Electrodes are then drawn directly on the sample within

the Working Field. This step does not involve any stage displacements and thus, no

calibration is taken into account. Finally, extension of the electrodes to the bond pads

is done by “Fracture” lithography which involves stage movement. The calibration is

not as critical as the Microfab’s version.

2.2.5 Electrode Deposition

The summary of the graphene FET processing is sketched in Fig. 2.11. In summary,

graphene flakes are deposited by mechanical exfoliation, which then have to be located

on the substrate. Optical images are captured at a magnification of 10x and 50x of

the graphene flake for designing bond pads and electrodes respectively as discussed

above. The designs are drawn in the DesignCad Express 16 software and are scaled

with respect to the dimensions of the alignment marks. Full details of the procedure

are found in Appendix B.

Figure 2.11: Fabrication process of graphene FETs.

For the electron beam exposure, the substrate is spin coated with an electron

beam resist, polymethylmethacrylate (PMMA) A4 at 500 rpm for 5 seconds and at

4000 rpm for 45 seconds. It is then soft baked at 180◦C for 60 seconds. The PMMA
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thickness is about 175nm, sufficient to lift-out the metal with ease. The resist is then

exposed by EBL according to the design with an area dose of 300.00 µm/cm2. After

exposure, the resist is then developed in 1:3 MIBK:IPA for 30-45 seconds.

An adhesive layer of 10nm of titanium, followed by a layer of 100nm of gold are

evaporated using an electron beam evaporator. The sample is then left in a bath of

acetone for a couple of hours to lift-off the metal. Finally, the substrate is placed

on a chip carrier and the bond pads are wire-bonded to the pads of the carrier with

aluminium wires as shown in Fig. 2.12.

Figure 2.12: Left: Picture of a wire-bonded graphene device on a chip carrier. Right: Close-up
image of two graphene flakes contacted with gold electrodes.
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Contrast Enhancement of Graphene

The success in isolating a single layer graphene from highly oriented graphite via me-

chanical exfoliation has stimulated a large interest in both the fundamental properties

and potential applications of graphene. As mentioned in Chapter 2, mechanically ex-

foliated graphite results in single and few layer graphene, and bulk graphite. Thus,

before any device fabrication, the first step is to identify the number of layers of the

graphene flakes and determine their relative position with respect to the alignment

marks on the substrate. In order to realize this step, graphene needs to be observable

with the naked eye under an optical microscope. So far, graphene flakes have been de-

posited on SiO2/Si because of its sufficient contrast to this substrate[28, 30, 49, 50, 51].

However, it is also of interest to deposit on other types of substrates on which graphene

becomes almost invisible under an optical microscope. In this chapter, we will present

our published work on enhancing the visibility of graphene on substrates by angle

detection[52]. Both the theoretical and experimental aspects are presented here.

3.1 Overview of EM Waves

The visibility of a material is related to the interaction of an electromagnetic (EM)

wave with electrons in materials. For a metal, the free electrons tend to move in

phase with an EM wave such that reflection occurs, whereas in an insulating material,

transparency arises from a weak interaction of the electrons. This modifies the relative

phase shift of the EM wave. We will first present an overview of Maxwell’s equations

in matter, then an explanation of the behaviour of an EM wave in different media

25
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and then finish the discussion on how the reflectance changes under transverse electric

(TE) and transverse magnetic (TM) polarizations.

3.1.1 Maxwell’s Equations in Matter

Maxwell’s equations describe the behaviour of an electromagnetic wave in response

to a charge density, ρ, and current density, J. In vacuum, the four laws of electro-

magnetism can be stated as follow

∇ · E =
ρ

ε0
,

∇× E = −∂B

∂t
,

∇ ·B = 0,

∇×B = µ0ε0
∂E

∂t
+ µ0J.

(3.1)

Since we are interested in the optical properties of materials, the presence of a

medium in electric and magnetic fields can lead to electric dipoles and magnetic

moments, polarization charges and induced current. The introduction of the electric

displacement D and the magnetic field H allows us to take into account modifications

by the medium.

In a linear medium, the electric flux density D and electric field E are related by

the dielectric constant ε1. Likewise, the magnetic field H is linked to the magnetic

induction B by the permeability µ1. Since we are not using any magnetic materials,

µ1 is close to µ0. Both equations can then be written as follow

D = ε1E and B = µ1H. (3.2)

Thus, we can rewrite Maxwell’s equations in matter as follow

∇ ·D = ρf ,

∇× E = −∂B

∂t
,

∇ ·B = 0,

∇×H =
∂D

∂t
+ σ1E,

(3.3)

where σ1 is the conductivity of the material.
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3.1.2 Wave Equations in Matter

To solve Maxwell’s equations in matter, we consider an infinite medium in which edge

effects are neglected. A general solution is to consider that the electric and magnetic

waves consist of a sinusoidal periodic time and spatial dependence

E(r, t) = E0 exp{i(q · r− ωt)}, (3.4)

and

H(r, t) = H0 exp{i(q · r− ωt)}. (3.5)

It is preferable to express E and H as waves with wavevector q and frequency ω

propagating into the material. Hence, eliminatingD and B from Eq.3.3 and assuming

the absence of free charges (ρf = 0), the wave equation for the electric field can be

written as

∇2E = µ1ε1
∂2E

∂t2
+ µ1σ1

∂E

∂t
. (3.6)

The first term in the right-hand side of Eq.3.6 represents Maxwell’s displacement

current, and the second term is due to the conduction current. Similarly, one obtains

∇2H = µ1ε1
∂2H

∂t2
+ µ1σ1

∂H

∂t
, (3.7)

describing the propagation of the magnetic field.

3.1.3 Complex Index of Refraction

When an EM wave propagates into a material with dielectric constant ε1, permeability

µ1 and conductivity σ1, these parameters change the behaviour of the fields. One can

describe the optical properties of the medium as a complex refractive index defined

as

ñ = n+ iκ. (3.8)

where the real index of refraction n and the extinction coefficient κ are used to describe

the propagation and dissipation of EM waves in the material. In order to understand
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their meanings, we will consider two cases of materials which will be employed later

in this chapter: insulators and semiconductors.

In an insulator where the conductivity is negligible (σ1 = 0), Eqs. 3.6 and 3.7 are

reduced to recognizable wave equations:

∇2E = µ1ε1
∂2E

∂t2
and ∇2H = µ1ε1

∂2H

∂t2
. (3.9)

From these equations, the magnitude of E and H is not modified inside the ma-

terial, but the wave propagates slower than a wave in vacuum. By definition, this

reduced velocity is related to the real part of the refractive index

v =
1√
ε1µ1

=
c

n
. (3.10)

In a semiconductor or any non-metallic material (σ1 6= 0), when plugging Eq.3.4

into Eq.3.6, we obtain a relationship between q and the frequency ω:

q = ω
[

ε1µ1 + i
µ1σ1

ω

]1/2

n̂q, (3.11)

where n̂q is the unit vector along the q direction. This is a compact way to express

a complex wavevector q. We can then link Eq.3.11 to the complex index of refraction

ñ:

q̃ = ω
ñ

c
= ω

(n+ iκ)

c
= ω

[

ε1µ1 + i
µ1σ1

ω

]1/2

. (3.12)

This illustrates that a wave propagating into a semiconductor, experiences a ve-

locity change as well as an attenuation compared to when propagating in vacuum.

3.1.4 Absorption Coefficient

The absorption coefficient α defines on how easily the light penetrates into a material.

This is defined as the portion of the power absorbed in a unit length of the medium.

If light is propagating in the x direction, the intensity at x is I(x), then the intensity

decrease per slice is given by

dI = −αdx× I(x). (3.13)
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Solving this differential equation, we obtain a general equation known as Beer’s

law:

I(x) = I0 exp{−αx}. (3.14)

To illustrate this with EM waves, we start by substituing the complex wavevector q

(Eq.3.12) into the sinusoidal wave (Eq.3.4), which splits into a real and an imaginary

component

E = E0 exp
{

iω
(
n

c
n̂q · r− t

)}

exp
{

−κω

c
n̂q · r

}

. (3.15)

The first exponent describes a wave propagating with a reduced velocity c/n. The

second exponent is the damping term in which the amplitude falls off with a decay

constant of κω. The same goes for the magnetic wave H. Comparing this to Beer’s

law given in Eq. 3.14, we can conclude that

α =
κω

c
(3.16)

From Eq.3.12, the extinction coefficient κ is related to the material’s parameters

ε1, µ1 and σ1, and one obtains the compact form for the absorption coefficient

α =
σ1µ1

µ0nc
. (3.17)

Therefore, the absorption strongly depends on the conductivity σ1; for instance, a

small attenuation coefficient means that the material is nearly transparent, while in

a highly conductive material, the wave quickly decays.

3.1.5 Boundary Conditions

Based on how waves behave inside a material, we will move on and include boundary

conditions. When EM waves propagate from one medium to another, the values of

ε1 and µ1 differ accordingly. A set of boundary conditions is needed to ensure that

waves in the two media match at the boundary.

Since we will be dealing with insulators and semiconductors, we consider that

the interface is continuous, ignoring surface and current charges. The boundary

conditions between two media are then written as follows
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n× (E2 − E1) = 0 (3.18)

n× (H2 −H1) = 0 (3.19)

where n is normal to the interface of the two media.

3.2 Reflectance with a Non-Zero Incident Angle

The reflectance is defined as the intensity of light that is reflected from the material.

Previous groups that have calculated the reflectance of graphene on substrates have

focused only the effect at normal incidence[28, 30, 49, 51]. Here, we consider two

media with index of refraction ñ1 and ñ2 and a wave entering the medium at an

incident angle θi. A fraction of the wave is reflected at an angle θr and transmitted

at an angle θt. We will prove that indeed the reflectance does depend on the angle of

incidence when θi 6= 0; θi = 0 describing normal incidence[53].

3.2.1 TE Polarization

TE polarization refers to the electric field vector E perpendicular to the plane of

incidence as shown in Fig. 3.1

Figure 3.1: Diagram representing the electric and magnetic field components of TE polarization.
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We can then rewrite the boundary conditions from Eqs 3.18 and 3.19

Ei + Er = Et (3.20)

(−Hi +Hr) cos θi = −Ht cos θt (3.21)

Defining the impedance as the ratio of the electric and magnetic components due

to the influence of the medium. For instance, the impedance of medium 1 can be

written as

z1 =
E1

H1

=

√

µ1µ0

ε1ε0
=

z0
ñ1

(3.22)

where z0 is the impedance in free space.

Combining Eqs. 3.20, 3.21 and 3.22, one obtains the reflectance R by taking the

ratio of the amplitude of Er by Ei

R =
∣
∣
∣
∣

Er

Ei

∣
∣
∣
∣

2

=

∣
∣
∣
∣
∣

ñ2 cos θt − ñ1 cos θi
ñ2 cos θt + ñ1 cos θi

∣
∣
∣
∣
∣

2

(3.23)

3.2.2 TM Polarization

A similar analysis can be performed for TM polarization, for which the magnetic field

is parallel to the interface as sketched in Fig. 3.2.

The boundary conditions are then written as follows

(Ei + Er) cos θi = Et cos θt, (3.24)

Hi +Hr = Ht. (3.25)

Combining Eqs.3.24 and 3.25 with the impedance in Eq.3.22, the reflectance which

is the portion of light that is reflected is then given by

R =

∣
∣
∣
∣
∣

ñ1 cos θt − ñ2 cos θi
ñ1 cos θt + ñ2 cos θi

∣
∣
∣
∣
∣

2

. (3.26)

Now that we have a sense on how the reflectance depends on incident angles under

both TE and TM polarizations, we will provide a model to compute the contrast of

graphene deposited on a multilayered substrate.
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Figure 3.2: Diagram representing the electric and magnetic field components of TM polarization.

3.3 Contrast of Graphene on SiO2/Si substrate

The visibility of graphene deposited on substrates originates from the modification of

the relative phase shift and amplitude induced by the graphene layer. We compute

the contrast of graphene on a SiO2/Si substrate with an oxide thickness of 90nm

and graphene thickness set to 0.34nm. We then consider an incoming light beam of

wavelength λ, which hits a trilayer structure (graphene/SiO2/Si) and passes through

a series of reflections and transmissions as depicted in Fig. 3.3. The Si layer is

considered semi-infinite and characterized by a complex index of refraction ñ3 that is

dependent on wavelength λ. For instance, at λ = 400nm, the index of refraction is

ñ3(400 nm) = 5.57 + 0.39i. SiO2 is an insulator which also has a λ-dependent index

of refraction but without an imaginary part ñ2(400 nm) = 1.47. These values can be

found in Refs. [54, 55]. The index of refraction of graphene is assumed to be close to

that of bulk graphite and is λ-independent, i.e. ñ1(λ) = 2.6 + 1.3i.

The results are obtained by considering a system of three layers (Fig. 3.3) in which

each layer j can be represented by a transfer matrix. Here we assume that the wave

is traveling in the xy plane. For a TM polarization, the magnetic field component Hz

is parallel to the layers and the electric component Ey is at the incident angle θ. The
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Figure 3.3: Schematic of light reflection for three-layer system.

general form of the transfer matrix for a layer j can be written as[56]






Hz
j−1

Ey
j−1




 =






cos(φj) −i sin(φj)/γj

−i sin(φj)γj cos(φj)






︸ ︷︷ ︸

Mj






Hz
j

Ey
j




 . (3.27)

The relation of the field components for a wavelength λ can be expressed as the

product of transfer matrices

M =
2∏

j=1

Mj, (3.28)

with the reflectance given by

R =

∣
∣
∣
∣
∣

M11 + γ3M12 −M21/γ0 − γ3M22/γ0
M11 + γ3M12 +M21/γ0 + γ3M22/γ0

∣
∣
∣
∣
∣

2

, (3.29)

where Mkl are the matrix elements of M. The matrix Mj in Eq. 3.27 depends on the

index of refraction (ñj) and thickness (dj) of the corresponding layer, with phase shift

φj = (2πdj/λ)
√

ñ2
j − sin2(θ), (3.30)

and

γj = (z0/ñ
2

j)
√

ñ2
j − sin2(θ). (3.31)

For a TE polarization, the expressions have to be substituted by Hz → Ez, Ey →
−Hy, and γj = z−1

0

√

ñ2
j − sin2(θ).
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Once the reflectance is computed, the contrast is given by

C =
Rsubstrate −Rgraphene

Rsubstrate

, (3.32)

where Rsubstrate is the reflectance without graphene and Rgraphene, the reflectance in

the presence of graphene.

3.3.1 Contrast of Graphene at Normal Incidence

Several groups have applied Fresnel’s law to simulate the contrast of graphene at

normal incidence [28, 30, 31] and their results concord well with each other. Instead,

we have used a transfer matrix method (Eq. 3.27), which provides flexibility and

simplicity in computing a generalized N-layer system with varying incident angle.

Figure 3.4: Contrast plot of graphene at normal incidence.

We have verified that the transfer matrix method (Eq. 3.27) is in good agreement

with the results obtained by other groups using Fresnel’s law. Indeed, we have plotted

in a colour map, the contrast of graphene (Eq. 3.32) as a function of SiO2 thickness

and visible wavelength at normal incidence (θ = 0◦) as shown in Fig. 3.4. This

provides a guide for the expected contrast of graphene when selecting a wavelength

filter for a given thickness. Hence, optimal thicknesses of the oxide layer are found to
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be 90 and 285nm with the use of green filters or white light. These lead to an optical

contrast of about 15% for a single layer graphene.
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Figure 3.5: Optical contrast of graphene sheets with thickness ranging from one to five layers with
an index of refraction ñ1 = 2.6 + 1.3i on 90nm SiO2/Si.

We have also computed the contrast of multilayer graphene which consists of N

monolayers. The thickness is then assumed to be N × 0.34nm. Each layer is found

to absorb a portion of incident light [58] and thus the contrast increases with the

number of layers as shown in Fig. 3.5. Therefore, graphene becomes more opaque

with the number of layers as imaged in Fig. 2.3.

3.3.2 Contrast of Graphene at Oblique Incidence

While previous studies have mainly focused on the contrast at normal incidence, we

show here the results as a function of incident angle for different polarizations in which

the SiO2 thickness is fixed at 90nm. Fig. 3.6 shows the evolution of the contrast as

function of angle and wavelength in the visible spectrum for two polarizations. While

no contrast enhancement is obtained for TM polarizations, TE polarizations show

an improvement in the green wavelength as well as a substantial enhancement in the
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blue wavelength. This observation seems to be different from the predicted decrease

for circular polarization[49].

Figure 3.6: Contrast plot for TE and TM polarizations as a function of wavelength and angles for
90nm SiO2/Si substrate. The expected contrast is shown on the color scale found on the right.

3.3.3 Experimental Procedure and Results

When observing graphene under an inspection microscope, the sample is perpendicu-

lar to the objective lens and is illuminated by the internal microscope light. In order

to reproduce the behaviour predicted in Fig. 3.6, we designed a setup which orients

the light’s incident angle while using the microscope as a fixed detector. This was

realized by building a moving stage (Fig. 3.7) to allow the sample to tilt.

The substrate is placed onto the stage underneath the objective lens and we locate

the graphene flakes of interest at normal incidence. Once identified, the stage is then

tilted by a screw and placed at the desired angle θ, while keeping the sample in focus.

A white light source is shined onto the sample at 2θ relative to the objective lens. A

polarizer is then placed in front of the light source and the signal is recorded onto the

camera for both TE and TM polarizations. This process is repeated until all possible

angles within experimental limits are covered. Due to obstacles between the external

light source and sample, we can only acquire data between 23◦ and 65◦. The error on
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the angle is within 2◦.

Figure 3.7: Experimental setup for angle detection measurements. The dashed circle is the substrate
lying on the tilted stage and the stage’s angle is adjusted with the screw.

Figure 3.8: Thin graphene flakes on 90nm SiO2 imaged on an optical microscope under TM polar-
izations. From left to right, each image is taken at 0◦, 23◦, 55◦ and 65◦ respectively. The dotted
circle is the spot used for the contrast measured for a monolayer.

Fig. 3.8 are images of a single layer graphene surrounded by small fragments of few

layered graphene on 90nm SiO2/Si taken under TM polarizations. The first image

is a typical image of a graphene monolayer at normal incidence. By increasing this

angle, corresponding to images from left to right, the colors of the SiO2 and graphene

change. We notice that the SiO2 layer goes from the colour purple to grey and the

graphene monolayer tends to fade at 65◦, and the few layered ones are barely visible.
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Using an unfiltered light source, this decrease in contrast is valid for all wavelengths

in the visible range as predicted in Fig. 3.6. The reverse effect is expected for TE

polarization.

Figure 3.9: (a) Same graphene flakes as in Fig. 3.8 imaged under TE polarizations. (b) Red, (c)
green and (d) blue images were obtained by selecting the corresponding wavelengths. From left to
right, each image is taken at 0◦, 23◦, 55◦ and 65◦ respectively.

With TE polarization, Fig. 3.9(a) shows a change in color with increased angle

and the graphene monolayer is still visible. However, the images do not provide any

information about the contrast. To analyse the contrast, we selected the red, green,

and blue wavelengths, respectively [Fig. 3.9(b)-(d)]. A decrease in contrast is seen in

the red as the angle increases, while the contrast for green and blue increases. The

procedure to compute the contrast is provided in the following section.
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3.3.4 Contrast Measurements

The recorded images taken by the camera are in full colour. Each image, processed by

Matlab, is divided into an array of pixels. Each pixel provides three specific values,

one each for red, green and blue components. These values range between 0 and

255. The color of the pixel is then determined by the combination of red, green and

blue intensities. For instance, a typical intensity profile is shown in Fig. 3.10 for red,

green and blue. The plot displays two distinct steps in the red and green spectra

which correspond to the graphene and the substrate. In blue wavelength, no steps

are easily observed, meaning that the graphene flake is nearly invisible as seen in

the first image of Fig. 3.9(d). The contrast is then calculated as the difference of

the measured intensity from substrate and graphene respectively, and normalize with

respect to the substrate. This provide a direct measurement for the red, green and

blue reflection contrast C{R,G,B} and Eq.3.32 can be rewritten as

C{R,G,B} =
Isubstrate{R,G,B} − Igraphene{R,G,B}

Isubstrate{R,G,B}
. (3.33)

Figure 3.10: Left: Image of graphene at normal incidence. White line is the measurement line
starting from the graphene to the substrate. Right: Plot of the red, green and blue intensity
profiles.

Large errors are seen in the intensity profiles of Fig. 3.10. These may originate

from electrical noise from the camera, variations on the sample, particles trapped

inside the microscope’s optical system and external light source. While these effects

cannot be ignored, it is best to reduce these fluctuations. This is achieved by selecting
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a set of pixels on the graphene as well as on the substrate and average their respec-

tive intensities. In addition, the data were taken three times on different graphene

monolayer samples to ensure that a clear relationship between the contrast and the

angle of incidence is observed. We then compare the calculated contrast with the

measured data for different wavelengths in Fig. 3.11. The data follows the calculated

one within the error bars obtained from the sample to sample standard deviation.

We measured that the contrast is enhanced up to 50% at 65 degrees and this should

be compared to a maximum contrast of 15% when the light is normally incident.
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Figure 3.11: Comparison of experimental (color curves) and calculated (black curves) contrast plot
as a function of angle at a fixed wavelength. (a) Red contrast plot at a wavelength of 620nm (b)
Green contrast plot at 495nm. (c) Blue contrast plot at 450nm. The error bars are the standard
deviations for 3 different data sets and the lines are guides to the eye.

We noticed that the measured contrast does not exactly overlap with the calculated

data. This deviation has also been observed at normal incidence in Ref. [28]. This can

be attributed to the finite aperture of the objective lens. Depending on the numerical

aperture, a small range of the light’s incident angle also contribute to the measured
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contrast[57]. Another explanation is the use of the index of refraction of graphene.

While this value is assumed to be the same as graphite, the absorption of graphene

may differ from the one of graphite. Currently, no concensus has been reached on its

value since its exact value likely depends on substrate properties such as doping.

3.4 Graphene on Multilayered GaAs/Al0.3Ga0.7As

Based on our understanding of the contrast of graphene on SiO2, we now turn to the

possibility of enhancing the contrast of graphene on other substrates, which would

offer a smoother and cleaner electrical surface. Here, we have at our disposal a con-

ventional GaAs/Al0.3Ga0.7As heterostructure with a two-dimensional electron gas at

the interface. The substrate consists of a 8-layer Fabry-Pérot structure with graphene

on top as depicted in Fig. 3.12. This structure can be used as a FET device which

mimics devices of SiO2/Si. The cap layer (the undoped-GaAs) can be employed

as an insulator and the 2DEG, as a back gate. Normally, graphene is invisible on

GaAs due to its low contrast, preventing its use as a substrate. It was previously re-

ported that its contrast is -0.0059 for a homostructure of GaAs (Table 1.1) at normal

incidence[31]. For our heterostructure, the intensity of the reflected waves is calcu-

lated by considering 9 layers, leading to 8 transfer matrices in Eq.3.27. The index of

refraction parameters are obtained from Ref.[54]. At normal incidence, a contrast of

2% for a single layer graphene was obtained, which improves the contrast by almost

a factor of 4 compared with a monostructure.

Fig. 3.13 shows the evolution of contrast as a function of angle for a 4-layer

graphene on the GaAs/AlGaAs heterostructure for both TE and TM polarizations.

It is interesting to note that the contrast enhancement only occurs for TM polariza-

tion as opposed to TE polarization in the SiO2 case. A contrast shift occurs with the

number of graphene layers, which allows us to identify the number of layers as four.

Fig. 3.14(a) illustrates the contrast evolution of a few-layer graphene on GaAs un-

der TE polarization. The visibility of graphene decreases at higher angles for all wave-

lengths. This behaviour is expected for TE polarization. In contrast to TM polari-
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Figure 3.12: Schematic of graphene on a 8-layer GaAs/AlGaAs heterostructure.

Figure 3.13: Contrast plot for a 4-layer graphene flake as a function of angle and wavelength on a
8-layer GaAs/Al0.3Ga0.7As heterostructure under TE and TM polarizations.

zation (Fig. 3.14(b)), the graphene flake of interest becomes brighter with increased

angle for red and green (Fig. 3.14(c) and (d) respectively). For blue (Fig. 3.14(e)), it

is barely observed.

We now compare the calculated contrast with the data obtained in Fig. 3.15. The

error bars are obtained from the standard deviation of two different data sets. For
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Figure 3.14: Graphene flakes on GaAs imaged under (a) TE and (b) TM polarization. (c) Red, (d)
green, and (e) blue images were obtained by selecting the corresponding wavelengths. Each column
represents images taken at 0◦, 23◦, 55◦ and 65◦ respectively. The area delimited by the dashed line
is the area used for the contrast measurements of a few layer graphene.

green and blue, large fluctuations at small angles are observed. This is due to the low

contrast of the graphene flake leading to an increase in the importance of noise. The

measurements demonstrate that a contrast of about 12% can be reached when tilted

at 65 degrees under TM polarization. Overall, the contrast increases with angle.
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Figure 3.15: Comparison of experimental (color curves) and calculated (black curves) contrast plot
as a function of angle at a fixed wavelength. (a) Red contrast plot at a wavelength of 620nm. (b)
Green contrast plot at 495 nm. (c) Blue contrast plot at 450nm.
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Graphene Synthesis by Chemical Vapour Deposition

So far, graphene has mostly been produced via mechanical exfoliation of highly ori-

ented pyrolytic graphite (HOPG). While these micron-size films are suitable for study-

ing fundamental science, it is difficult to scale to the large areas necessary for potential

applications. Alternatively, chemical vapour deposition (CVD) on single-crystal tran-

sition metals has shown full coverage of high quality graphene, but the expensive cost

of single crystal substrates is a limiting factor[59, 60]. Recently, more affordable

polycrystalline materials such as nickel films[22, 61] and copper foils[21, 62] have

been successfully used as substrates to produce large high quality graphene films by

CVD. Despite these recent achievements, very little is understood about the initial

nucleation stage of graphene and the growth kinetics.

This chapter focuses on the synthesis of graphene on copper foils. This synthesis

is realized from a mixture of methane and hydrogen following a similar procedure

provided by Li et al.[21]. We will first compare the growth mechanisms of graphene

on copper (Cu) and nickel (Ni). Afterwards, the CVD setup and sample preparation

will be presented. This will be followed by a discussion of our preliminary results on

a few growth parameters that influence the morphology of graphene. Finally, transfer

techniques from metallic to insulating substrates will be described.

4.1 Growth Mechanism on Nickel and Copper

The possibility of synthesizing large-scale graphene is not at all surprising consider-

ing the success of growing carbon nanotube. It was mostly a matter of finding the

45
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appropriate catalysts and right precursors for large-scale growth of graphene. The

quality of CVD-grown graphene varies depending on the substrate used. The highest

quality graphene is grown on Ni and Cu foils, but its quality cannot yet be compared

to that of mechanically exfoliated graphene. Cu and Ni catalysts do not provide the

same final results, suggesting that the graphene is synthesized differently depending

on the metal employed. The growth mechanism of both catalysts is summarized in

Table 4.1.

Table 4.1: Summary of the growth mechanism of graphene on Ni and Cu.

Catalysts Copper Nickel

Carbon Solubility Negligeable High

Growth Mechanism Surface-catalysed Segregation and Precipitation

Cooling Independent Critical

Number of Graphene Layers Mainly Single Layers Few to Several Layers

On Ni, graphene production results in multilayered and non-uniform films. This

is attributed to the high carbon solubility in Ni. The growth process is depicted

in Fig. 4.1(a). At high temperature, hydrocarbons decompose at the surface of the

Ni foil and carbon atoms then diffuse into the metal. Finally, the cooling process

is the most critical step that determine the quality of the graphene films. For fast

cooling rates (quenching), carbon atoms do not have enough kinetic energy to form

graphene and a poor crystalline and defective structure on the surface of Ni results.

For moderate cooling rates (about 10◦C/s), carbon atoms outdiffuse onto the surface

and form graphene. For slow cooling rates, carbon atoms have time to diffuse into

the bulk and only a small amount segregates[63]. This gives an insight on the growth

mechanism of graphene on Ni in the CVD process, but a precise control on the number

of layers seems to be a challenging task.

As for Cu, large films are dominated by graphene monolayers and this is due to the

very low carbon solubility in Cu. It was shown that the growth is a surface-catalysed

process and self-limiting. This means that once the surface of Cu is fully covered

with graphene, the process is terminated as sketched in Fig. 4.1(b). In addition, the
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Figure 4.1: Illustration of the (a) carbon segregation process for Ni and (b) surface catalysed for
Cu. Reproduced from [63] and [64].

second layer of graphene is difficult to grow at large-scale as it requires a contact to

the catalyst.

4.2 CVD Setup

Synthesis of graphene is realized at low pressure by thermal CVD. A typical CVD

system consists of three main components: a furnace, a gas handling system and

vacuum pump as shown in Fig. 4.2 and schematized in Fig. 4.3.

Figure 4.2: Pictures of our CVD setup.

The furnace is heated with resistance wires inside the chamber and its tempera-

ture is controlled by a programmable microcontroller. A vertical quartz tube with a
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Figure 4.3: Schematic of the CVD setup of Fig. 4.2

diameter of one inch is inserted into the oven. The opening of the quartz tube is then

closed with a brass plate and an o-ring is placed in-between to avoid any damages

and leaks.

The inlet and outlet of the plate are connected with flexible stainless steel tubing to

the gas and vacuum system respectively. These tubes are purposedly used to handle

the quartz tube with ease when loading or removing the sample. The outlet of the

plate is connected to a thermocouple gauge in which the pressure is measured by the

controller. The whole system is pumped to a pressure of 10−4 Torr with a rotary

pump and finally, pumped to the exhaust.

At the inlet of the tube, the gas system is made up of several gas lines that provide

the oven with the desired gas mixture. Each gas line consists of a gas bottle equipped

with a regulator to adjust the pressure of the gas. This is followed by a two-way valve

allowing the opening and closing of the gas line without changing any parameters set

by the regulator. The valves are then linked by 1/4-inch outer diameter copper tubes

to the inlet of the flowmeters. The outlet is connected to a cross connector in which
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the gas mixing proceeds. The extra port on the cross is connected to a valve which

is used for venting the CVD system.

The two main gases used for graphene growth are hydrogen (H2) and methane

(CH4). Each gas line consists of a valve and flow meter connected to each applied

gas bottle and flow rate. For instance, the hydrogen gas line requires a flow rate of

about 4 sccm (standard cubic centimeters per minute). Because standard valves are

not sensitive to low flow rates, a needle valve is thus connected to precisely regulate

this low flow. In addition, a sensitive variable area flow meter from Matheson (Model

601) is installed to read flow rates down to 1 sccm. The flow rate used for methane

is higher than for hydrogen. Thus, any standard valve and flow meter (Model 602)

which can output down to 10 sccm suffices.

4.3 Experimental Procedure

4.3.1 Cleaning Procedure

Before running the CVD system, a cleaning process is required to reduce the amount

of contaminants on the quartz tube and the catalyst. From experience, after three

runs of CVD growth with an uncleaned quartz tube, poor quality graphene is formed

which usually does not reach full coverage. It seems that contaminated regions on

the catalyst terminate the growth process as imaged in Fig. 4.4. To ensure optimal

results, cleaning must be performed before each run.

The quartz tube is first cleaned in concentrated nitric acid to remove carbon and

copper residues, followed by a cleaning in de-ionized (DI) water. Afterwards, the tube

is baked in air at 1100◦C for 15 minutes and then cooled down to room temperature

before loading the sample.

Commercially available 25µm-thick Cu foil (Alfa Aesar, item No. 13382) is used

as our catalyst. To remove contaminants such as packaging residues, oil and dust

particles, the substrate is cleaned ultrasonically in acetone (10 s), acetic acid (10

mins), acetone (10 s), isopropanol alcohol (IPA) (10 s). Finally, the Cu foil is gently

blown dry with a N2 gun.
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Figure 4.4: SEM image of graphene on Cu synthesized in uncleaned conditions.

4.3.2 CVD Growth of Graphene

A typical growth procedure conducted in our CVD system is shown in Fig. 4.5.

Figure 4.5: Plot of the growth parameters (temperature, pressure, precursor and flow rate) as a
function of time.

First, a clean Cu foil is placed at the bottom of the quartz tube. The system is

then pumped down to base pressure (10−4 Torr) with the rough pump. Once the

pressure reaches the base level, the valves of both H2 and CH4 gas lines are opened
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and the flow rate is adjusted with the control valve of the flow meter. The CH4

valve is then closed, leaving the H2 flow on. The pressure is then readjusted using

the rough pump valve to about 40 mTorr. Afterwards, the furnace is heated up to

the desired temperature, up to 1025◦C. The temperature is stabilized for 30 mins in

H2 to prevent forming oxides on the Cu during growth. The CH4 valve is opened to

initiate the graphene growth and the pressure is readjusted to 400mTorr. Once the

duration for the growth has elapsed, the CH4 valve is closed and the furnace is cooled

to room temperature. Since the cooling rate is not a critical factor, the quartz tube is

safely removed from the furnace at 600◦C and quenched in cold water. The gas lines

and the roughing pump valve are then closed and the valve at the cross is opened

for venting. The sample is removed from the quartz tube. Fig. 4.6 shows the Cu foil

covered with the graphene film, resulting in a shinier surface than bare Cu foil.

Figure 4.6: Picture of bare Cu foil (top) and graphene-covered Cu foil (bottom).

4.4 Methodology

Most reported CVD setups synthesize graphene in a horizontal quartz tube. However,

our setup, which consists of a vertical tube, still provides high quality graphene, no

noticeable difference in the results has been observed. Optimal quality and coverage

of graphene varies from one CVD system to another. One needs to consider the
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following growth parameters that contribute to the CVD process:

• Precursor used

• Gas flow rate

• Growth temperature

• Pressure before, during and after the growth

• Duration of the growth

• Catalyst used (foils or e-beam evaporated)

• Catalyst thickness

Details on the growth mechanism due to the influence of the growth parameters

are still under active development. We will discuss in the following sections some

of our preliminary results of CVD growths. We will focus on the effects of growth

temperature and duration, and hydrogen gas flow rate. The samples are characterized

via Raman spectroscopy and SEM. The data acquisition for Raman spectroscopy was

performed using the same settings mentioned in Section 2.1.4.

4.4.1 Effect of Growth Temperature

Temperature is a critical factor in the synthesis of graphene because sufficient energy

is required to dissociate the hydrocarbon precursor such that reactions with the cata-

lysts occur. Fig. 4.7 illustrates the temperature effect on the synthesis of graphene

while holding the growth duration at 30 minutes. These SEM images show that the

density and size of growth domains increase with temperature. These suggest that

a significant amount of carbon atoms contributes in the formation and growth of

nucleation sites resulting in faster growth at higher temperatures. We also notice

that a faster growth occurs depending on the crystal orientation of the Cu grain as

shown in Fig. 4.7(a). This behaviour was observed consistently and indicates the

preferred Cu orientation for the growth of graphene.
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Figure 4.7: SEM images of graphene on Cu grown for 30 minutes with different growth temperature:
(a) 900◦C, (b) 950◦C (c) 975◦C, and (d) 1050◦C respectively. Red arrows indicate graphene ripples
on the Cu grains.

We investigated the Raman spectroscopy for each growth temperature between

900◦C and 1075◦C. The large intensity ratio of the 2D (∼2700 cm−1) over G (∼1580

cm−1) peak is associated to a graphene monolayer and the key results are found

around 2700 cm−1 as shown in Fig. 4.8(a). The Raman spectra were measured at 10

different spots of the sample to ensure that a clear relationship between the position

of the 2D peak and growth temperature is observed. The error bars are the standard

deviations of these data sets as plotted in Fig. 4.8(b). We noticed that the 2D peak

is blueshifted with increasing growth temperature while shifts do not occur on the

G peak. We claim that this behaviour is a result of uniform biaxial strain due to

compression of Cu during the cooling process which causes stress on the graphene.

This claim is based on results reported by Novoselov et al. where uniaxial strain

is applied on exfoliated graphene[65, 66]. Tension and compression induce a shift
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in the 2D peak and also, the G peak splits into 2 peaks in response of the distorted

hexagonal lattice. The latter represents the two possible phonon modes of the in-plane

bond-stretching of a pair of carbon atoms.

We simulate the behaviour of free-standing graphene due to isotropic tension and

compression. This is realized by choosing values of the carbon-carbon bond length

out of its equilibrium value a0 (= 1.42Å). We know that compression (< a0) induces

an enlargement of the Brillouin zone as well as a narrowing of the cone in the linear

dispersion resulting in a decrease of the Fermi velocity. With this argument, the

double-resonance process (Section 2.1.4) is employed to explain the induced shift

in the 2D peak. Fig. 4.9 illustrates the Raman process of compressed graphene

and compare it to unstrained graphene. The 2D peak arises through emission of

two phonons with frequency of q0 for unstrained graphene. Under compression, the

phonon’s frequency increases to q∗ and thus, a shift to a higher frequency is expected

for the 2D peak, consistent with the trend in Fig. 4.8(b). As for the G peak, the

hexagonal structure is kept intact under uniform biaxial strain. Therefore, a shift or

splitting of the G peak should not occur.

Figure 4.8: (a) Raman spectra for each growth temperature. (b) Average position of the 2D peak
for different growth temperatures. The error bars are the standard deviations for 10 different data
sets and the line is a guide to the eye.

For unstrained graphene, the position of the 2D peak is located at 2680 cm−1.

In our data, the 2D peaks are higher than the one of unstrained positions. Clearly,

compressive strain is present at any given temperature. The error bars can then be
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represented as an average strain induced on the graphene sample. We notice two

regimes in Fig. 4.8(b). For temperatures lower than 1000◦C, a large increase in the

Raman shifts is observed with increasing growth temperature. We think that the

graphene film is held to the Cu substrate by Van der Waals forces while it is in

a compressed state. For temperatures exceeding 1000◦C, the data points are less

spaced. This seems to suggest that the graphene gradually detaches from the sub-

strate to compensate for the large amount of compressive strain. This detachment

could explain the formation of ripples imaged in Fig. 4.7(d). Therefore, our results

illustrate that the graphene islands can form at any growth temperature exceeding

900◦C, despite the lattice mismatch of 3.9% between graphene and Cu[67, 68].

Figure 4.9: Schematic diagram showing the electronic structure of compressed graphene monolayer
(red dash lines) as well as unstrained graphene (black lines). Black and red arrows indicate the
emitted phonons from the double-resonance process

4.4.2 Effect of Growth Duration

Under prevailing conditions indicated in Table 4.2, it was found that the growth of

graphene is a quick process. Fig. 4.10 shows the evolution of graphene growth with

time duration ranging from 2 minutes to 15 minutes at 1025◦C. It seems that most of

the growth domains have coalesced to form graphene in 5 minutes but large density

of bright spots, showing the uncovered Cu, are still observed. When growth duration

is increased to 10 mins, very few bright spots are left. This seems to suggest that

carbon atoms actively move in and out of the edges of the growth domains until all the
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domains are linked, forming a solid and stable graphene sheet. After 15 minutes, full

coverage is achieved; longer growth times yield similar results. Therefore, we have not

observed the formation of multi-layer graphene sheets for longer times, demonstrating

the self-limiting growth process of Cu.

Table 4.2: Parameters for different growth time.

Time Temperature Pressure H2 CH4

(mins) (◦C) (mTorr) (sccm) (sccm)

2 1025 410 4 40

5 1025 400 4 41

10 1025 410 4 37

15 1025 510 4 37

Figure 4.10: SEM images of graphene on Cu with different growth times: (a) 2 mins, (b) 5 mins
(c) 10 mins, and (d) 15 mins. Dark regions shows the graphene coverage and bright spots are the
regions not covered by the graphene.
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4.4.3 Effect of Low Hydrogen Flow Rate

To observe the effect of H2, we have used a flow rate of about 1.5 sccm instead of the

original 4 sccm. The growth conditions are indicated in Table 4.3.

Table 4.3: Parameters for growth at lower H2 flow.

Sample Time Temperature Pressure H2 CH4

ID (mins) (◦C) (mTorr) (sccm) (sccm)

C3 30 1000 400 1.5 35

H2 is employed to prevent the Cu from oxidizing due to oxygen impurities found in

CH4[21]. It appears that cracks in the graphene layer arise from a lack of hydrogen as

shown in Fig. 4.11. One can quantify the density of defects by taking the ratio of the

D over G peak (ID/IG)[69]. From the Raman spectrum, the obtained value is about

1/3, indicating that a fair amount of defects is found in the graphene. A possible

explanation is that the H2 selectively etches amorphous carbon at the graphene edges

and serves as a secondary nuclei to coalesce the graphene islands[70]. A surplus of

hydrogen, not shown here, leads to a dominant etching effect, preventing the synthesis

of graphene[71].

Figure 4.11: SEM image and Raman spectrum of graphene grown at low hydrogen flow rate.
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4.5 Graphene Transfer on Non-Metallic Substrates

Graphene on metallic substrates is not that interesting considering that most appli-

cations require graphene to be on an insulating substrate. It is thus necessary to

develop methods to transfer graphene sheets on a variety of substrates while allow-

ing efficient detection once placed on the substrates. Only a few transfer techniques

are known to give fairly good results, but large-scale defect-free transfer is not yet

perfected and tends to leave traces of chemical residues behind.

Figure 4.12: Schematic of a typical deposition of graphene on substrates.

A schematic of a typical transfer process is shown in Fig. 4.12. Graphene cannot

remain free-standing without any supporting layer, or it will curl up. Here we use

either PMMA or Nitto Denko thermal release tape (3195MS) as a supporting layer.

Graphene grows on both sides of the Cu, but we place the supporting layer only on

one side, then the Cu film is stripped off in an oxidizing solution of 0.1M ammonium

persulfate ((NH4)2S2O8). Ferric chloride (FeCl3) is also suggested as an oxidizing

agent[72], but tends to leave traces of cupric oxide on the graphene. The last step is

to transfer the support/graphene onto a substrate and then remove the supporting

layer.

Fig. 4.13(a) shows a picture of a synthesized cm2-sized graphene transferred by

thermal release tape on a SiO2/Si wafer. This tape can be used to easily manipulate

the graphene film and position on a target location of the substrate. This supporting

layer is removed by heating to 120◦C so that it loses adhesion. Fig. 4.13(b) is an



4.5 Graphene Transfer on Non-Metallic Substrates 59

optical image of the graphene film and observed tape residues on the surface of the

graphene film. These can be removed by annealing or in solvents. Fig. 4.13(c) shows a

close-up of the graphene flake using SEM. The appearance of cracks on the graphene

film might originates from the pressure applied to adhere the tape onto the substrate

or graphene that did not make contact with the tape, thereby causing teared regions.

Fig. 4.13(d) shows a representative Raman spectrum which is associated to a single

layer graphene and the intensity ratio ID/IG indicates the density of defects in the

graphene is small. We also notice some dark spots on the graphene film which might

be bilayer graphene but no specific investigation of these spots has been performed.

Figure 4.13: (a) Picture of a cm2 CVD graphene film on SiO2/Si wafer transferred using thermal
release tape. Arrow indicates the edge of graphene. (b) Optical image of the graphene film with
traces of tape residues. (c) SEM image showing cracks and ripples. (d) Raman spectrum of CVD
graphene on SiO2/Si.

Fig. 4.14(a) shows a picture of graphene transferred using PMMA onto a SiO2/Si

wafer. For this sample, FeCl3 was employed to etch the Cu foil and the graphene/PMMA

is scooped out of the solution with a substrate. PMMA is then dissolved carefully
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with a slow acetone flow. The resulting graphene is shown in Fig. 4.14(b) in which

we observe traces of copper left by the FeCl3 solution and folded graphene from the

transfer. One would notice that the colour of the graphene film is bluish compared

to other graphene flakes on SiO2 which are dark purple such as Fig. 4.13(b). This

suggests that a thin layer of PMMA still remains on the graphene even after cleaning

with acetone. We found that the the entire film was transferred and no cracks were

observed as shown in Fig. 4.14(c), unlike Li et al. who claim to have observed micron-

sized cracks due to their transfer[72]. The gray regions represents the graphene and

the black islands might be copper residues but we have not investigated these spots

in great details. Our Raman spectrum in Fig. 4.14(d) indicates that the film is a

graphene monolayer and the defect density is relatively low.

Figure 4.14: (a) Picture of a cm2 CVD graphene film on SiO2/Si wafer transferred by PMMA.
(b) Optical image of the graphene film with Cu residues from FeCl3 solution indicated with yellow
arrows. Red arrows indicate folded regions of graphene due to transfer. (c) SEM image showing
barely no cracks. (d) Raman spectrum of CVD graphene on SiO2/Si.
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4.5.1 Preliminary Transport Measurements

The sheet resistance is a good indication of the electrical quality of the sample. A

four-terminal configuration, known as the van der Pauw technique, is employed to

measure the resistance of the sample. CVD-grown graphene sheets were transferred

via PMMA on glass and on SiO2/Si wafer. Small droplets of SPI conductive silver

paint were then placed on the periphery of the graphene film as shown in Fig. 4.15

and resistance was measured both at room temperature and at 4.2K. For glass, the

longitudinal resistance Rxx was about 1.15kΩ and 1.39kΩ, at 4.2K. As for SiO2/Si, we

obtained about 950Ω at ambient temperature and 1kΩ at liquid helium temperature.

Thus, the obtained values were in the range of the values previously reported on

CVD-grown graphene[62, 73].

Figure 4.15: Picture of a wired CVD-grown graphene device on chip carrier. (Scale bar: 2.5 mm)
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5

Conclusion

This thesis provides a reference for the characterization of the quality of graphene

film and a good starting point in the preparation of graphene samples to achieve

high-quality electronic devices. We have showed that Raman spectroscopy serves as

a powerful tool to distinguish the number of layers of graphene as well as to confirm

the presence of strain and disorder in the graphene sheet.

The performance of graphene-based devices is highly sensitive to the substrate

used and disorder deteriorates the intrinsic properties of graphene. Highly ordered

substrates provide the best solution to optimize its performance but device prepara-

tion is difficult due to the difficulty in identifying graphene sheets down to single layer.

We have demonstrated that the contrast of graphene monolayers on low-contrast sub-

strate such as GaAs and high-contrast substrate such as SiO2 is enhanced by simply

tilting the sample and light source. We also calculated the contrast using the transfer

matrix method and the results agree well with the experimental data.

Our recent work on CVD-grown graphene has provided some insights on the influ-

ence of different growth parameters. We presented some of our preliminary results in

order to optimize the synthesis of graphene on Cu. First, an increase in temperature

results in a large density and size of growth domains. In our Raman analysis, shifts

of the 2D peak were observed which we attributed to isotropic compressive strain in-

duced by the Cu during cooling. Double-resonance theory is employed to explain this

phenomena as well as a possible explanation of the presence of ripples. Secondly, un-

der prevailing conditions, we observed that graphene has reached full coverage after 15

minutes. For longer growth times, we have not observed the formation of large bilayer
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graphene flakes demonstrating that graphene growth on Cu is indeed a self-limited

process, as opposed to precipitation-based growth. Finally, we showed that a lack of

hydrogen flow in the CVD system leads to defects in the graphene film. Recently, we

have succesfully transferred CVD-grown graphene onto non-metallic substrates using

PMMA and thermal release tape as a supporting layer. Although a few problems

arise from both of these transfer methods, these can be resolved in the future.
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Calibration of the EBL system

Employing the EBL system is not an easy task. Since the SEM and EBL are not

both automatically correlated, a few calibrations must be performed by the user

before any lithographic processings. The success of a lithographic process depends

on two key components: beam deflection accuracy and stage positioning. Details on

the mechanisms of these components are explained in the following sections.

A.1 Beam Deflection Calibration

A calibration of the deflection is necessary to deviate the beam precisely with respect

to the position of the features on the substrate. This is realized by tuning the vari-

able potential that is applied on the deflection coils. Fig. A.1 shows the calibrated

deflection angle as a function of the z position and the dashed lines represent the size

of the sample. For different position z of the sample, the deflection angle θ for fixed

sample size changes. Since the applied voltage is related to the deflection angle, the

NPGS software computes the conversion factor which is the Magnification Scale.

The magnification and the Working Distance are parameters that are involved in

the calibration step. The magnification sets the Working Field, the area in which the

electrons irradiate. As the magnification increases, the Working Field is limited to a

smaller area. In contrast, the Working Distance represents the focused point of the

sample, this distance can be modified by adjusting the height of the sample holder.

For both parameters, if the z position is modified, the Magnification Scale needs to

be recalculated manually.
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Figure A.1: Diagram of the calibration of the deflection angle as a function of z position.

A.2 Stage Positioning and Sample Alignment

Other mandatory calibrations are the stage positioning and the alignment with pre-

defined structures on the substrate. The user is required to calibrate these parameters

for accurate stage movement and lithography. This calibration process is well under-

stood with the concept of reference frames. Two correlations are considered:

1. Correlation between designs and sample.

2. Correlation between sample holder and substrate coordinate systems.

Samples are mounted on a sample holder and then transferred onto the moving

stage in the SEM chamber. The SEM hardware controls the stage movement in (x,y)

and beam orientation φ. However, the height z cannot be regulated; the height of the

sample holder can be adjusted manually. The sample of interest is located at some

point (x,y) and orientation φ. The origin is the central point of the sample holder as

sketched in Fig. A.2.
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Figure A.2: Reference frames of the sample holder centered at (0,0) and sample of interest at some
point (x’,y’) and orientation φ.

The first step is to match the orientation and coordinate system of the substrate

with the ones in the designs established by the user. In other words, the (x,y)-axis

must align with the (x’,y’)-axis. This is realized with the aid of alignments marks

on the substrate due to the fact that the position, orientation and dimensions of the

marks are well-defined. As a consequence, the sample has its own coordinate system

(x’,y’) and the orientation is then corrected by features such as a cross or edge of a

bond pad.

The next step is to correlate the stage movement according to the coordinate

system of the substrate. In order to avoid any unnecessary exposure of the sample

due to SEM imaging, it is desired to start lithography at a spot far away from the

sample of interest and NPGS controls the stage movement onto the sample while the

beam is off. The automated stage mouvement is calibrated by the user with the use

of the Rotation Matrix in the NPGS software. This is accomplished by selecting three

points of known coordinates on the substrate’s coordinate system. The Direct Stage

Control moves the stage according to the parameters set by the Rotation Matrix and

the accuracy of the translational movement can then be verified before exposure.
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A.3 Working Area

The Working Area represents the regions which will be exposed on the PMMA ac-

cording to the designs. If the dimensions of the pattern fits within the SEM’sWorking

Field, no motorized positioning occurs. For large designs, the pattern is divided into

smaller pieces that have the dimensions of the Working Field shown in Fig. A.3(a).

As a consequence, each part of the pattern is exposed individually by automated stage

mouvement and a good calibration on the Rotation Matrix is necessary for seamless

matching of the pattern within the different Working Fields. Without proper stage

calibration and scaling, the pattern pieces (or the Working Fields) overlap or won’t

stitch with other pieces as seen in Fig. A.3(b).

Figure A.3: (a) Relationship between the Working Area and the Working Field. (b) The pattern is
slightly offset from the sample’s actual position and the dashed circles show the regions where the
pattern overlaps due to lack of proper calibration and scaling.
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Contacting Sub-nanometers Features: An Alternative Approach

Content

This section presents an alternative method to the Fracture command. The Fracture

is purposely used for patterning at large scales. However, it usually lacks precision

and the major factor originates from the height of the chuck. According on its height,

the magnification scale has to be accurately calculated in order to perform precise

lithography. This means previous users should not change the height of the chuck or

else the expected results will not be obtained.

In the presented method, one is guaranteed to obtain precise lithography within

1 µm error if the calibration is performed correctly. However, this procedure takes

more time than the Fracture command as this method works only for local lithography,

meaning that the stage will not be moving while patterning. This method is best done

if alignments marks are present on the substrate or any features of known dimensions.

Before Electron Beam Lithography

1. Take an image of your sample and scale the image with DesignCad found in the

NPGS program. Go to Dimension → Dimension to measure horizontally and

vertically the length of your alignment marks, then use ’s’ to scale your image.

2. In the figure below, each gold mark is separated by 100 µm with dimensions of

10 µm x 10 µm. Choose 3 marks which are within a 190 µm x 190 µm window

and also furthest from your sample of interest. For each mark, create a layer

and assign each layer with a color (ex. Green, Orange, Fushia).
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3. Draw a lined-box around each gold mark (ie. 10 µm x 10 µm). Make sure that

each mark refers to a layer. Using the PolyFill (PF) command, draw a larger

box around each lined-box (ex. 20 µm x 20 µm). This is used to locally scan

the area of your substrate in order to align your lined-box with the gold marks

in the EBL.

4. Remove image. Use the MaxMag (MM) command then use ’o’ to center your

origin in between the marks.

5. Save this file. This will be the alignment file.

6. Rename this file which will be the pattern file.

7. ’Ctrl-z’ to bring back image. Delete all the dashed-boxes.

8. Draw a 190 µm x 190 µm lined-box centered at (0,0); the EBL can only pattern

within this range.
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9. Use the PolyFill command to draw the electrodes. EBL can pattern features

less than 500nm. Save this file as the pattern file.

10. The extension of the pads is done using Fracture pattern. This part is less

critical since no specific features are involved.

11. Take a 10x picture of your sample. Scale your image using ’s’ and center your

(0,0) the same origin as your alignment/pattern file.

12. Draw your pads with the PolyFill command as shown in the figure below. Save

this file as your fracture file.



72 B Contacting Sub-nanometers Features: An Alternative Approach

During Electron Beam Lithography - Calibration

1. After ramping the voltage to 30kV and blanking the beam, use the appropriate

Condenser Lens in which the probe current is less than 80pA, so electrons won’t

affect the PMMA much.

2. Go to your alignment marks, far away from your sample and rotate the substrate

to align the marks with the crosshairs of the EBL.

3. Perform Rotation Matrix as mentioned in the SYSTEM CALIBRATION.pdf.

Make sure that there is not much offset when performing the stage movement.

Recalibrate if required.

4. Transfer all your DesignCad Files in your project folder. Open DesignCad

Express and save all your DesignCad files (NPGS → Save - Saves to Current

NPGS Project).

5. On the NPGS program, check your magnification scale (Options → Pg.sys →
mag scale). For reasonable fracture results, I use 95240. As mentioned at the

beginning, this value is dependent on the height of the chuck.
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6. Go to the NPGS Run File Editor by right-clicking in the DesignCad Files menu.

The alignment (R4 C1 2x7-a) and pattern (R4 C1 2x7-s) files will be used as

one single executable file. Fill up the following parameters for both files. The

current depends on the Cond. Lens used. In the pattern file, the pattern is only

written in a fushia layer with an Area Dose of 300.00 C/cm2.
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7. Save Run Editor File.

8. Blank the beam (NPGS mode + Beam Off). SEM Magnification : 500x.

9. Using the NPGS program (Commands → Direct Stage Controller) or the stage

controller, move to your sample of interest and position the origin (0,0) accord-

ing to your alignment file.

10. In the Run Files menu, Process Run File. The picture below shows exactly

the alignment process in the EBL. NPGS scans the 3 regions and 3 lined-boxes

appear. Position each lined-box with the scanned alignment marks. Individual

positioning is done by selecting the layer with the ’insert’ key.

11. Enter and on the top left, it will ask if you want to recalculate matrix before

saving. Click Enter or ’y’ to reposition, realign to verify if the stage movement

is done correctly.

12. Proceed to the pattern file.

13. By now, the pattern near your sample is done. All you need is to extend the

pads.
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14. Change the following parameters for the fracture file (R4 C1 2x7-fr) in Entity

Entries :

Non-Stop Writing : Yes

Disable Automated Stage Control : No

Enable Global Rotation Control : Yes

15. Fill up the following parameters :
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16. Save Run Editor File.

17. If necessary, on the NPGS program, click on Estimate Total Time or Simulate

Writing to check if everything is okay before running.

18. Process Run File.

PMMA Development

To develop PMMA, use 1:3 MIBK:IPA and develop for 30 seconds. If underde-

velop, develop for 15 additional seconds. A full development is shown in the figure

below.
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