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Abstract

In this thesis, we discuss some novel and hidden structures and constraints of Anti

de-Sitter space (AdS) and holographic conformal field theories (CFT). First, we re-

view different frameworks for taking the flat-space limit of holographic CFT corre-

lators in the literature. Using the saddle point analysis, we point out that different

descriptions of the flat-space limit share the same origin from the holographic re-

construction as saddle points of smearing the boundary dynamics. Second, we focus

on CFTs in three dimensions and describe the construction of the helicity basis for

orthogonally organizing spinning conformal correlators. Using this basis, we apply

the harmonic analysis and the Lorentzian inversion formula to study holographic

four-point correlators of conserved currents. We also explore the bulk-point limit for

the anomalous dimensions of double-twist operators and prove they coincide with

the flat-space phase shift. Third, we provide group theoretical methods to construct

the partial waves of flat-space graviton scattering amplitudes in dimensions higher

than four. Combining the unitarity and causality, we provide sharp bounds on the

size of higher-derivative curvature corrections in terms of the mass of new higher-spin

states. In five dimensions, we describe the uplift of our sharp bounds to central charge

bound in four-dimensional holographic CFTs. Finally, we find the differential repre-

sentation of gluon and graviton amplitude in AdS, allowing us to uplift the flat-space

amplitudes to AdS. The differential representation is powerful in revealing the hid-

den structures of AdS and holographic CFTs, as we manifestly prove the three-point
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doubly copy relation. Using the conformal generators, we also prove the differential

Bern-Carrasco-Johansson (BCJ) for four-point Yang-Mills amplitudes in AdS.
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Abrégé

Dans cette thèse, nous discutons de certaines structures et contraintes nouvelles et

cachées de l’espace Anti-de Sitter (AdS) et des théories de champs conformes holo-

graphiques (CFT). Tout d’abord, nous passons en revue différents cadres pour prendre

la limite d’espace plat des corrélateurs CFT holographiques dans la littérature. En

utilisant l’analyse du point de selle, nous soulignons que différentes descriptions de la

limite d’espace plat partagent la même origine que la reconstruction holographique

en tant que points de selle de lissage de la dynamique de la frontière. Deuxièmement,

nous nous concentrons sur les CFT en trois dimensions et décrivons la construction

de la base d’hélicité pour organiser orthogonalement les corrélateurs conformes tour-

nants. En utilisant cette base, nous appliquons l’analyse harmonique et la formule

d’inversion lorentzienne pour étudier les corrélateurs holographiques à quatre points

de courants conservés. Nous explorons également la limite du point de volume pour

les dimensions anormales des opérateurs à double torsion et prouvons qu’elles coïnci-

dent avec le déphasage d’espace plat. Troisièmement, nous proposons des méthodes

de groupe théorique pour construire les ondes partielles des amplitudes de diffusion

de graviton d’espace plat dans des dimensions supérieures à quatre. En combinant

l’unitarité et la causalité, nous fournissons des limites précises sur la taille des cor-

rections de courbure à dérivées supérieures en termes de la masse de nouveaux états

de spin supérieurs. En cinq dimensions, nous décrivons l’élévation de nos limites

précises à la limite de charge centrale dans les CFT holographiques en quatre dimen-
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sions. Enfin, nous trouvons la représentation différentielle de l’amplitude de gluon et

de graviton dans AdS, ce qui nous permet de hisser les amplitudes d’espace plat à

AdS. La représentation différentielle est puissante pour révéler les structures cachées

d’AdS et des CFT holographiques, car nous prouvons manifestement la relation de

double copie à trois points. En utilisant les générateurs conformes, nous prouvons

également le BCJ différentiel pour les amplitudes de Yang-Mills à quatre points dans

AdS.
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Chapter 1

Introduction

Local quantum field theories (QFT) are essential in understanding fundamental parti-

cles. In the framework of QFTs, the building blocks are fields spreading over the whole

space, and the particles are created once the fields are excited. In this framework,

particles can be created, annihilated, and interact with each other by exchanging

particular types of particles, as governed by the dynamics of fields. Since last cen-

tury, tremendous progress has been made on QFT in the flat Minkowski space. The

flat Minkowski space is a uniform and flat spacetime not shaped by the gravity field.

Throughout this thesis, we refer to this spacetime as the flat-space. These profound

developments drove the establishment of the standard model (SM) of particles in the

flat-space, which successfully predicts and explains exciting phenomena with high

precision regarding particles’ existence and behavior discovered and verified by the

large colliders [8].

However, General Relativity, an extraordinary and successful theory of gravity,

states that any matter and energy can bend spacetime away from the flat-space.

Heavier matters come with more curved space. Therefore, the actual situation is

that fundamental particles are propagating and interacting in a curved space. For

example, the broadest picture of this kind is our Universe. Our Universe is not flat;

it behaves like an expanding balloon that can be approximated by a de Sitter (dS)

space. This fact leads to one crucial question: why and how can the SM, a model

that is built upon the flat-space QFT, accurately predict the colliding experiments

1
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performed in a generally curved space? Our ordinary life provides an intuitive answer:

the surface of the Earth is a sphere, but we walk as in a flat plane because the scale of

our activities and horizon is extremely short compared to the radius of the Earth. A

similar logic applies to the colliding particles: when the colliding happens in a region

small enough compared to the “radius” of the curved space (that is the inverse of the

curvature), the curvature effects can be neglected, and the particles’ behavior can be

locally described by the flat-space QFT.

Nonetheless, it is hard to quantitatively prove the aforementioned intuitive picture

from the general frameworks of QFTs in curved space. The colliding experiments

involve initially preparing particles and finally detecting the final particles. From

the fundamental principle of quantum mechanics, this process can be mathematically

packaged by a matrix between initial and final states. This matrix is phrased as the

S-matrix, where the word “S” refers to the “scattering” because particles are deflected

from their original path via colliding with other particles. S-matrix is a broad and

complete description of a scattering process, and its individual coefficients, known

as the scattering amplitudes, are already sufficient to represent specific scattering

events detected in the experiments. Therefore, a sharp proof of the intuitive picture

mentioned above requires deducing the flat-space S-matrix or scattering amplitudes

from the scattering process in a curved space by localizing the process into a small

and local region, which is tremendously difficult to come by.

A less ambitious step is restricting the scattering process to a maximally symmetric

space. Sphere and hyperbolic space are maximally symmetric spaces in the Euclidean

signature (i.e., no real-time direction). As Wick rotates to the Lorentzian signature,

i.e., including the time direction, they are called the dS and Anti de-Sitter (AdS)

space. This space contains a large number of isometry that may help improve the

understanding of the scattering on it. Although our Universe is approximately a dS

space, we consider AdS throughout this thesis for the reason we shall explain shortly.

Therefore, the essential question to ask is

Q1: Can the scattering process in AdS define S-matrix or scattering am-

plitudes in the flat Minkowski spacetime at the limit of large AdS
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radius?

Why AdS? Generally speaking, it is not straightforward to have well-defined in

and out states in the curved space for the scattering events, as the notions for creating

and annihilating particles are ambiguously defined. Therefore, finding an appropriate

definition of unitary “S-matrix” or “amplitudes” parallel to flat-space is generally hard.

For our purpose in this thesis, fortunately, “scattering amplitudes” can be naturally

defined in AdS because of the AdS/CFT correspondence [9, 10, 11].

In 1997, Juan Maldacena first came up with AdS/CFT correspondence [9]. This

profound conjecture remarkably establishes a bridge to connect the quantum gravity

in D = d + 1 dimensional AdS and d-dimensional conformal field theories (CFT) on

the boundary of AdS without gravity, where CFTs are special QFTs that embrace

more symmetry such as the scale invariance. The conjecture of AdS/CFT correspon-

dence states that all physics behind the quantum gravity in AdS and the CFTs on its

boundary is essentially equivalent. The mathematical description of this correspon-

dence can be formulated by equating the partition function Z on both sides because

the partition function is defined by summing over all possible states of the system

and therefore encodes the complete information of the underlying theory

Zgrav = ZCFT . (1.1)

The significance of AdS/CFT correspondence must be emphasized. The quantum

description of gravity is still far from being reached as reflected by, e.g., the irrecon-

cilability of Ultra-Violet (UV) divergence (a catastrophe of quantum gravity at the

very short distance), and the mysterious physics of black holes. Surprisingly, CFTs,

theories with enhanced symmetry but no gravity, provide a complete and nonpertur-

bative description of underlying quantum gravity, in principle, through the AdS/CFT

correspondence.

Essential building blocks of CFTs are the correlation functions. According to the

picture of AdS/CFT correspondence, the scattering process in AdS should be equiv-

alently described by certain correlation functions on the CFT side. These correlation
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CFT on the 

boundary 

O

AdS

O

O O

scattering

Figure 1.1: An illustration of AdS scattering in terms of AdS/CFT. The hyperboloid
refers to the AdS, and the red circle refers to the boundary of the AdS space where
the holographic CFTs live. The operators Oφ on the boundary reconstruct the fields
φ in AdS that are shot from the boundary to scatter in the blue region.

functions enjoy strong constraints from the conformal symmetry and crossing symme-

try (see, e.g., [12, 13] for quick reviews), which help understand the AdS scattering.

To be more precise, the weakly coupled AdS amplitudes constructed from bulk field

φ, where the quantum effects of gravitational fluctuation are highly suppressed, can

be naturally defined by correlation functions of the operator Oφ in the CFT with

large degrees of freedom (that is known as the large-N limit). Such CFTs are usu-

ally phrased as holographic CFTs because they are the hologram of the AdS space.

Their correlation functions can be computed in AdS using the holographic dictionary

[10, 11], a mathematical framework to identify the AdS quantities with the CFT

quantities in one-to-one correspondence. According to the dictionary, CFTs’ opera-

tors on the boundary somehow induce the ripples near the boundary that play roles

like in and out states to be scattered in the AdS. See Fig 1.1.

How to set the local scattering experiments in AdS that are effectively described

by flat-space physics? Wave packets with high enough frequencies will focus on a local

region around the middle of AdS [14, 15, 16, 17, 18]. Such set-ups restrict holographic

CFTs to specialized kinematic configurations, where techniques of CFT efficiently

allow the reconstruction of flat-space scattering data [19, 20, 21, 22, 23, 24, 3, 25, 26],

as shown in Fig 1.2. These exciting findings strongly suggest a novel route to define
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Figure 1.2: As the AdS scattering happens in the small region (blue) compared to
the AdS radius, it can be well described by the flat-space scattering.

the axiomatic S-matrix from holographic CFTs [27], where the axioms of CFT might

benefit more rigorous understandings of analytic aspects of S-matrix that are hard to

prove nonperturbatively using the asymptotic creation and annihilation of particles

(see, e.g., [28] for a review).

It may not be surprising that the flat-space limit of AdS amplitudes gives rise to

amplitudes in flat Minkowski space. However, the relevant studies seem to suggest a

positive answer to another crucial question

Q2: Can the locally flat scattering experiments make predictions for ob-

servers at the asymptotic infinity in a curved spacetime such as AdS?

The answer is positive, at least for perturbative low-energy effective field theories

(EFTs), where the heavy modes are integrated out. One example is what we will

show in Chapter 4 (i.e., [2]); we can follow the intuition about the helicity of mass-

less spinning particles in flat-space, a local quantity that describes the component of

particles’ spin along the direction of motion, to define the concept of helicity that

allows to satisfactorily describe the spinning amplitudes in AdS beyond the flat-space

limit. More surprisingly, [29, 30, 31, 7, 32, 6, 7] pointed out that there exists a re-

markable representation of AdS amplitudes, known as the differential representation,

which manifests the flat-space limit of tree-level correlators, and surprisingly allows
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Figure 1.3: The differential representation allows the uplift of flat-space scattering to
the scattering in AdS (the blue region) that is beyond the local orange region.

the direct uplift of flat-space amplitudes to AdS, as demonstrated in Fig 1.3. The

uplift can also be extended to other observables that encode the UV information,

such as the Wilson coefficients of infra-red (IR) EFTs, provided that observables are

measured in the small region [33].

This thesis is devoted to gaining a deeper understanding and providing the appli-

cation of local scattering in holographic CFTs.

In Chapter 2 of this thesis, we will provide a comprehensive review of subjects

and tools that are relevant and needed to understand this thesis.

In Chapter 3 of this thesis, we will review different frameworks for taking and ob-

serving the flat-space limit of holographic CFTs (for scalar operators). Those frame-

works all work nicely for reproducing flat-space data in different representations from

AdS/CFT, which are not manifestly related to each other. We will explain how the

connections between different frameworks of flat-space limit can be established by

localizing the AdS amplitudes into the saddle points of the transform between the

representations in the large AdS radius limit.

In Chapter 4 of this thesis, we will describe new constructions of spinning cor-

relators. The new basis corresponds to the helicity basis of the flat-space S-matrix.

This helicity basis allows us to cleanly extract the generalized free operator expansion

(OPE) coefficients for conserved currents and the tree-level anomalous dimensions of

double-twist operators constructed from the conserved current. We will verify that
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the large-twist limit of anomalous dimensions precisely predicts the flat-space phase

shift of gluon scattering amplitudes at tree-level. Our results first verify the flat-space

limit for four-point spinning correlators.

In Chapter 5 of this thesis, we will study higher dimension gravitational EFT

in flat-space. We will describe our methods for constructing the graviton partial

waves in higher dimensions and explain how to establish the dispersion relations that

connect low-energy EFT to UV data of graviton scattering. We will build rigorous

bounds on low-lying Wilson coefficients and describe the uplift of our sharp bounds

to constraints on central charges of holographic CFTs.

In Chapter 6 of this thesis, we will study the three-point and four-point AdS scat-

tering amplitudes of gluon and graviton from Yang-Mills theory and Einstein gravity.

We construct the differential representation of gluon and graviton amplitudes by

proposing new differential operators using the weight-shifting operators. The differ-

ential representation allows us to uplift the flat-space gluon and graviton amplitudes

to AdS. Using the differential representation, we also prove the three-point double

copy relation in AdS, as well as the BCJ relation of gluon amplitudes in AdS.

In Chapter 7 of this thesis, we discuss all our findings relevant to this thesis by

making broad outlooks. We conclude the thesis in Chapter 8.



Chapter 2

Preliminaries

This Chapter reviews the basic aspects of conformal field theory (CFT), AdS ge-

ometry, AdS/CFT correspondence, and the S-matrix dispersion relation. The first

three parts will be helpful for understanding Chapter 3, 4 and 6, and the last part is

essential for understanding Chapter 5.

2.1 CFT and the bootstrap program

As the views go from the microscopic to the macroscopic world, tiny and heavy

excitations are coarse-grained. This intuitive picture can be physically described by

the renormalization group (RG) flow from Ultra-Violet (UV) to Infra-Red (IR) energy

scales. The reason is that the high energy of UV excitations have short wave length,

which allows for probing the short distance physics. Along the RG flow, the effective

descriptions of physical systems alter. CFTs can be thought of as starting point to

understand the RG flow because CFTs describe the physical systems at the fixed

point where the RG flow ends. The picture of RG flow is depicted in Fig 2.1.

CFTs are invariant under the enhanced conformal group, which is powerfully con-

straining for organizing and understanding the dynamics of a theory. Their dynam-

ics can build QFTs away from the fixed point and thus potentially provides a UV-

completed definition of QFTs.

Microscopic systems can flow to their critical points, for example, the critical point

8
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RG flow

IR CFT

QFTs

UV CFT

Figure 2.1: The RG flow from UV CFT to IR CFT, where the red dots represent the
fixed points where CFTs emerge. Away from the fixed points, there are QFTs.

of the phase transition between liquid and gas. These critical points are RG fixed

points described above because the correlation length at the critical points extends

to infinity, and the systems’ behavior remains invariant under scaling. Therefore,

physical systems at critical points can be described by CFTs. Saliently, different

microscopic systems can flow to the same IR CFT. This fact is known as the critical

universality [34]. For example, the critical point of liquid-gas phase transition and

the uniaxial ferromagnetic around the Currie temperature is universally described by

the 3d Ising model at long distances, which give rise to the same IR CFT arising from

φ4 bosonic QFT [35]. For this reason, CFTs are well-studied with broad interests

from different areas of physics, e.g., statistical physics, condensed matter physics,

high-energy physics, and string theory.

Perhaps the most interesting class of CFTs is the strongly coupled systems, for

which the standard perturbation theory does not work well. An intriguing proposal,

phrased as “bootstrap”, was initiated by Ferrara, Grillo, Gatto [36] and Polyakov [37]

independently in the last century. The bootstrap program aims to use symmetry

and other consistency conditions, such as unitarity, to constrain and even solve a

theory like CFTs and S-matrix. In recent decades, this bootstrap program applying

to CFTs, known as the conformal bootstrap, has revived and is currently booming for

both numerical [38, 39] and analytic [40, 41, 42, 43] developments due to the enhanced

power of computer and the more profound understanding of analytic structures.
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conformal

Figure 2.2: A rectangular grid (left) and its image under the conformal transformation
(right). The conformal transformation stretches the shape and size of the grid but
preserving the angles of intersecting lines to be 90◦.

2.1.1 Conformal group

We consider CFTs in d dimensional Euclidean space Rd. The conformal symmetry is

the coordinate transformation that lead to the conformal transformation of the metric

gµν , i.e., consider x→ x̃, then we shall have

g̃µν(x̃) = e2σ(x)gµν(x) . (2.1)

This is a map that preserves the angles between two curves through x, therefore it is

also usually called the angle-preserving transformation, as depicted in Fig 2.2.

We can consider the infinitesimal transformations xµ → xµ + ξµ to understand

generators of the conformal group, where σ is correspondingly small. The infinitesimal

transformation varies the flat metric δµν of Rd

δµν → δµν + 2∂(µξν) . (2.2)

To ensure this infinitesimal change induces the conformal transformation (2.1) with

infinitesimal σ, ξ has to obey the following equation

∂(µξν) =
1

d
∂ρξ

ρδµν . (2.3)

The solutions of (2.3) can classify the conformal transformation as follows

(1) Poincare transformations: Translation ξµ = aµ and rotation ξµ = Rµ
νx

ν
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scale

Figure 2.3: The scale transformation zooms out the rectangular grid.

(2) Scale (dilatation) transformations: ξµ = λxµ

(3) Special conformal transformations: ξµ = bµx2 − 2xµ b · x

Unsurprisingly, the Poincare transformation exists as a part of the conformal trans-

formation, as the standard QFT is invariant under the Poincare transformation. The

scale invariance is a new symmetry. The term “scale transformation” refers to the

action of zooming in and out of a view, as shown in Fig 2.3. The invariance under

the transformation is reminiscent of the RG fixed point of QFTs, or the critical point

of statistical and condensed matter systems. This is why physics at RG fixed point

and the critical point is described by CFTs, as people are usually convinced that scale

invariance implies the conformal invariance. Nevertheless, it is worth noting that the

special conformal transformation is the most nontrivial symmetry, and its emergence

from the scale invariance is not a well-established strong statement (except for CFTs

in two-dimensions, where there is rigorous proof under well-accepted assumptions

[44, 45]). For the relevant discussions regarding “scale invariance vs. conformal in-

variance”, see [46] for an excellent review. The special conformal transformation can

be intuitively understood as the inversion that takes a point to its inversion x→ 1/x,

because it can be operationally obtained by “inversion→ translation → inversion”.

Mathematically, simple algebra allows one to obtain the finite version of the con-

formal symmetry as follows

(1) Poincare transformations: Translation x̃µ = xµ + aµ and rotation x̃µ = Rµ
νx

ν

(2) Scale (dilatation) transformations: x̃µ = λxµ

(3) Special conformal transformations: x̃µ =
xµ + bµx2

1 + 2b · x+ b2x2
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The generators of the conformal group are as follows

(Translation) Pµ = −i∂µ ,

(Rotation) Lµν = i(xµ∂ν − xν∂µ) ,

(Scale) D = −ixµ∂µ ,

(Special Conformal Transformation) Kµ = −i(2xµxν∂ν − x2∂µ) . (2.4)

which satisfy

[D,Pµ] = iPµ , [D,Kµ] = −iKµ , [Kµ, Pν ] = 2i(δµνD − Lµν) ,

[Kρ, Lµν ] = i(δρµKν − δρνKµ) , [Pρ, Lµν ] = i(δρµPν − δρνPµ) ,

[Lµν , Lρσ] = i(δνρLµσ + δνσLνρ − δµρLνσ − δνσ Lµρ) . (2.5)

The conformal group is isomorphic to SO(d + 1, 1), which is the Lorentz group of

Minkowski space Rd+1,1. This fact can be made manifest by redefining

Jµν = Lµν , J−1µ =
1

2
(Pµ −Kµ) , J−1,0 = D , J0µ =

1

2
(Pµ +Kµ) . (2.6)

As a result, the algebra can be rewritten by

[Jab, Jcd] = i(ηadJbc + ηbcJad − ηacJbd − ηbdJac) , (2.7)

where ηab is the Minkowski metric of Rd+1,1. The Lorentzian CFT is the CFT in

Minkowski spacetime Rd−1,1, which can be obtained from the Euclidean CFT by

Wick rotating one direction to be the time direction. The conformal group of the

Lorentzian CFT is SO(d, 2).

Under the conformal transformation, the operators in CFTs also transform corre-

spondingly

O(x′)→ e−∆σR[Jµν ]O(x) , (2.8)
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where ∆ is called the scaling dimension (it is usually the synonym of the conformal

dimension) of the operator O, and R[Jµν ] is a representation matrix acting on the

indices of the spinning operator O. This imposes strong constraints on the correlation

functions of operators. For example, the two-point function of the scalar operator is

fixed up to a multiplicative constant

〈O(x1)O(x2)〉 =
c12

|x1 − x2|2∆
, (2.9)

where the constant c12 can be normalized to be 1. Nevertheless, at this stage, the

conformal group is highly nonlinear and requires attention to work with more non-

trivial spinning operators. In the following subsection, we will briefly introduce the

embedding formalism that linearizes the conformal symmetry and largely simplifies

many indications.

2.1.2 The embedding formalism

Since the conformal group in d dimensions is isomorphic to the Lorentz group in d+2

dimensions, all the implications from the conformal symmetry in Rd shall be linearly

represented by more comprehensive Lorentz invariance in two higher dimensional

Minkowski space. This idea is phrased as the embedding formalism [47], since it

embeds CFTs in the lightcone of two higher dimensional Minkowski space and uses

the Lorentz symmetry to organize the conformal correlators powerfully. We review

the construction of the embedding formalism in [47].

To illustrate the idea of embedding formalism, we consider the lightcone coordi-

nates in Rd+1,1

ds2 = −dX+dX− +
d∑
i=1

(dX i)2 , X± = X−1 ±X0 . (2.10)

The construction is restricted on the lightcone X2 = 0. Define the conformal section

X+ = λ where λ is an arbitrary constant, and we set it to 1 for simplicity. Conse-

quently, we have X− = x2, where x denotes the coordinates of Rd that Euclidean
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X
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XX'
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xx'

Figure 2.4: The lightcone in the embedding space. Blue lines denote light-rays for X
and X ′. They are in one-to-one correspondence with the physical space points x and
x′ by intersecting with the conformal section marked as the red curve.

CFT lives in. The induced metric in the conformal section of the lightcone gives

rise to the Euclidean space where CFTs are defined. The section can be generally

parametrized by

Xa = (1, x2, xµ) . (2.11)

Any points xµ on the section would define a light-ray. The Lorentz action rotates the

embedding coordinates X ′a = Λa
bX

b, which might drive the light-ray to go outside

the conformal section, and a scaling factor is required to pull it back. As a result, the

action of the Lorentz group on a light-ray moves xµ to another light-ray x′µ. From

the perspective of the conformal section, this procedure is precisely the conformal

transformation

ds′2|section = ηab d(Ω(X)Xa)d(Ω(X)dXb)|section =
(
dΩ(X)2X2 + 2Ω(X)ηabX

adXbdΩ

+Ω(X)2ds2
)
|section = Ω(X)2ds2|section , (2.12)

See Fig 2.4 see a visualize picture of the embedding space that is described above.

To describe a CFT, we should also consider how to embed the operators. For
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example, consider symmetric and traceless primary operators Oa1a2···a`(X) as spin-`

tensors of SO(d+ 1, 1), the construction is as follows:

• The operators are assumed to be homogeneous function on Rd+1,1

Oa1a2···a`(λX) = λ−∆Oa1a2···a`(X) , (2.13)

where ∆ is the homogeneous degree in the embedding space and should be

identified with the scaling dimension of CFT operators. The motivation of this

property is to ensure the correct scaling behavior of CFT operators.

• The operators with ` > 1 are assumed to be symmetric and traceless, as they

should be consistent with the symmetric and traceless primary operators in

CFT.

• The operators are assumed to be transverse to the conformal section

Xa1Oa1a2···a`(X) = 0 . (2.14)

Projecting the operator Oa1a2···a` onto the section defines the symmetric operator of

the CFT on Rd

Oµ1µ2···µ` = Λa1
µ1

Λa2
µ2
· · ·Λa`

µ`
Oa1a2···a` , Λa1

µ1
=
∂Xa1

∂xµ1
. (2.15)

The traceless property of projective operatorsOµ1µ2···µ` are guaranteed by the traceless

and transverse properties of Oa1a2···a` . It is worth noting that the projection map is

not one-to-one. Many seemingly different operators on Rd+1,1 can have the same

projected operator. In principle, two different operators Oa1···a` and Õa1···a` are giving

rise to the same CFT operator Oµ1·µ` if O and Õ is different up to pure gauges that

are vanishing under the projection onto the conformal section, e.g., a factor Xa.

To well organize the spinning operators, it is insightful to introduce the auxiliary

embedding polarizations Za, which are vanishing by contract with the embedding
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coordinates on the conformal section

X2 = Z2 = X · Z = 0 . (2.16)

The simplification is made by defining

O(X,Z) = Oa1···a`(X)Za1 · · ·Za` , (2.17)

Now O(X,Z) has homogeneous degree ` for Z. Restricting Za onto the section gives

O(x, ε) = Oµ1···µ`(x)εµ1 · · · εµ` = Õa1···a`(X)Λa1
µ1
· · ·Λa`

µ`
εµ1 · · · εµ` , (2.18)

where ε is the auxiliary polarization in Rd. Therefore, restricting onto the conformal

section gives the parameterization

Za = (0, 2x · ε, εµ). (2.19)

It is worth noting there are many polynomials O(X,Z) we can use to construct the

spinning operators in the CFT; they are allowed to be different up to pure gauges

X2, Z2 and X · Z. For simplicity, we shut down all X2, Z2, and X · Z.

This formalism allows us to organize two and three-point functions by writing

down the Lorentz invariant structures in the embedding space with the identified

homogeneous degree. Trivial examples are scalar correlation functions

〈O(X1)O(X2)〉 =
1

(−2X1 ·X2)∆
,

〈O(X1)O(X2)O(X3)〉 =
λ123

(−2X1 ·X2)
∆1+∆2−∆3

2 (−2X2 ·X3)
∆2+∆3−∆1

2 (−2X1 ·X3)
∆1+∆3−∆2

2

,

(2.20)

where the coefficient of the three-point function encodes the dynamic information and

is called the three-point OPE coefficient for the reason we will discuss soon.
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1

2

3λ123

Figure 2.5: A picture for the OPE: two operators fuse to be represented by the third
operator.

2.1.3 OPE and conformal blocks

The completeness of the Hilbert space implies that any state can be represented by

linear combinations of primaries and descendants. This fact can be formulated as the

OPE after using the state-operator correspondence

Oai (x1)Obj(x2) =
∑
k

Cabc
ijk (x12, ∂2)Ock(x2) , (2.21)

where a, b, c are the spin indices. To illustrate the basic idea, we consider the scalar

operators. The simplest exercise is to consider a three-point function (the second line

of (2.20)) and evaluate it by performing the OPE for the first two operators. This

exercise shows that the OPE kernel Cijk can be determined by conformal symmetry

up to overall coefficient λijk that also appears in the three-point function

Cijk =
λijk

|x|∆i+∆j−∆k
Fijk(x, P ) , Fijk(x, P ) =

∑
amn(ix · P )mx2n(iP )2n , (2.22)

where P is the translation operator (2.4). The coefficients amn are

amn =

(∆jki

2

)
n

(∆ikj

2

)
n+m

(−1)n4nn!m!(∆k)m+2n(∆k − h+ 1)n
. (2.23)

We use the shorthand notation ∆ijk = ∆i + ∆j −∆k and h = d/2 in the above. For

this reason, λijk is called the three-point OPE coefficient. We depict the picture of

OPE in Fig 2.5

As performed for studying the four-point function, the OPE ensures conformal
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block decomposition. Typically, the four-point function can be written by

〈O1(x1)O2(x2)O3(x3)O4(x4)〉 =
g(u, v)

(x2
12)

∆1+∆2
2 (x2

34)
∆3+∆4

2

(x2
24

x2
14

)∆12
2
(x2

14

x2
13

)∆34
2
, (2.24)

where g(u, v) is an unknown function of (u, v) that are known as conformally invariant

cross ratios

u =
x2

12x
2
34

x2
13x

2
24

, v =
x2

14x
2
23

x2
13x

2
24

. (2.25)

Performing the OPE for O1O2 and O3O4 simultaneously gives rise to

g(u, v) =
∑
∆,J

f12O∆,J
f34O∆,J

G∆,J(u, v) , (2.26)

where G∆,J(u, v) is called the conformal block. The conformal block is the kinematic

object that can be, in principle, solved by the Casimir equation

C12G∆,J = C∆,JG∆,J , C∆,J = ∆(∆− d) + J(J + d− 2) , (2.27)

where the Casimir operator C12 is

C12 =
1

2
(J1 + J2)2 , Jµνi = i

(
Xµ
i

∂

∂Xν
i

−Xν
i

∂

∂Xµ
i

)
. (2.28)

In terms of the cross-ratio, it is

C12 = 2(1− u− v)
∂

∂v
(v
∂

∂v
+ a+ b) + 2u

∂

∂u
(2u

∂

∂u
− d)

− 2(1 + u− v)(u
∂

∂u
+ v

∂

∂v
+ a)(u

∂

∂u
+ v

∂

∂v
+ b) , (2.29)

where a = ∆21/2, b = ∆34/2.

On the other hand, the coefficients f12Of34O := c∆,J is usually called the OPE

coefficient in the modern bootstrap language, which is theory dependent and thus

encodes dynamics.
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Σ
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O′Σ=

Figure 2.6: Graphic illustration of the crossing symmetry.

2.1.4 Short review on conformal bootstrap

So far, we have only exploited the conformal symmetry itself. What determines

a CFT without referring to the microscopic picture? As the conformal symmetry

already settles down the kinematic structures such as conformal bocks, the complete

knowledge of a CFT then only spans the conformal spectrum (∆, J) and the three-

point OPE coefficients λijk, which are known as the conformal data. The goal of

conformal bootstrap is to use other consistency conditions to solve for those conformal

data.

A strongly constraining consistency condition is the crossing symmetry for a

four-point function, which states the equivalence of conformal block expansion for

s-channel (OPE for 12 and 34) and t-channel (OPE for 23 and 14), as shown in Fig

2.6.

It is usual to consider a conformal frame, where the conformal symmetry can be

used to put the first operator at the origin, the third operator at 1 and the fourth

operator at infinity, while keeping the second operator lying on a two-dimensional

plane

〈O1(0)O2(z, z̄)O3(1)O(∞)〉 , (2.30)

where (z, z̄) is another parameterization of the cross ratios u = zz̄, v = (1− z)(1− z̄),

as shown in Fig 2.7.

For an identical scalar four-point function, the crossing symmetry gives the fol-
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z

z̄

x1 = (0, 0) x3 = (1, 1)
x4 =∞x2 = (z, z̄)

Figure 2.7: The configuration shaped using the conformal symmetry. The four-point
function is a function of (z, z̄).

lowing equation

∑
∆,J

c∆,JG∆,J(u, v) =
u∆φ

v∆φ

∑
∆′,J ′

c∆′,J ′G∆′,J ′(v, u) . (2.31)

The essence of the conformal bootstrap is to solve the crossing equation with the help

of unitarity (that ensures c∆,J ≥ 0 and other unitary bounds of spectrum (∆, J) [48])

either numerically or analytically.

The numerical methods for solving the crossing equation were pioneered in [38] us-

ing linear programming and were later optimized using the semi-definite-programming

[49]. We will not cover numerics in this thesis. However, we would like to highlight

how powerful the crossing symmetry is in Fig 2.8 and 2.9, as the numerical bootstrap

based on it allowed [50] to locate the kink for 3D Ising model and [51] to precisely

pinpoint the island of 3D Ising model

On the other hand, the analytic method was initiated in [40, 41] by understanding

the consistency of singularities appearing in the crossing equation at the lightcone

limit v � 1, which is now known as the lightcone bootstrap. The simplest example

to illustrate this idea is to consider the identity exchange in the t-channel and ask
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Figure 2.8: The exclusion plot made in [50] using the numerical conformal bootstrap.
The shaded region is the allowed space for the scaling dimensions as constrained by
the crossing symmetry. 3D Ising model lives on the kink.

what operators have to exist to ensure the crossing equation (2.31)

∑
∆,J

c∆,JG∆,J(u, v) =
u∆φ

v∆φ
. (2.32)

At the lightcone limit v � 1, the RHS develops the singularity v−∆φ while each term

of LHS does not have such a singularity. This implies that there must be an infinite

number of terms in the LHS that sum over to produce the singularity, where the large-

spin limit dominates the sum. By taking the lightcone limit v � 1 of the conformal

block, [40, 41] shows that (2.32) can only be valid if there is an accumulating tower

of double-twist operators with ∆ = 2∆φ + J + 2n for integer n ≥ 0 at large J , e.g.,

[φφ]n,J = φ∂µ1 · · · ∂µJ∂2nφ , (2.33)

and the OPE coefficients c∆,J at the large J limit are bootstrapped by solving (2.32)

order by order in the expansion of u � 1. For example, for leading order of u → 0

but v � u, the conformal block can be approximated by

G∆,J(u, v) '
√
J2∆+J

√
π

u
∆−J

2 K0(2J
√
v) , (2.34)
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Figure 2.9: The island for the leading scaling dimensions in 3D Ising model from
[51] using the numerical conformal bootstrap, with the comparison to the best Monte
Carlo results (the dashed rectangle) [52] prior to [51].

where K0 is the modified Bessel function, and the OPE coefficient is

c∆=2∆φ+J,J '
√
π2−2∆φ−2J+2J2∆φ− 3

2

Γ (∆φ) 2
, (2.35)

which is consistent with the OPE coefficient for mean field theory [53]. This is a limit

that can be well described by Fig 2.10.

The existence of the double-twist family (2.33) can be intuitively understood as

the analog of a two-particle bound state formed by two individual particles, as shown

in Fig 2.11. This is indeed the correct understanding in the holographic theories that

we will review shortly.

A more nontrivial application is to consider a single twist τ conformal block at

t-channel, and the lightcone bootstrap allows one to extract the large spin anomalous

dimensions. These anomalous dimensions can correspondingly be understood as the

internal energy of a two-particle bound state in Fig 2.11 perturbatively corrected

by interactions. Essentially, the lightcone bootstrap relies on the double lightcone
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z

z̄

x1 = (0, 0) x3 = (1, 1)
x4 =∞x2 = (z, z̄)

lightcone limit

Figure 2.10: The blue arrow denotes the lightcone limit v � u� 1, which is 1− z̄ �
z � 1 in this picture.

Figure 2.11: An intuitive picture to think of the double-twist operators [φφ]n,J as a
two-particle bound state formed by two particles circling each other.

limit v � u � 1: one has to play this game for a higher order of u to obtain OPE

coefficients at higher twist n and for a higher order of v to obtain OPE coefficients

with 1/J corrections [54, 55, 56, 57]. The rigorous setting of this lightcone bootstrap

is still actively under exploration [58]. Much progress has been made in understanding

the large spin asymptotes in recent years. In particular, the large spin perturbation

theory [42] first provided a systematic way for resummation of large spin data in the

analytic bootstrap, which is surprisingly valid up to finite low spin [59, 60]. This

validity was then explained as the analyticity in spin by Lorentzian inversion formula

[43, 61, 62] as long as unitarity is preserved, which is the analog of Froissart-Gribov

formula for extracting partial wave coefficients of an S-matrix. The highest spin that

the lightcone bootstrap does not work well is then understood as the Regge intercept
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using the Lorentzian inversion formula, which is still out of reach systematically.

It is worth noting, in contrast with the numerical bootstrap, where the crossing

equation is solved as a whole, the analytic bootstrap usually can only address the cross

channel by a single conformal block and ask what this conformal block contributes

to other channels. This procedure may need to be clarified for any CFTs, since the

infinite summation of all conformal blocks may behave very differently, e.g., the new

singularity may arise. For this reason, the analytic bootstrap is more suitable for

those CFTs with a hierarchy that leads to clear factorization, for which the conformal

block expansion can be well organized by the hierarchy, e.g., the identity dominates

other conformal blocks. Importantly for this thesis, as we will explain later, holo-

graphic CFTs fall into this class, where the relevant hierarchy is the large-N degrees

of freedom.

2.2 AdS geometry

Even beyond the scope of AdS/CFT, AdS space is still attractive since it is a max-

imal symmetric space other than the Minkowski space. For a better description of

AdS/CFT in the next section, we give a brief introduction to AdS geometry in this

small section.

To make contact with the Euclidean CFT, we consider the Euclidean AdS, which

is the hyperbolic space. The AdSD can be defined by embedding in the R1,D

ds2
D+1 = −dX2

0 +
D∑
i

dX2
i , (2.36)

where

−X2
0 +

D−1∑
i

X2
i = −`2 . (2.37)

The curvature of this space is negative ∼ −1/`2. The symmetry of this space consists

ofD boosts andD(D−1)/2 rotations, isomorphic to SO(1, D) symmetry. It is already
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worth noting that this symmetry is the same as CFTD−1; this is perhaps the first hint

for AdS/CFT. To arrive at the Lorentzian AdS, we should Wick rotate X1, and the

resulting embedding space is R2,d, where the isometry group is SO(2, D − 1).

There are different parameterizations for AdS local coordinates, and they have

different purposes in the context of AdS/CFT.

(1) Global coordinates

A simple way to parametrize the coordinates is

X0 =
√
`2 + r2 cosh( t

`
) , X1 =

√
`2 + r2 sinh( t

`
) , `2 =

∑
i

X2
i . (2.38)

We end up with

dsglobal = (1 + r2`−2)dt2 +
dr2

1 + r2`−2
+ r2dΩ2

D−2 , (2.39)

where r ∈ (0,∞). This coordinate is called global because it covers the whole

AdS space. The AdS boundary is located at r → ∞. It is usually common to

redefine r and define the following global coordinate

dsglobal = `2(cosh2 ρ dt2 + dρ2 + sinh2 ρ dΩ2
D−2) , (2.40)

where AdS boundary is located at ρ → ∞. For the Lorentz signature, we can

simply Wick rotate τ . See Fig 3.3 for an illustration of this coordinate.

(2) Poincare coordinates

We can also parametrize the coordinates as follows

X0 = `
1 + (z2 + x2)

2z
, X1 = `

1− (z2 + x2)

2z
, Xi>1 = `

xi−1

z
. (2.41)

The Poincare coordinate is then given by

ds2
Poincare =

`2

z2
(dt2 + dz2 + δijdx

idxj) , (2.42)
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where z ∈ (0,∞) and t ∈ (−∞,∞), and AdS boundary is located at z → 0,

while z → ∞ refers as the Poincare horizon. It is evident that this coordinate

does not cover the whole AdS space; it only covers a patch X0 + XD > 0. For

this reason, the Poincare coordinate is usually called the Poincare patch. For

an intuitive picture of the Poincare patch, see Fig 3.4. There is another way to

write the Poincare patch by simply redefining z2 = `2ρ

ds2
FG =

`2

4ρ2
dρ2 +

1

ρ
δijdx

idxj , (2.43)

where ρ → 0 is the AdS boundary. This coordinate (2.43) is also known as

Fefferman-Graham (FG) coordinate, which helps evaluate the holographic coun-

terterms, holographic anomalies, and deriving holographic energy-momentum

tensor, and so on, see, e.g., [63, 64, 65, 66].

2.3 Holography and AdS/CFT

The holographic principle is a hypothesized property of quantum gravity that states

that all information of a dynamical system involving gravity is encoded by a lower

dimensional boundary of the system. This principle was first hypothesized by ’t Hooft

[67] and was further elaborated in terms of string interpretation by Susskind [68]. The

most famous example of the holographic principle is perhaps the entropy of a black

hole: the black hole entropy is proportional to the black hole horizon area but counts

all microscopic degrees of freedom inside [69, 70].

The prime realization of the holographic principle was constructed by Maldacena

in 1997 [9] from Type IIB string theory. This construction relates Type IIB string

theory in AdS5 × S5 and N = 4 super Yang-Mills theory (SYM) in d = 4 (which

is a CFT with supersymmetry), for this reason, it is phrased as AdS5/CFT4 corre-

spondence. Later on, Gubser, etc. and Witten, etc. provided the mathematically

quantitative descriptions for AdS/CFT [10, 11], namely the holographic dictionary,

which made it possible for more solid tests of this correspondence by computing
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physical observables. More explicit examples can be constructed from string, and

M theory, e.g., AdS7/CFT6 and AdS4/CFT3 [9, 71]. These examples have clear UV

origin as the string and M theory and thus are referred to as top-down holographic

models. Nevertheless, people are convinced that AdS/CFT is more broadly applicable

without referring to a specific UV completion, such as string theory. A more general

statement of AdS/CFT, also known as holography or gauge/gravity duality, claims

that quantum gravity in AdS can be equivalently described by a certain CFT on the

boundary. There are active studies to investigate the conditions a CFT has to have

so that it becomes holographic CFT with a gravity dual, see, e.g., [18].

2.3.1 Maldacena’s AdS5/CFT4

The basic idea of Maldacena’s construction of AdS5/CFT4 is to consider a stack of N

nearly coincidental D3-branes in Type IIB string theory in ten-dimensional Minkowski

space and think about the low energy effective descriptions of this system from open

string and closed string perspective respectively.

From an open string perspective, the interactions between D3-branes and closed

strings can be formulated as open strings ending up on the D3-branes. The coinci-

dental limit of open string modes whose endpoints are attached to D3-branes induces

a SU(N) gauge group. These modes organized by SU(N) symmetry are dynamical

on the branes which is effectively four-dimensional flat Minkowski spacetime, giving

rise to a gauged QFT in d = 4. More specifically, in the low energy limit where the

string length tends to zero, i.e., `s =
√
α′ → 0, such configuration can be effectively

described by d = 4,N = 4 SYM with gauge group SU(N).

From a closed string perspective, N stack of D3-branes bends the space and results

in the following geometry

ds2 =
(
1 +

`4

y4

)− 1
2ηijdx

idxj +
(
1 +

`4

y4

) 1
2
(
dy2 + y2dΩ2

5

)
, (2.44)



CHAPTER 2. PRELIMINARIES 28

where ηij is the Minkowski metric on D3-branes

`4 = 4πgsN`
4
s . (2.45)

The interaction is mostly dominated by near horizon regime y → 0. The low energy

limit around y = 0 can be achieved by redefining z = `2/y that is kept fixed at the

limit of y → 0, `s → 0

ds2 =
`2

z2
(dz2 + ηµνdx

µdxν) + `2dΩ2
5 . (2.46)

This space is the Lorentzian AdS with internal space as S5, namely AdS5 × S5 with

the same radius. The number of D3-branes N can be described by the integer flux

of the 5-form flow F(5). It is also worth noting that, as we already emphasized in

previous sections, the isometry group of AdS5 matches the conformal group in four

dimensions. The isometry SO(6) of S5, in this case, can be mapped to the global

R-symmetry group in super Yang-Mills theory SU(4) ∼ SO(6) in the bosonic sector.

Therefore, the isometry of AdS5 × S5 realizes the maximal bosonic subgroup of the

superconformal group SU(2, 2|4), and the completion into the full superconformal

group is supplemented by Poincare supersymmetry of N coincidental D3-branes.

These two perspectives should be equivalent (as depicted in Fig 2.12), because they

describe the same system: N coincidental D3-branes interacting with closed strings

in Type IIB string theory. This duality led Maldacena to conjecture AdS5/CFT4

correspondence, for which the original version was

• Type IIB superstring theory with string length `s and string coupling gs on

AdS5 × S5 where the AdS radius and sphere radius are both ` is physically

equivalent to N = 4, d = 4 SYM with gauge group SU(4) and coupling gYM.

The parameters are identified correspondingly

g2
YM = 2πgs , `4 = 4πgsN`

4
s . (2.47)

However, it is hard to generally prove or simply test this correspondence in a complete
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set because this requires computations of the same observables on both sides. To

acquire further understanding, a certain parametric limit is necessary. One natural

limit is to take the large-N expansion of SYM but keep the ’t Hoott coupling λ = gsN

fixed. At this limit, the AdS side should be described by semi-classical Type IIB

string theory on AdS5 × S5 with underlying string loops expansions in terms of gs.

The correspondence has passed many checks for different regimes of λ at the large-

N limit. In particular, agreement of results at different limits of λ for the scaling

dimensions of 1/2BPS single-trace operators and their two and three-point functions

suggest that these results do not depend on the ’t Hooft coupling λ, as protected by

supersymmetry [72]. Some observables that preserve enough supersymmetry, such as

the sphere partition function [73] and the Wilson loops [74], can also be computed at

any λ using the localization. Non-protected single-trace operators can also be probed

using the integrability techniques in the planar limit; see, e.g., [75] for an overview.

These are all special examples that rely on supersymmetry and integrability.

Perhaps the simplest and well-studied situation is to further take large ’t Hooft

limit λ� 1, and the dual description would be semi-classical Type IIB supergravity

with α′ expansions. This regime is often called the strong/weak duality since the

SYM is strongly coupled while supergravity is weakly coupled. The broad sense of

AdS/CFT is built upon the assumption of strong/weak duality, where the bulk theory

is guaranteed to be local, as we will review soon.

2.3.2 Holographic dictionary

The holographic dictionary establishes a quantitative bridge to compare physical

quantities on both sides of AdS/CFT [10, 11]. Its essence is the equivalence of par-

tition functions (1.1), from which all the dictionaries could be built in principle. For

this thesis, we only introduce the dictionary relevant to the energy scale and the corre-

lation functions. Other dictionaries are developed later for other physical quantities,

such as Wilson loops and entanglement entropy, which is, however, irrelevant to this

thesis.

The most important dictionary relevant to this thesis is the field-operator duality,
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(a) (b)

Figure 2.12: (a) Open strings ended on the stacked D3-branes. (b) D3-branes result
in a curved background (depicted by a gradient red rectangle) where closed strings
propagate.

which states that for any quantum fields φ with mass m in AdS, there are correspond-

ing gauge invariant primary operators Oφ in CFT, and the boundary values φ(0) of φ

correspond to the source coupled to the operator Oφ. More explicitly, we have

Zgrav

∣∣
φ(0) =

∫
φ(0)

[Dφ] exp
[
− S[φ]

]
=
〈

exp
[
−
∫
∂

ddxφ(0)Oφ
]〉

CFT
, (2.48)

where the subscript ∂ refers to the asymptotic AdS boundary, and the expectation

value is over CFT path integral. This readily leads to the definition of AdS amplitudes

in terms of conformal correlation functions

MAdS = 〈Oφ · · · Oφ〉 =
( n∏
i=1

δ

δφ(0)

)(
Zgrav

∣∣
φ(0)

)
. (2.49)

To better understand this dictionary, it helps to consider the asymptotic solution of

free fields in AdS around the AdS boundary z → 0, which admits universal structure

φ ' z2α(φ(0) + φ(2)z2 + · · · (φ(2n) + φ̃(2n) log z)z2n + · · · ) . (2.50)

where log z is a possible anomalous term. α and α + n are two solutions for ∆ in

∆(∆− d) = m2`2 , (2.51)
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Evaluating the AdS action followed by using (2.49) derives that the corresponding

operator is actually encoded by φ(2n)

〈Oφ〉 ∼ φ(2n) . (2.52)

The rescaling of z → λz that fixes AdS induces a boundary scaling x → λx, as a

result, (2.50) then shows precisely Oφ → λ∆Oφ. Thus, for field-operator duality,

the mass of the bulk field determines the scaling dimension of the CFT operator via

(2.51). This dictionary has salient implications for important fields and operators:

gauge field in AdS, such as Yang-Mills, corresponds to conserved spin-1 operator in

CFT; graviton in AdS corresponds to the stress-tensor in CFT. This dictionary is

served as the stone for Chapter 3, 4 and 6.

There is another important dictionary that is essential for the review in the next

subsection: radius-energy duality. This is a duality to answer a simple question: what

is the role of the radial direction of AdS in CFT? The answer is z ∼ 1/µ where µ is

the energy scale in CFT. For pure AdS, the geometry does not change along z. This

then indicates that CFTs do not run along the RG flow. This dictionary plays an

important role in understanding the holographic c-theorem [76].

2.3.3 The condition for holographic CFTs

Aside from the explicit AdS/CFT model from string and M theory, it is profound to

ask how general AdS/CFT can be without referring to specific CFT models where

the holographic dictionary applies. This question can be recast into a simpler one:

what condition a CFT has to have so that it is a holographic CFT with a local AdS

gravity dual?

This question was addressed by an outstanding work known as HPPS [18]. The

basic intuition is to start with the notion of locality by using the radius-energy duality.

In particular, the approximate locality in energy on the CFT side implies δµ/µ ∼

O(1), which then indicates the resolution of the locality of AdS is down to ds ∼ `.

The holography at this scale is phrased as the AdS scale holography. The holography
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is not sharp at this scale because it probes only the spectrum and one-point, two-

point and three-point functions, for which the structures are only sensitive to the

AdS isometry. In order to build a sharp statement of holography, it is necessary to

consider four-point functions, for which the locality of AdS ensures that the scattering

of four wave packets can focus on the string scale that is much smaller than the AdS

scale. At the scale ds < `, the holography is sharply sensitive to bootstrap constraints

of conformal correlators and is phrased as the sub-AdS holography. Based on this

discussion, [18] made a conjecture for the condition that a holographic CFT has to

satisfy, which, to my knowledge, updates the understanding of bottom-up AdS/CFT

• Any CFT with a large-N expansion and a large gap ∆gap � 1 of higher spin

J > 2 single-trace operator has a local dual of weakly coupled AdS gravity.

Here the large-N limit refers to the large central charge limit N2 ∼ CT � 1 where CT

is the coefficient of stress-tensor two-point function, and the holographic dictionary

relates it to the Newton constant or Plank scale CT ∼ 1/GN . The existence of a

large gap for single-trace operator ∆gap � 1 can be translated to the existence of

heavy higher spin states with mass M � 1/` that are integrated out to give bulk

gravitational EFT. Typically, being consistent with the EFT validity, bulk higher-

derivative corrections are suppressed by 1/M , thus giving rise to conformal data at

the order of 1/∆gap, e.g., see [18, 77, 78, 79, 33]. For string theory, M would be

the string length M ∼ 1/`s. Thus for the correspondence between AdS5 × S5 and

N = 4, d = 4 SYM with SU(N), ∆gap is actually λ
1
4 .

We should emphasize that the limit `� 1/M contains more information than the

flat-space limit. For flat-space limit, the particles are excited with large frequency

within the EFT regime ω < M to be scattered around the impact parameter b ∼ 1/ω

so that the scattering happens at local scale `� b > 1/M . This regime is the bulk-

point limit [24, 33]. The AdS locality more broadly covers the regime ` ∼ b� 1/M ,

which is the AdS Regge limit [33] and does not produce the flat-space S-matrix.

Nevertheless, as we will review in the next section, this regime allows the uplift

of rigorous bounds on Wilson coefficients of flat-space to AdS, where the error is
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suppressed by 1/∆gap [33] .

2.4 EFT bootstrap

Effective Field Theories (EFTs) are powerful tools for describing physical systems

over a specific range of energy scales, especially when the complete underlying theory

is highly intricate or unknown. The basic idea behind EFTs is to separate the physics

at different scales and simplify the models by retaining only the most relevant degrees

of freedom, while treating less important ones as parameters of the EFTs, known as

Wilson coefficients.

A commonly used type of EFTs is the weakly coupled low-energy EFTs, where

the traditional perturbative description of QFTs works well. The UV effects enter

as higher-dimensional operators in the effective action, suppressed by a UV scale M .

One of the most profound questions in theoretical physics is what is the space of EFTs

that ensures a consistent UV completion, e.g., the quantum gravity.

Using the causality to constrain the space of EFTs enjoys a long history, qualitative

constraints or simple positive conditions of EFT Wilson coefficients are explored by

experimenting with scattering processes, e.g., [77, 80, 81]. Recently a series of papers

[82, 83, 84, 85, 86, 87, 88] developed a systematic bootstrap algorithm that is able to

carve out rigorous allowed space of EFTs. The crucial idea of this algorithm is that the

causality relates the low-energy and high-energy physics by establishing the dispersion

relation, which allows to systematically express EFT parameters in terms of positive

UV data by considering the forward 2 → 2 scattering. For example, for identical

massless scalar scattering, as long as the Regge boundedness |M(s, t)|/|s|2
∣∣
|s|→∞ → 0

is assumed, the fixed-t = −p2 dispersion relations can be constructed for s

Bk(p
2) =

∮
∞

ds

s

M(s,−p2)

[s(s− p2)]
k
2

= 0 , (2.53)

where k ≥ 2 takes even integers. The causality implies that the amplitudes M are

analytic in the upper-half plane Im s > 0 for fixed real t < 0 and there are only low
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Figure 2.13: The illustration of the contour deformation for the dispersion relations
that relates low energy EFT and the UV positivity.

energy poles and the branch cuts starting with the scale M . This condition allows

the contour deformation to give (see Fig 2.13)

−Bk(p
2)
∣∣
IR

= Bk(p
2)
∣∣
UV

. (2.54)

The IR part can be evaluated by taking the Residue of pole structures of weakly

coupled EFT, while the UV part is a positive sum over the partial wave coefficient.

By expanding around the forward limit p→ 0, the dispersive sum rule (2.54) allows

us to find an optimal positive combination of UV data that bounds the ratio of low

energy Wilson coefficients from two-sides. It can give, for example

g0 ≥ 0 ,
#1

Ma
<

g

g0

<
#2

Ma
, (2.55)

where a counts the dimension of the ratio.

However, this procedure has suffered from a long-standing issue in the presence

of gravity because the low-energy graviton pole completely diverges in the forward

limit. This problem has been addressed in [33] by measuring the EFT parameters at

impact parameter b ∼ 1/M rather than the forward limit p→ 0. Namely, [33] smears

the sum rule (2.54) by wave function ψ(p) so that the sum rule radically decays at
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large b� 1/M

−
∫ M

0

dpψ(p)Bk(p
2)
∣∣
IR

=

∫ M

0

dpψ(p)Bk(p
2)
∣∣
UV

. (2.56)

This measurement allows them to find optimal such function ψ(p) that bounds Wilson

coefficients in terms of Newton constant GN , for example

#1GN

Mdim−D+2
< g <

#2GN

Mdim−D+2
, (2.57)

where the dimension of g is dim.

This type of bounds was considered in [33] for holographic CFTs with local AdS

EFT dual, which sharpens the notion of AdS locality with numerics. The basic idea

is to construct the CFT dispersive sum rule along the line of [89] where the IR and

UV sectors are separated by ∆gap. It should be emphasized that the AdS locality

at the Regge limit b � 1/M is guaranteed by flat-space functional as ψ(p) creates

functionals localized in impact parameter space. This led [89] to show that the positive

flat-space functional can be uplifted to give a positive CFT functional with, at most

small corrections. On the other hand, the functional also measures the same Wilson

coefficient as in flat-space within the EFT regime up to 1/∆gap corrections. The

whole analysis then suggests that the flat-space bound can give rise to the constraint

of holographic CFT

#1GN

∆dim−D+2
gap

(
1 +O(

1

∆2
gap

)
)
<

gAdS

`dim−D+2
<

#2GN

Mdim−D+2

(
1 +O(

1

∆2
gap

)
)
, (2.58)

where gAdS/`
dim−D+2 is associated with some OPE coefficients in CFT.



Chapter 3

Flat-space limit of AdS/CFT

3.1 Introduction

Including negative cosmological constant, gravity theory coupled to other local fields

can be formulated as weakly coupled quantum field theory (QFT) by perturbatively

expanding the curvatures around the Anti-de Sitter (AdS) background. Although the

resulting QFT lives on AdS, we are still able to apply the standard techniques, which

utilize the propagators in AdS to calculate the “AdS amplitudes” for local quantum

fields. As interpreted by the AdS/CFT correspondence, these AdS amplitudes are

corresponding to correlation functions of large-N expanded conformal field theory

(CFT) on the AdS boundary [9, 10, 11].

Naively, at the level of effective Lagrangian, we can take the large AdS radius

limit ` → ∞, QFTs on AdS then make no difference from flat-space. We can also

easily observe the limit `→∞ reduces AdS background to a flat-space. It is, however,

rather nontrivial to incorporate the AdS amplitudes into this flat-space limit, where we

expect that AdS amplitudes degrade and give rise to S-matrix or scattering amplitudes

of QFT in flat-space. Employing AdS/CFT, the flat-space limit of AdS then suggests

that boundary CFT correlation function shall encode the flat-space S-matrix 1.
1It is worth noting that the flat-space limit of AdS/CFT is different from flat holography proposal,

e.g., [90]. In the flat-space limit of AdS/CFT, we expect CFT encodes one higher dimensional S-
matrix, but the S-matrix can not fully encode CFT. While by flat holography, flat-space physics and
CFT should be able to be transformed back and forth between each other

36
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Massless Massive?

Mellin space
momentum space
(only massless)

?

partial-wave coordinate

Figure 3.1: The existed frameworks describing the flat-space limit of AdS/CFT, where
the question mark denotes the undiscovered relation.

The idea on the flat-space limit of AdS/CFT enjoys a long history [14, 15, 16, 17,

18, 19, 20], and more quantitative and precise maps were established in the recent

decade [21, 22, 23, 24, 3, 25, 26]. However, in the literature, there exist several

frameworks which work in different representations of CFT: momentum space [26],

Mellin space [22, 23, 25], coordinate space [21, 24, 3], and partial-wave expansion

(conformal block expansion) [24, 25], as summarised in Figure 3.1. The latter three

representations are natural to consider conformal bootstrap [89], so our focus will be

mostly on the latter three frameworks, for which the formulas describing massless

scattering and massive scattering (defined for external legs) are sharply different.

The massless particles are described by operators with finite conformal dimension,

while massive particles are described by operators with infinite conformal dimension

∆ ∼ ` → ∞ 2. The details shall be reviewed in subsection 3.3.1 and here we simply

provide a chronological history: the massless formula in coordinate space for four-

point case was first proposed in [21] and was reformulated by the proposal of Mellin

space [22], which is later known as the bulk-point limit [24], and a contact example

of the partial-wave coefficients was provided in [24]; the massive Mellin space formula

and the phase-shift formula (which is basically the coefficient of the partial-wave) was

later proposed in [25], and the massive formula in the coordinate space was recently

conjectured in [3].

Two natural questions that we aim to answer in this paper are:

• What is the origin of these seemingly different frameworks of the flat-space
2For the framework in momentum space, as far as we know, only the massless formula was

proposed [26]
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limit?

• Why do the formulas describing massless scattering and massive scattering look

different and how do we unify them?

Considering the Mellin space, coordinate space and partial-wave expansion can be

translated to each other, we expect they share the same origin. The origin follows

the spirit of the HKLL formula [91, 92], which represents the flat-space S-matrix in

terms of boundary correlation function via smearing over the boundary against a

scattering smearing kernel. Such scattering smearing kernel for massless scattering

was constructed in [20] and was applied to rigorously derive the massless Mellin for-

mula later [23]. A scattering smearing kernel that is generally valid for both massless

and massive cases was proposed in [93], which slightly overlaps with this paper. We

find, crucially, only the scattering smearing kernel constructed from global AdS can

be served as the origin of the flat-space limit in Mellin space, coordinate space, and

partial-wave expansion; on the other hand, when we construct the scattering smear-

ing kernel from Poincare AdS, we find it simply performs the Fourier-transform and

thus gives rise to the framework of flat-space limit in momentum space. According

to subregion duality [94, 95, 96] which states subregion of CFT is encoded in the

corresponding subregion of AdS (usually the causal wedge [94] or more generally en-

tanglement wedge [97]), we expect that the Poincare scattering smearing kernel can

be transformed to the global smearing kernel, simply because the Poincare patch is a

part of the global AdS. We indeed find that the global scattering can be obtained from

Poincare scattering, which also suggests a momentum-coordinate duality for CFT at

large momentum and conformal dimensions.

Notably, scattering smearing kernels never treat massless and massive scattering

distinguishingly, we should be able to unify the massless flat-space limit and massive

flat-space limit. In this paper, we find a Mellin formula applying to all masses,

which can be easily translated to other frameworks for both massless and massive

cases. Typically, in terms of CFT language, the massive scattering is more like a

“limit” of massless one, because nonzero masses provide additional large parameters
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Poincare AdS Global AdS
subregion duality

Mellin space
momentum space

partial-wave coordinate

eq. (3.36)

eq. (3.70, 3.81) eq. (3.53)

eq. (2.45)
sec. 3.4

sec. 3.5

sec. 4

Figure 3.2: Massless and massive unified frameworks of the flat-space limit, where
the origins are clarified.

∆ ∼ `→∞ that further dominate the scattering smearing kernel.

The outline of our finding is illustrated in Figure 3.2. This paper is organized

as follows. In section 3.2, we take the flat-space limit for bulk reconstruction in

both global AdS and Poincare AdS to construct scattering smearing kernels that

represent flat-space S-matrix in terms of CFT correlator. The Poincare scattering

smearing kernel automatically Fourier-transforms the CFT correlator and gives rise

to flat-space limit in momentum space. In section 3.3, we review the existed flat-

space limit, include Mellin space, coordinate space, and partial-wave expansion. We

start with the global scattering smearing kernel and find saddle-points that dominate

the smearing integral. Using the saddle-points, we find a Mellin formula that ap-

plies to both massless scattering and massive scattering. We then show this Mellin

formula gives rise to the flat-space limit in coordinate space, and then to the partial-

wave/phase-shift formula. In section 3.4, use the notion of subregion duality, we

propose a momentum-coordinate duality, which relates the flat-space limit in mo-

mentum space to global scattering smearing kernel. In section 3.5, we propose a

flat-space parameterization of embedding coordinate for spinning operators. We ap-

ply our proposal to 〈V VO〉 three-point function where V is conserved current, we

verify the momentum-coordinate duality as well as a map to flat-space amplitude.

In appendix A.1, we analytically continue the flat-space limit in momentum space

to Euclidean CFT, which effectively turns AdS into dS. In appendix A.2, we show how

to fix the normalization of scattering smearing kernel. In appendix A.3, we provide
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τ

ρ

Figure 3.3: Cylinder diagram of global AdS.

more details on derivation of Mellin flat-space limit. In appendix A.4, we compute

four-point scalar contact Witten diagram (no derivative) and verify it is equivalent to

momentum conservation delta function in the flat-space limit. In appendix A.5, we

introduce a new conformal frame, which helps us solve the conformal block at limit

∆,∆i →∞. We double-check our conformal block by working explicitly in d = 2, 4.

3.2 Quantization and scattering smearing kernel

3.2.1 Global quantization and the flat-space limit

We first consider global Euclidean AdS coordinate

ds2 =
`2

cos ρ2
(dτ 2 + dρ2 + sin ρ2dΩ2

d−1) , (3.1)

where its boundary is located at ρ = π/2. The advantage of global AdS is that it

provides a R× Sd−1 background for boundary CFT, i.e.,

ds2
CFT = dτ 2 + dΩ2

d−1 , (3.2)

which is natural for radial quantization in CFT. This global coordinate is depicted

in Fig 3.3. Moreover, to make contact with flat Minkowski space where physical

scattering processes happen, we may start with Lorentzian AdS. To do this, we simply
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wick rotate τ

ds2 =
`2

cos ρ2
(−dτ 2 + dρ2 + sin ρ2dΩ2

d−1) , (3.3)

for which the AdS and CFT embedding coordinate X and P are parameterized by

X =
`

cos ρ
(cos τ,−i sin τ, sin ρ r̂) , P = (cos τ,−i sin τ, r̂) , (3.4)

respectively.

Let us consider a free scalar with mass m in global AdS, which can be quantized

by [19]

φ =
∑
n,J,mi

eiEnJτRn,J(ρ)YJmi(ρ̂)anJmi + c.c ,

Rn,J(ρ) =
1

N∆J

sinJ ρ cos∆ ρ 2F1

(
− n,∆ + J + n, J +

d

2
, sin ρ2

)
, (3.5)

where the energy eigenvalues are discretized as EnJ = ∆ + J + 2n, and

m2`2 = ∆(∆− d) . (3.6)

This spectra correspond to a primary operator O and all its descendent family

∂2n∂µ1 · · · ∂µJO. The normalization factor N∆J can be found by usual quantization

procedure

[φ(~x, τ), π(~y, τ)] = i
δ(~x− ~y)√
−g

, [anJmi , a
†
n′J ′m′i

] = δnn′δJJ ′δmim′i , (3.7)

which yields [19]

N∆J =

√
n!Γ(J + d

2
)2Γ(∆ + n− d−2

2
)`d−1

Γ(n+ J + d
2
)Γ(∆ + n+ J)

. (3.8)

Since we are starting with global AdS, we may call this quantization “global quanti-
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zation”.

Now with this preliminary of global quantization, we can move to discuss the flat-

space limit. At first, we shall discuss how to take the flat-space limit for coordinates.

Our notation of flat-space is

ds2 = −dt2 + dr2 + r2dΩ2
d−1 . (3.9)

We can see now taking the flat-space limit for coordinates is quite trivial, we can take

the coordinate transformation

` tan ρ = r , τ` = t , (3.10)

and then send ` → ∞. It immediately follows that to make the Fourier factor eiEτ

in (3.5) valid with flat-space limit, the energy must scale as `, i.e., E = ω`, where

we denote ω as the energy in flat-space. This fact also indicates that n ∼ ` for

massless particles, more specifically we have ω = 2n/`. Note also in the context of

AdS/CFT, we should be aware of m ∼ ∆/`. Thus any primary scalar operators with

finite conformal dimensions ∆ corresponds to massless particles in the flat-space limit

[21], and it is necessary to consider scalar operators with large conformal dimensions

scaling linear in ` to probe massive particles in flat-space [25].

Before we discuss the flat-space limit of quantization, we shall briefly review the

quantization of scalar fields in flat-space in spherical coordinates. To avoid confusion,

we denote ϕ as scalars in flat-space. We have

ϕ =
∑
J,mi

∫
dω(aωJmie

iωtR|~p|,J(r)YJmi(r̂) + c.c) , (3.11)

where YJmi is the spherical harmonics on Sd−1 (in which mi denotes all “magnetic”

angular momenta), and the radial function R|~p|,J(r) is given by

R|~p|,J(r) =
1√
2
r

2−d
2 J d−2

2
+J(|~p|r) . (3.12)



CHAPTER 3. FLAT-SPACE LIMIT OF ADS/CFT 43

The quantization condition is also straightforward

[ϕ(~x, t), πϕ(~y, t)] = i
δ(~x− ~y)√
−g

, [aωJmi , a
†
ω′J ′m′i

] = δ(ω − ω′)δJJ ′δmim′i . (3.13)

Now we can easily take the flat-space limit for radial function and we can observe

that

Rn,J(ρ)
∣∣
`→∞ =

√
2

`
R|~p|,J(r) . (3.14)

It is also not hard to probe the flat-space limit for creation and annihilation operators

by comparing the canonical quantization condition for those operators, i.e.,

[anjmi , a
†
n′j′m′i

]
∣∣
`→∞ = δ(n− n′)δJJ ′δmim′i = δ(

(ω − ω′)`
2

)δJJ ′δmim′i

=
2

`
δ(ω − ω′)δJJ ′δmim′i =

2

`
[aωJmi , a

†
ω′J ′m′i

] . (3.15)

It thus immediately follows

anjmi
∣∣
`→∞ =

√
2

`
eiηaωJmi , (3.16)

with an arbitrary phase factor η that is to be fixed by convenience later. Trivially, the

Fourier factor is simply eiEτ = eiωt, and the flat-space limit of measure in summation

over all energy spectra is also consistent

∑
n

→
∫
dω

`

2
. (3.17)

By including above factors, we are led to

φ
∣∣
`→∞ ' ϕ . (3.18)

In other words, the flat-limit of the quantized scalars in global AdS is equivalent to

the quantized scalars in flat-space.
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Using the quantization in global AdS, the corresponding primary operator O that

is dual to φ can be quantized via

O =
∑
n,j,mi

(eiEnjτYjmi(ρ̂)anjm + c.c)NO∆,n,j , (3.19)

where the normalization can be fixed by normalizing the two-point function [19]

NO∆,n,j =

√
Γ(1 + ∆− d

2
+ n)Γ(∆ + J + n)

Γ(1 + n)Γ(d
2

+ J + n)

1

Γ(1 + ∆− d
2
)
. (3.20)

It then follows that we can represent creation operator by O via

a†njmi =

∫ π
2
−τ0

−π
2
−τ0

dτ

π
dΩd−1e

iEnjτ
Yjmi(ρ̂)

NO∆,n,j
O(τ, ρ̂) , (3.21)

where τ0 is the (finite) reference time which can be chosen for convenience and doesn’t

affect the integral. This reflects the τ translation symmetry. Take the flat-space limit

on both sides of above formula, we obtain

a†ωJmi =

∫ π
2
`−τ0

−π
2
`−τ0

dtdΩd−1√
2π2`

eiωtYjmi(ρ̂)2∆− d
2 (|~p|`)

d
2
−∆ξω∆Γ(1 + ∆− d

2
)× e−iηO(τ, ρ̂) ,

(3.22)

where we define

ξω∆ =
(ω`−∆

ω`+ ∆

)ω`
2 e∆ = exp[

ω`

2
log
(ω`−∆

ω`+ ∆

)
+ ∆] , (3.23)

which, as an exponent factor, is well-defined for both massive and massless cases. We

can readily verify that ξω∆ is simply 1 at `→∞ limit for massless particles.

Using this formula, we can construct the smearing kernel Ka(t, r̂) that represents

scattering states |p〉 in terms of primary operator in CFT [20]

|p〉 =

∫
dtdΩd−1Ka(t, r̂)O(τ, r̂)|0〉 , (3.24)
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To find the smearing kernel, we can decompose the momentum eigenstate |p〉 into

angular momentum eigenstate

|p〉 =
∑
J,mi

〈J,mi|p〉|J,mi〉 , 〈J,mi|p〉 = iJ2
d+1

2 π
d
2 |~p|

2−d
2 YJmi(p̂) , (3.25)

from which we can derive the smearing kernel

Ka(t, r̂) = eiωt
∑
Jmi

`
d−1

2
−∆ξω,∆|~p|1−∆ × 2∆π

d−2
2 YJmi(r̂)YJmi(p̂)Γ(1 + ∆− d

2
)

= eiωt`
d−1

2
−∆ξω,∆|~p|1−∆ × 2∆π

d−2
2 Γ(1 + ∆− d

2
)δ(p̂− r̂) , (3.26)

in which we choose η = −Jπ/2 to cancel the funny iJ factor. Note this smearing

kernel is obtained for a free scalar theory. Nevertheless, we assume it also works

whenever the plane-wave state is asymptotically free, which is exactly the scattering

states defined at infinite past or future. We can then apply this smearing kernel to

establish a formula relating flat-space (n-particle) S-matrix to CFT n-point function

(or AdS amplitudes)

S = +∞〈p1p2 · · · pk|pk+1 · · · pn〉−∞ = I + iδ(d+1)(ptot)T (pi)

= lim
`→∞

∫ (∏
i

dtie
iωiti`

d−1
2
−∆iξωi∆i

|~pi|1−∆2∆iπ
d−2

2 Γ(1 + ∆i −
d

2
)
)
〈O1 · · · On〉 ,

(3.27)

where I denotes the disconnected part of S-matrix and T the scattering amplitudes,

and in the second line we analytically continue the momenta such that all momenta are

in-states before employing the smearing kernel (3.26). The interpretation of eq. (3.27)

shall be briefly discussed before we move on. A pure CFT does know nothing about `

without the notion of AdS/CFT. One job that AdS/CFT (with large ` limit of AdS)

does is to provide a specific kernel Ks in eq. (3.27). Then we can study a particular

CFT correlator in a single CFT and notice that the smeared version (smear over τ) of

the CFT correlator with a large ` limit of the kernel will approximate the flat-space

S-matrix, where ∆/` estimates the masses. However, from the dynamics, to define a
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flat-space QFT with gravity, we have to take a family of AdS and follow the sequence

that ` grows. The estimation of flat-space S-matrix by using eq. (3.27) becomes more

and more accurate if we have a family of CFTs supported with large N limit and

sparse gap ∆gap. Thus to extract S-matrix accurately by using eq. (3.27), one should

consider a family of CFTs. We shall call

Ks =
(∏

i

eiωiti`
d−1

2
−∆iξωi∆i

|~pi|1−∆i2∆iπ
d−2

2 Γ(1 + ∆i −
d

2
)
)
, (3.28)

the global scattering smearing kernel. This global scattering smearing kernel gener-

alizes the massless smearing written down in [23], and was also recently obtained by

requiring the consistency with HKLL formula [93] (where they take ∆ ∼ m` → ∞

to simplify the prefactor). Note that the integration range in t is different from

[23] for massless case. In [23], the scattering smearing kernel integrates time within

t ∈ (−π/2`−δt,−π/2`+δt), because it was argued that the flat-space physics emerges

from the wave packets starting around τ = −π/2 [17], and δt exists to make sure the

in and out wave packets don’t overlap. Here we construct the scattering smearing

kernel from the exact free theory and thus the integration range runs over the reason-

able range of τ , i.e., (−π/2 − τ0, π/2 − τ0). In the next section, we prove that there

is indeed τ = −π/2 (for reference point τ0 > 0) dominates the scattering smearing

kernel and thus effectively gives t ∈ (−π/2`− δt,−π/2`+ δt).

3.2.2 Poincare quantization and the momentum space

We can also consider quantization in Poincare coordinates

ds2 =
`2

z2
(dz2 − dT 2 +

d−1∑
i=1

dY 2
i ) , (3.29)

which can be depicted as Fig 3.4. It is straightforward to work with the quantization
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τ

B
B

T Y

z

Figure 3.4: Poincare AdS only covers a wedge of global AdS. On LHS, the lines
marked B meet the global AdS boundary. B is the boundary of Poincare AdS where
CFT lives. On the RHS, we depict a local figure near B.

in this coordinate, which gives

φ =
1

√
2`

d−1
2

∫
E>|K|

dEdd−1K

(2π)
d−1

2

(
aEKe

−iET+i ~K·Y z
d
2J∆− d

2
(z|K|) + c.c

)
, (3.30)

where we denote |K| =
√
E2 −K2 > 0, and the overall factor is determined by

canonical quantization condition

[φ(Y ), πφ(Y ′)] = i
δ(d)(Y − Y ′)√

−g
, [aEK , a

†
E′K′ ] = δ(E − E ′)δ(d−1)(K −K ′) . (3.31)

Note this quantization is only valid for E > K where the momentum is time-like,

which is the necessary condition for the field to have its CFT dual. For the space-like

spectrum E < K, it is equivalent to consider Euclidean AdS, and this quantization

crashes because of the divergence at Poincare horizon z → 0. Instead of the Bessel

function of the first kind, the quantization for spatial momentum should be expanded

by the modified Bessel function of the second kind Kν which does, however, not

have the appropriate fall-off to admit operator dual. We shall emphasize it does

not contradict the Euclidean AdS/CFT, it only indicates that in Euclidean space

the quantization of CFT operators is not compatible with the bulk quantization

described above if we persist AdS. Nevertheless, [26] established a flat-space limit in

the momentum space for spatial momentum, and the price is to have an imaginary

momentum in the bulk. We show in appendix A.1 their limit is equivalent to ours

but wick rotates z → iz, which in effect analytically continues AdS to dS.
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The scalar field in flat-space is standardly quantized via

ϕ =

∫
ddk

(2π)d2ω

(
ake
−iωt+~k·x + a†ke

iωt−i~k·x) , (3.32)

where

[ϕ(x), πϕ(x′)] = iδ(d)(x− x′) , [ak, a
†
k′ ] = (2π)d2ωδ(d)(k − k′) . (3.33)

Our first goal is thus to understand that how the flat-space limit brings (3.30) to

(3.32). For this purpose, we change the variables

z = e
xd
` , (3.34)

such that the limit `→∞ would nicely give rise to Minkowski space

ds2 = −dt2 +
d∑
i=1

dx2
i , t = `T , xi<d = `Yi . (3.35)

To fully understand the flat-space limit of quantization, we have to clarify ` → ∞

limit of mode functions. As before, the Fourier phase factor is trivial, we just need

to take the energy and the momenta in AdS scaling as `, i.e., E = ω` ,K = k`.

Probing the large ` limit of Bessel functions is more technically difficult. We shall

first explicitly write down the series representation of Bessel function

Jν(x) = (
1

2
x)ν

∞∑
n=0

(−1)n
(

1
4
x2
)n

Γ(ν + n+ 1)Γ(n+ 1)
, (3.36)

and we should be interested in its limit at ν, x→∞ with ν/x fixed. The strategy is

to rewrite this series in terms of a complex integral

Jν(x) =

∫
C

dz

2πi

(
1
2
x
)2z+ν

Γ(ν + z + 1)Γ(z + 1)

eizπ

e2izπ − 1
. (3.37)

When we deform the contour to pick up poles located at z ∈ Z+, the series repre-
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z

321

Figure 3.5: The original integral contour of z, as depicted as dotted line, picks up poles
denoted as cross at positive integers, which sums to Bessel function. The contour is
deformed to pass through the saddle-points in the desired limit.

sentation (3.36) is produced. The trick to find its limit is to notice that the limit

exponentiates the integrand, and thus we can deform the integral contour to pick up

the saddle-points, which gives

Jν(x)
∣∣∣
ν,x→∞,ν/x fixed

=
e−

3iπ
4
−iχx−iχ(ν − iχ)

1
2

(iχ−ν)(ν + iχ)
1
2

(iχ+ν)

√
2π(eiπν−πχ − 1)χ

1
2

+ c.c , (3.38)

where χ =
√
x2 − ν2. The process is depicted in Fig 3.5. This trick is actually the

main tool of this paper, and we will use it to derive the flat-space limit formula in

following sections. After simple algebra, we find

J∆− d
2
(|K|z)|`→∞ = αkde

ikdxd + α†kde
−ikdxd , (3.39)

where kd =
√
|k|2 −m2 and

αkd =
ei`kd−i

π
4 (m+ ikd)

−∆
2 (m− ikd)

∆
2

√
2π`k

1
2
d

. (3.40)

Then it is readily to evaluate

φ|`→∞ =
`
d+1

2

√
2

∫
dkdd

d−1k

(2π)
d−1

2

kd
ω

(aEKαkde
−iωt+i~k·x + c.c) , (3.41)
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where the covariant momentum now is

p(d+1) = (ω, k) = (ω, ki<d, kd) = (p(d), kd) , (3.42)

which satisfies the on-shell condition trivially. We have used on-shell condition to

replace dω by dkd with a Jacobian factor kd/ω, it is then easy to observe that αkd =

(2π`kd)
− 1

2 eiα̃kd−i
π
4 , where α̃kd is purely real in the Lorentzian signature and denotes

the nontrivial phase. We thus obtain the limit for annihilation (or creation) operator

aEK |`→∞ =
1√

2`d−1(2π)d−1
α†kde

i(η+π
4

)ak , (3.43)

which suggests the same formula (3.18). We can then readily obtain the smearing

kernel in Poincare coordinate (we simply choose η = −π/4 to cancel the pure number

in the phase)

|p〉 = 21− d
2

+∆`−∆

√
Γ(1 + ∆− d

2
)

Γ(d
2
−∆)

k
1
2
d

|k|∆− d2
e−iα̃kd

∫
ddxeip

(d)·xO(T, Y )|0〉 . (3.44)

We can thus conclude

S = lim
`→∞

∫ (∏
i

ddxi2
1− d

2
+∆i`−∆i

√
Γ(1 + ∆i − d

2
)

Γ(d
2
−∆i)

k
1
2
id

|ki|∆i− d2
e−iα̃kdeip

(d)
i ·xi

)
〈O1 · · · On〉L ,

(3.45)

where the subscript L denotes the Lorentzian correlator. In other words, written in

Poincare patch, the flat-space S-matrix is simply the Fourier-transform of correlators,

up to prefactors with robust dependence on the momentum. This formula reminds us

the flat-space limit in momentum space of AdS proposed in [26] for massless particles,

which is actually related to ours by wick rotations to Euclidean CFT and is also shared

by dS flat-space limit. We explain the details in appendix A.1, and here we simply
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Figure 3.6: The red strip of boundary can reconstruct the bulk fields living in the
region enclosed by the red strip.

quote the formula

S = lim
`→∞

∫ (∏
i

ddxi2
1− d

2
+∆i`−∆i

√
Γ(1 + ∆i − d

2
)

Γ(d
2
−∆i)

ω
1
2
i

|pi|∆i− d2
e−iα̃ωeipi·xi

)
〈O1 · · · On〉E ,

(3.46)

where p is spatial and satisfies −ω2 + p2 = −m2.

3.2.3 HKLL + LSZ = scattering smearing kernel

In preceding sections, we constructed the scattering smearing kernel for both global

AdS and Poincare AdS by quantization procedures. The quantization and mode sum

approach is also used to construct the HKLL formula which reconstructs the bulk

fields from boundary CFT operators [91, 92]

φ(X) =

∫
ddPK(X;P )O(P ) , (3.47)

where X is bulk coordinate and P boundary coordinate. An illustrative example is

depicted in Fig 3.6. Eq. (3.47) is the HKLL formula encoding only the free theory. In

order to reconstruct bulk fields with interactions, the HKLL formula should include

more terms perturbatively in couplings. Nevertheless, the free theory version above is

enough for our purpose as we consider perturbative QFT: the Feynman rules consist

of only the free fields supplemented by the form of interaction vertices, while the exact
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propagator is not necessary. We can expect that the flat-space limit of HKLL formula

simply represents flat-space fields in terms of CFT operators. In flat-space, S-matrix

can be constructed from correlator of fields through LSZ reduction. For scalars, it

reads

S =

∫ ( n∏
i=1

dd+1xie
ipi·xi(p2

i +m2
i )
)
〈Tφ(x1) · · ·φ(xn)〉 , (3.48)

where T refers to time ordering. Thus it is natural that scattering smearing kernel

could be constructed by simply combining HKLL formula and LSZ reduction, in a

way that we have

S = lim
`→∞

∫ ( n∏
i=1

dd+1xid
dx′ie

ipi·xi(p2
i +m2

i )K(xi;x
′
i)
)
〈O(x′1) · · · O(x′n)〉 . (3.49)

In this subsection, we provide strong evidence that this procedure indeed works for

both global smearing and Poincare smearing. For simplicity, we consider HKLL

formula in even bulk dimensions, which is then free of logarithmic term. In odd

bulk dimensions, although HKLL formula contains a further logarithmic term, we

can argue that such a logarithmic term just gives an factor that is naturally absorbed

in the normalization.

In both global and Poincare AdS, the smearing function K in HKLL formula

eq. (3.47) is written as [92]

K(x, ρ;x′) =
(−1)

d−1
2 2∆−d−1Γ(∆− d

2
+ 1)

π
d
2 Γ(∆− d+ 1)

σ(x, x′)∆−d , (3.50)

where σ(x, x′) is the geodesic length connecting bulk points x and boundary points

x′, which reads, respectively for global and Poincare AdS

σglobal = cos(τ − τ ′)− sin ρ r̂ · r̂′ , σPoincare = z2 + |Y − Y ′|2 − |T − T ′|2 . (3.51)

To derive the scattering smearing kernel, we rewrite σ∆−d as exp[(∆− d) log σ], then

we can first integrate over xi in eq. (3.49) by picking up the saddle-points of time at
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large ` limit.

Let’s first discuss the global smearing, where we have integrands for each xi as

follows

∫
dtid

dxi exp[−iωiti + i|pi|p̂i · xi + (∆− d) log σglobal] . (3.52)

We simply slip off the normalization factor in HKLL formula (3.50). We can use

eq. (3.10) and find that there is a saddle-point for time ti

t∗i = (arctan(−i ωi
mi

) + τ ′i)` . (3.53)

Expanding the exponents around this saddle-point and integrating ti yields

∫
ddxie

−iωiτ ′i`−i(|pi|p̂i·xi−
√
ω2
i−m2

i r̂
′
i·xi) ×

√
` i−∆i+ωi`+dm

∆i−d+ 1
2

i

(ωi`−∆i)
ωi`

2

(ωi`+ ∆i)
ωi`

2

(ω2
i −m2

i )
d−∆i

2
−1 .

(3.54)

Note that we should not take the on-shell condition ω2 −m2 = |p|2 at this moment,

since there is literally not such constraint in AdS, rather we expect

|p| ∼
√
ω2 −m2 +

#

`
. (3.55)

On the other hand, keeping p2 + m2 6= 0 is helpful for keeping track of how one-

particle factor p2
i + m2

i in eq. (3.49) get canceled. In fact, we can observe that there

is a Dirac delta function of the on-shell condition coming from the remaining Fourier

factor when we integrate over xi, which can cancel one-particle factor. More precisely,

we have

∫
ddxie

−i(|pi|p̂i·xi−
√
ω2−m2r̂′i·xi) ∼ δ(d−1)(p̂i − r̂′i)

δ(|pi| −
√
ω2
i −m2

i )

|pi|d−1
. (3.56)

Now we see the delta function mapping directions appear as in eq. (3.26), and we can

directly integrated it out. If we take the on-shell condition, we then have δ(0), giving



CHAPTER 3. FLAT-SPACE LIMIT OF ADS/CFT 54

the length of radius of our effective flat-space which is of the order `. On the other

hand, the one-particle factor gives p2
i+m

2
i ∝ 2|pi|`, we can then argue that one-particle

factor and delta function of on-shell condition get canceled, leaving us kinematic factor

2|pi| with some other things to be fixed by normalization. Including additional |pi| and

1/Γ(∆− d+ 1) in HKLL formula eq. (3.50), the kinematic factor eiωitiξωi∆i
|~pi|1−∆ in

scattering smearing kernel eq. (3.28) is precisely produced! HKLL formula eq. (3.50)

also provides the Gamma function Γ(∆−d/2+1), but we still miss some normalization

factors, for example, correct scaling in `. The loss of correct normalization factors is

resulted from our rough estimate of the integral where the delta function of on-shell

condition arises. The on-shell condition is the saddle-point for |p| at large ` limit,

and a more careful analysis around this saddle-point may give rise to a function that

cancels one-particle factor and includes the correct normalization. Nevertheless, we

can fix the normalization by requiring tow-point S-matrix is canonically normalized,

as we will show in appendix A.2

S12 = 〈p1|p2〉 = (2π)d2ωδ(d)(p1 − p2) . (3.57)

The Poincare smearing follows similarly. Except now we have

∫
dTid

d−1Yidxd exp[−iωiTi`+ i~ki · Yi`+ i(kd)i(xd)i + (∆− d) log σPoincare] .(3.58)

The saddle-points of Ti and Yi are

Ti − T ′i = −iωi(mi + i(kd)i)

|ki|
, Yi − Y ′i = −iki(mi + i(kd)i)

|ki|
. (3.59)

Let’s only look into the important exponent. We find, after integrating out Ti and Yi∫
dxde

−ipi·xi+i(kd−
√
|k|2−m2xd)e−iα̃kd (· · · ) , (3.60)

where (· · · ) represents those not-so-essential factors that could be fixed by eq. (3.57).

Note the Fourier-transform factor of Poincare smearing kernel (3.45) already appears,
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while the further integration over xd gives, as in global case, the on-shell condition

that is about to get canceled by one-particle factor.

In odd dimensions, the smearing function is modified by additional factor of log σ.

However, such logarithmic factor doesn’t affect the exponent and the saddle-points.

Thus it simply gives a constant log σ∗ specified to saddle-points and can be absorbed

in the normalization factor.

Now we understand the scattering smearing kernel as the flat-space limit of HKLL

bulk reconstruction, the AdS subregion duality [94, 95, 96] then suggests that a local

point (where the interactions happen) belongs to the overlap region of global and

Poincare AdS can be reconstructed either from global smearing or Poincare smearing.

It is thus not surprising that we can transform the Poincare scattering smearing to

global scattering smearing, as we will show in section 3.4.

3.3 The flat-space limit from global smearing

3.3.1 Known frameworks of the flat-space limit

We begin with briefly reviewing the existed frameworks of flat-space limit, include

Mellin space, coordinate space and partial-wave expansion, from historical point of

view without providing very technical details. We will then show these frameworks

are originated from global smearing kernel eq. (3.28) in the following subsections and

dig in more physical details there. Our focus is always the flat-space limit ` → ∞,

thus we may keep `→∞ implicit in the rest of this paper when there is no confusion.

Mellin space

• Massless

The Mellin formula (Mellin space will be reviewed shortly in the next subsection)

describing the massless scattering in the flat-space limit was first proposed in
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[22], it gives

T (sij) = `
n(d−1)

2
−d−1Γ(

∆Σ − d
2

)

∫ i∞

−i∞

dα

2πi
eαα

d−∆Σ
2 M(δij = − `

2

4α
sij) , (3.61)

where we use the shorthand notation ∆Σ =
∑n

i=1 ∆i. This formula was proved

in [23] by using the massless scattering smearing kernel (global AdS). We will

actually follow the proof [23] in appendix A.3. It also passes verification to work

for supersymmetric theories, see e.g., [98, 99, 100, 101, 102, 103, 104].

• Massive

The Mellin formula describing the massive scattering in the flat-space limit

was conjectured in [25], and was recently rederived from massive formula in

coordinate space [3]. In our conventions, it reads

m
n(d−1)

2
−d−1

1 T (sij) = ∆
n(d−1)

2
−d−1

1 M
(
δij =

∆i∆j

∆Σ

(1 +
~pi · ~pj
mimj

)
)
. (3.62)

Coordinate space

• Massless

The massless scattering written in the coordinate space only has the version for

four-point function, which first came out in [21] and was rederived from Mellin

descriptions in [22]. Analysis of contact terms of Witten diagram also suggests

the same expression [24], which also phrases the name “bulk-point limit”.

〈O1 · · · O4〉 =
4∏
i=1

C∆i

Γ(∆i)

i∆Σπ
d+3

2 `∆Σ−d

2∆Σ

∫
ds(

√
s

2
)∆Σ− d+7

2 ξ
3−d

2 K d−3
2

(
√
sξ)

iT (s, σ)

2
√
σ(1− σ)

,

(3.63)

where

ξ2 = − lim
detPij→0

`2detPij

4P12P34

√
P13P24P14P23

, σ =
P13P24

P14P23

, (3.64)



CHAPTER 3. FLAT-SPACE LIMIT OF ADS/CFT 57

X1

X2

X3

X4

P

Figure 3.7: Bulk-point kinematics in Lorentzian cylinder of AdS. X1 and X2 are at
Lorentzian time −π/2, X3 and X4 are at Lorentzian time π/2, where particles are
focused on the bulk-point P .

where detPij ∼ (z − z̄)2 ∼ 0 is called the bulk-point limit in [24]. One example

of the development of this bulk-point is to start with boundary configuration

where the Lorentzian time of O1,2 is −π/2 and the Lorentzian time of O3,4 is

π/2 [24], see Fig 3.7 (figure directly copied from [2])

• Massive

The flat-space limit for massive scattering was recently conjectured in [3] (the

same parameterization was also obtained in [93]), rather straightforward by

relating kinematics of flat-space scattering to embedding coordinate of CFT

P = (1,− ω
m
, i
~p

m
) , T (sij) = D〈O1 · · · On〉 , (3.65)

where D denotes the contact diagram in AdS, and it can represent the mo-

mentum conserving delta function being absorbed into T to give the S-matrix

conjecture [3]

S = 〈O1 · · · On〉 . (3.66)

Partial-wave expansion/phase-shift formula
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The description of flat-space limit in terms of partial-wave expansion only refers

to four-point case (where ∆2 = ∆3,∆4 = ∆1). The four-point function is ex-

panded in terms of conformal blocks, and the flat-space amplitude is expanded

in terms of the partial-waves (where the coefficients are usually named as scat-

tering phase-shift), then one has a map for coefficients of expansions.

• Massless

Expand eq. (3.63) in terms of conformal blocks and partial-waves for LHS and

RHS respectively, one can have access to the formula [24]

e−iπγn,J
cn,J

c
(0)
n,J

∣∣∣
n→∞

= e2iδJ , 4n2 = `2s . (3.67)

One example of contact diagram at leading order was verified in [24], see [105]

for examples of scalar and graviton tree-level exchange. It even passes checks

at loop level [106]. Surprisingly, this formula is recently verified to work for

gluon scattering, without referring to explicit expression of conformal blocks

and partial-waves [2].

• Massive

The phase-shift formula for massive scattering was proposed in [25]

1

NJ

∑
|∆−
√
s`|<δE

e−iπ(∆−∆1−∆2−J) c∆,J

c
(0)
∆,J

∣∣∣
∆→∞

= e2iδJ , (3.68)

where NJ is the normalization factor to make sure e2iδJ = 1 for free theory.

Recently, by doing conformal blcok/partial-wave expansion for their flat-space

limit in the coordinate space eq. (3.65), [3] managed to derive the same phase-

shift formula for identical particles.

It is not hard to see for each framework, the formulas for flat-space limit of mass-

less scattering and massive scattering are quite different. For example, the massless

Mellin formula is represented as integral over Mellin amplitudes, but massive Mellin
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formula doesn’t have any integral to perform. We expect that massless scattering

and massive scattering should be combined into one formula, as suggested by scatter-

ing smearing kernel. Meanwhile, as far as we know, some frameworks, for example,

the coordinate framework for massive scattering, still remain as a conjecture with

supportive examples [3]. In the following subsection, we will start with the global

smearing eq. (3.28) and present how all those existed descriptions of flat-space limit

naturally arise around the saddle-points of the scattering smearing kernel.

3.3.2 Mellin space and saddle-points

For our purpose, we factorize out the time dependence of the scattering smearing

kernel Ks (3.28) and denote the remaining factor as kinematic factor

∏
i

`
d−1

2
−∆iξωi∆i

|~pi|1−∆2∆iπ
d−2

2 Γ(1 + ∆i −
d

2
) = KI . (3.69)

Such a factor play its role when deriving the final formulae, but it is not relevant for

saddle-points analysis.

The n-point function in CFT and thus the corresponding AdS amplitudes can be

nicely and naturally represented in Mellin space [107, 108, 109, 22] (which is argued

to be well-defined non-perturvatively [110])

〈O1 · · · On〉 =
N

(2πi)
n(n−3)

2

∫
dδij

∏
i<j

Γ(δij)
(
Pij
)−δijM(δij) ,

∑
j 6=i

δij = ∆i ,(3.70)

where the normalization factor is

N =
π
d
2

2
Γ
(∆Σ − d

2

) n∏
i=1

C∆i

Γ
(
∆i

) , C∆ =
Γ(∆)

2π
d
2 Γ
(
∆− d

2
+ 1
) . (3.71)

In Mellin space eq. (3.70), δij is called the Mellin variables, and their integral contours

run parallel to the imaginary axis. Note in our coordinate (3.4), we have

−2Pi · Pj := Pij = 2(cos τij − p̂i · p̂j) , (3.72)
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where we have already used the fact that r̂ → p̂ due to the presence of delta function

in smearing kernel (3.26). To play with the flat-space limit of Mellin amplitudes, we

can redefine δij = `2σij. This redefinition should not be understood as that Mellin

variables in CFT depend on `, because a pure CFT correlator does not know about

`; rather, as we will show shortly, this redefinition is taken for convenience, because

the smearing kernel pushes δij to regions that can be parameterized in terms of `.

Moreover, to make order counting more obvious and straightforward, we make the

following convention

P̃ij =
|pi||pj|

2
∑

k ∆k

Pij , (3.73)

such that P̃ij is well-defined with no subtlety for taking massless limit, and from now

on we would shortly write |~p| as |p|. Such an redefinition is arbitrary and ambiguous

as soon as the prefactor is factorized into sum of pair i, j, provided the constraints of

δij, i.e.,

∑
i<j

(bi + bj)δij =
∑
i

bi∆i . (3.74)

Such a redefinition does nothing but provide additional prefactors that are not rel-

evant to saddle-points analysis. We make our choice for latter convenience. In the

flat-space limit, we can call Stirling approximation for Γ(δij) and rewrite P−δijij as an

exponent. Then, we can further add the Lagrange multiplier, which is responsible for

constraining δij, and we will have following exponent

exp[`2
∑
i<j

(−σij + σij log σij − σij log P̃ij) + i`
∑
i

ωiτi + i
∑
i

λi(
∑
j 6=i

`2σij −∆i)] .

(3.75)

It is instructive to make variable change for λi

e−iλi = βi , (3.76)
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which rewrites the exponent as

exp
[
`2
∑
i<j

(−σij + σij log σij − σij log P̃ij) + i`
∑
i

ωiτi − `2
∑
i<j

(log βi + log βj)σij +
∑
i

∆i log βi
]
.

(3.77)

We can actually immediately solve the saddle-points of above exponent for σij

σij = βiβjP̃ij . (3.78)

Substitute this saddle-point into above exponent, we obtain

exp[`2
∑
i<j

(
− βiβj

∆Σ

(cos τij|pi||pj| − ~pi · ~pj)
)

+
∑
i

∆i log βi + i`
∑
i

ωiτi] . (3.79)

we can start from this exponent and go further to solve saddle-points for τi and βi.

We assume the momentum conservation, and we can then find a very simple solution

to saddle-points equations. We can already notice the difference between massless

formula and massive formula comes from the last two terms: they do not contribute

for massless case but play their roles for massive case.

• All massless partiales

For the scattering where all particles are massless, ∆i is order 1, and thus we

could neglect the last two terms to consider the saddle-point analysis. The

equation gives below

vary τi → −
∑
i 6=k

βiβk
∆Σ

sin τik|pi||pk| = 0 ,

vary βi →
∑
i 6=k

βi
∆Σ

(− cos τik|pi||pk|+ ~pi · ~pk) = 0 . (3.80)

It is not hard to find a very simple solution to above equation

sin τij = 0 , cos τij = ±1 , βi = β , (3.81)
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where β is arbitrary. There is ± sign, because we analytically continue the

momentum such that all particles are in-going, which implies that energy ω of

some particles are negative, i.e., ω = −|p|, to guarantee the energy conservation.

The saddle-points obtained above produce the known bulk-point configurations

Fig 3.7 where massless scalars start around τi = ±π/2 [24].

• All massive particles

For scattering with all massive particles, we should scale ∆i = mi`, and all

terms in the exponent become the same order and participate in the saddle

equations

vary τi → −
∑
i 6=k

βiβk
mΣ

sin τik|pi||pk|+ iωk = 0 ,

vary βi →
∑
i 6=k

βi
mΣ

(− cos τik|pi||pj|+ ~pi · ~pk) +
mk

βk
= 0 . (3.82)

The simple solution is

sin τij = i
ωimj − ωjmi

|pi||pj|
, cos τij =

−mimj + ωiωj
|pi||pj|

, βi = i . (3.83)

We can easily verify that above solution for sin τij and cos τij is consistent on-

shell, and there is a simple solution which we can take for convenience

τi = ± arcsin
ωi
|pi|

. (3.84)

It is obvious that trivially shifting every τi above by the same constant still

satisfies eq. (3.83). Choosing a convenient reference point can be understood as

a sort of gauge choice or frame choice associated with τ translation symmetry

(which is the constant scaling symmetry of a CFT) subject to saddle constraints

eq. (3.83) and the presumed range τ ∈ (−π/2−δ, π/2−δ). Amazing part is that

the solution of τi is continuous without subtlety for massless limit, except that

βi cannot be fully determined for massless case. We can easily show that the
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solution eq. (3.84) is exactly what [3] suggests for writing the flat-space limit in

coordinate space. We only need to scale P by cos τ

P → (1,−i tan τ,
r̂

cos τ
) . (3.85)

This scaling is allowed, because in embedding space, correlators are homoge-

neous in scaling P weighted by conformal dimensions [47]. Compare with [3],

we can easily find

n0 = −i tan τ , ni =
r̂

cos τ
. (3.86)

Taking the saddle-points (3.84) (we choose the minus sign, i.e., sin τ = −ω/|p|

and cos τ = −im/|p|), it is easy to find

n0 = − ω
m
, ni = i

~p

m
, (3.87)

which is exactly eq. (2.9) in [3]! The scaling introduces 1/m, making their

parameterization [3] not suitable for addressing massless particles.

• Mixing massless and massive particles

When external particles have both massless and massive particles, the situation

makes no difference from scattering with all massive particles, thanks to analytic

property at massless limit of saddle-points τi. This fact is quite obvious but

surprising: as soon as there is one massive particle, its contribution will make

βi determined!

Some more comments come in order. First, we have to note that above saddle-

points analysis assume the energy and momentum conservation, which is, however,

not guaranteed in AdS. When taking the flat-space limit, the dominant part of the

spacetime is translational symmetric, giving rise to the conservation of the momen-

tum. This fact can be made manifest when we are deriving the flat-space formula

of Mellin amplitudes by using global scattering smearing kernel. The original scat-
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tering smearing kernel is constructed for the whole S-matrix eq. (3.27), and we can

easily subtract the identity I (which represents the free field theory) to leave only

scattering amplitudes T . It is obvious that the free QFT I corresponds to mean field

theory (MFT) of CFT, because MFT factorizes CFT correlators into several pieces

of two-point functions multiplied together

〈O1 · · · On〉 = 〈O1O2〉〈O3O4〉 · · · 〈On−1On〉+ perm , (3.88)

which gives rise to a bunch of conserving factors δ(pi + pj)

I = S12S34 · · ·Sn−1,n + perm = δ(p1 + p2)δ(p3 + p4) · · ·+ perm , (3.89)

where Sij is defined in eq. (A.4). Writing in terms of scattering amplitudes, we have

T = −i
∫
dd+1ptot

∫ n∏
i=1

dτiKs〈O1 · · · On〉c , (3.90)

where the subscript “c” denotes the connected part of CFT correlator and we utilize

an integral over ptot to eliminate the momentum conservation delta function (without

causing confusion, we will ignore the subscript for simplicity). In other words, the

momentum conservation can be understood as saddle-points of integration over ptot.

More precisely, we can define (we follow [23])

pi = p′i + q , sij = s′ij +
2n

n− 2
q · (pi + pj)−

2n2

(n− 1)(n− 2)
q2 , nq = ptot , (3.91)

where p′i and s′ij are the saddle-points of pi and sij, satisfying

∑
p′i = 0 ,

∑
j 6=i

s′ij = (n− 4)m2
i +

n∑
j=1

m2
j . (3.92)



CHAPTER 3. FLAT-SPACE LIMIT OF ADS/CFT 65

Then we could expand βi, σij and τi around their saddle-points

βi = β∗ + δβi , P̃ij =
1

2∆Σ

(
sij − (mi +mj)

2 + δsij
)
, σij =

β2

2∆Σ

(s′ij − (mi +mj)
2 + εij) ,

(3.93)

where

δsij = (−2 sin τ ∗ijδτij − cos τ ∗ijδτ
2
ij + · · · )|pi||pj| , (3.94)

and perform the integral over the fluctuations q ∼ δβi ∼ δτi ∼ εij � 1. For latter

purpose of presenting the flat-space limit in coordinate space, we may do those integral

separately. First, we integrate out εij and δβi, which is expected to take the form

〈O1 · · · On〉 =
N

(2πi)
n(n−3)

2

∫
dβD(sij, β)eS(q,δsij ,β)M

(
δij =

`2β2

2∆Σ

(
sij − (mi +mj)

2
))
.

(3.95)

We can then expand S(q, δsij, β) up to O(q2) ∼ O(δτ 2
i ), and complete the Gaussian

integral for δτi and ptot. The details are recorded in appendix A.3, and in the end we

obtain a Mellin formula in flat-space limit that applies to arbitrary external scalar

particles

T (sij) =
1

NT

∫ i∞

−i∞

dα

2iπ
eαα

d−∆Σ
2 M

(
δij = − `

2

4α

(
sij − (mi +mj)

2
))
, (3.96)

where

NT =
`
n(1−d)

2
+d+1

Γ
(

∆Σ−d
2

) . (3.97)

Let us comment briefly on why this formula governs massless formula eq. (3.61) pro-

posed in [22] and massive formula eq. (3.61) proposed in [25]. For massless scatter-

ing, due to ∆i � `, we can ignore mi in Mellin amplitudes and then the formula

comes back to eq. (3.61). On the other hand, if there exist one massive parti-
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α

−i∞

i∞

α∗

Figure 3.8: We deform the contour of α to pass through along the steepest descent
contour.

cle, then ∆Σ become parametrically large, together with eα, α
∆Σ−d

2 exponentiates

as α
∆Σ−d

2 = e
∆Σ−d

2
logα to locate the saddle-point of α

α∗ =
∆Σ

2
. (3.98)

Thus we can deform the contour of α to pass through α∗, as shown in Fig 3.8. Around

this saddle-point α∗, we have

∫ i∞

−i∞

dα

2iπ
eα+

∆Σ−d
2

logαf(α) ' e
∆Σ
2 2

1
2

(−d+∆Σ−2)∆
1
2

(d−∆Σ+1)

Σ√
π

f(α∗) , (3.99)

where the overall coefficient is precisely the large ∆Σ limit of 1/Γ((∆Σ− d)/2)! Thus

we are led to eq. (3.61).

The inverse formula of eq. (3.96) is straightforward and would be useful for going

to formula in coordinate space

M(δij) = NT
∫
dγe−γγ

∆Σ−d
2
−1T

(
sij = −4γδij

`2
+ (mi +mj)

2
)
. (3.100)

The second subtlety is about the effects of Mellin poles on saddle-points, which

were posed recently in [3]. For some analytic regions of Maldastam variables, it turns

out the deformation of integral contour to go through saddle-points along steepest

descent contour would inevitably pick up poles of Mellin amplitudes, as result, the

Mellin formula of the flat-space limit might have additional and isolated contribution
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from those Mellin poles. In terms of perturbative Witten diagram, this subtle phe-

nomenon is corresponding to the existence of Landau pole [3]. A similar phenomenon

is also observed in [33] where there exist saddle-points of AdS giving something dif-

ferent from flat-space S-matrix. We do not consider this subtlety in this paper, by

appropriately assuming a nice analytic region of Maldastam variables and restrict-

ing the Maldastam variables to physical region. Nevertheless, we expect the global

smearing kernel eq. (3.27) always works since its construction does not have any sub-

tlety. Thus we would like to think of eq. (3.27) as a definition of a certain S-matrix

in terms of a specific CFT correlator, where the underlying CFT theory should be

supported with large N limit and large gap ∆gap. The details of the CFT correlator

encode the interactions of the corresponding S-matrix, and universal properties of the

CFT correlators would also have their landing point in S-matrices. Then we might be

able to investigate the novel analytic region by directly studying analytic aspects of

eq. (3.27), provided with axioms of CFT e.g., [111]. We leave this interesting question

to future research.

3.3.3 Conformal frame subject to saddle-points

Before we move to other space, we would like to comment on the conformal frame

subject to the saddle constraints eq. (3.83), which will benefit following subsections.

The saddle-points only constrain cos τij by eq. (3.83). We can shift τi by the same

constant or shift τij by 2π without changing the saddle-points and the physics. This

reminds us the concept of frame choice. Nevertheless, it is quite trivial to shift a

constant, which is nothing but choosing a specific starting time. Much more non-

trivially, we notice that eq. (3.83) only establishes a dictionary relating the conformal

configurations to scattering kinematics. From point view of scattering process, we are

allowed to choose different scattering frames which then have different (ωi, ~pi) subject

to on-shell condition and the momentum conservation. Constrained by saddle-points

eq. (3.83), a choice of scattering frame then corresponds to a choice of conformal

frame.
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x1 = w

x3 = 1

x2 = −w

x4 = −1

Figure 3.9: Without restriction set by saddle-points, any four points of CFT can
be brought to above conformal frame. Constrained by saddle-points of points in
CFT, only massless or identical massive four-point function can have access to above
conformal frame. Figure comes from [112].

In our choice, we have explicitly

P = − i

|p|
(m,ω, i~p) . (3.101)

The i factor in front of spatial momentum ~p somehow wick rotates the spatial mo-

mentum to make (ω, i~p) map precisely to momentum of scattering. Then straight-

forwardly, the frame choice of p leads to the corresponding conformal frame P . For

instance, we are allowed to take the rest frame where ~p = 0 for massive particles, even

though P seems to divergent, it can be scaled to give P ∼ (1,−1, 0), representing the

conformal position at ∞! Let’s consider four-point case with ∆3 = ∆2,∆4 = ∆1 to

gain more insights about conformal frame constrained by eq. (3.83) and prepare for

discussions on the partial-wave expansion in subsection 3.3.5.

Consider four-point function in a CFT, it is especially useful to use the radial

frame (r, θ) (or to write w = reiθ), which makes Caimir easy to keep track of series

expansion of conformal block [112] (see Fig 3.9 for illustration)

zz̄ =
P12P34

P13P24

=
16r2

(1 + r2 + 2r cos θ)2
, (1− z)(1− z̄) =

P14P23

P13P24

=
(1 + r2 + 2r cos θ)2

(1 + r2 − 2r cos θ)2
.

(3.102)

Constrained by eq. (3.101), only massless scattering and identical massive scattering
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can have their CFT descriptions within the radial frame. Non-identical particles do

not admit the radial frame! It would be very clear to observe these facts by using the

center-of-mass frame for scattering amplitudes.

• Identical particles

The center-of-mass frame for identical particles is especially simple

p1 = (ω, pn̂) , p2 = (ω,−pn̂) , p3 = (−ω, pn̂′) , p4 = (−ω,−pn̂′) . (3.103)

These kinematic variables (ω, θ) can be related to Maldastam variables

ω =

√
s

2
, cos θ = 1 +

2t

s− 4m2
. (3.104)

Correspondingly we have

P12 = P34 = 4 , P23 = P14 = 2
(4m2 + s

4m2 − s
+ cos θ

)
, P14 = P23 = 2

(4m2 + s

4m2 − s
− cos θ

)
.

(3.105)

It is not hard to see this configuration allows the radial frame eq. (3.102) by identifying

θ to scattering angle and

s =
4m2(r − 1)2

(r + 1)2
, (3.106)

where r here can be defined by r = eiτ23 . For special case where m = 0, it is obvious

r = −1 = e−iπ.

• Non-identical particles

If m1 6= m2, it is then not possible to use the radial frame eq. (3.102). We can still

consider the center-of-mass frame, but now it is a bit more complicated in a sense

that there must be different kinematic variables

p1 = (ω1, pn̂) , p2 = (ω2,−pn̂) , p3 = (−ω2, pn̂
′) , p4 = (−ω1,−pn̂′) . (3.107)
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Useful kinematic variables now take the form

ω1 =
s+m12m̄12

2
√

2
, ω2 =

s−m12m̄12

2
√

2
, p =

1

2

√
(s−m2

12)(s− m̄2
12)

s
,

cos θ = 1 +
2st

(s−m2
12)(s− m̄2

12)
, (3.108)

where m12 = m1−m2 and m̄12 = m1 +m2. There is no way to appropriately define r

in terms of above variables to reach eq. (3.102). Nevertheless, we still have access to

convenient conformal frame, which is particularly useful for solving conformal block

at large conformal dimensions ∆,∆i (appendix A.5) and then analyzing the partial-

wave expansion for non-identical particles (subsection 3.3.5). We only need to identify

θ with scattering angle and then slightly generalize eq. (3.106)

s =
m̄2

12(r − 1)2

(r + 1)2
, cos θ = 1 +

2st

(s−m2
12)(s− m̄2

12)
. (3.109)

For m1 = m2, eq. (3.109) reduces to eq. (3.106). In this case we have

P12 = P34 =
4s

s−m2
12

, P13 = P24 =
4s(s+ t−m2

12)

(m2
12 − s)(s− m̄2

12)
,

P23 =
4s(4m2

2 − t)
(m2

12 − s)(s− m̄2
12)

, P14 =
4s(4m2

1 − t)
(m2

12 − s)(s− m̄2
12)

. (3.110)

The frame now reads (in terms of (s, t))

zz̄ =
(s− m̄2

12)2

(s+ t− m̄2
12)2

, (1− z)(1− z̄) =
m4

12 + (m̄2
12 − t)2 − 2m2

12(m̄2
12 + t)

(s+ t− m̄2
12)2

.

(3.111)

We can use eq. (3.108) and eq. (3.109) to explicitly write eq. (3.111) in terms of r and

cos θ, the final expression cannot be simplified to the radial frame eq. (3.102) unless

m1 = m2.
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3.3.4 From Mellin space to coordinate space

Recently, [3] proposed two conjectures for the (massive) flat-space limit in coordinate

space, as we reviewed in subsection 3.3.1, see eqs. (3.65) and (3.66). The key point

is the kinematic identification (3.87) that we derived. We could now find a way to

derive the flat-space limit in coordinate space by using the inverse Mellin formula

(3.100). The idea is to start from Mellin representation of n-point function in CFT

(3.70) subject to kinematic identification (3.84) and r̂ = p̂, and work out the integral

by picking up the saddle-points σij = βiβjP̃ij, which can establish a formula relating

CFT n-point function to Mellin amplitudes specified to those saddle-points. Next,

we use the inverse Mellin formula (3.100) to produce the formula directly relating

n-point function in coordinate space to flat-space scattering amplitudes or S-matrix.

Let us start with (3.95) and specify to saddle-points, we now have

〈O1 · · · On〉 =
N

(2πi)
n(n−3)

2

∫
dβD(sij, β)eS(0,δsij ,β)M

(
δij =

`2β2

2∆Σ

(
sij − (mi +mj)

2
))
,

(3.112)

where we keep δsij nonzero up to sub-leading order to regulate the integral. We will

see later that this regulation is exactly corresponding to bulk-point singularity [24].

Using (3.100) yields

〈O1 · · · On〉 =
NNT

(2πi)
n(n−3)

2

∫
dβD(sij, β)eS(0,δsij ,β)

∫
dγe−γγ

∆Σ−d
2
−1

×T
(2γβ2

∆Σ

(
− sij + (mi +mj)

2
)

+ (mi +mj)
2
)
. (3.113)

We shall explain in details on this formula for massive case and massless case sepa-

rately.
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3.3.4.1 All massless particles: bulk-point singularity

For all external particles are massless, we have

〈O1 · · · On〉 =
NNT

(2πi)
n(n−3)

2

∫
dβD(sij, β)eS(0,δsij ,β)

∫
dγe−γγ

∆Σ−d
2
−1

×T
(
− 2γβ2

∆Σ

sij

)
. (3.114)

We can redefine γ by

γ̃ = −2γβ2

∆Σ

s12 , (3.115)

which gives

〈O1 · · · On〉 =
NNT

(2πi)
n(n−3)

2

∫
dγ̃

∫
dβD(sij, β)e

S(0,δsij ,β)+
∆Σγ̃

2β2s12

(
− ∆Σ

2β2s12

)∆Σ−d
2

×γ̃
∆Σ−d

2
−1T (γ̃,

sij
s12

) . (3.116)

Now γ̃ in the amplitudes play exactly the role as scattering energy s. From appendix

A.3, we have

D(sij, β) = (−1)
1
4
n(n+1)(

`2

2∆Σ

)
1
2

∆Σ(2π)
1
2
n(n−1)β∆Σ−n

∏
i

ω∆i
i

√
(2π)n+1

detAβ
,

S(0, δsij, β) = − `
2β2

2∆Σ

(
∑
i

ωiδτi)
2 , (3.117)

where Aβ can be found in eq. (A.24). We can integrate out β to have a Bessel function.

We obtain

〈O1 · · · On〉 =
NNT

(2πi)
n(n−3)

2

∫
dγ̃D

(
sij, ωi

)
δ

1
2

(n−d−1)
(i`√γ̃
√
s12

) 1
2

(1+d−n)+∆Σ−d−2

×K d+1−n
2

(i`√γ̃δ
√
s12

)
T (γ̃,

sij
s12

) , (3.118)
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where

D
(
sij, ωi

)
=

(−1)
1
4

(n2+n+2)2
1
2

((n2−3n−2)+d−∆Σ)∆
1−n

2
Σ `n+1π

1
2

(n2−3n−2)

s12

∏
i

ω∆i
i

√
(2π)n+1

detAβ
.

(3.119)

Note we use a shorthand notation δ =
∑

i ωiδτi. Taking n = 4, above formula reduces

to known massless flat-space limit formula first proposed in [21]. More specifically,

we can neaten up eq. (3.118)

〈O1 · · · O4〉 =
4∏
i=1

C∆i

Γ(∆i)

iπ
d+3

2 `∆Σ− 3
2

(d−1)

2∆Σ+1

∫
ds(

i
√
s

2
)∆Σ− d+7

2 ε
3−d

2 K d−3
2

(i`
√
sε)

iT (s, θ)

| sin θ|
,

(3.120)

where ε = δ/
√
s12. We use the standard notation for scattering energy i.e., s = γ̃,

and θ is the scattering angle cos θ = 1 + 2t/s. We can see eq. (3.120) precisely

give eq. (3.63) that is proposed in [21], provided with iε = ξ and eq. (3.105) (where

m = 0). The same formula was also understood as bulk-point singularity in CFT [24],

because integrating over γ̃ leads to divergence in δ = 0, and this is also the reason

we keep δ 6= 0 to regulate the answer. In terms of cross-ratio (z, z̄), the singularity

ε → 0 is actually z − z̄	 → 0 where 	 represents the analytic continuation which is

automatically done in our discussion.

3.3.4.2 Include massive particles

As we explain in the previous subsection, if at least one external particle is massive,

β and γ pick their saddle-points up

β∗ = i , γ∗ =
∆Σ

2
. (3.121)
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1

2

3

n

· · ·

Figure 3.10: The contact Witten diagram. The dots represents other legs.

So the formula (3.113) simply becomes

〈O1 · · · On〉 =
N `

n(1−d)
2

+d+1

(2πi)
n(n−3)

2

F(sij)T (sij) , (3.122)

where F(sij) is the determinant factor and the rest exponents from picking up saddle-

points of β and γ

F = (−1)
1
4
n(n+1)(

`2

2∆Σ

)
1
2

∆Σ(2π)
1
2

(n2−3n−2)
∏
i

|pi|∆i i∆Σ−ne−
1
2

∆Σ

√
(2π)n

det(Aij)

∣∣∣
β=i

,

(3.123)

Let us explain this factor F(sij) together with the normalization. Assume we consider

the simplest contact interaction with no any derivatives

Lint = φ1φ2 · · ·φn . (3.124)

This contact interaction is illustrated using Witten diagram in Fig 3.10. In flat-space,

this kind of contact interaction simply gives T (sij) = 1, which indicates that the factor

F(sij) is nothing more than contact Witten diagram at large AdS radius limit `→∞.

This fact was verified for n = 4 identical particles in [3] and for non-identical particles

in appendix A.4. Now we can see that the formula (3.122) is exactly the amplitudes

conjecture of the flat-space limit in coordinate space [3]. Moreover, [3] shows that

the contact Witten diagram can actually give rise to momentum conservation delta

function, see also appendix A.4 for a more general case. Since the contact Witten

diagram can be understood as delta function of momentum conservation, multiplying
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it with amplitudes will then be interpreted as S-matrix which equates CFT correlator.

3.3.5 From coordinate space to partial-waves

To consider partial-waves, we focus on four-point amplitudes. It is natural to start

with the flat-space limit in the coordinate space and then expand CFT and amplitudes

in terms of conformal blocks and partial-waves respectively. As consequence, a dic-

tionary map between phase-shift and the OPE coefficients (together with anomalous

dimensions) can be established. At tree-level, such a dictionary relates the partial-

wave amplitudes to the anomalous-dimensions at leading order.

Represented by partial-waves, the massless scattering and massive scattering is

sharply distinguished. The origin of this sharp difference results from the spectra

of exchanged operators in four-point function of a CFT 〈O1O2O2O1〉, which can be

approximately represented as the double-twist family [53]

[O1O2]n,J = O1∂
2n∂µ1 · · · ∂µJO2 , ∆ = ∆1 + ∆2 + J + 2n+ γn,J , (3.125)

where γn,J is the anomalous dimension. For external massless particles where ∆1 ∼

∆2 ∼ O(1), the four-point function is dominated by massive exchanged particles

∆ ∼ 2n→∞, effectively making n continuous. On the other hand, for massive O1 or

O2, double-twist dimension ∆ is already large, and thus we should include all integer

n.

We will need the conformal block in a limit that the exchanged operator is heavy,

i.e., large ∆ limit [113]

G∆,J(r, θ)|∆→∞ =
J !

(d− 2)J

(4r)∆C
d
2
−1

J (cos θ)

(1− r2)
d
2
−1
√

(1 + r2)2 − 4r2 cos2 θ
. (3.126)

Nonetheless, we should not take eq. (3.126) for granted. This conformal block eq. (3.126)

assumes ∆i � ∆ and thus is only applicable for massless scattering in principle. For

massive scattering, we have additional large parameters ∆i ∼ ∆, which may modify

eq. (3.126). Fortunately, as we will see in appendix A.5, only ∆12 can appear in the
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Casimir equation eq. (A.63). Thus eq. (3.126) is still valid for identical masses. [3]

considers identical particles and apply eq. (3.126) to study partial-wave/phase-shift

formula. A worse situation is the scattering with non-identical massive particles,

where a standard (r, θ) frame breaks down, thus we have to be careful about the

conformal block eq. (3.126). In appendix A.5, we focus on non-identical operators

and adopt a new conformal frame (see eq. (A.65)) which reduces to eq. (3.109) and

(3.111) when ∆ =
√
s`. We solve the conformal block, and surprisingly, the expression

eq. (3.126) is still valid, but with slightly modified normalization and (r, θ) defined

differently!

The dictionary are nicely presented in the literature for both massless amplitudes

and massive amplitudes, here we will derive them in a hopefully original way.

3.3.5.1 Massless phase-shift

For massless case, the conformal block eq. (3.126) can be further modified. Notice

there is bulk-point singularity ε → 0 (according to eq. (3.105), we should then have

r = e−iε−iπ), which could be served as UV cut-off of spectrum ∆. Thus a more

physical limit is taking ∆ → ∞, r → 1 but keeping ∆ε fixed. The conformal block

with this limit (analytically continued to Lorentzian signature) is [24]

G∆,J(e−iε−iπ, θ) =
2

1−d
2

+2∆J !e−iπ∆

√
π(d− 2)J

√
∆(iε)

3−d
2 K d−3

2
(i∆ε)

C
d
2
−1

J (cos θ)

| sin θ|
. (3.127)

The four-point function can be expanded in terms of this conformal block, namely

〈O1 · · · O4〉c = 4−(∆1+∆2)
∑
n,J

an,JG∆,J(e−iε−iπ, θ) . (3.128)

On the other hand, the amplitudes T can take the partial-wave expansion

T =
∑
J

2d+1(2J + d− 2)π
d−1

2 Γ(d− 2)

Γ(1
2
(d− 1))

1

s
d−3

2

aJC
d
2
−1

J (cos θ) , aJ = i(1− e2iδJ ) ,

(3.129)
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where aJ is called the partial-wave amplitudes and δJ is the scattering phase-shift.

Comparing eq. (3.120) with the conformal block expansion eq. (3.128), it is not hard

to find perfect match with the following dictionary, which is expected to be valid to

any loop order and even nonperturbatively [106]

e−iπγn,J
cn,J

c
(0)
n,J

∣∣∣
n→∞

= e2iδJ , 4n2 = `2s , (3.130)

where c(0)
n,J is the OPE coefficients in MFT that can sum to disconnected contribution

[53]

c
(0)
n,J =

√
π(d+ 2J − 2)Γ(d+ J − 2)2−d+3

Γ
(
d
2
− 1

2

)
Γ(J + 1)Γ(n+ 1)Γ

(
d
2

+ J + n
) ×

(
−d

2
+ ∆1 + 1

)
n

(
−d

2
+ ∆2 + 1

)
n

(∆1)J+n (∆2)J+n

(−d+ n+ ∆1 + ∆2 + 1)n (J + 2n+ ∆1 + ∆2 − 1)J
(
−d

2
+ J + n+ ∆1 + ∆2

)
n

.

(3.131)

At tree-level (i.e, 1/N2 order), it reduces to a more familiar formula γn,J |n→∞ =

−1/πaJ [24], which is verified to be valid even for gluons [2].

3.3.5.2 Massive phase-shift

We work with n = 4 for eq. (3.122)

〈O1 · · · O4〉c = N 2
3
2
−4∆̄12`1−d+∆̄12π

d
2

+1e−∆̄12+iπ∆̄12m̄1−∆̄12
12 (s−m2

12)∆̄12(s− m̄2
12)∆̄12√

(s− m̄2
12)(4m1m2 − t)(s+ t−m2

12)
×

iT (s, t) . (3.132)

Similar to massless scattering, we should then do conformal block and partial-wave ex-

pansion. The partial-wave expansion of amplitudes is rather straightforward, slightly

generalizing eq. (3.129) to account for massive phase-space volume (see appendix



CHAPTER 3. FLAT-SPACE LIMIT OF ADS/CFT 78

A.4)

T =
∑
J

2d+1(2J + d− 2)π
d−1

2 Γ(d− 2)

Γ(1
2
(d− 1))

s
d−1

2

(s−m2
12)

d−2
2 (s− m̄2

12)
d−2

2

aJC
d
2
−1

J (cos θ) ,

(3.133)

On the other hand, expanding the conformal correlator in terms of conformal block

is a bit technically subtle. We use the conformal block eq. (A.70) we solve in appendix

A.5. Carefully include all relevant factor, we have conformal block expansion

〈O1 · · · O4〉 =
(s−m2

12)∆̄12(s+ t−m2
12)∆12

4∆̄12s∆̄12(4m2
1 − t)∆12

×

∑
∆,J

c∆,J

(m2
12(1 + r2

∆ + 2r∆η∆) +m2(1 + r2
∆ − 2r∆η∆) + 2m12m(1− r2

∆)

(m2 −m2
12(1 + r2

∆ + 2r∆η∆)2)

)∆12
2
g∆,J(r∆, η∆) ,

(3.134)

where (r∆, η∆) is defined by (w, w̄) in eq. (A.65). We emphasize here that (r∆, η∆) is

not (r, η = cos θ) defined via (s, t) in eq. (3.109). They only match when ∆ =
√
s`.

More general, when ∆ deviates from
√
s`, we find

r∆ =
m̄12 −

√
s

m̄12 +
√
s
− 2m2

12m̄12(m̄12 −
√
s)

(
√
s+ m̄12)(m̄2

12(m2
12 − s) + st)

δ + · · · ,

η∆ =
s(m̄2

12 − s− 2t) +m2
12(s− m̄2

12)

(m2
12 − s)(s− m̄2

12)
+

4m2
12

√
st(m2

12(s− m̄2
12)− s(−m̄2

12 + s+ t))

(m2
12 − s)2(s− m̄2

12)(s(t− m̄2
12) +m2

12m̄
2
12)

δ + · · · ,

(3.135)

where δ = m−
√
s. On the other hand, we can factorize MFT OPE c

(0)
∆,J out, which

exponentiates

c
(0)
∆,J =

2d+2`−
d
2 (d+ 2J − 2)Γ(d+ J − 2)
√
πΓ(d−1

2
)Γ(J + 1)

m
3d
2
−2∆(m−m12)∆−∆12− d2 (m+m12)∆+∆12− d2×

(m− m̄12)∆̄12−∆− d
2 (m̄12 +m)∆̄12+∆− 3d

2 (m̄12 −m12)2∆2+ d
2 (m̄12 +m12)

d
2
−2∆1 . (3.136)

We assume c∆,J/c
(0)
∆,J does not have further exponentially large factor, then we can
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use this MFT OPE and single out ∆ dependence of (r∆, η∆) (i.e, use eq. (3.135)) to

estimate the weighted sum of eq. (3.134). ultimately, we find an exponential factor

Eδ = exp
[
− `δ2sm̄12 (−m̄2

12 +m2
12 + t)

(m̄12 −
√
s) (m̄12 +

√
s) (s (m̄2

12 − t)−m2
12m̄

2
12)

]
. (3.137)

The appearance of this exponential factor extends the finding in [3] to non-identical

particles. This exponential factor decays if ∆ −
√
s` is large enough to go beyond

O(
√
`), which then effectively creates a spectra window together with additional factor

that measures the width of the Gaussian distribution

∑
∆,J

(· · · )Eδ '
∑
J

1

NJ

∑
|∆−
√
s`|<δE

(· · · )×
(π` (m̄12 −

√
s) (m̄12 +

√
s) (s (m̄2

12 − t)−m2
12m̄

2
12)

sm̄12 (−m̄2
12 +m2

12 + t)

) 1
2
,

(3.138)

where δE � O(
√
`). Usually, include the exponential Gaussian factor, we could ignore

the sum or integral and evaluate everything at the origin of Gaussian distribution

multiplied by Gaussian width factor. However, we will see (· · · ) contains phase factor

e−iπ∆ which is then sensitive to finite change of ∆. Thus we keep the sum here but

now the sum runs over a small window. 1/NJ appears to compensate for the remained

sum and keep the normalization. The form of this window sum is exactly the one in

[25]. Gather all factors, we find

〈O1 · · · O4〉
Dc

=− i
∑
J

1

NJ

∑
|∆−
√
s`|<δE

e−iπ(∆−∆1−∆2) c∆,J

c
(0)
∆,J

× 2d+1(2J + d− 2)π
d−1

2 Γ(d− 2)

Γ(1
2
(d− 1))

×

s
d−1

2

(s−m2
12)

d−2
2 (s− m̄2

12)
d−2

2

C
d
2
−1

J (η) , (3.139)

where

Dc = iN 2
3
2
−4∆̄12`1−d+∆̄12π

d
2

+1e−∆̄12m̄1−∆̄12
12 (s−m2

12)∆̄12(s− m̄2
12)∆̄12√

(s− m̄2
12)(4m1m2 − t)(s+ t−m2

12)
. (3.140)
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Use eq. (3.132) (subtract the MFT part) and compare to eq. (3.133), we conclude

e2iδJ =
1

NJ

∑
|∆−
√
s`|<δE

e−iπ(∆−∆1−∆2) c∆,J

c
(0)
∆,J

. (3.141)

For MFT, we can estimate NJ

NJ ' 2δE , (3.142)

which is also consistent with what found in [3]. It is pointed out that there are some

bound states below ∆ = ∆1 + ∆2, we refer [3] for more discussions.

3.4 Momentum-coordinate duality

The last section is devoted to discussions of variants stemming from the global scat-

tering smearing. In addition to those flat-space limits discussed in the last section,

we can also construct the flat-space amplitudes from momentum space of a CFT,

as originally suggested by [26]. The origin of this momentum space prescription is

Poincare AdS reconstruction. Naturally, we should ask, can we also establish connec-

tions between global scattering smearing and Poincare scattering smearing?

The answer is positive. Intuitively, when the AdS radius is large enough, the wave

packets propagate freely in the bulk until they scatter through each other around

a bulk region which is extremely local compared to the AdS radius. This region is

where the flat-space S-matrix can be defined and we may call it the scattering region

[114]. Physically, the scattering smearing kernel describes the bulk reconstruction of

scattering region. The scattering region we are going to reconstruct must fall in one

subregion A of AdS, then according to the subregion duality, this scattering region

can be reconstructed from smearing over the subregion of boundary Ab spanned by

A. For example, applying to one Poincare patch, we can reconstruct any scattering

region inside the patch by the full Md plane (which can be wick rotated to Rd),

which is exactly what we find in eq. (3.45): reconstruct the scattering in terms of
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Md Rd R× Sd−1 Lorentzian R× Sd−1wick rotation wick rotationconformal
map

Figure 3.11: The analytic operations taking CFT on Md to CFT on Lorentzian
R× Sd−1.

the CFT correlator in the momentum space. Meanwhile, it is also possible to find

another AdS subregion B which has overlap with A, and the overlap includes the

same scattering region. If B’s spanned boundary region Bb is different from Ab, then

we can reconstruct the same S-matrix by two different CFT prescriptions. In a very

robust way, since the S-matrix is the same one defined in the same scattering region,

the two prescriptions of CFT correlators should be identified.

A bit trivial use of the idea suggested by subregion duality described above is to

take A a certain Poincare patch and B the global AdS, as we study in this paper. Then

we should be able to equate the global scattering smearing and Poincare scattering

smearing, giving

(
∏
i

√
kid|ki|∆i− d2 e−iα̃kid )〈O1(ω1`,k1`) · · · On(ωn`,kn`)〉L

=

∫ (∏
i

dτie
iωiτi``−

d−1
2 ξωi∆i

|~pi|1−∆i2
d
2
−1π

d−1
2

)
〈O1(τ1, p̂1) · · · On(τn, p̂n)〉 , (3.143)

where we eliminate Gamma functions by assuming large ∆i. For those finite ∆i, the

normalization depending on only Gamma functions can be easily restored. This equa-

tion (3.143) establishes a relation representing the Lorentzian CFT in the momentum

space (with large momentum) by the CFT on Lorentzian R×Sd−1. We call this rela-

tion the momentum-coordinate duality of a CFT. Such a duality is highly nontrivial,

it connects two very different space of CFT, which can not be simply transformed via

conformal map but via tricky operations as shown in Fig 3.11.

However, the momentum space in the Lorentzian signature is quite hard to keep

track of, thus we may use a mild version of momentum-coordinate duality, start-

ing with the middle of Fig 3.11 where the momentum space is already analytically
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continued to Euclidean space

〈O1(p1`) · · · On(pn`)〉E =

∫ (∏
i

dτie
iωiτi``−

d−1
2
ξωi∆i

|~pi|1+ d
2

√
ωi

eiα̃ωi2
d
2
−1π

d−1
2

)
×

〈O1(τ1, p̂1) · · · On(τn, p̂n)〉 . (3.144)

How is this momentum-coordinate duality possible? Note that the momentum of

CFT is parametrically large, scaling as `. This fact implies that the Fourier-transform

can be approximately evaluated by some saddle-points. Let’s play with single Fourier

transform of one operator

∫
ddXeip·X`Oflat(X) . (3.145)

To make contact with LHS of eq, (3.144), we make a conformal transformation, map-

ping Oflat to Ocyl (see [115] eq. (93) for this map)

∫
ddXeip·X`Oflat(X)→

∫
dτdΩd−1e

−i`peτΩp·Ω−(∆−d)τOcyl(τ, n̂) , (3.146)

where we have used

r =
√
X2 = eτ . (3.147)

Then we just wick rotate τ → iτ and play with

∫
dτdΩd−1e

i`peiτΩp·Ω−i(∆−d)τO(τ, n̂) . (3.148)

Since it is not possible for CFT correlators to develop exponentially growing factors

of n̂, we can then approximate the integral of Ωd−1 by the saddle-points of n̂ in the

Fourier factor. The saddle-points are precisely those directions along the momentum,

i.e., n̂ = p̂ !

∫
dτdΩd−1e

i`peiτΩp·Ω−i(∆−d)τO(τ, n̂) =

∫
dτ
(2π

p`

) d−1
2 ei`pe

−iτ−i(∆− 1
2

)τO(τ, p̂) . (3.149)



CHAPTER 3. FLAT-SPACE LIMIT OF ADS/CFT 83

It comes close to the LHS of eq. (3.144), but we still have to figure out how Fourier fac-

tor depending on τ can be identical. Note the extremum of the remaining exponents

in eq. (3.149) is not giving the correct saddle-points of τ , because CFT correlators

develop further exponential growing terms involving τ . As we show in the last section

3.3, the global smearing kernel is not the end of the story, the τ integral can actually

be dominated by saddle-points eq. (3.84). We can see, if we use eq. (3.149) rather

than the global smearing kernel eq. (3.28), we only need to slightly change the first

line of eq. (3.82)

−
∑
i 6=k

βiβk
mΣ

sin τik|pi||pk|+ i(e−iτip−mτi) = 0 , (3.150)

which gives rise to the exactly same saddle-points eq. (3.84)! Thus we can simply

estimate e−iτ around these saddle-points just for showing eq. (3.149) can be identified

to global smearing,

eiτ ' eiτ
∗
(1 + i(τ − τ ∗)) . (3.151)

Picking up the linear τ term, it explicitly gives

exp[i`peiτ
∗ − i∆τ ∗] = eiωτ . (3.152)

Other terms with τ ∗ simply gives

ξω,∆e
iα̃ω , (3.153)

both giving rise to ξ factor and cancelling e−iα̃ω . Till now we basically show

∫
ddXeip·X`Oflat(X) ∼

∫
dτeiωτO(τ, p̂) . (3.154)

However, we have to note that using the described trick is not possible to exactly

determine the correct normalization, because we partially use the saddle-points ap-
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proximation, which completely ruin the information of normalization 3. Nevertheless,

as the form eiωτ is established, we can easily normalize it as shown in Appendix A.2.

As summary, we use the notation of subregion duality to relate the global scat-

tering smearing and Poincare scattering smearing, which indicates the momentum-

coordinate duality. Although the examples of global AdS and Poincare AdS are a

bit trivial, this notion of duality has its potential to be more general. The scattering

region, as shown in [114] recently, must lie in the connected entanglement wedge of

boundary subregion where CFT correlators are defined. We may find different entan-

glement wedges contain the same scattering region, and then it is possible to connect

different CFT prescriptions by saddle-points approximation. We leave this idea for

future work.

3.5 Fun with spinning flat-space limit

In this section, we aim to gain some insights about the flat-space limit for spinning

operators/particles. We do not have a much rigorous way to present a convincing

formula for flat-space limit of spinning operators, but it is quite natural to state

that the saddle-points of embedding coordinate should not change even for spinning

particles. A new building block for spinning operators is the embedding polarization

Z, which is subject to null conditions

Z2 = 0 , Z · P = 0 , (3.155)

and the redundancy Z ' Z + #P . Constrained by these conditions, we conjecture

the following parameterization

P = − i

|p|
(m,ω, i~p) , Z = (

~p · ~ε
ω −m

,
~p · ~ε
ω −m

, i~ε) , (3.156)

3One can convince himself about this fact by a simple example
∫
dxe`a

3 log x−1/3`x3

f(x) where
f(x) has no large exponential terms. If we directly evaluate it by saddle-point approach, we obtain√

2π/(3`)aa
3`−1/2e−a

3`/3f(a). However, if we first linearize log x around x = a, and then evaluate
the integral using saddle-point, we find

√
π/`aa

3`−1/2e−a
3`/3f(a), which is basically the same answer

but losing a numerical factor of normalization
√

2/3.
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where ~ε represents the spatial polarization and is null ~ε · ~ε = 0. Since we have no

way to fix appropriate overall factor for Z, we will not give ourselves a hard time

on normalization throughout this section. Not exactly similar to P where (ω, i~p) in

P is the wick rotated momentum p, (~p · ~ε/(ω −m), i~ε) in Z is not the wick rotated

polarization ε except for massless case.

We will play with photon-photon-massive three-point function 〈V VO〉 using eq. (3.156).

We will verify that the flat-space limit indeed gives rise to correct three-point ampli-

tudes in QFT.

In [2], the authors construct the helicity basis for d = 3 CFT. The helicity basis

resembles the helicity states in QFT and is found to diagonalize three-point pairing,

shadow matrix, OPE matrix and parity-conserving anomalous dimensions of gluon

scattering at tree level, where the partial-wave expansion is also found to satisfy bulk-

point phase-shift formula eq. (3.130) compared to flat-space gluon amplitudes [2]. It

is then of interest to ask: does three-point function in helicity basis already match

with three-point amplitude?

The construction of helicity basis starts with working in the conformal frame

(0, x,∞) and then Fourier-transform x to p, though the concept of helicity is naturally

conformal invariant [2]. The trick is to use SO(2) which stablize p to label the helicity,

separating the indices that are perpendicular or along p. The constructed structure is

then automatically orthogonal with respect to contracting p. As discussed in [2], this

trick is easily to extend to higher dimensions, where one organize the structures by

SO(d− 1) subgroup that fixes p. One can perform the dimension reduction of SO(d)

group to SO(d−1), which lists perpendicular indices J ′ < J for spin J operator. The

following differential operator help single out the perpendicular indices

P(k)
ε =

(
1− 2k(p · ε)k

p2k(d− 2− k − 2 + 2n)k
pµDεµ

)
P(k−1)
ε , P(0)

ε = 1 , (3.157)

where the differential operator Dεµ is used to restore the indices from ε [116]

Dεµ = (
d

2
− 1 + ε · ∂

∂ε
)
∂

∂εµ
− 1

2
εµ

∂2

∂ε · ∂ε
. (3.158)
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The parity-even three-point structures can then be constructed 4

T i1,i2,i3123 (p) ∝ (p · ε1)J1−i1(p · ε2)J2−i2(p · ε3)J3−i3pα ×

P(i1)
ε1
P(i2)
ε2
P(i3)
ε3

(ε1 · ε2)
i123

2 (ε1 · ε3)
i132

2 (ε2 · ε3)
i231

2 , (3.159)

where iabc = ia + ib − ic and α = ∆123 − (J1 − i1) − (J2 − i2) − (J3 − i3) (we also

denote ∆123 = ∆1 + ∆2 − ∆3). By taking different integers from 0 to J1, J2 for i1,

i2 respectively followed by taking i3 among |i1 − i2|, |i1 − i2| + 2, · · · i1 + i2, different

structures that are orthogonal in p can thus be produced. The overall normalization is

not relevant to our purpose. This construction follows the same spirit of construction

of scattering amplitudes using center-of-mass frame, ensuring a counting map to flat-

space [117].

We will be focusing on conserved spin-1 operator, which is dual to photon or more

general gluon (the difference is the color structure encoded in OPE). There are two

parity-even structures [2]

Tp =
{ [p2(ε1 · ε3)− (p · ε1)(p · ε3)] [p2(ε2 · ε3)− (p · ε2)(p · ε3)]

(p · ε3)2
− p2(ε1 · ε2)− (p · ε1)(p · ε2)

d− 1
,

p2(ε1 · ε2)− (p · ε1)(p · ε2)
}

(p · ε3)J3pd−4−∆3−J3 . (3.160)

We can Fourier-transform these structures back to coordinate space and rewrite in

terms of embedding formalism

Tx = MV .BV , (3.161)

4We constructed these structures with Simon Caron-Huot during the preparation of [2]. [2] only
presents d = 3 case, where these structures reduce to parity-even helicity basis.
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where BV is the basis constructed in embedding space

BV =
1

P
1
2

(2d−∆3−J3)

12 P
1
2

(∆3+J3)

13 P
1
2

(∆3+J3)

23

×{
−H12(−V3)J3 , H31H23(−V3)J3−2 , V1V2(−V3)J3 , H31V2(−V3)J3−1 , H23V1(−V3)J3−1

}
,

(3.162)

in which we follow [47] to define

Hij = −2 (Pi · PjZi · Zj − Pi · ZjPj · Zi) , Vi := Vi,jk =
Pi · PkPj · Zi − Pi · PjPk · Zi

Pj · Pk
.

(3.163)

The 2× 5 matrix MV is given below 2nβ
1−d

−J3+(d−1)(2−∆̃3)2

d−1
2n(4−2d(n+1)−4J3)

1−d
2n(J3−(d−1)(∆̃3−2))

1−d
2n(J3−(d−1)(∆̃3−2))

1−d

2n(d− β − 1) (1− J3)J3 2n(2J3 + β) −2nJ3 −2nJ3

 ,

(3.164)

where we have defined J3 = J3(J3 +d−2), ∆3−J3 = 2(d−2+n) and ∆̃3 = d−∆3 to

simplify the expression. We use our parameterization eq. (3.156) with center-of-mass

frame

p1 = (ω, ~p) , p2 = (ω,−~p) , p3 = (−2ω, 0) , (3.165)

where we set |p3| = 0 by scaling P3. Since O3 is massive, we should scale it ∆3 ∼ m3`

and only keep the leading term that dominates at `→∞. In the end, by identifying

ε = ~ε, p = |~p| we find

Tx ∝ ∆2
3Tp . (3.166)

This is a spinning version of momentum-coordinate duality we discuss in the previous

section!
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They are also equal to three-point amplitudes in flat-space, where the correspond-

ing vertex is [118] (for simplicity, we consider photon, while gluon follows similarly)

{
∂µ1 · · · ∂µJ3−2

FµJ3−1νFµJ3

νOµ1···µJ3 , ∂µ1 · · · ∂µJ3
(FµνF

µν)2Oµ1···µJ3

}
. (3.167)

By Feynman rule, we can easily read off the three-point amplitudes. We still adopt

the center-of-mass frame eq. (3.165). After making orthogonal combination of these

vertices, we indeed verify

Tamp ∝
∫
ddxeip·x〈V (0)V (x)O(∞)〉 ∝ 〈V (0)V (x)O(∞)〉 . (3.168)

We verify that the structures eq. (4.7) are indeed corresponding to nicely orthog-

onal structures of amplitude, however, there is a puzzle. Using eq. (4.7), [2] find

a messily non-diagonal shadow and OPE matrices except for d = 3 even for MFT,

which is counterintuitive comparing to amplitude. The resolution is simple. We have

to notice that the OPE matrix contains ratio of rational function of ∆ where ∆ is

the conformal dimension of exchanged operator that is massive. To match with flat-

space, we should really take ∆→∞ and keep the leading term. The leading term is

perfectly diagonal (the OPE matrix remains diagonal up to O(1/∆2))

cMFT(∆, J) =
1

2(d− 2)2(d− 1)3

 1 0

0 (J−1)J
(d−2)(d+J−2)(d+J−1)

 , (3.169)

which readily generalizes d = 3 diagonal OPE matrix obtained in [2].

3.6 Conclusion

In this paper, we constructed the scattering smearing kernels for both global AdS

(eq. (3.27)) and Poincare AdS (eq. (3.45)), which represent flat-space S-matrix in d+1

in terms of CFT correlator in d. We found that the scattering smearing kernel from

Poincare AdS is a simple Fourier factor that brings the CFT correlator to momentum



CHAPTER 3. FLAT-SPACE LIMIT OF ADS/CFT 89

space. The scattering smearing kernel from global AdS is more nontrivial, and we

found that it is served as the unified origin of other known frameworks of flat-space

limit: Mellin space, coordinate space, and partial-waves.

We focused on global AdS and employed the Mellin representation of CFT cor-

relators. We found that the scattering smearing kernel is dominated by specific con-

figurations of CFT embedding coordinate, which is the coordinate parameterization

conjectured in [3]. These kinematic saddle-points are valid regardless of mass, but

we found that one more saddle-point regarding Mellin constraints is developed for

massive scattering. According to this crucial observation, we found a Mellin formula

that unifies massless formula and massive formula, see eq. (3.96). We used the unified

Mellin formula to readily derive a unified formula describing the flat-space limit in

coordinate space eq. (3.113), which reduces to the bulk-point limit [24] for massless

scattering and also gives rise to both amplitude and S-matrix conjecture proposed

in [3]. We readily derived the phase-shift formula for massless scattering by doing

the partial-wave expansion. As the positions of CFT operators are restricted by

kinematic saddle-points, we introduced a new conformal frame, which solves the con-

formal block at the heavy limit of both internal and external conformal dimensions.

This conformal block was then used to derive a phase-shift formula for non-identical

massive scattering, proving the proposal of [25].

The notion of subregion duality suggests that the Poincare scattering smearing ker-

nel eq. (3.45) should be transformed to the global scattering smearing kernel eq. (3.45).

We thus came up with a momentum-coordinate duality, which establishes a bridge

for the large momentum limit of CFT correlator and smeared CFT correlator in the

coordinate space eq. (3.143). By analyzing the saddle-points of Fourier-transform, we

verified this duality and thus connected the flat-space limit in momentum space with

other frameworks of flat-space limit. As this final gap was filled, the main result of

this paper is to show that all existed frameworks of the flat-space limit of AdS/CFT

are equivalent.

The final part of this paper is to play with the flat-space limit for spinning op-

erators. We proposed a reasonable parameterization of embedding polarizations and
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then verified that the coordinate space and the momentum space of three-point func-

tion 〈V VO〉 in the flat-space limit are indeed equivalent to each other, and they

are equivalent to photon-photon-massive three-point amplitudes. We also quoted the

MFT OPE matrix of conserved current four-point function, which becomes diagonal

by taking the flat-space limit of intermediate operators ∆→∞.

There are some interesting questions that we do not explore in this paper. Since

OPE and anomalous dimensions in CFT can be identified to the phase-shift in QFT,

it is then natural to ask, does taking the flat-space limit of Lorentzian inversion

formula [43, 61] yield the Froissart-Gribov formula (see [119] for a review)? A related

question is that does the flat-space limit of CFT dispersive sum rule [120, 89] give

rise to dispersion relation in QFT? These questions are all relevant to analytic and

unitary properties of AdS/CFT [121, 122, 123, 124] under the flat-space limit and

the investigations of them are in active progress [33, 125]. Regarding the analytic

analysis, the AdS impact parameter space [126] can serve as an important tool (e.g.,

probe the conformal Regge limit [127]), and its flat-space limit (see, e.g., [128]) could

potentially cover large spin regime where s ∼ ∆2− J2 [33]. These aspects could shed

light on constraining AdS EFT (e.g., [77, 129]) by recently developed techniques of

numerically obtaining EFT bounds [82, 130].

It is also of great importance to derive complete formulas of flat-space limit for

spinning correlators, or at least do more examples at four-point level in terms of Mellin

space, coordinate space or partial-wave expansion, see e.g., [131, 132] for recent nice

trying. This could shed light on color-kinematic duality and double-copy relation (see

[133, 134]) in CFT (see [135, 136, 137, 138] for insightful studies in momentum space

of AdS/CFT).

Another interesting topic is to investigate the relation to celestial amplitude. Flat-

space massless four-point amplitudes, as projected to celestial sphere, develop two

lower-dimensional CFT structures with bulk-point delta function δ(z − z̄) [139], it

is then interesting to clarify its relation to bulk-point limit, as was done in four

dimensions [140].
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Chapter 4

Helicity basis for three-dimensional

conformal field theory

4.0 Bridging section

Chronologically, the manuscript that this Chapter reproduces [2] was published pre-

vious to the manuscript that Chapter 3 reproduces [1]. We arranged the order of

Chapters by following the logic “from scalar case to spinning case”: we focused on

studying the flat-space limit of scalar correlators in Chapter 3, while in this Chapter,

we explore the spinning correlators in details.

In the last Chapter, we studied the scalar amplitudes in AdS using the holographic

reconstruction of scalar fields in terms of boundary operators. The reconstruction

kernel in the flat-space limit is dominated by saddle points, which enables us to unify

different formulas for extracting scalar S-matrix in flat-space from scalar conformal

correlation functions. Those different frameworks we unify in the last Chapter have

been established and studied well in the literature for scalars [21, 22, 23, 24, 3, 25, 26].

Nevertheless, explorations based on scalar scattering are not rich enough to answer

whether local AdS scattering can reproduce and define scattering amplitudes and S-

matrix in Minkowski spacetime. Massless particles with spin, such as gluon and

graviton, play essential roles in the universe, and stringent self-consistency conditions

constrain their perturbative S-matrix. Although the spinning amplitudes are more

92
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involved than scalar amplitudes due to the spinning tensor structures, the scattering of

free particles is still trivial. One can easily diagonalize this S-matrix S = 1. However,

previous to the manuscript that this Chapter reproduces [2], it was hard to verify that

the flat-space limit of massless spinning amplitudes indeed reconstructs the S-matrix,

even for the free scattering. The reason is that the OPE matrices of mean field theory

were not diagonal in the previous basis of tensor structures [141]. We propose the

helicity basis in AdS4/CFT3. This helicity basis naturally diagonalizes the OPE of

mean field theory [2]. We also consider the tree-level scattering in AdS and explicitly

verify that the description of flat-space limit in terms of the phase shift, i.e., (3.130)

in the last Chapter, can be generalized to massless spinning particles.

Both manuscripts [1] (the last Chapter) and [2] (this Chapter) contribute to a

better understanding of the flat-space limit of AdS scattering/conformal correlators.

The last Chapter is devoted to profoundly understanding the origin and connections of

the existing formulas of flat-space limit. In contrast, this Chapter provides nontrivial

verifications of the flat-space limit for massless spinning scattering. It paves the way

to generalize the last Chapter’s analysis to spinning cases.

During the research project from which this manuscript was born, we came up

with a general construction of orthogonal three-point structures in any dimension.

Nevertheless, we only write the results of three dimensional CFT in this manuscript

[2], where the orthogonal basis can be naturally and easily interpreted as the helicity

basis. On the other hand, although the three-point structures are orthogonal in any

dimensions, we did not find that it diagonalizes OPE matrix in dimensions higher

than three. In (3.5) of the last manuscript, I found an opportunity to present the

general dimensional basis and provide evidence that the basis diagonalizes the OPE

matrix of mean field theory in the flat-space limit.

4.1 Introduction

It is an old proposition to use self-consistency conditions, such as unitarity, analyt-

icity and crossing symmetry, to “bootstrap” physical observables like the S-matrix
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of Lorentz invariant quantum field theories. Nonperturbatively, this philosophy has

been successfully applied in recent years to conformal field theories (CFT). This has

allowed to nonperturbatively explore the space of conformal theories, and to extract

precision spectra for a number of specific theories (for a review see [39]).

A surprising feature of the bootstrap is that a small number of correlators often

suffice to obtain interesting constraints. Many studies therefore focus on four-point

correlators of scalar operators. Spinning correlators are technically more complicated

but much progress has been made and numerical studies involving them are now

possible [142, 143, 144, 145, 146]. As nontrivial representations of rotation groups,

spinning operators are bound to involve fancier structures. Three-point functions,

for example, can be constructed using the embedding formalism [47, 147], and four-

point conformal blocks, key ingredient to the bootstrap, may then be obtained by

acting with corresponding spinning-up or weight-shifting operators on scalar seeds

[147, 148]. This heavy machinery comes at a cost. This is especially visible in analytic

work, which has so far specialized to limits such as free theories, the Regge limit, or

conformal collider kinematics (see for example [79, 149, 141, 150, 151, 152, 153]).

There are several motivations to pursue analytic work with spinning correlators.

A main one is the analogy with perturbative S-matrices, where massless spinning par-

ticles obey stringent self-consistency conditions. These include Weinberg’s derivation

of perturbative general relativity from soft limits [154], or to give just one more mod-

ern example, on-shell recursion relations for gluon amplitudes [155, 156]. For strongly

coupled conformal theories with a holographic AdS dual that includes weakly cou-

pled gravity, stress-tensor correlators are thus expected to strongly constrain not only

gravity, but its coupling to matter. Indeed any CFT has a stress tensor, which, like

gravity, couples to every degree of freedom.

A useful starting point for analytic approaches is good control of mean-field theory,

around which one can start various approximations, be these in large spins, large N ,

small ε, or other quantities [41, 40, 54, 55, 56, 57, 42]. When the mentioned technology

is applied to spinning correlators, the OPE data become matrices in the space of tensor

structures. But even making seemingly natural choices, one finds dense, non-diagonal
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matrices already in mean field theory (MFT) [141]! It is difficult to bring oneself to

study corrections to such a zeroth approximation.

A possible way forward is the fascinating observation that the number of spinning

structures in CFTd is identical to the number of structures for scattering amplitudes

in QFTd+1 [117]. While physically natural from the viewpoint of the bulk-point or

flat space limits of correlators, it is still unclear whether this counting extends to a

useful map beyond that limit. Indeed, the non-diagonal nature of MFT correlators

stands in sharp contrast with the QFT side, where diagonalizing trivial scattering

S = 1 was never a big challenge! We should then ask: can one find a basis of CFT

three-point structures in which MFT correlators are diagonal?

In this paper we address this question in the special case of CFT3, exploiting the

fact that in QFT4 massless particles come with two helicity states ±. We point out

that the “helicity” of a conserved current is a meaningful (crossing-symmetric) concept

also in CFT3, which formally implies that a helicity basis of three-point structures

will automatically diagonalize crossing symmetry. We will confirm this by computing

explicit OPE data in MFT, as well as the first correction to CFT3 current correlators

dual to tree-level gluon scattering in AdS4.

This paper is organized as follows. In section 4.2, we construct the helicity ba-

sis for three-point functions and explain that it diagonalizes a well-defined operator

h. We also introduce the group-theoretic concepts to be used in later sections, in-

cluding three-point pairings, shadow transforms, Euclidean and Lorentzian inversion

formula. In section 4.3, we use both inversion formulas to independently obtain

mean-field OPE data for conserved currents of various spins. In section 4.4, we apply

our scheme to study YM4/CFT3, using the Lorentzian inversion formula to extract

the analytic-in-spin part of the leading-order double-twist anomalous dimensions of

currents. In section 4.5, we explicitly check that the anomalous dimensions of the

double-twist states [V V ]n,J at large-n agree with flat-space partial waves for tree-level

gluon scattering.

This paper contains a number of technical appendices. In appendix B.1, we re-

late CFT3 three-point functions conserved currents to the bulk YM4 couplings, using
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the AdS embedding formalism. In appendix B.2, we explain how to simplify cer-

tain calculations by representing polarization vectors as spinors and give formulas

for Fourier transforms. In appendix B.3, we review the series expansion of scalar

conformal blocks. Moreover, we show how to compute OPE data for correlators that

are powers of cross-ratios multiplied with Gegenbauer polynomials, which may have

applications to other problems; we also record simplified expansions for certain scalar,

currents and stress-tensors exchanges. Finally, flat-space gluon amplitudes, including

Yang-Mills and higher-derivative couplings, are reviewed in appendix B.4.

4.2 Generalities

The structure of conformal correlators for spinning external operators is by now well

understood. Here we aim to concisely summarize key results so as to state our new

three-point structures as early as possible (eq. (4.10) below). We eschew the use

of embedding space and cross-ratios. Rather, we use conformal symmetry to place

local operators at standard locations such as (0, x,∞) as shown in figure 4.1, or

(0, x, y−1,∞) for four-points.

In this frame, three point functions for scalar operators are determined by dimen-

sional analysis up to a normalization:

T123(x) = 〈O1(0)O2(x)O3(∞)〉 =
1

|x|∆1+∆2−∆3
, |x| ≡

√
xµxµ . (4.1)

We define Oi(∞) by taking the limit x−1 → 0 in an inverted frame (with an inversion

tensor inserted for spinning operators), so it behaves as an operator of dimension −∆i

(see eq. (114) of [115]). We will often Fourier transform with respect to the second

position x:

T123(p) = 〈O1(0)O2(p)O3(∞)〉 =

∫
ddxe−ip·x〈O1(0)O2(x)O3(∞)〉. (4.2)

This was used in [141] to simplify calculations of shadow transforms and to compute

conformal pairings, which all become simple algebraic operations.
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x

O1(0)

O2(x)

O3(∞)

Figure 4.1: Conformal frame used for three-point functions: 〈O1(0)O2(x)O3(∞)〉.

It is important to note that we do not Fourier transform all operators, as is some-

times considered in the literature, e.g. in [157]. The only Fourier integrals we will

compute involve powers of a single variable as in (4.1) which are rather straightfor-

ward. Physically, singling out one operator is natural in conformal bootstrap appli-

cations, as we typically treat external and internal states asymmetrically. We think

of the third operator as the exchanged one O in the conformal block decomposition

of a four-point correlator, as shown in figure 4.2.

4.2.1 Three-point functions: helicity basis

Multiple index contractions generally exist between spinning operators, and three-

point structures are correspondingly no longer unique. They are straightforward to

classify in the above frame [158]. For pedagogical reasons, let us focus on the case

where all operators are symmetric traceless tensors, Oµ1...µJ , where J is the spin of the

operator. In d = 3, this covers all bosonic operators. We work in index-free notation

[47] and dot into the J ’th power of a null polarization vector εµ. Our two-point

functions follow the standard normalization:

〈O(0)O(∞)〉 = (ε1·ε2)J . (4.3)

Any index contraction between the εµi and xµ defines an allowed three-point func-

tion. For example, for two operators of spin-1 and a third of spin J3 〈V1V2O3〉, a basis
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〈O1O2O3O4〉 = ΣO

O1

O2 O3

O4

O

Figure 4.2: Four-point function factorized into three-point functions.

of five independent (parity-even) monomials is easily enumerated:

BV =

{
ε1·ε2,

ε1·x ε2·x
x2

,
ε1·x ε2·ε3
ε3·x

,
ε1·ε3 ε2·x
ε3·x

,
ε1·ε3 ε2·ε3

(ε3·x)2
x2

}
× (ε3·x)J3

|x|∆1+∆2−∆3+J3
.

(4.4)

Each monomial has homogeneity (1, 1, J3) with respect to the three εi. It will be

useful to treat structures analytically in the third spin J3. The fact that 1/(ε3·x)

appears in the denominator implies that certain structures cease to exist at low spin.

It will be possible to use a common labelling scheme for all values of J3, but we will

have to remember that certain structures do not contribute at low J3.

Although our frame choice breaks permutation symmetry it is trivial to restore it.

For example to exchange 1 and 2, we simply take translation by an amount −x and

substitute xµ 7→ −xµ.1 Less trivially, to interchange operators 1 and 3, we use the

inversion xµ 7→ xµ/x2 ≡ x−1, acting with the inversion tensor on ε2:

T123(∞, x, 0) = x−2∆2T123(0, x−1,∞)
∣∣∣
εµ2 7→Iµν(x)εν2

, Iµν(x) = δµν − 2
xµxν

x2
. (4.5)

There is no need to include inversions acting on ε1, ε3 because inversion is included in

the definition of O(∞). The structures in eq. (4.4) become

{
ε1·ε̃2, −ε1·x ε2·x

x2
,

ε1·x ε̃2·ε3
ε3·x

, −ε1·ε3 ε2·x
ε3·x

,
ε1·ε3 ε̃2·ε3

(ε3·x)2
x2

}
× (ε3·x)J3

|x|∆3+∆2−∆1+J3

(4.6)

where ε̃µ2 = εµ2 − 2xµε2·x/x2.
1This is really a substitution, not a symmetry transformation. It can be done whether or not the

theory is parity symmetric.
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Let us now improve this in steps. Instead of just “listing all monomials”, a good

idea is to use the SO(d−1) symmetry which preserve the point x. An SO(d) traceless

symmetric tensor of rank J can be written as a direct sum of multiple SO(d−1)

tensors, with rank 0 ≤ J ′ ≤ J indices, roughly, how many indices are perpendicular

to x. Three-point structures are then in one-to-one correspondence with SO(d−1)

singlets in the tensor products of the three representations from the three legs. Such

a scheme was used for example in ref. [158]. While effective for generic operators,

this is not the scheme we shall use, since we are interested in conserved currents. In

x-space, conservation is a cumbersome differential constraint.

The next improvement is to use instead SO(d−1) tensors in momentum space,

separating indices that are parallel or perpendicular to p in the frame in eq. (4.2).

For conserved currents one simply has to drop all the structures that are not fully

perpendicular to p. For example, for two conserved currents in d dimensions (which

have scaling dimension ∆1 = ∆2 = d − 1) there are just two allowed structures,

proportional to:

{ [p2(ε1·ε3)− (p·ε1)(p·ε3)] [p2(ε2·ε3)− (p·ε2)(p·ε3)]

(p · ε3)2
− p2(ε1·ε2)− (p·ε1)(p·ε2)

d− 1
,

p2(ε1·ε2)− (p·ε1)(p·ε2)
}
× (p · ε3)J3 |p|d−4−∆3−J3 .

(4.7)

These two structures are transverse with respect to ε1 and ε2 and are respectively

SO(d − 1) traceless symmetric tensors of rank 2 and 0 with respect to ε3. The first

structure is analytic for spin J ≥ 2, and the second for J ≥ 0. In this example

“transverse” simply means invariant under εi 7→ εi + pi. For higher-rank conserved

currents, the correct statement will involve an operator D designed to preserve the

constraint ε2i = 0 [116]:

pµDε1µ T = pµDε2µ T = 0, Dεµ ≡
(
d

2
− 1 + ε · ∂

∂ε

)
∂

∂εµ
− εµ

2

∂

∂ε
· ∂
∂ε
. (4.8)

Such a scheme could be used to label three-point structures in any dimension d,

including operators O3 in mixed representations of SO(d).2 We now specialize to
2There are momentum-space constructions for spinning operators in the literature, where all
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d = 3, where further simplifications occur.

In d = 3, SO(d−1) irreps (transverse to p) are one-dimensional and labelled by

helicity±J . For two conserved currents of any spin there are thus only four structures.

A projector onto the positive-helicity component of ε2 can be written by combining

parity-even and odd structures:

ε2µΠµν
±pε3ν ≡

1

2

(
ε2·ε3 −

(p·ε2)(p·ε3)

p2
± i

|p|
(ε2, p, ε3)

)
. (4.9)

Here (a, b, c) = εµνσa
µbνcσ denotes contraction with ε123 = +1 the antisymmetric

tensor in Euclidean signature. The projector satisfies Π2
±p = Π±p and p·Π±p = 0. For

p along the z axis, it can be written as 1
2
(1, i, 0)µ(1,−i, 0)ν .

Given two conserved currents of spin J1 and J2 in d = 3, we thus define a complete

basis of four possible three-point couplings, including a convenient factor, as:

T±,±123 ≡
(4π)

3
2 (−i
√

2)J1+J2+J3

2τ1+τ2−∆3
× (ε1Π∓pε3)J1(ε2Π±pε3)J2 × (p · ε3)J3−J1−J2|p|β12;3−3 ,

(4.10)

where β12;3 = (∆1 + J1) + (∆2 + J2) − (∆3 + J3) and τi = ∆i − Ji is the twist.

The two superscripts represent the helicity of each operator. Note the reversal of

the momentum in the first projector, since the first operator has momentum −p, so

that helicity retains its physical interpretation as spin along momentum axis. The

transversality condition (4.8) is readily verified for any Ji.

Eq. (4.10) defines the helicity basis we will use throughout. The opposite-helicity

structures T+−
123 and T−+

123 are only allowed for local operators (polynomial in ε3) when

J3 ≥ J1 + J2. On the other hand, since SO(2) representations are one-dimensional,

the projectors satisfy the identity:

(ε1Π−ε3)(ε2Π+ε3) = (ε1Π−ε2)(ε3Π−ε3) = −(p·ε3)2

2p2
(ε1Π−ε2) , (4.11)

three positions are Fourier transformed, see, e.g., [157, 159, 160, 137] and references therein, which
enjoy potential applications to inflationary cosmology [161, 162].
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which extends the range of same-helicity structures T++
123 and T−−123 to: J3 ≥ |J1− J2| .

These ranges coincide with the usual selection rules for the total angular momentum

of two massless particles in flat four-dimensional space.

Although eq. (4.10) is primarily meant to be used for conserved currents, where

∆i = 1+Ji for i = 1, 2, we kept ∆i free since the structures make sense for any ∆i. In

particular, we will use the same expressions below for shadow-transformed operators.

For spin-0 states, we keep the same formula but drop superscripts.

Once the helicity basis is defined in momentum space, it is often necessary to

transform it to coordinate space. The Fourier-transform of a power-law is straight-

forward

∫
ddp

(2π)d
eip·xp2k =

4k

x2k+d

Γ(d
2

+ k)

π
d
2 Γ(−k)

. (4.12)

Our strategy is to perform Fourier-transform for pure power-laws at first, and then

replace

p · ε→ −iε · ∂ . (4.13)

Doing so, one finds that the parity-even and odd components produce disparate

gamma-functions that don’t nicely combine. Many calculations are thus simplified

by switching to an Even/Odd basis of parity eigenstates. Each parity sector contains

two elements, representing states with opposite or same helicity:

{
TE,opp

123 , TE,same
123

}
≡

Γ
(

3−τ1−τ2+∆3+J3

2

)
Γ
(
τ1+τ2−τ3

2

) ×
{T+−

123 + T−+
123√

2
,
T++

123 + T−−123√
2

}
,

{
TO,opp

123 , TO,same
123

}
≡

Γ
(

2−τ1−τ2+∆3+J3

2

)
Γ
(

1+τ1+τ2−τ3
2

) ×
{T+−

123 − T−+
123√

2
,
T++

123 − T−−123√
2

}
,

(4.14)

where we introduced gamma-factor normalizations for future convenience. These

ensure that the transform produces polynomials in ∆3 and J3 of the lowest possi-

ble degree, as the denominator cancels spurious double-twist poles from the Fourier

transform.
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Fourier transforms may now be straightforwardly computed, by expanding the

even/odd structures into dot products of p with polarizations, up to a possible single

odd factor (p, εi, εj).

As a trivial example, in the scalar case J1 = J2 = 0, there is just a single structure

TE00O = 2
J3
2 |x|∆3−J3−∆1−∆2(x·ε3)J3 . (4.15)

As a more illustrative example, for two spin-1 currents 〈V1V2O〉 the two even struc-

tures turn out to be proportional to eq. (4.7) (in the same order). As it should, the

transform takes the form of a matrix acting on the basic structures BV in eq. (4.4):

 TE,opp
11O

TE,same
11O

 = 2
J3+1

2 n

 2(n−J̃3) 2(n−1) (3J̃3−4n+1) (3J̃3−4n+1)
J̃2

3−(8n+1)J̃3+8n2

2n

2(−n−J3) 2(n−1) J3 J3
(J3−1)J3

2n

 ·BV ,

(4.16)

where n is defined through τ3 = τ1 + τ2 + 2n, and J̃ denotes the “spin shadow”:

J̃ = −1− J in d = 3 [62]. The parity-odd structures can be similarly represented in

terms of four odd monomials:

B′V =

{
(ε1, x, ε3)ε2·x

x2
,

(ε1, x, ε3)ε2·ε3
x·ε3

,
(ε2, x, ε3)ε1·x

x2
,

(ε2, x, ε3)ε1·ε3
x·ε3

}
(ε3·x)J3−1

|x|∆1+∆2−∆3+J3−1
,

(4.17)

in which TO,opp
11O

TO,same
11O

 = 2
J3+1

2

 (1−2n) (1+J3+2n) (1−2n) (1+J3+2n)

(1−2n) (−1+J3+2n) (−1+2n) (1−J3−2n)

 ·B′V . (4.18)

Notice that so far n is simply a notation for the twist, but when n takes on (half-

)integer values it will represent so-called double-twist operators. Parity-even double

twists have integer n while parity-odd ones have half-integer n.

A technical complication when dealing with higher-rank tensors and odd struc-

tures is the presence of Gram determinant relations (antisymmetrizing any four vec-
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tors gives zero). In our calculations below, we circumvent this either by evaluating

expressions on a symbolic three-dimensional parametrization, or by using the spinor

formulation in appendix B.2.

The opposite-helicity structure in eq. (4.16) is physically allowed for J3 ≥ 2, but

there is an important discrete exception: when O3 is a conserved current (J3 = 1 and

∆3 = 2). Then the complicated polynomial in the fifth column vanishes, shielding the

problematic denominator in eq. (4.4). The three structures: TE,opp, TE,same, TO,same

then define valid (and independent) couplings between three currents. We verify in

appendix B.1 that these map, respectively, to bulk Yang-Mills couplings TrF 2, and

to parity even/odd parts of TrF 3!

4.2.2 Helicity is conformally invariant

The reader may worry that our definition of helicity structures in eq. (4.10) is tied to

the specific frame (0, x,∞). However, it turns out to be independent of this! Here we

construct a conformal integral transform, whose eigenvalue is helicity. Its existence

will automatically imply that crossing is diagonal in the helicity basis.

It is intuitively clear from holography that helicity should be frame-independent,

since momentum-space currents with definite helicity source AdS4 gauge fields that

are either self-dual or anti-self-dual near the boundary [161, 163]. Helicity structures

for correlators of three higher-spin currents in momentum space, and their relation

with bulk AdS couplings, were discussed in [164]. (For a spinor-helicity formalism in

AdS4, see also [165].) Since the self-dual decomposition is invariant under conformal

isometries, we expect it to be independent of frame and agree between all channels.

In momentum space, the operation which measures helicity is simply

hJµ(p) ≡ −iε
µνσpσ
|p|

Jν(p) . (4.19)

Fourier transforming this defines an integral transform:

hJµ(x) =

∫
d3yHµν(x− y)Jν(y) , Hµν(x− y) ≡ εµνσ

2π2

∂

∂yσ
1

(x− y)2
. (4.20)
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We now show that h commutes with conformal transformations. Normally, this would

require the kernel H to transform like a two-point function between a current and its

shadow, 〈Jµ(x)J̃ν(y)〉. For a generic operator, this is impossible: conformal two-point

functions between operators of different dimension must vanish! (This follows easily

from scale invariance in the frame (x, y) = (0,∞).) The loophole here is that since

Jν(y) is conserved, the shadow J̃ν is defined modulo a derivative: the kernel H only

needs to be conformally invariant modulo a total derivative ∂νyXµ(x, y).

Let’s thus check invariance under inversion xµ 7→ xµ/x2. Applying the standard

transformation laws, a short calculation gives:

Iµµ′(x)Iνν′(y)

x4y2
Hµν(x−1 − y−1) =

1

π2

[
εµνσ(y − x)σ

(x− y)4
+

εµνσxσ
(x− y)2x2

+ 2
(x− y)νεµρσyρxσ

x2(x− y)4

]
(4.21)

We have used the Schouten identity to eliminate terms with xµ or yµ. With a bit of

inspection, we find that the sum of H and its transform is indeed a total derivative:

Hµν(x− y) +
Iµµ′(x)Iνν′(y)

x4y2
Hµν(x−1 − y−1) =

∂

∂yν
εµρσyρxσ
π2(x− y)2

. (4.22)

This shows formally that h is invariant under inversion (up to an overall sign change):

(hJ)−1 = −h(J−1) (4.23)

where (J−1)µ(x) = Iµµ′Jµ′(x−1)/x4 denotes the inversion map. The sign change was

expected since h is parity-odd. One could equivalently say that h is invariant under

the combination of inversion and parity.

To illustrate the action of h, let us briefly consider two-point functions. A special

feature of d = 3 CFTs is that two structures are allowed by conformal invariance

[166]:

〈Jµ(x)Jν(0)〉 =
(
δµν∂

2 − ∂µ∂ν
) τ

32π2x2
+
iκ

2π
εµνρ∂

νδ3(x) , (4.24)
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where the coefficient κ of the contact term is defined modulo an integer. It is easy to

see (for example using momentum space expressions from ref. [166]) that acting with

h on Jµ(x) yields the same with τ and 8κ/π interchanged. This confirms that h takes

conformal two-point functions to conformal two-point functions. Of course, just like

the shadow transform, hJ is generally not a local operator.

For higher-spin conserved currents, a similar transform can be defined

hT µ1···µJ (x) =

∫
d3y (Hµ1ν1(x− y)T ν1µ2...µJ (y) + (J − 1) permutations of µ1)

(4.25)

Generally, h2 = J2, and one can easily verify that the structures in eq. (4.10) are

eigenstates:

h1T
±1,±2

123 = (±1J1)T±1,±2

123 h2T
±1,±2

123 = (±2J2)T±1,±2

123 . (4.26)

Although we did not construct a total derivative akin to eq. (4.22) in the higher-spin

case, we believe h to be conformal as well, given the fact that all data computed in

the next sections will turn out diagonal.

In Lorentzian signature, there is a subtlety: h depends on operator ordering

through the branch choice |p| ≡
√
p2 ± i0 in eq. (4.19). While eqs. (4.26) remain

valid as long as the same branch is used for h and T , this means that taking dis-

continuities or commutators do not preserve h eigenstates; one can explicitly see in

eqs. (4.16)-(4.18) that even and odd structures acquire different phases. This will be

important below in our discussion of Lorentzian inversion.

4.2.3 Simple operations: three-point pairings and shadow map

Since h is a conformal operation, three-point structures with definite helicity will be

orthogonal under all natural operations. Here we review two simple operations, which

will form useful building blocks later.

The simplest may be the conformal pairing between three-point structures and
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shadow structures:

P a,b
123 =

(
T a123, T

b
1̃2̃3̃

)
≡
∫

ddx1d
dx2d

dx3

vol(SO(d+ 1, 1))
〈O1O2O3〉a〈Õ1Õ2Õ3〉b (4.27)

=
1

2dvol(SO(d− 1))

∑
ε1,ε2,ε3

T a123(ε1, ε2, ε3)(1) T b
1̃2̃3̃

(ε∗1, ε
∗
2, ε
∗
3)(1) , (4.28)

where we have used the symmetry to put x = 1. The denominator is the volume form

of the “little group” that keeps the frame (0, 1,∞) fixed [141].

A good way to compute index contraction is to use the differential operator (4.8)

∑
ε

f(ε∗)g(ε) =
1

J !(d−2
2

)J
f(Dε)g(ε). (4.29)

For example, for vector-vector-general 〈V1V2O〉 case, the pairings between Even or

Odd structures (4.16) and (4.18) is readily evaluated:

PE
11O = 16PsN

E
11O

 (J3+1)(J3+2)
(J3−1)J3

0

0 1

 , PO
11O = 16PsN

O
11O

 (J3+1)(J3+2)
(J3−1)J3

0

0 1

 ,

(4.30)

where Ps is just the pairing of two scalars and one spinning operator [141]3

Ps =
1

2dvol(SO(d− 1))

(d− 2)J3(
d−2

2

)
J3

(4.31)

and for latter convenience we introduce the N factor, which is precisely the product

of the gamma-functions in eq. (4.14) and its shadow:

NE
J1J2O =

(
τ1+τ2−τ3

2

)
J1+J2

(
3+β3−β1−β2

2

)
J1+J2

,

NO
J1J2O =

(
1+τ1+τ2−τ3

2

)
J1+J2−1

(
4+β3−β1−β2

2

)
J1+J2−1

. (4.32)

Many other examples can be straightforwardly worked out and it turns out that
3Our scalar structures are larger by a factor 2J3/2 than those of [141]: P here

s = 2J3P there
s .
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the three-point pairing is always orthogonal. In fact there is a rather mechanical

explanation: the x-space pairing is also proportional to the momentum-space one

[141]4:

P a,b
123 =

1/(2π)d

2dvol(SO)(d− 1)

∑
ε1,ε2,ε3

T a123(ε1, ε2, ε3)(p) T b
1̃1̃1̃

(ε∗1, ε
∗
2, ε
∗
3)(−p) . (4.34)

Due to this, the diagonal pairing would be rather trivially diagonal in any d, using

the momentum space basis discussed above eq. (4.7). Without derivation, we thus

quote the diagonal 4× 4 matrix of pairings in the d = 3 helicity basis (4.10):

P
(h1,h2),(h̄′1,h̄

′
2)

123 = δ
h′1
h1
δ
h′2
h2
× Ps × 4|h1|+|h2|(−1)|h1−h2| (J3 + 1)|h1−h2|

(−J3)|h1−h2|
. (4.35)

Taking Even/Odd combinations (4.14) simply adds the NE/O factors, reproducing

the J1 = J2 = 1 example quoted in eq. (4.30). The fact that the pairing is diagonal

(with h̄ = −h) is a first hint that the structures are well chosen.

A second natural and useful operation is the shadow transform

S[O1(x)] ≡
∫
ddy〈Õ1(x)Õ1(y)〉O1(y) , (4.36)

which maps operators to their shadow operators nonlocally. Operating on three-point

structures this generally produces a shadow matrix S([O1]O2O3)a b:

〈S[O1]O2O3〉a = S([O1]O2O3)a b〈Õ1O2O3〉b . (4.37)

The shadow transform for conserved currents in d = 3 is simple: the two-point

function in momentum space can be diagonalized by helicity, which is always maximal
4This can be proven formally by moving gauge-fixing factors in the frame (0, x,∞):∫

ddx

vol(SO(d)× SO(1, 1))
T (x)T̃ (x) =

∫
ddx

∫
ddp ddp′ eix·(p+p′)

(2π)2dvol(SO(d)× SO(1, 1))
T (p)T̃ (p′) . (4.33)

The x integral simply gives a delta-function setting p′ = −p.
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for conserved currents. Using 2∆−∆̃Aj,j
∣∣
∆=J+1

from eq. (E.11) of [141], we get simply

S([Õ1]O2O3)(h′1,h
′
2)

(h1,h2) = δ
h′1
h1
δ
h′2
h2

(−4)J1π2 × CJ1 , CJ ≡
1 + δJ,0
2(2J)!

. (4.38)

This holds when acting on the shadow of a conserved current Õ1, or a scalar with

the same twist ∆1 = 1. (We note that S is not invertible and S[O1] = 0 acting on a

conserved current.) The transform in the Even/Odd basis is of course also diagonal,

but displays additional scalar factors due to the gamma-functions in (4.14).

The shadow transform with respect to O3 will be technically more difficult to

compute; we will find below (see (4.81)) that it is also diagonal.

4.2.4 Spinning conformal blocks

A more interesting and nontrivial object is the correlator of four operators. The

Operator Product Expansion distills those in terms of a given theory’s spectrum and

OPE coefficients. Using conformal symmetry we can assume the four points are at

(0, x, y−1,∞) (where y−1 is the point yµ/y2). Factoring out a conventional prefactor

to trivialize the x→ 0 and y → 0 limits

〈O1(0)O2(x)O3(y−1)O4(∞)〉 =
|y|∆3+∆4

|x|∆1+∆2
G(z, z). (4.39)

Our notation O3(y−1) implies that we apply inversion tensors to the indices on the

third (and fourth) operator. The complex variable z (which is complex conjugate to

z in Euclidean signature) encodes the sizes and angles of the vectors xµ and yµ:

zz = x2y2, z + z = 2x·y . (4.40)

Inserting a complete basis of states between O1,O2 gives the operator product ex-

pansion

G(z, z) =
∑

∆,J,a,b

λ12Oaλ43ObG
a,b
∆,J(z, z) (4.41)
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where the sum runs over the spectrum of the theory, and the λ’s are OPE coefficients.

When the external operators have spin, there are generally multiple index contractions

a, b to sum over representing the different three-point structures, each of which has an

independent coefficient. The special functions Ga,b
∆,J(z, z) are the so-called conformal

blocks, which we normalize so they approach as x→ 0 a simple product of three-point

structures (summing over the polarizations of the intermediate operator O):

lim
x→0

Ga,b
∆,J(z, z) =

x∆1+∆2

y∆3+∆4

∑
εO

T a12O(x)T b43O(y) ≡ Pa,b∆,J(x, y) (4.42)

For example, for scalar external operators in our normalization (4.15) one finds

P∆,J(x̂, ŷ) = (|x||y|)∆ (d− 2)J(
d−2

2

)
J

C̃J
(
x·y
|x||y|

)
→z�z�1 (zz)∆/2(z/z)J/2 (4.43)

where C̃j(ξ) = CJ(ξ)/CJ(1) = 2F1(−J, J+d−2, d−1
2
, 1−ξ

2
) is a Gegenbauer normalized

to unity at ξ = 1. In terms of cross-ratios, x·y
|x||y| = z+z

2
√
zz
.

The conformal block G contains an infinite tower of terms suppressed by powers

of x (or z, z), arising from exchange of descendants ∂kO∆. Series expansions for these

terms are available from refs [112, 167, 168], as well as an efficient Zamolodchikov

recursion algorithm, see [169, 146]. In practice we will use the spinning up/spinning

down method. We write the spinning block as a derivative of a scalar one,

Ga,b
∆,J = Pa(α)Pb(β)D

(α,β)
↑ G

(α,β)
∆,J . (4.44)

Let us explain our notation here. The indices α, β, · · · span the space of spinning-up

operators (see eq. (4.91) below), so that the Pb(β) are constant matrices, that depend

only on ∆, J but not on spacetime coordinates; G̃(α,β) is a scalar conformal blocks,

where the superscripts denote the specific shift of conformal dimensions associated

with the particular spinning-up operator (α, β). Explicit operators will be written

in section 4.3.3 below; a simple recursion for scalar conformal blocks is reviewed in

appendix B.3.1.
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4.2.5 Euclidean inversion formula

The OPE sum runs over the spectrum of the theory, which we generally don’t know

exactly. For analytics it is often better to replace the sum by an integral, the “har-

monic analysis”:

G(z, z) =
∑
J,a,b

1

2

∫ d/2+i∞

d/2−i∞

d∆

2πi
ca,b(∆, J)

(
Ga,b

∆,J(z, z) + shadow
)
. (4.45)

The “shadow term” is the same block with ∆ 7→ ∆̃ = d − ∆ and with a specific

coefficient, see [170, 127]. This shadow term ensures that the parenthesis is Euclidean

single-valued (i.e. does not have a branch cut) in the limits x → y−1 and x → ∞.

Explicitly, this term is

S(O1O2[O])a c (S(O3O4[Õ])−1)b d G
c,d

∆̃,J
. (4.46)

To obtain the OPE (4.41) from the integral (4.45) one simply closes the contour

to the right in the G term, and the formulas will match provided

− Res
∆′→∆

ca,b(∆, J) = λ12Oaλ43Ob. (4.47)

The function ca,b(∆, J) will be useful below since it simultaneously encodes the spec-

trum (through the location of its poles) and OPE coefficients (through the residues);

this enables one to speak about OPE coefficients without having to first know the

spectrum.

As single-valued eigenfunctions of a Casimir differential operator, the harmonic

functions satisfy an orthogonality relation

∫
ddx1 · · · ddx4

vol(SO(d+ 1, 1))
〈1234〉a,b∆,J〈1̃2̃3̃4̃〉c,d

∆̃,J
= (N (∆, J)(a,b),(c,d))

−1 [2πδ(ν − ν ′) + shadow],

(4.48)

where ∆ = d
2

+ iν and the tildes denote shadow operators; tensor indices are meant to
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be contracted between each operator and its shadow. Note that we abbreviate (G∆,J+

shadow) as 〈1234〉∆,J . The symmetry can be used to fix the points to (0, x, 1,∞) so

the integral is really just over x. The normalization N (∆, J) can be expressed in

terms of the pairing P (a,b) of eq. (4.35), since the δ-function originates from the

x→ 0 limit, where the blocks can be approximated by their limit (4.42). Explicitly,

the normalization reads [141]

N (∆, J)(a,b),(c,d) = µ(∆, J) (P a,c
12O)−1 (P b′,d′

34Õ )−1 S(34[Õ])b
′
b S(3̃4̃[O])d

′
d , (4.49)

where the “Plancherel measure” is

µ(J,∆) =
(d+ 2J − 2)Γ(d+ J − 2)Γ(∆− 1)Γ(d−∆− 1)(∆ + J − 1)(d−∆ + J − 1)

2dπdvol(SO(d))Γ(d− 1)Γ(J + 1)Γ(d2 −∆)Γ(∆− d
2)

.

(4.50)

Evaluated in terms of cross-ratios, this gives an integral over the complex-z plane5

ca,b(∆, J) =
N (∆, J)(a,b),(c,d)

22d−1vol(SO(d− 2))

∫
d2z

z2z2

∣∣∣∣z − zzz

∣∣∣∣d−2 (
G̃c,d
d−∆,J(z, z) + non-shadow

)
G(z, z)

(4.52)

where index contractions with G(z, z) is again implied. To extract the spectrum using

this formula one would have to know the exact correlator G(z, z), which of course is

impractical unless one already has solved the theory. The usefulness of this formula

is that it provides analytic estimates for the OPE data in certain limits. Specifically,

following [141] we will use this formula to extract OPE data in mean field theory in

section 4.3.
5We used eq. (4.28) and the relation vol(SO(d−1))

vol(SO(d−2)) = volSd−2 to write, for any conformal function
(· · · ): ∫

ddx1 · · · ddx4
vol(SO(d+ 1, 1))

(· · · )
x2d12x

2d
34

=
1

22d−1vol(SO(d− 2))

∫
d2z

z2z2

∣∣∣∣z − zzz

∣∣∣∣d−2 (· · · ) . (4.51)
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4.2.6 Spinning Lorentzian inversion formula

An effective method to go beyond MFT is to analytically continue the Euclidean

inversion formula to Lorentzian signature, which gives the Lorentzian inversion for-

mula [43, 61, 62]. It expresses OPE data as a sum of so-called t- and u-channel

double-discontinuities.

A practical advantage relevant for the present paper is that at tree-level in the-

ories with a large-N expansion, the double-discontinuity is saturated by single-trace

exchanges [106, 171], effectively giving AdS cutting rules (see also [121, 124]).

The formula was generalized to the spinning case in ref. [62]. The t-channel

contribution is given as:

cta,b(∆, J) = N L
(a,b),(c,d)

∫ 1

0

dzdz

z2z2

∣∣∣∣z − zzz

∣∣∣∣d−2

G̃c,d
J+d−1,∆−d+1(z, z̄)dDisc[G(z, z̄)] , (4.53)

where the tilde denotes that the external operators are shadow operators, and the

tensor indexes are contracted between G̃ and dDisc[G]. A key result of ref. [62] is an

elegant way to calculate the normalization factor N L, which is generally a matrix, in

terms of “light-transforms”. The light-transform of a spinning operator is defined as

L[O](x, ε) =

∫ ∞
−∞

dα(−α)−∆−JO(x− ε

α
, ε) . (4.54)

(Despite appearance, the integral has no branch point at α = 0 due to the behavior

of O. We refer to [62] for further details on the precise branch choices, which we will

ignore in this presentation.) When the light-transform acts on the third operator of

a three-point function, it simply induces a Weyl reflection for that operator (∆ 7→

1−J, J 7→ 1−∆) with an overall light-transform matrix, i.e.

〈O1O2L[O∆,J ]〉a = Lab (O1O2[O])〈O1O2O1−∆,1−J〉b . (4.55)

We found that the integrand can be computed directly in our frame (0, x,∞), using

a special conformal transformation along the direction ε3 to keep x3 = ∞ and move
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x2 instead. This reduces to a simple substitution:

x 7→ x+
x2

α
ε3 , ε2 7→ ε2 +

(
x · ε2 −

x2ε2 · ε3
α + 2x · ε3

)2ε3
α
− 2ε2 · ε3
α + 2x · ε3

x (4.56)

and we have to multiply three-point functions by (1 + 2x·ε3/α)∆1−∆3 . Using this rule,

and integrating over α following ref. [62], we find that the light-transform matrix in

the Even/Odd basis is actually independent of J1 and J2:

LE(J1J2[O∆,J ]) = L(0)
s

 0 1

1 0

 , LO(J1J2[O∆,J ]) = L(1)
s

 0 1

1 0

 , (4.57)

where L(∆12)
s denotes the scalar light transform [62]

L(∆12)
s = −i 2

3−β
2 πΓ(β − 1)

Γ
(
β−∆12

2

)
Γ
(
β+∆12

2

) . (4.58)

We note that the light transform is not diagonal. Attempting to transform from the

Even/Odd basis to the helicity basis (via eq. (4.14)) would produce a matrix that

is not only non-diagonal, but also dense. The reason the light transform does not

commute with helicity is that its calculation requires taking a discontinuity, which

does not commute with h, as found at the end of subsection 4.2.2. We will therefore

work in the Even/Odd basis, where the simple form of eq. (4.57) will enable us to

write the Lorentzian inversion formula very explicitly below.

The remaining ingredient is the inverse of a “Lorentzian” pairing between three-

point structures [62], which reads in the x = 1 gauge:

P a,b
12[O],L =

(−2ε3 · 1)d−2

22d−2vol(SO(d− 2))

∑
ε1,ε2

T a123(ε1, ε2, ε3)T b
1̃2̃3S

(ε∗1, ε
∗
2, ε3)(1) . (4.59)

The tilde denotes the shadow, and the superscript S denotes the full shadow where

both the scaling dimension and the spin are reflected (∆ 7→ d−∆, J 7→ 2−d−J).

Similarly to the Euclidean pairing discussed above, we find that it is nicely diagonal
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in the even/odd basis:

PE
J1J2[OL],L = (−4)J1+J2Ps,LN

E
J1J2OL

× I , PO
J1J2OL,L

= −(−4)J1+J2Ps,LN
O
J1J2OL

× I ,

(4.60)

where the factor NE/O is defined in eq. (4.32) and the subscript L denotes Weyl

reflection associated with the light-transform (∆ 7→1−J, J 7→1−∆). Ps,L is simply the

Lorentzian pairing of two scalars and one spinning operator [62]

Ps,L =
(−1)d21− 3d

2

vol(SO(d− 2))
. (4.61)

The normalization N L
(a,b),(c,d) in the Lorentzian inversion formula (4.53) is then given

as

N L
(a,b),(c,d) =

1

2∆+J(∆ + J − 1)
L̂a,c(O1O2[OJ,∆])L̂b,d(O3O4[OJ,∆]) , (4.62)

where L̂ is a sort of inverse of the light transform with respect to the pairing:

L̂a,c(O1O2[OJ,∆])Lde(O1O2[OJ,∆])P c,e
L (O1O2[O1−∆,1−J ]) = −iδdaPs,L . (4.63)

For scalars, it is straightforward to verify that the above expression reduces to

N L
s =

1

4
κ

(∆12,∆34)
β , κ

(∆12,∆34)
β =

Γ(β−∆12

2
)Γ(β+∆12

2
)Γ(β−∆34

2
)Γ(β+∆34

2
)

2π2Γ(β − 1)Γ(β)
. (4.64)

More generally, we can write explicitly the normalization factor in the spinning

Lorentzian inversion formula (4.53) in the Even/Odd basis:

N L
(a,b),(c,d) =

1

4

κ
(∆12,∆34)
β (−4)−

∑4
i=1 Ji

N
E/O
J1J2OL

N
E/O
J3J4OL

 0 1

1 0


a,c

 0 1

1 0


b,d

(4.65)

where a and c must have the same parity, as well as b and d. We set ∆12 = 0 if a, b

are even and ∆12 = 1 if they are both odd, and similarly for ∆34. (If operator 1 or 2
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is a scalar, there is only one structure a and we drop the corresponding matrix.)

Performing (4.53) is a bit challenging because generally evaluating the spinning

conformal blocks is a hard task. A nice idea, following ref. [148], is to “integrate-by-

parts” the spin-up from eq. (4.44) acting on the block to get instead spinning-down

operators acting on the correlator:

cta,b(∆, J) = N L
(a,b),(c,d)

∫
dzdz

z2z2

∣∣∣∣z − zzz

∣∣∣∣d−2

G̃
(α,β)
J+d−1,∆−d+1(z, z̄)dDisc[PcαPdβD

(α,β)
↓ G(z, z̄)] ,

(4.66)

which will effectively reduce us to the scalar Lorentzian inversion formula. Eq. (4.97)

below gives a concrete expression in a specific basis of spin-down operators.

4.3 OPE data for spinning Generalized Free Fields

4.3.1 From Euclidean inversion and shadow representation

Using the shadow transform, the OPE data in MFT can be efficiently evaluated by the

Euclidean inversion formula [141]. It is especially effective for three-point functions

in momentum-space. To use this, it is best to write the Euclidean inversion formula

(4.52) in a covariant way

ca,b(∆, J) = N̂ (∆, J)(a,b),(c,d)

∫
ddx1 · · · ddx4

vol(SO(d+ 1), 1)
〈1234〉(Ψ∆̃i

∆̃,J
)c,d , (4.67)

where the tildes denote shadow operators. The factor N̂ is the same asN in eq. (4.49)

but with the factor S(3̃4̃[O]) dropped (ie. replaced by identity). The harmonic func-

tion Ψ∆i
∆,J is a combination of block and shadow, which, importantly, can be written

as integral of two three-point functions (this is called the shadow representation):

(Ψ∆i
∆,J)a,b = S(34[Õ])b c (Ga,c

J,∆ + shadow) (4.68)

=

∫
ddx 〈12O(x)〉a〈Õ(x)34〉b . (4.69)
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We now consider a Mean Field Theory four-point function:

〈1234〉 = 〈12〉〈34〉+ 〈13〉〈24〉+ 〈14〉〈23〉 . (4.70)

We focus on the t-channel contribution 〈23〉〈14〉 to illustrate the algorithm for com-

puting the OPE data of MFT. The u-channel contributions 〈13〉〈24〉 can be evaluated

in the same way, while the s-channel 〈12〉〈34〉 is trivial to evaluate: it contributes to

the identity exchange. Considering the term 〈23〉〈14〉, the integrals over x3, x4 in

(4.67) boil down to the shadow-transform for 3̃ and 4̃, and the remaining integrals

are all removed by the gauge-fixing, leaving a simple pairing [141]:

ct,MFT
a,b (∆, J) = µ(∆, J)(P a,c

34Õ)−1S([1̃]2̃Õ)cdS(1[2̃]Õ)deS(12[Õ])eb . (4.71)

This formula breaks the calculation of MFT coefficients into simple algebraic opera-

tions: three shadows and a pairing.

The pairing and first two shadows were presented earlier in subsection 4.2.3. Be-

fore we calculate the third shadow, let us revisit the shadow transform, defined in

eq. (4.36). It can be computed algebraically as multiplication in momentum space:

∑
ε′1

K1̃1̃′(p)T1′23(p)a = S([O1]O2O3)a bT1̃23(p)b , (4.72)

where K11′ is the Fourier transform of the two-point function of O1 [172]:

K11′(p) =
J∑
k=0

Kk(∆, J)(ε1 · p)k(p · ε′1)k(ε1 · ε′1)J−k|p|2∆−d−2k ,

Kk(∆, J) =
πd/2Γ(J + 1)2d−2∆+kΓ

(
d
2

+ k −∆
)

Γ(J − k + ∆− 1)

Γ(∆− 1)Γ(k + 1)Γ(J + ∆)Γ(J − k + 1)
. (4.73)

Applying this map to the helicity structures normalized as in eq. (4.10), we find the
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simple result

K11′(p)T
±,±
1̃′2O(p) =

π
3
2 Γ(3

2
−∆1)

(∆1 + J1 − 1)Γ(∆1 − 1)
× T±,±12O (p) , (4.74)

which reproduces as ∆1 → J1 + 1 the formula for conserved current in eq. (4.38).

The third shadow transform is technically more difficult to evaluate since we de-

fined our structures in a frame where x3 = ∞. The trick is to use the rule eq. (4.5)

to interchange x1 and x3 in position space, then Fourier transform back to the mo-

mentum space, where we can apply eq. (4.72). These steps are somewhat lengthy (we

found the Fourier transform (B.19) helpful), but thankfully the last step turns out to

simply multiply each structure by an overall factor. This had to be the case since the

shadow transform commutes with h1 and h2. Trying a few cases we observe a simple

pattern:

S(12[O])h1,h2
h′1,h

′
2

= δh1

h′1
δh2

h′2

42∆−3π
3
2 Γ(2 + J −∆)Γ(∆− 3

2
)

Γ(∆− 1)Γ(∆ + J)
×

(2−∆)|h1+h2|

(∆− 1)|h1+h2|
. (4.75)

Combining the shadows (4.74) and (4.75) with the pairing (4.35) thus gives MFT

coefficients (4.71):

ct,MFT

h1,h2,h̄3,h̄4
(∆, J) = δh4

h1
δh3
h2

25−4∆π
Γ(∆− 1)

Γ(∆− 3
2
)

Γ(∆ + J)

Γ(J −∆ + 2)

Γ(J + 3
2
)

Γ(J + 1)
CJ1CJ2

×
(−J)|h1−h2|

(J + 1)|h1−h2|

(∆− 1)|h1+h2|

(2−∆)|h1+h2|
,

(4.76)

where the constant CJ is defined in eq. (4.38). The u-channel identity (if operators 1

and 3 are identical) gives the same result times (−1)J and with h3 and h4 swapped.

Eq. (4.76) can be used in the harmonic decomposition (4.45). Where are the poles

and corresponding OPE data? To read off the local OPE data, we have to keep in

mind that tensor structures in the helicity basis have poles at double-twist locations.

To find OPE data from residues, it is best to convert to the Even/Odd basis defined

in eq. (4.14), in which the position-space structures do not have poles. Performing

the rotation, we get extra gamma-functions which nicely combine to give scalar MFT
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coefficients, times the same matrix in the even and odd cases:

ct,MFT,E/O(∆, J) = cE/O(∆, J)s

 (−J)J1+J2
(∆−1)|J1−J2|

(J+1)J1+J2
(2−∆)|J1−J2|

0

0
(−J)|J1−J2|(∆−1)J1+J2

(J+1)|J1−J2|(2−∆)J1+J2

 CJ1CJ2 ,

(4.77)

where we normalized it by the OPE data for scalars of twist 1 or 2 in the even and

odd cases, more precisely:

cE(∆, J)s = c(1, 1; ∆, J)s , cO
J (∆)s = 1

2
c(1, 2; ∆, J)s . (4.78)

The scalar MFT data c(∆1,∆2; ∆, J)s can be found from earlier literature [53] and is

recorded in eq. (B.31) (with p = ∆1 + ∆2, a = b = ∆2−∆1

2
).

For future reference, let us summarize all the ingredients in the Even/Odd basis.

The products of “easy” shadows, S([1̃]2̃Õ)S(1[2̃]Õ), are given as

SE = SEs NE
J1J2Õ

(−4)J1+J2 × CJ1CJ2I , SO = 1
2
SOs N ′J1J2Õ(−4)J1+J2+1 × CJ1CJ2I ,

(4.79)

where SE/Os are just the scalar factor for (∆1,∆2) = (1, 1) and (1, 2) respectively [62]

SE =
4π4

(1− β)(τ − 2)
, SO = −2π4 . (4.80)

The third shadow (4.75) yields

SE/O(12[O]) = Ss(12[O])

 (2−∆)|J1−J2|
(∆−1)|J1−J2|

0

0
(2−∆)J1+J2

(∆−1)J1+J2

 , (4.81)

with the same matrix for both even and odd, and where Ss is just the shadow coeffi-
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cients of scalars [173, 141]

Ss(12[O]) =
πd/2Γ(∆− d

2
)Γ(J + ∆− 1)Γ

(
1
2
(J + ∆̃ + ∆12)

)
Γ
(

1
2
(J + ∆̃−∆12

)
Γ(∆− 1)Γ

(
1
2
(J + ∆ + ∆12)

)
Γ
(

1
2
(J + ∆−∆12)

)
Γ(J + ∆̃)

(4.82)

with ∆12 = 0 for parity-even and ∆12 = 1 for parity-odd cases. Finally, the pairing

(4.35):

P
E/O
12O = δ

h′1
h1
δ
h′2
h2
× Ps ×NE/O

12O 4|h1|+|h2|(−1)|h1−h2| (J3 + 1)|h1−h2|

(−J3)|h1−h2|
. (4.83)

Multiplying these ingredients again according to (4.71) gives eq. (4.77).

4.3.2 OPE data and remarks on the leading trajectory

Let us now describe the OPE data which stems from eq. (4.77). When computing

the integral (4.45) as a sum of poles, one finds two sorts of terms: double-twist poles

at ∆ − J = 2 + 2n from the gamma-function in eq. (4.77), and spurious poles from

the block, at ∆ − J = 3, 4, . . .. The position of the latter is set by their kinematical

origin as zero-norm descendants (“null states”) of the exchanged primary.

We are in the unfortunate situation that the physical and spurious poles overlap.

In principle, we should subtract the spurious poles using the results from ref. [169]

for the poles of spinning 3d blocks. We pursue a simpler, heuristic method, to be

justified in the next subsection. For scalar mean-field-theory with ∆1 = ∆2 = 1, the

poles are simpler and have been discussed in ref. [43]. Using eq. (3.9) there, we find

that the spurious poles effectively double the OPE coefficient. On the other hand, the

leading trajectory n = 0 has no corresponding spurious pole and so does not double.

Such a relative factor 1
2
was also found in the spinning case [141], and so our

tentative guess is that the same happens in our basis and the spurious poles just
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double the non-leading trajectories, that is:

λE12Oλ
E
43O
∣∣
n,J

= −2 Res
∆=2+2n+J

cE,MFT(∆, J)

=
2CJ1CJ2

24n+2J

(J + 1) 1
2
(2n+ J + 1

2
) 1

2

(n+ 1
2
) 1

2
(n+ J + 1) 1

2

M(2 + 2n+ J, J) (n = 1, 2, 3, . . .),

(4.84a)

λO12Oλ
O
43O
∣∣
n,J

= −2 Res
∆=2+2n+J

cO,MFT(∆, J)

=
2CJ1CJ2

24n+2J

(J + 1) 1
2
(2n+ J + 1

2
) 1

2

(n+ 1)− 1
2
(n+ J + 3

2
)− 1

2

M(2 + 2n+ J, J) (n = 1
2
, 3

2
, 5

2
, . . .) ,

(4.84b)

where M(∆, J) is the 2× 2 matrix

M(∆, J) =

 (−J)J1+J2
(∆−1)|J1−J2|

(J+1)J1+J2
(2−∆)|J1−J2|

0

0
(−J)|J1−J2|(∆−1)J1+J2

(J+1)|J1−J2|(2−∆)J1+J2

 . (4.85)

Some comments are in order. We recall that the first structure (opposite-helicity)

exists only for J ≥ J1 + J2. This is reflected in an overall zero from (−J)J1+J2 in the

first entry. Even below this range, the denominator always have fewer zeros than the

numerator, so the vanishing is never ambiguous. The range of the J-sums is built-in!

The second structure (same-helicity) is more subtle. It generically exists only for

J ≥ |J1 − J2|. But since 2 − ∆ = −2n − J , it may look like the second entry of

the matrix M diverges for the lowest few trajectories. However, inspection of the

structures TE12O reveals that these have corresponding zero for precisely those cases

(a special case is visible in eq. (4.18) with n = 1
2
, J = 1). The conformal blocks thus

have a double zero, which shields the singularity from the denominator. This means

that mean-field-theory doesn’t have operators at these places. For n = 0, we will find

below that there is a single leading trajectory.

The set of operators appearing in MFT can thus be characterized as:

• Opposite-helicity: One operator for each n ≥ 0 and J ≥ J1 + J2
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• Same-helicity: One operator for each n ≥ 1 and J ≥ max(|J1−J2|, J1 +J2−n)

This spectrum is depicted in fig. 4.3. (The helicity of the n = 0 double-twists is really

undefined.)

Let us discuss more the leading trajectory, n = 0. Since there are no spurious

poles, one might think that we should take half the above formula. This is correct but

misleading. The reason is that when n = 0 the same- and opposite- helicity structures

become degenerate, as visible from eq. (4.16). Helicity is simply not defined for n = 0.

One can verify that this happens whenever O1,O2 are spinning operators, of any spin.

The resolution is to rotate to a new basis near n = 0: TE,reg
123

TE,sing
123

 =

 1 0

− (−J)J1+J2
(J+1)|J1−J2|

(J+1)J1+J2
(−J)|J1−J2|

1
n

1
n

 TE,opp
123

TE,same
123

 . (4.86)

As the two structures degenerate, both combinations are smooth around n = 0. Since

the second structure TE,sing
123 has a non-vanishing double-discontinuity (in fact it has

poles 1/x2
12), its coefficient is guaranteed to vanish in MFT. The fact that the two

structures become T reg effectively doubles the real n = 0 coefficient. In the rotated

basis (TE,reg
123 , TE,sing

123 ), the leading-trajectory data is thus given by

λE,rotated
12O λE,rotated

43O
∣∣
0,J

=
2Γ(J + 1)2

Γ(2J + 1)
× CJ1CJ2

(−J)J1+J2(J + 1)|J1−J2|

(J + 1)J1+J2(−J)|J1−J2|

 1 0

0 0

 .

(4.87)

The above fully describes the OPE decomposition of t-channel exchange. To be

fully explicit, let us write out the s-channel OPE decomposition of the full MFT

correlator including identity in all three-channels, without any matrix, and including



CHAPTER 4. HELICITY BASIS FOR THREE-DIMENSIONAL CONFORMAL FIELD THEORY122



 

 

 

 

     

     

     

     

     

     

○ ○ ○ ○ ○ ○

○ ○ ○ ○ ○ ○

○ ○ ○ ○ ○ ○

○ ○ ○ ○ ○ ○

○ ○ ○ ○ ○ ○

0 1 2 3 4 5 6 7

2

3

4

5

6

7

(a) two currents (J1 = J2 = 1)
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(b) one current and one stress tensor

Figure 4.3: Spectrum of double-twist operators of the form [JJ ]n,J and [JT ]n,J . Dou-
ble circles indicate multiplicity: there is a single trajectory for n = 0 and two for each
n ≥ 1.

color indices in the case we have several currents:

Gabcd,MFT = δabδcd +

+
∑
n≥0

∑
J≥J1+J2

λE,same
12O λE,same

43O
∣∣
n,J

(
δbcδad + (−1)Jδacδbd

)
GE,same, E,same

∆,J

+
∑
n≥1

∑
J≥J0(n)

λE,opp
12O λE,opp

43O
∣∣
n,J

(
δbcδad + (−1)Jδacδbd

)
GE,opp, E,opp

∆,J

+
∑
n≥ 1

2

∑
J≥J1+J2

λO,same
12O λO,same

43O
∣∣
n,J

(
δbcδad + (−1)Jδacδbd

)
GO,same, O,same

∆,J

+
∑
n≥ 1

2

∑
J≥J0(n)

λO,opp
12O λO,opp

43O
∣∣
n,J

(
δbcδad − (−1)Jδacδbd

)
GO,opp, O,opp

∆,J ,(4.88)

where J0(n) = max(|J1 − J2|, J1 + J2 − n) and the λ’s refer to elements of (4.84a).

The last two sums run over half-integer n.

Typically, one would further decompose the global symmetry indices into s-channel

irreps, and symmetrical versus antisymmetrical combinations. The t and u channels

contributions then effectively remove half the spins (the double-twist operators with

the wrong symmetry), and otherwise effectively double the coefficient.

Let us cross-check the above MFT spectrum. MFT operators can be written as

products of two operators and their derivatives: ∂#O1∂
#O2; the game is to enumer-

ate linear combinations that are primaries. An equivalent exercise is to enumerate
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three-point structures of the form eq. (4.10) whose Fourier transform are polynomi-

als in x. Although finding such explicit polynomials is somewhat cumbersome, it is

straightforward to count them by making a generating function. We now summarize

this exercise.

We make a generating function where a power q∆zJ represents an SO(3) multiplet

of dimension ∆ and spin J (that is, 2J + 1 states). Starting from a scalar opera-

tor φ of dimension ∆, we could characterize its descendants in terms of symmetric-

traceless tensors, times Laplacian: (∂µ1 · · · ∂µJ − traces)(∂2)nφ, which contributes a

term q∆+2n+JzJ . Summing over n and J gives a generating function q∆

(1−q2)(1−zq) which

enumerates descendants of a scalar. Omitting steps, we find similar generating func-

tions for the descendants of conserved currents and generic primaries:

Zconserved
J =

qJ+1zJ

(1− q)(1− qz)
, Zgeneric

∆,J = q∆
zJ + q(1 + z) q

J−zJ
q−z

(1− q2)(1− qz)
. (4.89)

For conserved currents, the dimension-one generator responsible for 1
1−q is simply the

curl ~∇× •, that is, the numerator of eq. (4.25). To find the primaries that enter the

OPE product of two conserved currents, we have to match the generating functions:

Zconserved
J1

× Zconserved
J2

=
∑
n,J

cn,JZ
generic
2+n+J,J (4.90)

where the c’s are multiplicities of the various representations appearing. Putting in

the multiplicities from fig. 4.3 and comparing the series for various values of J1, J2,

we find perfect agreement.

4.3.3 From Lorentzian inversion formula

Beyond MFT, the Euclidean inversion formula is less efficient as double-twist opera-

tors contaminate the cross-channel OPE. We should thus seek another way to extract

the relevant OPE data: using the Lorentzian inversion formula. As a warm-up, we

demonstrate that we can reproduce the above OPE data from the Lorentzian inversion

formula, using spinning-down technology. As we will explain, within this framework
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it is straightforward to disentangle physical and spurious poles, so this calculation

will also confirm the decomposition (4.88). In this subsection, we restrict attention

to parity-even four currents (“VVVV”) as a concrete example.

In d = 3, all bosonic conformal blocks can be written as spin-ups of scalar confor-

mal blocks. In embedding space, a convenient set of spinning-up differential operators

is [147]

Dij
ii = ZA

i

(
(Xi ·Xj)

∂

∂XA
j

+ (Xi · Zj)
∂

∂ZA
j

−XA
j (Xi ·

∂

∂Xj

)− ZA
j (Xi ·

∂

∂Zj
)

)
,

Dij
ij = ZA

i

(
(Xi ·Xj)

∂

∂XA
i

+XA
j (Zi ·

∂

∂Zi
)−XA

j (Xi ·
∂

∂Xi

)

)
,

Dij
iO = εABCDE ZA

i X
B
i

∂

∂XiC

(
XD
j

∂

∂XjE

+ ZD
j

∂

∂ZjE

)
. (4.91)

Dij
ii increases the spin and decreases the conformal dimension of ith operator by one

unit simultaneously. On the other hand, Dij
ij increases the spin of ith operator by

one unit and decreases the conformal dimension of jth operator by one unit simulta-

neously, while the odd operator DiO only changes the first spin but not the dimen-

sions. Using these operators, (for example) our two parity-even three-point structures

〈V1V2O〉 can be constructed by acting on scalar three-point functions 〈O1O2O〉 with

five spin-up operators

〈V1V2O〉a = Pa(α)D
(α)
↑ 〈O1O2O〉(α) , D(α)

↑ =
(
D12

11D
21
22, H12, D

12
12D

21
22, D

21
21D

12
11, D

12
12D

21
21

)
,

(4.92)

where H12 is

H12 = 2
(
(X1 · Z2)(Z1 ·X2)− (X1 ·X2)(Z1 · Z2)

)
. (4.93)

As mentioned previously, it is important to note that the operators act on differ-

ent three-point functions (α) as the dimensions ∆1 and ∆2 are shifted differently

for different operators. For example, the first and the third structures are actually
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(D12
11D

21
22, D

12
12D

21
21)〈O∆1+1O∆2+1O∆,J〉, and the fourth structure isD12

12D
21
22〈O∆1O∆2+2O∆,J〉.

Each of these can be written as a combination of the five basis monomials in eq. (4.4)

and ultimately we are interested only in the linear combinations which produce the

two conserved structures in our basis (4.16). We find that these combinations, when

acting on the “funny block” G̃(c,d)
J+d−1,∆−d+1, with external shadow operators are:

Paα=

−√2(β+1)(4−τ)
(∆−3)(∆−2)

(β+1)(∆−1)(4−τ)√
2(∆−3)

√
2(J+3)(β+1)(4−τ)

(J+1)(∆−3)(∆−2)

√
2(J+3)(β+1)(4−τ)

(J+1)(∆−3)(∆−2)

√
2(∆∆̃(J+5)−(J+1)2(J+4))

(J+1)(∆−3)(∆−2)
√

2(β+1)(4−τ)
(J+1)(J+2) −J(β+1)(4−τ)√

2(J+2)

√
2(β+1)(4−τ)
(J+1)(J+2)

√
2(β+1)(4−τ)
(J+1)(J+2)

√
2(∆∆̃−J(J+1))
(J+1)(J+2)

 ,

(4.94)

where β = ∆ + J and τ = ∆ − J . (The coefficients are different if we want to get

the currents instead of their shadows.)

After integrating by parts, the spinning-up operators D(α)
↑ become spinning-down

operators, in our caseD(α)
↓ =

(
D̄21

22D̄
12
11, D̄H12 , D̄

21
22D̄

12
12, D̄

12
11D̄

21
21, D̄

21
21D̄

12
12

)
. The spinning-

down operators can be constructed from weight-shifting operators in [148], and we

find convenient to define them so they are adjoints to the above. This is readily done

using the operator DZ from eq. (4.8)6:

D̄ij
ii = −DAZi

(
(Xi ·Xj)

∂

∂XA
j

+ (Xi · Zj)
∂

∂ZA
j

−XA
j (Xi ·

∂

∂Xj

)− ZA
j (Xi ·

∂

∂Zj
)

)
,

D̄ij
ij = −DAZi

(
(Xi ·Xj)

∂

∂XA
i

−XjA

(
d− 1 + (Xi ·

∂

∂Xi

) + (Zi ·
∂

∂Zi
)

))
,

D̄Hij = 2
(
(Xi · DZj)(DZi ·Xj)− (Xi ·Xj)(DZi · DZj)

)
,

D̄ij
iO = −εABCDE DAZiX

B
i

∂

∂XiC

(
XD
j

∂

∂XjE

+ ZD
j

∂

∂ZjE

)
. (4.95)

These are adjoint to the D’s up to a spin-dependent factor which can be traced to

eq. (4.29), namely:

(
D12

11TJ1J2..., TJ1+1,J2...

)
=

1

(J1 + d−2
2

)(J1 + 1)

(
TJ1J2..., D̄

12
11TJ1+1,J2...

)
. (4.96)

6While DZ now acts on an embedding-space 5-vector Z, the dimension-dependent factor d−2
2

remains the same as in eq. (4.8). See ref. [47].
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This identity makes it trivial to integrate-by-parts.7 For D̄Hij there is an extra
1

(J2+ d−2
2

)(J2+1)
since both spins change. Boundary terms cannot arise in the above

pairing, because the integration variables are ultimately all gauge-fixed to a point.

Interestingly, we find that D̄ij
ij vanishes identically on conserved currents, so the

last three spin-down operators in our list vanish identically, reducing us to a two-

dimensional basis. It would be interesting to understand these simplifications from

the perspective of the bispinor formalism for AdS4/CFT3 [174].

To find the spinned-down Lorentzian inversion formula, we now have two options.

The first, as described so far, is to insert the matrix in eq. (4.94) inside eq. (4.65)

and integrate-by-parts. Since the last three spin-down operators vanish, we can write

eq. (4.66) in terms of two-by-two matrices. Generally, we have8

cta,b(∆, J) =
∑
α,β

κ
(α,β)
∆+J

4

∫
dzdz

z2z2

∣∣∣∣z − zzz

∣∣∣∣d−2

G̃
(α,β)
J+d−1,∆−d+1(z, z̄)dDisc[P̂a,αP̂b,βD(α,β)

↓ G(z, z̄)] ,

(4.97)

where, from eq. (4.65),

P̂a,α =
(−4)J1+J2

J1!J2!(1
2
)J1(1

2
)J2

1

N
E/O
J1J2OL

 0 1

1 0


ac

Pcα . (4.98)

Explicitly, for J1 = J2 = 1, the parity-even matrix evaluates to:

P̂Ea,α =
2
√

2

(β − 1)(τ − 2)
×

 −2
(J+1)(J+2)

J
(J+2)

2
(∆−3)(∆−2)

− (∆−1)
(∆−3)

 , (4.99)

where only ∆12 = 0 appears in κ and the block. For odd structures, in the spin-down
7For the odd operators, we only verified that DiO is the adjoint of D̄iO when acting on scalar

operators, sufficient for our purposes.
8There are no possible boundary terms because the potential limits z, z = 0, 1 are not really

“boundaries”. The limit z → 0 is regulated, on the Euclidean and Regge sheets, by the fact that ∆
is continuous and J > J∗, respectively. Furthermore, as discussed in [43], the integral over dDisc
near z → 1 is defined most precisely as a boundary-free “keyhole” type contour integral.
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basis DO↓ = (D̄12
1OD̄

21
22, D̄

21
2OD̄

12
11),

P̂Oa,α =
−
√

2

(J + 1)(∆− 2)
×

 1
(J+2)(∆−1)

−1
(J+2)(∆−1)

1
J(∆−3)

1
J(∆−3)

 . (4.100)

These matrices tell us how to convert the scalar inversion of the spinned-down corre-

lators (given below in eq. (4.102)) to OPE data in opposite/same-helicity structures.

There is a simple check: acting with the spin-down operators P̂a,αDα↓ on the

three-point spinning structure T b11O, we must get δba times a canonically normalized

scalar three-point structure T00O. In fact this gives a second method to directly

find the matrix P̂a,α, by-passing the spinning Lorentzian inversion formula. We find

precise agreement between the two methods. (The second one being admittedly more

straightforward.)

These operators can be applied to any correlator. We now consider t-channel

identity exchange:

G =
H23H14

(−2X2 ·X3)∆2+1(−2X1 ·X4)∆1+1
, (4.101)

which gives for example the even spinned-down correlator D↓G

D(1,1)
↓ G = −3

2
y(ȳ + 1)(24y4 + 3y3(5− 4ȳ) + 3y2(ȳ(4ȳ + 3) + 1)− y(ȳ + 1)(3ȳ(4ȳ + 3) + 1)

+ 3(ȳ + 1)2(ȳ(8ȳ + 7) + 1)) ,

D(2,2)
↓ G = −y(ȳ + 1)

(
y2 − y(ȳ + 1) + (ȳ + 1)2

)
,

D(1,2)
↓ G = D(2,1)

↓ G = −1

2
y(ȳ + 1)

(
9y3 + y2(1− 5ȳ) + y(ȳ + 1)(5ȳ + 1)− 3(ȳ + 1)2(3ȳ + 1)

)
,

(4.102)

where we reparameterized the cross-ratios by (z = y
1+y

, z̄ = 1
1+ȳ

).

Inserting in eq. (4.99) it remains to do the scalar inversion integrals of eqs. (4.102).

A good strategy is to expand in y → 0 to work out the integral over z twist-by-

twist. This also requires the lightcone expansion z → 0 for G̃J+d−1,∆−d+1(z, z̄) in the
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inversion formula (4.66), which can be done by noting (see, eq. (A.24) in [43])

κ(β)

κ(β + 2p)
(1− z)a+b(1− z

z̄
)d−2GJ+d−1,∆−d+1

∣∣
q,p
∼ Bq,p z

J−∆
2

+n+d−1kβ+2m(z̄) ,

(4.103)

whereBq,p can be recursively solved by the quadratic Casimir equation [43]. Moreover,

we can take use of the following integral formula to do the integral over z̄ [43]

Iτ̂ (β) =

∫ 1

0

dz̄

z̄2
(1− z̄)a+bκa,bβ ka,bβ (z̄) dDisc[

(1− z̄
z̄

) τ̂
2
−b

(z̄)−b]

=
Γ(β

2
− a)Γ(β

2
+ b)Γ(β

2
− τ̂

2
)

Γ(− τ̂
2
− a)Γ(− τ̂

2
+ b)Γ(β − 1)Γ(β

2
+ τ̂

2
+ 1)

. (4.104)

With this strategy we can calculate the result analytically for any n > 0, and find a

simple common formula given below.

The case n = 0 is subtle as we discussed previously in subsection 4.3.2: the

structures become degenerate. In fact the whole matrix (4.99) blows up as τ → 2.

The solution, as above, is to apply a further rotation to the basis in eq. (4.86). In the

(TE,reg
123 , TE,sing

123 ) basis, the matrix (4.99) becomes:

P̂E,rotated
a,α =

√
2

− 2J−1
(J−1)J(J+1)(J+2)(2J+1)

J
(J−1)(J+1)(J+2)(2J+1)

1
2(J−1)J(2J+1)

− J+1
4(J−1)(2J+1)

 , (4.105)

which is now nicely finite. The same rotation will also work in the computation of

anomalous dimensions in the next section.

For MFT correlators discussed here where D↓G is actually a finite sum of powers

of cross-ratios times Gegenbauer polynomials, a more compact and comprehensive

trick is available to extract the OPE data, see appendix B.3.2. Our result, for n ≥ 1,
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the coefficients of even (opposite/same) helicity structures are then:

λE12Oλ
E
43O
∣∣
n,J

=
(J + 1) 1

2
(2n+ J + 1

2
) 1

2

24n+2J+3(n+ 1
2
) 1

2
(n+ J + 1) 1

2

 J(J−1)
(J+2)(J+1)

0

0 (2n+J+1)(2n+J+2)
(2n+J)(2n+J−1)

 ,

(4.106)

which is precisely eq. (4.84a) with J1 = J2 = 1. For the leading trajectory, in the

rotated basis we find

λE,rotated
12O λE,rotated

43O
∣∣
0,J

=
2Γ(J + 1)2

Γ(2J + 1)
× J(J − 1)

16(J + 2)(J + 1)

 1 0

0 0

 , (4.107)

which again agrees with eq. (4.87) with J1 = J2 = 1. This confirms that spurious

poles simply double the n > 0 trajectories.

4.4 Application to AdS4/CFT3

The simplicity and diagonal nature of the mean field OPE encourages us to look at the

leading corrections. In this section, we study CFT3 current correlators that are dual

to bulk YM4 gluon amplitudes at tree-level. The Lorentzian inversion formula will

give us the corresponding anomalous dimensions in terms t- and u- channel exchanges

of conserved currents.

These correlation functions have been previously discussed in momentum space.

Results are remarkably tractable thanks to the fact that YM4 is conformally invariant

(at tree-level) and AdS4 is conformally flat [161, 163, 135, 136, 175, 176]. Our goal is

to obtain the corresponding OPE anomalous dimension, which we will then compare

with the flat space limit in the next section. The flat space limit of AdS/CFT [16, 18,

21] (RAdS → ∞) has not been much studied for spinning operators (with a notable

exception [26]) and we feel it is important to clarify it. Similarly to the scalar case,

one may expect (massless) amplitudes to be encoded in the z → z̄	 “bulk-point” limit

[23, 24], or equivalently the large-twist limit of OPE data. This will be confirmed in

the next section.
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2

1

3

4

Figure 4.4: Witten diagram for 〈V V V V 〉 with on-shell t-channel gluon exchange.
Two even and one odd coupling can be used in each vertex; u-channel is similar with
1 and 2 swapped.

4.4.1 Setup for current correlators

Our strategy is to use spin-up/spin-down operators to reduce the calculation to scalar

Lorentzian inversion formulas. The spin-down operators were described and validated

in section 4.3.3, acting on identity exchange in the t- and u-channel. The exchanged

operator is now a current, as shown in fig. 4.4. (Double-trace exchanges do not

contribute to tree-level accuracy, thanks to the double-discontinuity.)

From the CFT perspective, each current exchange involves two parity-even and

one odd coupling, described below eq. (4.108), which maps one-to-one with bulk on-

shell three-gluon couplings. These can be obtained from a bulk Lagrangian including

higher-derivative corrections:

L = − 1

4g2
YM

F a
µνF

µνa +
θ

32π2
F a
µνF̃

µνa − fabc

3g3
YM

(
gH Fµ

νaFν
ρbFρ

µc + g′H F̃µ
νaF̃ν

ρbF̃ρ
µc
)

+ · · · ,

(4.108)

where F̃µν = 1
2
εµνσρF

σρ. We show that in appendix B.1 that the couplings satisfy:

λ
(e1)
V V V =

gYM

16
√

2
, λ

(e2)
V V V =

gH

8
√

2
, λ

(o2)
V V V =

g′H
4
√

2π
(4.109)

where the structures refer to the even/odd basis in eq. (4.14). (We recall that the

first structure is the “opposite helicity” one which generically exists for spin J ≥ 2.)
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Having stated this dictionary, in this section we shall present results in terms of the

CFT couplings λ(i)
V V V .

We consider only the parity-even couplings. There are then four ways to dress the

the graph in fig. 4.4:

G11 , Yang-Mills vertex to Yang-Mills vertex ,

G22 , higher-derivative vertex to higher-derivative vertex ,

G12 , Yang-Mills vertex to higher-derivative vertex ,

G21 , higher-derivative vertex to Yang-Mills vertex . (4.110)

In each case the t-channel block can be written as the spin-up of a scalar block, so

after spinning down D(c,d)
↓ G(z, z̄) in eq. (4.66) gives a 8th order differential equation

acting on scalar blocks. The cross-channel scalar blocks themselves are not known in

closed form; in appendix B.3.3 we provide the series expansion of the log z term to

any order in z, which is sufficient to calculate anomalous dimensions exactly, in terms

of (y = z/(1 − z), ȳ = (1 − z̄)/z̄), i.e., eq. (B.38). For example, at the leading order

in the lightcone expansion y → 0, we find

D↓G11 =
log y

π

−9y(ȳ+1)(ȳ3+27ȳ2+675ȳ+1225)
32ȳ9/2

3y(3ȳ3−29ȳ2−123ȳ−75)
4ȳ7/2

3y(3ȳ3−29ȳ2−123ȳ−75)
4ȳ7/2 −2y(9ȳ2+26ȳ+9)

ȳ5/2

+O(y2) , (4.111)

where we parameterize y = z/(1− z), ȳ = (1− z̄)/z̄. At the leading order, D↓G22 has

the same expression as D↓G11, but differs at the second and higher orders. Up to the

leading order, D↓G12 = D↓G21 is

D↓G12 =
3 log y

π

−3y(ȳ+5)(ȳ3−9ȳ2+171ȳ+245)
32ȳ9/2

3y(ȳ3+ȳ2−9ȳ−25)
4ȳ7/2

3y(ȳ3+ȳ2−9ȳ−25)
4ȳ7/2 −2y(3ȳ2−2ȳ+3)

ȳ5/2

+O(y2) . (4.112)

The above expansions eq. (4.111) and eq. (4.112) would then be used in principle

to obtain the leading-twist anomalous dimensions by simply integrating over ȳ using

the formula (4.104). As discussed in subsection 4.3.2, the leading-twist analysis is a
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bit subtle due to a degeneracy in three-point structures, and is discussed below. As

the rotation in eq. (4.86) removes all divergences, the anomalous dimension can be

computed using just the logarithmic term in eq. (4.111). Nontrivially, we find a result

proportional to the leading order matrix

 1 0

0 0

, as required by the fact that there

is a single leading-twist family (the number of operators can’t change under small

perturbations). The anomalous dimension is then9

γE11

∣∣
n=0

= −
(

β4−4β3+28β2−48β+32
(β−4)(β−2)(β−1)β(β+2)

(
(λe1

V V V )2 + (λe2
V V V )2

)
+ 2

1−βλ
e1
V V V λ

e2
V V V

)
(T + (−1)JU) .

(4.113)

At subleading twists, the calculation uses analogous expressions together with the

s-channel expansion (4.103) and (4.104).

4.4.2 Anomalous dimensions: Yang-Mills case

This yields the anomalous dimensions as analytic functions of β for fixed n ≥ 1.

Including the P̂ matrix in eq. (4.99), we obtain 〈cγ〉J,∆, which we then divide by the

generalized free OPE data (4.77) (with J1 = J2 = 1), to arrive at anomalous dimen-

sions. It is important to include both t- and u-channel identity in the denominator,

which effectively doubles it as discussed below (4.88). In the pure Yang-Mills case we

find:

γE11 =
128(λ

(e1)
V V V )2

π2

(
T + (−1)JU

)
diag

ψβ
2
−n−2− ψβ

2
+n −

4
(β−2n)(β−2n+2)

+ 4
−2n+β−2

ψβ
2
−n− ψβ

2
+n+2 + 4

(β+2n−4)(β+2n−2)
+ 4

2n+β

 ,

(4.114)

9Since the second structure TE,sing
11O has a nonvanishing discontinuity, its ∼ (λ

(e1)
V V V )2 OPE coeffi-

cient will be required to predict the one-loop dDisc, in addition to the given anomalous dimension.
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where diag represents the diagonal matrix, and we have factored out T - and U -channel

color structures

T = f bcefade, U = facef bde . (4.115)

These should be viewed as operators acting on the initial pair, for example both have

the eigenvalue T, U 7→ CA when acting on a color-singlet state δab.

Eq. (4.114) (for n ≥ 1) gives the CFT3 analog of the four-point Parke-Taylor

amplitude. We note that to all orders in the 1/β, the two entries are related by the

reciprocity relation β 7→ 2−β, which could have been anticipated from the off-diagonal

nature of the light transform in eq. (4.57). The fact that it is diagonal will match

with the vanishing of non-helicity-conserving flat space amplitudes at tree-level.

The Yang-Mills self-interaction also gives diagonal anomalous dimension the odd

double-twists (which have half-integer n):

γO11 =
128(λ

(e1)
V V V )2

π2 diag

(ψβ
2
−n− ψβ

2
+n −

8
(β−2n−2)(β−2n)

) (
T − (−1)JU

)(
ψβ

2
−n− ψβ

2
+n + 8

(β+2n−2)(β+2n)

) (
T + (−1)JU

)
 . (4.116)

4.4.3 Higher-derivative corrections

Let us now record the pure higher-derivative corrections, which involve purely alge-

braic expressions:

γE22 =
128(λ

(e2)
V V V )2

π2 diag

 (n(β−1)+2)(4n2+8(β−1)n+(β−2)β+4)
(2n−β−2)(2n−β)(2n−β+2)(2n−β+4)

(
−T − (−1)JU

)
(n(β−1)−2)(4(n+1)2+β2−2(4n+1)β)
(2n+β−4)(2n+β−2)(2n+β)(2n+β+2)

(
−T − (−1)JU

)
 , (4.117)

γO22 =
128(λ

(e2)
V V V )2

π2 diag

 (n(β−1)+2)(4n2+8(β−1)n+(β−2)β+4)
(2n−β−2)(2n−β)(2n−β+2)(2n−β+4)

(
T − (−1)JU

)
(n(β−1)−2)(4(n+1)2+β2−2(4n+1)β)
(2n+β−4)(2n+β−2)(2n+β)(2n+β+2)

(
T + (−1)JU

)
 . (4.118)

The even and odd matrices are identical up to some signs, and again reciprocity

β 7→ 2− β swaps the trajectories up to a minus sign.

The G12 contributions (one Yang-Mills and one higher-derivative vertex) violate

helicity conservation and give purely off-diagonal anomalous dimensions. Since the
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Lorentzian inversion formula gives us 〈cγ〉J,∆, we divide the off-diagonal terms by the

geometric mean of MFT coefficients to define a symmetrical anomalous dimension

matrix γeven
12 = γeven

21 :

γE12 =
128λ

(e1)
V V V λ

(e2)
V V V

π2

−4n(β−1)
√

(β−2n)(β−2n+2)(β(β−2)+4n2−4)(T+(−1)JU)

(β−2n+2)(β−2n)
√

(β−2n−4)(β−2n−2)(β+2n−4)(β+2n−2)(β+2n)(β+2n+2)

 0 1

1 0

 .

(4.119)

The odd γ12 is the same and γ21 is also identical up to an overall minus sign (such

that the sum vanishes: γO12 + γO21 = 0, which will be in agreement with symmetries of

the scattering amplitude).

We end this section by giving the large-n limit of above anomalous dimensions,

which will be compared in the next section with flat-space 2-to-2 gluon scattering

amplitudes:

γE11|n→∞ =
128(λ

(e1)
V V V )2

π2 (T + (−1)JU)diag

ψJ−1 − log(2n) + 2
J
− 1

(J+1)(J+2)

ψJ+1 − log(2n)

 ,

γO11|n→∞ =
128(λ

(e1)
V V V )2

π2

(ψJ+1 − log(2n)− 2
J(J+1)

)
(T − (−1)JU)(

ψJ+1 − log(2n)
)
(T + (−1)JU)

 ,

γ
E/O
22 |n→∞ =

128(λ
(e2)
V V V )2

π2

 12n4(∓T+(−1)JU)
(J−1)J(J+1)(J+2)

0

0 0

 ,

γ
E/O
12 |n→∞ =

128λ
(e1)
V V V λ

(e2)
V V V

π2
−n2(T+(−1)JU)√
(J−1)J(J+1)(J+2)

 0 1

1 0

 ,

γ
E/O
21 |n→∞ =

128λ
(e1)
V V V λ

(e2)
V V V

π2
∓n2(T+(−1)JU)√
(J−1)J(J+1)(J+2)

 0 1

1 0

 . (4.120)

We note that each higher-derivative correction λ(e2)
V V V comes accompanied with a power

of n2 ∼ s, as expected from bulk dimensional analysis. Furthermore, we see that the

difference between even- and odd- same-helicity anomalous dimensions vanishes at
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X1

X2

X3

X4

P

Figure 4.5: Bulk-point kinematics in Lorentzian cylinder of AdS. X1 and X2 are at
Lorentzian time −π/2, X3 and X4 are at Lorentzian time π/2, where particles are
focused on the bulk-point P .

large-n:

γE,same
11 − γO,same

11 =
128(λ

(e1)
V V V )2

π2

6(T + (−1)JU)

(β
2

+ n− 2)4

∼ 1

n4
. (4.121)

This indicates that the same-helicity amplitude M++++ vanishes in the flat-space

limit (as expected). However, we find it remarkable that it is not identically zero

in AdS space. This suggests that, in a more precise treatment where the flat-space

limit is defined as R → ∞ as opposed to s → ∞, a distributional term near s = 0

may survive; such terms could potentially give a new perspective on four-dimensional

unitarity and the rational one-loop amplitudeM(1)
++++. We leave this to future work.

4.5 Large-n limit from gluon scattering amplitudes

There is a close relation between the anomalous dimensions at large dimension in

a CFTd and the scattering amplitude of a dual QFTd+1 in the flat space limit of

AdS. This can be seen for example by considering kinematic configurations which

focus particles — such as the analytically continued z → z “bulk-point” limit, see
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for example [16, 18, 21, 22, 23, 24]10. For massless external particles (dual to our

currents), since the past and future states are connected by time π on the cylinder, the

scattering phase is related to CFT anomalous dimensions by the simple dictionnary

γn,J |n→∞ → −
1

π
aJ , sR2 = 4n2 , (4.122)

where aJ is the partial-wave amplitudes with angular momentum J , s is the Man-

delstam invariant of the bulk scattering process, and R is the AdS radius. We often

take R = 1 below for simplicity and take s 6= 0, so the limit is equivalent to n→∞.

(In general the amplitude maps to a weighted average of anomalous dimensions. A

one-loop example is provided in [106].) We expect this relation to work for spinning

operators as well, for suitably defined partial waves.

4.5.1 Partial waves in massless QFT4

Two-particle scattering states in QFT4 can be organized according to their SO(3) spin

in the rest frame of their total momentum, P = p1 + p2. Since rotations commute

with helicity, we can choose a basis of states with definite helicity. For definiteness,

we focus here on the case of two massless spin 1 particles.

We use the spinor-helicity formalism where each null momentum is factorized into

a product of spinors, p/i = |i]〈i|, see [178]. Under little-group rotations of spinors |i]

and |i〉 by opposite phases, a state of helicity h transforms like |i]2h. We treat two-

particle states like a massive particle of momentum P and spin J , which in index-free

notation is a polynomial ∼ |ε〉2J in a left-handed spinor |ε〉. (There is no need to

use right-handed spinors, since P can be used to convert one into the other, see

[179].) Lorentz and little-group symmetries then uniquely fix the matrix elements of
10This kinematic configuration is, however, modified if external particles are massive [25, 93, 3,

177].
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two-particle states ΨJ
±:

〈2−1−|ΨJ
−−〉 =

〈ε1〉J〈ε2〉J

〈12〉J−1[12]
, 〈2+1−|ΨJ

−+〉 =
〈ε1〉J+2〈ε2〉J−2

〈12〉J
,

〈2+1+|ΨJ
++〉 =

〈ε1〉J〈ε2〉J

〈12〉J+1/[12]
, 〈2−1+|ΨJ

+−〉 =
〈ε1〉J−2〈ε2〉J+2

〈12〉J
.

(4.123)

More precisely, symmetries fix the states up to a power of s = −P 2, which we chose

so that all states have the same dimension. We further define the state |ΨJ
h1h2
〉 to be

orthogonal to gluons of other helicity.

In the above kinematic factors we treat the two particles as distinguishable. These

are related to actual gluon states by adding color labels and accounting for Bose

symmetry: fully decorated states can be defined as

〈3h3c4h4d|ΨJ,ab
h1h2
〉 = δadδbcδh4

h1
δh3
h2
〈3h34h4|ΨJ

h1h2
〉+ δacδbdδh3

h1
δh4
h2
〈3h34h4|ΨJ

h1h2
〉 . (4.124)

Since interactions can change helicities, the action of the S-matrix on these states

takes the form of a 4× 4 matrix:

S|ΨJ
h1a,h2b

〉 =
∑

h3,h4,c,d

SJh1a,h2b
h4d,h3c|ΨJ

h3c,h4d
〉+ multi-particles . (4.125)

As is customary, we subtract the identity part: S = 1 + iA, where A is the scattering

amplitude. In the 2→ 2 sector, SJ12
43 = 1

2
(δ4

1δ
3
2 +δ3

1δ
4
2)+iaJ12

43, where we use collective

indices in δ4
1 = δh4

h1
δda. The partial wave a is then simply the amplitude in the |Ψ〉

basis:

aJ = A⊗ |ΨJ〉 , (4.126)

which can be computed as a phase-space integral. To be fully explicit with indices
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(see also eq. (2.16) of [180]):

aJh1a,h2b
h4d,h3c =

1

2

∑
h′1,h

′
2,a
′,b′

∫
dΩ

64π2

〈3h3c4h4d|A|1a′h′12b
′

h′2
〉〈1h′1a′2h′2b′ |ΨJ

h1a,h2b
〉

〈3h34h4|ΨJ
h3,h4
〉

=
1

16π

∫
dΩ

4π
〈3h3c4h4d|A|1ah1

2bh2
〉
〈1h12h2|ΨJ

h1,h2
〉

〈3h34h4|ΨJ
h3,h4
〉
. (4.127)

The second form will be particularly useful for calculations. Notice that the two terms

in eq. (4.124) simply canceled the symmetry factor 1
2
. In this integral, p3 and p4 are

held fixed and dΩ represents the solid angle of ~p1 in the rest frame of P .

The angular integral can be conveniently parametrized in terms of spinors via

[181]

|1〉 = cos θ|4〉 − sin θeiφ|3〉 , |2〉 = sin θe−iφ|4〉+ cos θ|3〉 , (4.128)

with analogous expressions for the conjugate spinors |1] and |2] with the phase re-

versed φ 7→ −φ. In the rest frame of P , the variables θ and φ represent physically

(half) the azimuthal and polar angle with respect to p1. The measure is then

∫
dΩ

4π
=

∫ 2π

0

dφ

2π

∫ π
2

0

sin(2θ)dθ . (4.129)

It is important to note that both the numerator and denominator in eq. (4.127)

depend on |ε〉, p3 and p4, in addition to the integration variables θ, φ. However, since

the result of the integral is determined by symmetry, the ratio after doing the integral

is guaranteed to be a pure number independent of these variables.

This method allows us to define partial waves without having to worry about

the normalization of the states. The idea is that the eigenvalues of the matrix SJ12
43

map to weighted averages of CFT anomalous dimensions e−iπγ. To leading order in

perturbation theory, this relation gives simply, as quoted:

γJ12
43 ≈ − 1

π
aJ12

43. (4.130)
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Surprisingly, the exact same relation has an interpretation purely in the context

of QFT: the phase of the S-matrix acting on form factors of local operators gives

the dilatation operator of the QFT: SF∗ = e−iπDF∗ [180]. This was used there to

compute anomalous dimensions of local operators of a QFT4, as labelled by their two-

particle form factors. (For example, the infrared-safe combination γ0
++

++ − γ2
+−

+−

acting on a color-singlet state computes the QCD β-function.) Here γJ12
43 instead

gives holographically a CFT3 anomalous dimension γ(n) where 4n2 = sR2 is large. It

is amusing that anomalous dimensions in the bulk QFTd+1 and boundary CFTd are

computed by literally the same formula.

4.5.2 Anomalous dimensions in Yang-Mills theory

On-shell amplitudes in YM4 are recorded in appendix B.4. We use these on-shell

amplitudes together with eq. (4.127) to extract the corresponding partial-wave am-

plitudes, from which we will find perfect agreement with CFT eq. (4.120).

We begin with the pure Yang-Mills theory, then add higher-derivative corrections.

4.5.2.1 Pure Yang-Mills

Using Yang-Mills amplitudes eq. (B.45), we can readily evaluate (4.127). For example,

we obtain

(aYM2

)−+
−+ =

g2
YM

8π〈ε3〉J−2〈ε4〉J+2

∫ 2π

0

dφ

∫ π
2

0

dθ(〈ε4〉 cos θ − 〈ε3〉 sin θeiφ)J+2 ×

(〈ε3〉 cos θ + 〈ε4〉 sin θe−iφ)J−2 cos4 θ × (T cot θ + U tan θ) ,

(aYM2

)−+
+− =

g2
YM

8π〈ε3〉J−2〈ε4〉J+2

∫ 2π

0

dφ

∫ π
2

0

dθe4iφ(〈ε4〉 cos θ − 〈ε3〉 sin θeiφ)J−2 ×

(〈ε3〉 cos θ + 〈ε4〉 sin θe−iφ)J+2 sin4 θ × (T cot θ + U tan θ) , (4.131)
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and (aYM2
)+−

−+ = (aYM2
)−+

+− when the integral is evaluated. Same-helicity partial-

wave amplitudes give

(aYM2

)−−
−− = (aYM2

)++
++ =

g2
YM

8π〈ε3〉J 〈ε4〉J

∫ 2π

0

dφ

∫ π
2

0

dθ(〈ε4〉 cos θ − 〈ε3〉 sin θeiφ)J ×

(〈ε3〉 cos θ + 〈ε4〉 sin θe−iφ)J ×
(
T cot θ + U tan θ

)
, (4.132)

and other helicity-violation terms identically vanish, e.g., a−+
−− = a−−

−+ = 0. It

is worth noting that above integrals fail to converge due to IR divergence. In the

context of computing UV anomalous dimensions in QFT, these could be subtracted

using that the stress-tensor is protected [180]. However, in our context these reflect

physical divergences of bulk anomalous dimensions as RAdS →∞. We thus regularize

the above equations by introducing a small-angle cut-off ε < θ < π
2
− ε which we will

then compare with the bulk cutoff n → ∞. The azimuthal integral can be readily

evaluated, which gives

(aYM2

)−+
−+ = −g2

YM

4π

(
γE + log ε+ ψJ−1 + 2

j
− 1

(j+2)(j+3)
+ 3

(j−1)4

)
T +

3g2
YM

4π(J−1)4
(−1)JU ,

(aYM2

)−+
+− = −g2

YM

4π

(
γE + log ε+ ψJ−1 + 2

j
− 1

(j+2)(j+3)
+ 3

(j−1)4

)
(−1)JU +

3g2
YM

2π(J−1)4
T ,

(aYM2

)−−
−− = (aYM2

)++
++ = −g

2
YM

4π

(
γE + log ε+ ψJ+1

)
(T + (−1)JU) . (4.133)

As a simple check, acting on color-singlet states (T, U 7→ CA) and taking large spin,

we reproduce the famous logarithmic scaling of gauge theories, γ = −a
π
→ +

g2
YM

2π2 log J .

To compare with anomalous dimensions evaluated in CFT, we should rotate to

parity basis

(aYM2

)E =
1

2
diag

 (aYM2
)−+

−+ + (aYM2
)−+

+− + (+↔ −)

(aYM2
)−−

−− + (aYM2
)++

++

 ,

(aYM2

)O =
1

2
diag

 (aYM2
)−+

−+ − (aYM2
)−+

+− + (+↔ −)

(aYM2
)−−

−− + (aYM2
)++

++

 , (4.134)
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where (+↔ −) denotes flipping all helicity. Imposing following simple identification

ε =
e−γE

2n
, (4.135)

and using λ(e1)
V V V = gYM/(16

√
2) from eq. (4.109), we then find a perfect match with

the CFT anomalous dimension in eq. (4.120):

γ
E/O
11 |n→∞ = − 1

π
(aYM2

)E/O . (4.136)

4.5.2.2 Higher-derivative corrections

Let us start with the pure higher-derivative interaction (e.g. at both vertices). Using

the amplitudes recorded in eq. (B.46), we can immediately conclude that (aH2
)−−

−− =

(aH2
)++

++ = 0, because MH2

1−2−3+4+
only have s-channel pole and thus is evaluated

to be identically zero, which nicely agrees with predictions from CFT. On the other

hand, (aH2
)−+

−+ and (aH2
)−+

+− contributes with T and U factors separately, giving

(aH2

)−+
−+ =

g2
H

32π〈ε3〉J−2〈ε4〉J+2

∫ 2π

0

dφ

∫ π
2

0

dθ(〈ε4〉 cos θ − 〈ε3〉 sin θeiφ)J+2×

(〈ε3〉 cos θ + 〈ε4〉 sin θe−iφ)J−2(cos θ)3 sin θ(cos(2θ)− 3)× U ,

(aH2

)−+
+− =

g2
H

32π〈ε3〉J−2〈ε4〉J+2

∫ 2π

0

dφ

∫ π
2

0

dθe4iφ(〈ε4〉 cos θ − 〈ε3〉 sin θeiφ)J−2×

(〈ε3〉 cos θ + 〈ε4〉 sin θe−iφ)J+2(sin θ)3 cos θ(cos(2θ) + 3)× T . (4.137)

We can readily evaluate the integrals and find

(aH2

)−+
−+ =

3g2
Hs

2

4π2(J − 1)4

(−1)JU , (aH2

)−+
+− =

3g2
Hs

2

4π2(J − 1)4

T , (4.138)

and simultaneously flipping helicity + ↔ − gives the same answer. Rotating to the

Even/Odd parity basis readily gives

(aH2

)E/O =
3g2

Hs
2

4π2(J − 1)4

(∓ T + (−1)JU
)

0

0 0

 . (4.139)
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Using λe2
V V V = gH/(8

√
2) from eq. (4.109) and s = 4n2 from eq. (4.122), we achieve a

perfect agreement with CFT anomalous dimensions from eq. (4.120).

γ
E/O
22 |n→∞ = − 1

π
(aH2

)E/O . (4.140)

The contact ambiguity that has the same scaling dimension as the a2
H interaction

(see eq. (B.46)) affects the J = 2 OPE data, making the preceding partial wave valid

only for J > 2. We believe that all other results are valid for J > 1 (with similar

comments applying to the Lorentzian inversion formula results from the preceding

section).

Finally, let us look at the product of Yang-Mills and higher-derivative couplings.

Here, there are two kinds of amplitudes, for exampleM−−+− andM−+++, which is

not symmetric and thus give slightly different partial-wave amplitudes that form a

non-symmetric and anti-diagonal matrix; eigenvalues of the resulting matrix should

agree with CFT eigenvalues from eq. (4.120) (that is, we only compare up to similarity

transformation).

For example, we find some of (amix) = a
∣∣
gYMgH

forM−−+− type mixing reads

(amix)−+
−− = − gYMgHs

8π〈ε3〉J 〈ε4〉J

∫ 2π

0

dφ

∫ π
2

0

dθe−2iφ(〈ε4〉 cos θ − 〈ε3〉 sin θeiφ)J+2×

(〈ε3〉 cos θ + 〈ε4〉 sin θe−iφ)J−2 sin(2θ)× (T cot θ + U tan θ) ,

(amix)−−
+− = − gYMgHs

8π〈ε3〉J−2〈ε4〉J+2

∫ 2π

0

dφ

∫ π
2

0

dθe2iφ(〈ε4〉 cos θ − 〈ε3〉 sin θeiφ)J×

(〈ε3〉 cos θ + 〈ε4〉 sin θe−iφ)J sin2 θ cos2 θ × (T cot θ + U tan θ) . (4.141)

(amix)−+
++ gives the same as (amix)−+

−−, and (amix)−−
−+ is similar to (amix)−−

+−

but flipping e2iφ → e−2iφ. Though the integrand looks a bit different when we flipping
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+↔ −, we find they give the same result

(amix)−+
−− = (amix)−+

++ = − gYMgHs

8πJ(J − 1)

(
T + (−1)JU

)
,

(amix)−−
−+ = (amix)−−

+− = − gYMgHs

8π(J + 1)(J + 2)

(
T + (−1)JU

)
, (4.142)

and the same for flipping ± → ∓. Now we can rotate to the parity basis. To

compare with CFT calculation where we record γ12 and γ21 separately, we should be

careful about clarifying amix
12 and amix

21 : γ12 corresponds to amix with different helicity

in (h2, h3) , and γ21 corresponds to amix with same helicity in (h2, h3). We find

(amix
12 )E/O =

1

2

 0 (amix)−+
−− + (amix)+−

++

(amix)−−
+− + (amix)++

−+ 0

 ,

(amix
21 )E/O = ±1

2

 0 (amix)−+
++ + (amix)+−

−−

(amix)−−
−+ + (amix)++

+− 0

 . (4.143)

The signs work out so that, when we add the contributions from the two vertices, the

parity-even part doubles and the odd part cancels out (aO12 +aO21 = 0), as found in the

preceding section. Using the dictionary λe2
V V V = gH/(8

√
2) and λe2

V V V = gH/(16
√

2)

from eq. (4.109) and s = 4n2, we find that the eigenvalues of amix precisely coincide

with γ12 and γ21 in eq. (4.120) up to −1/π, i.e.,

γE/O
∣∣
n→∞ ∼ −

1

π
(amix)E/O , (4.144)

and ∼ denotes the equivalence up to similarity transformation.

4.6 Conclusion

In this paper, we introduced a helicity basis for conformal blocks of conserved currents

of any spins in three-dimensional CFTs. We observed that the concept of helicity is

conformally invariant (see subsection 4.2.2) and can be defined without reference to

any particular formalism such as momentum space. This ensures that the helicity
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basis plays nicely with crossing symmetry. We found evidence of this in the OPE de-

composition of mean-field correlators, which turns out nicely diagonal (see eq. (4.76),

and we further computed the CFT3 OPE data dual to tree-level gluon scattering of

Yang-Mills theory in AdS4, including higher-derivative corrections.

The YM4 calculation was done using the spinning Lorentzian inversion formula

(see eq. (4.114), (4.116) and following), which gives the OPE data for sufficiently large

spin J > J∗, where we expect J∗ = 1 without including higher-derivative corrections

and J∗ = 2 with them. The anomalous dimensions follow a simple diagonal / off-

diagonal pattern and precisely match, in the large-twist limit, with the partial waves in

the flat space limit of the bulk theory, shown in eq. (4.120). We found a simple one-to-

one dictionary between on-shell three-point interactions in bulk AdS4 and three-point

helicity structures (see eq. (B.14)).

We expect that a calculation of the 6j symbol (also known as crossing kernel) in

the helicity basis could thus greatly help bootstrap calculations involving conserved

currents and stress tensors in 3d CFTs. We expect the 6j symbols to be diagonal in

helicity basis. It is also worth exploring if the helicity basis could also help numerical

work by diagonalizing certain steps.

In higher spacetime dimensions, whether a basis exists which would diagonalize

mean-field correlators remains an open question. Better understanding the flat-space

limit of massless-massless-massive three-point functions could shed light on this ques-

tion.

In perturbation theory, our findings pave the way for a study of loop corrections

in YM4 with a four-dimensional treatment of infrared effects. Compared with flat

space, AdS physics comes with a built-in infrared regulator, and an interesting fact is

that leading double-twist states (the n = 0 trajectory) do not have a definite helicity

(see eq. (4.87)). The notion that zero-energy gluons do not have helicity resonates

with findings from the asymptotic symmetry context (see for example [182]), and it

would be interesting to make this connection closer. Eq. (4.121) suggests that the

tree-level amplitude for four same-helicity gluons is not identically zero even in flat

space, but retains a sort of distributional component around zero energy, which could
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be important for unitarity calculations in flat space.

Nonperturbatively, we expect the helicity basis to be particularly convenient for

uncovering the implications of crossing symmetry on stress tensor correlators in CFT3

and the dual gravitational physics.
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Chapter 5

Graviton partial waves and causality

in higher dimensions

5.0 Bridging section

In the last two manuscripts (Chapter 3 and 4), we discuss the flat-space limit of AdS

scattering amplitudes. The precise definition of the flat-space limit is to take the AdS

radius large compared to any other length scales such as the impact parameter b, the

string length `s, and the Planck length `pl. The precise hierarchy is RAdS � b > `s �

`pl. For massless particles, such limit is also phrased as the bulk point limit because

it ensures particles almost shot into a single point in the AdS bulk.

In Chapter 3, we show that all existing frameworks for achieving the flat-space

limit can be related to each other. The origin of those formulas is the holographic

reconstruction of wave packets in the AdS bulk in terms of conformal operators on the

boundary. However, our starting point is the low-energy perturbative constructions

of the smearing kernel. We know nothing about any UV and non-perturbative aspects

of this formalism.

A similar situation happens in Chapter 4. We have to restrict our explorations

of four-point gluon amplitudes to the perturbative AdS EFT regime. The reason is

that we do not know any details of the underlying UV theory.

Although we do not assume any underlying UV theory, the Wilson coefficients of

146
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low-energy EFT encode some information about the UV theory. One can build the

dispersion relations of amplitudes to relate the EFTs and UV theories. One can make

use of the dispersion relations to carve out the allowed space of Wilson coefficients

by only assuming the causality and the unitarity in the UV, see, e.g.,[77, 80, 81, 82,

83, 84, 85, 86, 87, 88] in flat space. The compatibility between AdS and flat-space for

the allowed space of Wilson coefficients is the first step to making sense of defining

the UV S-matrix from AdS in the flat-space limit. [33] proves this compatibility for

scalar correlators. The authors of [33] show that the constraints of flat-space Wilson

coefficients can be uplifted to AdS space up to small errors under the Regge limit

RAdS ∼ b � `s � `pl. This finding suggests that scalar EFTs in AdS can define

scalar EFTs in the flat-space at the large AdS radius by predicting the correct Wilson

coefficients and vice versa.

In this manuscript, we study the constraints of Wilson coefficients for gravitational

S-matrix. Although there is no definitive proof of uplifting spinning EFTs, we uplift

our rigorous bounds to give central charge bounds of holographic CFT4, see (5.30).

In the future, if any researchers successfully establish the dispersion relations for

stress-tensor correlation functions, they can use that dispersion relation to precisely

bound the central charge ratios. Our uplifted bound will then provide a comparison.

Therefore, our findings pave the way to understanding how stress-tensor correlation

functions can predict gravitational S-matrix and vice versa.

In summary, we directly deal with the perturbative relations between AdS ampli-

tudes and flat-space S-matrices in the last two Chapters, which is the efforts to answer

Q1 in the introduction. On the other hand, this Chapter provides the necessary in-

gredients for the future to bridge AdS amplitudes and S-matrices as gravitational

EFTs controlled by an unknown UV origin, paving the way to understanding Q2 in

the introduction.



CHAPTER 5. GRAVITON PARTIAL WAVES AND CAUSALITY IN HIGHER DIMENSIONS148

5.1 Introduction

Relativity and quantum mechanics lie at the heart of particle physics. Notions such

as relativistic causality (“signals cannot move faster than light”) naturally lead to

the concepts of waves, fields, and particles as force carriers [8]. Gravity challenges

this unification; for example the precise meaning of causality in a fluctuating space-

time remains unclear. In this Letter we study a situation where causality can be

unambiguously stated, and is in principle experimentally testable.

Our setup is 2 → 2 scattering between initially well-separated objects in a flat

Minkowski-like region of spacetime. A notion of causality is inherited from the flat

background, and encoded in the mathematically precise axioms of scattering (S-

matrix) theory. It can be used to constrain gravity itself. Consider higher-derivative

corrections to Einstein’s gravity at long distances:

S =

∫
dDx
√
−g

16πG
(R + α2

4
C2 + α4

12
C3 +

α′4
6
C ′3 + . . . ) , (5.1)

where C2, C3, C ′3 are higher-curvature terms defined below. Weinberg famously ar-

gued that any theory of a massless spin-two boson must reduce to GR at long distances

[183]. This was significantly extended in [77], who argued that the parameters αi must

be parametrically suppressed by the mass M of new higher-spin states. In parallel,

S-matrix dispersion relations have been used to constrain signs and sizes of certain

corrections [81, 80, 184].

Recently, by combining these methods we showed how to bound dimensionless

ratios of the form |αiM i| in any scenario where M � Mpl, such that corrections are

larger than Planck-suppressed. However, these bounds featured the infrared loga-

rithms that are well known to plague massless S-matrices in four dimensions.

In this Letter we present rigorous bounds in higher-dimensional gravity, where

infrared issues are absent. We overcome significant technical hurdles regarding the

partial wave decompositions of higher-dimensional amplitudes. The resulting bounds

have interesting applications to holographic conformal field theories.
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5.2 Four-point gravity amplitudes

5.2.1 Four-point S-matrices and local module

We treat the graviton as a massless particle of spin 2. The amplitude for 2 → 2

graviton scattering depends on the energy-momentum pµj and polarization εµj of each.

It can be written generally as a sum over Lorentz-invariant polynomials times scalar

functions:

M =
∑
(i)

Poly(i)({pj, εj})×M(i)(s, t) . (5.2)

We use conventions in which all momenta are outgoing and Mandelstam invariants,

satisfying s+ t+ u = 0, are

s =−(p1+p2)2, t =−(p2+p3)2, u =−(p1+p3)2. (5.3)

In kinematics where p1, p2 are incoming, s and −t are respectively the squares of the

center-of-mass energy and momentum transfer.

The allowed polynomials in (5.2) are restricted by the fact that graviton polariza-

tions are transverse traceless and subject to gauge redundancies [178]:

pj·pj = pj·εj = εj·εj = 0, εj ' εj + #pj . (5.4)

Depending on the choice of spanning polynomials, the functions M(i)(s, t) may de-

velop spurious singularities which would complicate their use. As explained in [185],

there exist special generators of the “local module” such that any amplitude that is

polynomial in polarizations and momenta leads to M(i)’s that are polynomial in s

and t. These can be simply presented using gauge- and Lorentz- invariant building
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blocks:

H12 = F µ
1νF

ν
2µ , H123 = F µ

1νF
ν
2σF

σ
3µ ,

H1234 = F µ
1νF

ν
2σF

σ
3ρF

ρ
4µ , V1 = p4µF

µ
1νp

ν
2 , (5.5)

where F µ
iν = pµi εiν − ε

µ
i piν is proportional to the field strength. We define H’s with

other indices by permutation, and Vi by cyclic permutations.

In this notation, any S-matrix involving four photons (thus homogeneous of degree

1 in each of the vectors εµj ) can be written as a sum of seven terms, involving three

basic functions [185]:

M4γ =
[
H14H23M(1)

4γ (s, u) +X1243M(2)
4γ (s, u) + cyclic

]
+ SM(3)

4γ (s, t). (5.6)

Here, we introduced the shorthands X and S:

X1234 = H1234 − 1
4
H12H34 − 1

4
H13H24 − 1

4
H14H23 ,

S = V1H234 + V2H341 + V3H412 + V4H123 . (5.7)

Thanks to Bose symmetry, all basic functionsM(i)
4γ (a, b) are symmetrical in their two

arguments, while the third one is further invariant under all permutations of s, t, u,

since S is fully permutation symmetric. The combination X enjoys improved Regge

behavior (discussed below).

The general four-graviton amplitudeM can now be written using all products of

the photon structures, supplemented by the element G equal to the determinant of all

dot products between (p1, p2, p3, ε1, ε2, ε3, ε4). The resulting 29 generators organize
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under permutations as two singlets, seven cyclic triplets, and one sextuplet [185]:

singlets : GM(1)(s, u), S2M(10)(s, u),

triplets : H2
14H

2
23M(2)(s, u), H12H13H24H34M(3)(s, u),

H14H23(X1243−X1234−X1324)M(4)(s, u), X2
1243M(6)(s, u), X1234X1324M(7)(s, u),

H14H23SM(8)(s, u), X1243SM(9)(s, u),

sextuplet : H12H34X1243M(5)(s, u). (5.8)

These constitute a basis in generic spacetime dimension (D ≥ 8); lower dimensions

are reviewed in appendix C.1.

5.2.2 Regge limit and dispersive sum rules

At low energies, the effect of quartic self-interactions in the effective theory (5.1) is to

add polynomials in Mandelstam invariants to the amplitudesM(i): this is a defining

property of the local module 1. We would like to use the assumption that graviton

scattering remains sensible at all energies to constrain the size of these interactions.

Our axioms are best stated using smeared amplitudes:

MΨ(s) ≡
∫ M

0

dpΨ(p)M(s,−p2). (5.9)

As argued in [130, 33, 5, 186], for suitable wavefunctions Ψ, causality is interpreted as

analyticity for s large in the upper-half plane, while unitarity further implies bound-

edness along any complex direction:

|MΨ(s)|s→∞ ≤ s× constant . (5.10)

The essential conditions on Ψ(p) are: finite support in p (required for analyticity of

MΨ), and normalizability at large impact parameters (ensuring boundedness).
1We omit terms with Riemann scalar and Ricci tensors from the action, since they are proportional

to Einstein’s equation of motion hence removable order-by-order in the low-energy expansion. The
structure which multiplies C2 in (5.1) is thus equivalent to the Gauss-Bonnet coupling.
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H12 H13 H14 X1234 X1324 X1243 X1234−X1324 S G
s1 s1 s0 s2 s2 s1 s1 s2 s2

Table 5.1: Behavior in the fixed-t Regge limit of polarization structures, omitting
some simple permutations, i.e. H34∼H12.

The bound (5.10) is assumed for polarizations that do not grow with energy.

The behavior of the scalar functions M(i) can be deduced from the Regge scaling

of the polarization structures they multiply; leading growth rates are recorded in

table 5.1. An important observation is that the leading terms are not all linearly

independent, for example while both X1234, X1324 ∼ s2, their difference grows more

slowly. The coefficients of these structures inherit the opposite behavior. For example,

the (smeared) photon amplitudes M(2)
4γ (s, t) ±M(2)

4γ (u, t) are bounded by constants

times s−1 and s0, respectively.

We say that a dispersive sum rule has Regge spin k if it converges assuming that

M/sk → 0; our axioms above state that sum rules with k > 1 converge. As can be

seen from (5.8) and table 5.1,M∼ sk impliesM(3) ∼ sk−4, ensuring convergence of

the following integral at fixed t = −p2 (with u = p2 − s):

B
[1]
k (p2) =

∮
∞

ds

4πi

[
(s−u)M(3)(s,u)

(−su)
k−2

2

]
≡ 0 (k ≥ 2 even). (5.11)

This identity yields a Kramers-Kronig type relation between scattering at low and

high energies, by a standard contour deformation argument. Namely, one finds a low-

energy contribution at the scale M �Mpl which is EFT-computable by assumption,

plus a discontinuity at high energies s ≥M2 (see [5] for more detail). See appendix C.4

for the low-energy amplitudes.

A salient feature of graviton scattering is that many sum rules, like B[1]
2 above,

have no denominator: only the poles ofM contribute at low energies. Acting on the

low-energy amplitude (see (C.40)), it yields:

8πG

[
1

2p2
+
α2

2−2α4

16
p2

]
=

∫ ∞
M2

ds

π
(s− u)ImM(3)(s, u) . (5.12)
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The dependence on p is exact up to EFT-computable contributions from other light

poles (such as light Kaluza-Klein modes), which we account for in our analysis below,

and Planck-suppressed loop corrections, which we neglect since M � Mpl. Thus

(5.12) constitutes an infinite number of sum rules involving two EFT parameters

αi. This “superconvergence” phenomenon is related to the graviton’s spin and gauge

invariance, which led to the energy growth of structures in (5.8). For other sum rules

we construct improved combinations Bimp
k (p2) which are designed to probe finite sets

of EFT couplings. Our complete set of sum rules is detailed in appendix C.1.1.

5.3 Construction of partial waves

Our assumptions about the right-hand-side of (5.12) and similar relations are min-

imal: Lorentz symmetry and unitarity with respect to the asymptotic states. The

intermediate states that can appear in a scattering process in D = d+ 1 dimensions

form representations ρ under SO(d) rotations in the center-of-mass frame. Thus, the

S-matrix can be written as a sum over projectors onto each representation. As far as

the 2→ 2 S-matrix is concerned, unitarity is simply the statement that |Sρ| ≤ 1 for

the coefficient of each projector.

The main technical complication in D > 4 is that many intermediate represen-

tations can appear. Furthermore, multiple index contractions can exist for a given

representation. Listing them is equivalent to enumerating on-shell three-point ver-

tices between two massless and one massive particle. We introduce here an efficient

method to construct structures and projectors in arbitrary D.

5.3.1 Partial wave expansion

Concretely, the partial wave expansion for a 2 → 2 graviton scattering amplitude

takes the form

M = s
4−D

2

∑
ρ

n(D)
ρ

∑
ij

(aρ(s))ji π
ij
ρ , (5.13)
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where ρ runs over finite-dimensional irreps of SO(d), and the normalization n(D)
ρ is in

(C.28). For completeness, a derivation of this formula is presented in appendix C.3.

The partial waves πijρ are functions of polarizations and momenta that transform

in the representation ρ under the little group SO(d) preserving P µ = pµ1+pµ2 . We

build them by gluing vertices vi,a(n, e1, e2), where a is an SO(d)-index for ρ, i labels

linearly-independent vertices, and

nµ ≡ pµ2 − p
µ
1√

(p1 − p2)2
, eµi ≡ εµi − p

µ
i

εi·P
pi·P

(5.14)

are natural vectors orthogonal to P . Note that n2 = 1, and the ei are gauge-invariant,

null, and orthogonal to n:

n·ei = e2
i = 0 . (5.15)

In the center of mass frame, n and ei are simply the orientation and polarizations

of incoming particles. Defining an outgoing orientation similarly, n′µ ∝ (p4 − p3)µ,

partial waves are defined by summing over intermediate indices:

πijρ ≡
(
vi, vj

)
≡ vi,a(n′, e3, e4)gabv

j,b(n, e1, e2), (5.16)

where gab is an SO(d)-invariant metric on ρ, and f denotes Schwarz reflection f(x) =

(f(x∗))∗.

Unitarity of S implies that the matrix Sρ(s) ≡ 1+iaρ(s) satisfies |Sρ(s)| ≤ 1, which

implies 0 ≤ Im aρ ≤ 2 (where an inequality of matrices is interpreted as positive-

semidefiniteness of the difference). We illustrate these concepts in some examples in

appendix C.3.

5.3.2 Review of orthogonal representations

A finite-dimensional irrep of SO(d) is specified by a highest weight ρ = (m1, . . . ,mn),

where n = bd/2c, see e.g. [187, 188]. The m’s are integers for bosonic representations
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and half-integers for fermionic representations, satisfying

m1 ≥ · · · ≥ mn−1 ≥ |mn|. (5.17)

For tensor representations, |mi| are the row lengths of the Young diagram for ρ. Note

that mn must be positive in odd-d, but can be negative in even-d — the sign of mn

indicates the chirality of the representation. We omit vanishing m’s from the end of

the list, for instance denoting a spin-J traceless symmetric tensor by (J).

To manipulate tensors, we represent them as index-free polynomials in polarization

vectors w1, . . . , wn ∈ Cd, one for each row. The traceless and symmetry properties

of a given irrep are captured by taking these to be orthogonal and defined modulo

gauge redundancies [189]:

w2
i = wi·wj = 0, wj ∼ wj + #wi for j > i. (5.18)

The latter means that allowed functions of w must be annihilated by w1·∂w2 , etc..

Three-point vertices are then simply SO(d)-invariant polynomials vi(w1, . . . , wn;n, e1, e2)

where the w’s play the same role for a massive particle that the ε’s play for gravitons.

Polynomials satisfying the gauge condition can be easily constructed by inscribing

vectors in the boxes of a Young tableau, where each column represents an antisym-

metrized product with w’s. For example, given vectors aµ, . . . , eµ ∈ Cd, we can define

a tensor in the (3, 2) representation via

a c e
b d

≡ [w1·a w2·b− (a↔b)] [w1·c w2·d− (c↔d)] w1·e . (5.19)

Any tableau defines a valid tensor. Tableaux are not unique, since we can permute

columns. Also, antisymmetrizing all the boxes in one column with another box (of

not higher height) yields a vanishing polynomial, e.g.:

a c
b

+ b a
c

+ c b
a

= 0 . (5.20)
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• • (e1·e2)2

e1 e2 • • e1·e2

e1 e1 e2 e2 • •

e1 n • •
e2

e1·e2

e1 e1 e2 n • •
e2

(1+S)
e1 e2 n • •
n

e1·e2

(1+S)
e1 e2 e1 e2 n • •
n

e1 • •
e2
n

e1·e2

e1 e1 e2 • •
e2
n

e1 e1 • •
e2 e2

e1 e2 • •
n n

e1·e2

e1 e2 e1 e2 • •
n n

e1 e1 e2 • •
e2 n n
n

e1 e1 e2 e2 • •
n n n n

(1+S)
e1 e1 e2 • •
e2 n

e1 e1 e2 n • •
e2 n n

(1+S)
e1 e1 e2 e2 n • •
n n n

e1 e1 n • •
e2 e2
n

(1+S)
e1 e1 e2 n • •
e2 n
n

e1 e1 • •
e2 e2
n n

Table 5.2: The 20 graviton-graviton-massive couplings in generic dimension (D ≥ 8).
Cells collect structures that can be in the same representation. • • stands for an
arbitrary (possibly zero) even number of n boxes; S flips n and swaps e1 and e2.

5.3.3 Vertices with two massless and one heavy state

With this technology, we can straightforwardly write all three-point vertices between

two gravitons and an arbitrary massive state. Here we focus on generic dimensions

D ≥ 8, relegating special cases in lower dimensions to appendix C.2. All we can write

are the dot product e1·e2 and Young tableaux in which each box contains either n,

e1 or e2. Evidently, no tableau can have more than three rows, by antisymmetry.

As a warm-up, consider two non-identical massless scalars. Two-particle states

form traceless symmetric tensors of rank J , i.e. single-row tableaux. The only possible

SO(d)-invariant vertex involving n is then

(n·w1)J = n · · · n (J boxes). (5.21)

Denoting by • an arbitrary (possibly zero) number of boxes containing n, the most

general coupling between two scalars and a heavy particle is thus simply • .

Moving on to two spin-1 particles, one must add one power of each of e1, e2. These

can appear either as e1·e2 or inside a tableau, giving the exhaustive list:

• e1·e2 , e1 e2 • , e1 •
e2

, e1 e2 •
n

,
e1 •
e2
n

, e1 e2 •
n n

. (5.22)

A potential tableau e2 e1 •
n

was removed since it is redundant thanks to (5.20). Thus,

there are six possible vertices. If the two particles are identical, e.g. photons, we get
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additional restrictions on the parity in n — for example the number of boxes in the

first two structures must be even.

The analogous basis of couplings for gravitons in generic dimension D ≥ 8 are

shown in table 5.2. This basis agrees with [118]. Changes in lower dimensions are

listed in appendix C.2.

5.3.4 Gluing vertices using weight-shifting operators

To glue vertices into partial waves we need to sum over intermediate spin states. This

can be achieved efficiently using weight-shifting operators [148]. A general weight-

shifting operator Da is an SO(d)-covariant differential operator that carries an index

a for some finite-dimensional representation of SO(d), such that acting on a tensor

in the representation ρ it gives a tensor in the representation with shifted weights

ρ+ δ. We will be particularly interested in the operator D(h)µ that removes one box

at height h from a Young diagram with height h:

D(h)µ : ρ = (m1, . . . ,mh)→ (m1, . . . ,mh−1) ≡ ρ′. (5.23)

Conceptually, D(h)µ is a Clebsch-Gordon coefficient for ρ′ ⊂ ⊗ ρ: this ensures its

existence and uniqueness up to normalization. Explicitly, D(h)µ is given by 2

D(h)µ0 =

(
δµ0
µ1
− wµ0

1

N
(h)
1

∂

∂wµ1

1

)(
δµ1
µ2
− wµ1

2

N
(h)
2

∂

∂wµ2

2

)
· · ·

(
δµh−1
µh
− w

µh−1

h

N
(h)
h −1

∂

∂wµhh

)
∂

∂whµh
,

(5.24)

where N (h)
i = d− 1 +mi +mh − i− h. Notice the shift by 1 in the last parenthesis:

1/(N
(h)
h − 1). The h = 1 case of (5.24) is the familiar Todorov/Thomas operator that

acts on traceless symmetric tensors [116].

For the definition (5.24) to be consistent, the following properties must hold:

• D(h)µ preserves the gauge constraints: for all i < j, wi·∂wjD(h)µX = 0 if X

2This weight-shifting operator was written in a different formalism in [141]. To our knowledge,
the expression (5.24) in embedding coordinates wi for general h is new.
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satisfies the same.

• D(h)µ sends traces to traces. By “traces” we mean index contractions in strictly

gauge-invariant polynomials (not just products w2·w3) — for example, the fol-

lowing expression where µ denotes a unit-vector in the µ direction:

d∑
µ=1

a c
b µ
µ

. (5.25)

These properties are nontrivial and determine D(h)µ up to an overall constant, which

can be fixed by considering traces on height-h columns. For example, consider adja-

cent gauge transformations wi·∂wi+1
. Commuting across the i’th and (i+1)’th paren-

theses one finds an unwanted term proportional to (N
(h)
i −mi)− (N

(h)
i+1 −mi+1 + 1),

whose vanishing recursively determines all N ’s in terms of N (h)
h as stated below (5.24).

Effectively, D(h) recovers indices from index-free polynomials and enables one to

evaluate the pairing (5.16) recursively in terms of simpler pairings, for example

(
a
b
c
· · · , · · ·

)
=

1

m3

(
a
b
· · · , c·D(3)

[
· · ·
])

+ 2 cyclic rotations of a, b, c. (5.26)

Such a formula holds for any choice of a column of maximal height h on the left factor,

giving 1/mh times a sum with alternating sign over the boxes it contains, see (C.42).

In practice, since D(h) sends tableaux to tableaux, it can be elegantly implemented

as a combinatorial operation, as discussed in appendix C.6.

By repeatedly applying (5.26) and its generalization (C.42), any pairing can be

reduced to a pairing between single-row tableaux of length m1 = J :

( a b c n · · · n , e f g n′ · · · n′ ) . (5.27)

This can be computed by taking derivatives with respect to n and n′ of the scalar
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partial wave (see also [190]):

( n · · · n , n′ · · · n′ ) = (nµ1 · · ·nµJ − traces)(n′µ1
· · ·n′µJ ) =

(d− 2)J

2J(d−2
2

)J
PJ (n·n′) , (5.28)

where PJ(x) is a Gegenbauer polynomial (see (C.32)) and (a)n is the Pochhammer

symbol. Thus, (5.26) and (5.28) allow us to glue the vertices from table 5.2 into partial

wave expressions which hold for arbitrary J=m1, involving derivatives of PJ(x) times

dot products between graviton polarizations ej and directions n, n′. This procedure

can be straightforwardly and efficiently automated on a computer.

To limit the size of final expressions, we use the Gegenbauer equation (x2 −

1)∂2
xPJ(x) + . . . = 0 to remove any monomial of the form xaP(b)

J (x) with a, b ≥ 2. We

then insert a set of linearly independent polarizations to project onto the generators

(5.8) of the local module and extractM(i)’s that are polynomials in x. Finally, we use

the Gram-Schmidt method to find orthonormal combinations of vertices according to

(C.33). As a consistency check on our results, we verified that our partial waves are

eigenvectors of the SO(d) quadratic Casimir.

5.4 Results and interpretation

Dispersive sum rules like (5.12) express low-energy EFT parameters as sums of high-

energy partial waves, times unknown positive couplings. The “bootstrap” game con-

sists in finding linear combinations such that all unknowns contribute with the same

sign. Such combinations yield rigorous inequalities that EFT parameters must satisfy

if a causal and unitary UV completion exists.

To obtain optimal inequalities in a gravitational setting, we follow the numerical

search strategy of [130, 5]. Because of the graviton pole, it is not legitimate to expand

around the forward limit; rather our trial basis consists of the improved sum rules

Bimp
k (p2) integrated against wavepackets ψi(p) with |p| ≤ M . We ask for a positive

action on every state of mass m ≥ M and arbitrary SO(d) irrep, as well as on light

exchanges of spin J ≤ 2 and any mass. Full details of our implementation are given
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Figure 5.1: Allowed region for couplings α2 and α4 in D = 5, 7 and 10 spacetime
dimensions, in units of the mass M of higher-spin states.

in appendix C.5.

Figure 5.1 displays our main result: the allowed region for the dimensionless

parameters (α2M
2, α4M

4) which control the leading corrections to the action (5.1),

in terms of the mass M of higher-spin states. For the purposes of illustration, we

show the results for D = 5, 7, 10; other dimensions D lead to qualitatively similar

plots. The parameters are defined more precisely in (C.37), and enter the on-shell

three-graviton vertex (C.39). It would be interesting to compare these bounds with

the explicit values of Wilson coefficients in “theory islands" arising from known UV

completions [191].

The M -scaling of the bounds is significant: it implies that higher-derivative cor-

rections can never parametrically compete with the Einstein-Hilbert term, within the

regime of validity of a gravitational EFT. As soon as corrections become significant,

new particles must be around the corner. Since we assume M �Mpl, graviton scat-

tering is still weak at the cutoff. In gravity, unlike in other low-energy theories, the

leading (Einstein-Hilbert) interactions cannot be tuned to zero without setting all

other interactions to zero.
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What happens at the scale M? Since we allowed for exchanges of arbitrary light

states of low spins, M is associated with the mass of J ≥ 3 states. The importance

of higher-spin states was anticipated in [77]. In general, higher-spin states must come

in towers that include all spins [84]. For instance, M could signal the beginning of a

tower of higher-spin particles (as in weakly coupled string theory), that each couple

to two gravitons with strength ∼ M2
√
G. Alternatively, M could be the energy at

which loops representing a large number N ∼ M2−D/G of two-particle states that

couple with weaker strength M
D+2

2 G to two gravitons, become non-negligible [192]
3. Either way, graviton scattering must be profoundly modified at the scale M and

above, while remaining weak.

Our flat-space bounds have implications in curved spacetimes. As explained in

[33], since the scattering processes under consideration take place in a region of small

size ∼ 1/M , flat-space dispersive bounds uplift in AdS to rigorous bounds on holo-

graphic CFTs, up to corrections suppressed by 1/(MRAdS) = 1/∆gap.

Focusing on D = 5 (the AdS5/CFT4 correspondence), stress-tensor two- and

three-point functions are characterized by three parameters, including the central

charges a and c that enter the conformal anomaly [193]. Their relation to higher-

derivative couplings is particularly simple when the EFT action is expressed in terms

of Weyl tensors, so that renormalization of the AdS radius is avoided. Using the field

redefinition invariant formulas from [194] we find:

a = π2R
3
AdS

8πG
,

c− a
a

=
2α2

R2
AdS

. (5.29)

Fig. 5.1 thus implies a sharp central charge bound:∣∣∣∣c− ac
∣∣∣∣ ≤ 23

∆2
gap

+O(1/∆4
gap) (AdS5/CFT4), (5.30)

which could potentially be improved at the ∼ 5% level. In holographic theories, this
3In a Kaluza-Klein reduction from a higher dimension, M can coincide with the higher-

dimensional Planck mass. Even though gravity becomes strongly interacting at that scale, the
scattering between D-dimensional gravitons remains weak, consistent with our bounds, since their
wavefunctions are dilute in the extra dimensions.
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result is stronger than the conformal collider bound 1
3
≤ a

c
≤ 31

18
[195] and establishes

the parametric scaling anticipated in [18, 77, 79]. We stress that since ∆gap is the

dimension of the lightest higher-spin (non double-trace) operator, the bound holds

even in the presence of light Kaluza-Klein modes (as in AdS5×S5) and is generally

independent of the geometry of the internal manifold. The sign of (a−c) is significant

[196]; our results do not exclude either sign.

The leading contact interaction in D ≥ 7 is the 6-derivative “third Lovelock term”,

which is related to α′4 in (5.1). Our bounds for this coefficient depend only weakly

on its sign and on α2, α4, and yield the absolute limits in e.g. D = 7, 10:

|α′4M4| ≤ 56 (D = 7), |α′4M4| ≤ 25 (D = 10). (5.31)

In analogy with scalar EFTs [83, 82, 86, 84, 197, 198] and four-dimensional gravitons

and photons [199, 5, 200, 85], we expect this method to yield two-sided bounds on all

higher-derivative interactions that can be probed by four-graviton scattering, and on

many derivative couplings involving matter fields.
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Chapter 6

Flat-space structure of gluon and

graviton in AdS

6.0 Bridging section

In Chapter 3, we focus on the flat-space limit of AdS scattering amplitudes for ex-

ternal scalars. The scalar amplitudes are well-studied in the AdS using different

representations. In Chapter 3, we aimed to find a universal representation that al-

lows us to unify the flat-space limit in those various representations. The spinning

amplitudes in AdS, corresponding to the spinning correlation functions in CFT, are

important but less explored because of the complexity arising from the tensor struc-

tures. In Chapter 4, we pave the way for studying spinning correlators in AdS4/CFT3

by proposing the helicity basis that naturally diagonalizes the OPE data up to the

tree-level scattering in the AdS bulk. Using our results, we explicitly verify that the

flat-space limit of gluon amplitudes in AdS indeed agrees with the flat-space gluon

amplitudes, including the higher derivative corrections.

Although technically hard to prove, the validity of the flat-space limit is intu-

itively natural, as depicted in Fig 1.2. In this picture, the impact parameter b of the

scattering follows the hierarchy RAdS � b > `s � `pl. This drives the interest to

ask whether it is possible to simply predict AdS scattering beyond the local region

RAdS � b from the flat-space scattering data. The answer to this question is positive:

163
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slightly beyond the local region as RAdS ∼ b, [33] shows that the healthy values of

Wilson coefficients in the flat-space low-energy EFTs can be extended to AdS. Using

this argument, we studied gravitational EFT in D ≥ 5 in Chapter 5 and uplifted our

rigorous bounds on the low-lying Wilson coefficients to predict the allowed space of

the central charges’ ratio in holographic CFTs.

Recent developments show that the tree-level flat-space amplitudes of scalars can

even predict the full scalar AdS amplitudes (that can happen way beyond the local

region). This is realized by the differential representation [21, 22, 23, 24, 26, 25, 3,

93, 93, 1], which can uplift flat-space amplitudes by replacing kinematic variables by

conformal generators. In this Chapter, as the duplication of [6], we will generalize

the differential representation to three and four-point gluon and graviton amplitudes

in AdS, arising from Yang-Mills theory and Einstein gravity. Our results provide

possibility to uplift the gluon and graviton amplitudes from flat-space to AdS by

using the weight-shifting operators with reordering. The uplift makes the differential

double copy relation [201, 202, 203] at the three-point level straightforward. For

four-point Yang-Mills amplitudes, we managed to uplift the Bern-Carrasco-Johansson

(BCJ) relation [134], which can be useful for proving the differential doubly copy at

the four-point level in the future.

In summary, Chapter 3 and 4 are making progress in answering Q1 that we asked

in the introduction by restricting to the picture Fig 1.2. In contrast, the last Chapter

5 and this Chapter intend to answer Q2 that we asked in the introduction, aiming to

gain a deeper understanding of Fig 1.3.

6.1 Introduction

Scattering theory plays an essential role in understanding the fundamental principles

of particles. For past decades, there has been huge progress in scattering theory in

flat-space, which not only successfully predicts and explains many exciting discoveries

made by collider [8], but also remarkably reveals hidden structures linked to the entity

of local quantum field theories, such as Bern-Carrasco-Johansson (BCJ) relations [134]
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and the double copy structures [201, 202, 203].

However, our universe is not flat. Although our universe is generally curved, the

local scattering of particles in a small regime compared to the curvature can still be

approximated by flat-space physics, as verified by scattering experiments. It is then

natural and crucial to ask, do those beautiful structures of scattering remain for curved

spacetime? How good can the locally flat scattering experiments say about curved

spacetime? A natural starting point to answer these questions would be studying

other maximally symmetric spacetimes, such as Anti de-Sitter (AdS) and de-Sitter

(dS) space.

AdS scattering is studied extensively due to its correspondence with conformal

field theories (CFT) [9]. The unitary AdS physics can be explored by using unitary

large-N CFT 1 that is highly constrained by conformal symmetry and crossing sym-

metry (see [12, 13] for quick reviews). As expected, the appropriate limit of conformal

correlators and conformal data corresponds to the flat-space limit of local AdS scat-

tering, giving back the flat-space scattering data (see, e.g., [21, 22, 23, 24, 26, 25, 3,

93, 93, 1] and references therein) 2. However, previously it is usually not expected

to reconstruct full AdS amplitudes/CFT correlators from flat-space. In this sense,

the flat-space limit of AdS/CFT is crucially different from “flat holography” [90]. Re-

cent progress was made in [29, 30, 31, 7, 32, 206, 207], which surprisingly found the

differential representation of scalar (A)dS amplitudes by writing (A)dS amplitudes

as conformal generators acting on scalar contact Witten diagrams. This differential

representation not only makes flat-space limit manifest but also allows one to uplift

the flat-space amplitudes to (A)dS in a universal way.

In this paper, we aim to progress toward extending the differential representation

to spinning correlators by focusing on massless gluon and graviton in AdS from Yang-

Mills (YM) theory and Einstein gravity. Massless spinning particles in flat-space are

constrained by stringent consistency conditions and encode hidden structures such
1For dS, although it turns out its essential structures are similar to AdS and analytic continuation

exists to go from one to another [204], the unitarity of dS scattering is not a standard concept from
CFT perspective [205].

2However, there exist exemptions for special analytic regimes that are not well-understood yet,
see [3] for recent explorations.
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as double copy [201, 202, 203]. We report the differential representation for YM and

graviton amplitudes in AdS. We show we can uplift gluon and graviton amplitudes in

AdS from flat-space up to a finite number of additional contact structures. We argue

and expect that the additional contact structures can be bootstrapped by requiring

the conservation of conserved currents and stress-tensors. The same arguments also

apply to hidden structures like BCJ relations and the double copy, which are now in

a differential format. Although we start our exploration in AdS, our results should

be readily translated to dS [208].

The rest of this paper is organized as follows. In section 6.2, we introduce our

differential operators for representing spinning correlators and comment on power

counting principles in CFT. In section 6.3, we construct the differential representa-

tion for three-point and four-point YM amplitudes and graviton amplitudes; we show

that the double copy is straightforward for three-point amplitudes. In section 6.4,

we propose another differential representation for YM amplitudes, which allows us to

uplift flat-space BCJ numerators and prove the differential BCJ relations. We sum-

marize and point out future directions in section 6.5. We record detailed ingredients

in our derivations in appendix D.2 and D.3.

Note: During the preparation of this work, [209] appeared, which has partial overlap

with the idea of using weight-shifting operators and the discussions on three-point

double copy in section 6.2 and subsection 6.3.1.

6.2 Building blocks for differential representation

This section introduces our notations and building blocks for differentially represent-

ing conserved current and stress-tensor correlators.

For scalars, it is easy to find the differential representation for any contact dia-

grams up to any points by using the coset construction [32]. The spirit is that the

contracted bulk derivatives can be replaced by the contractions of conformal gener-

ators, as guaranteed by the conformal symmetry. For spinning objects, the tensor

structures appear, which can either contract among themselves or with bulk deriva-
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tives. From the perspective of CFTs, the spinning indices shall be captured by the

spin-up weight-shifting operator [148] (written in terms of embedding formalism [47])

D0+
µ = (J + ∆)Zµ +XµZ · ∂X , (6.1)

where X,Z are coordinates and polarizations in the embedding space of CFTs, they

obey X2 = Z2 = X · Z ≡ 0. ∆ and J are the scaling dimension and spin of the

operators it acts on, On the other hand, we speculate and show that bulk derivatives

can be replaced by dimension-up weight-shifting operator D+0 (that raises the scaling

dimensions [148]) modulo bulk coordinates

D+0
µ = c1∂Xµ + c2Xµ∂

2
X + c3Zµ∂Z · ∂X + c4Z · ∂X∂Zµ

+ c5XµZ · ∂X∂Z · ∂X + c6ZµZ · ∂X∂2
Z

+ c7Xµ(Z · ∂X)2∂2
Z , (6.2)

where the coefficients can be found in [148]. An intuitive way to convince ourselves

that the dimension-up weight-shifting operator plays a role like momentum in flat-

space is that the flat-space momentum is i∂/∂x which also increases the “scaling

dimensions”. In this paper, we find that it is instructive to define the following

differential operators proportional to weight-shifting operators with state-dependent

normalizations

E = −
(
X · ∂X + Z · ∂Z

)
X · ∂X

(
X · ∂X + 1

)D0+
µ ,

P =
2

(X · ∂X + 1)(d+X · ∂X − 2)(d+ 2X · ∂X − 2)
D+0
µ , (6.3)

where −X ·∂X gives ∆ when it acts on operators with scaling dimension ∆, and Z ·∂Z
gives J when it acts on spin-J operators.

Before ending this section, we want to comment, in general, on how (6.3) can serve

as fundamental ingredients for large- N CFT with natural power counting rules. We

will show that YM and graviton amplitudes can be uplifted from flat-space to AdS by
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using (6.3). In addition to these examples, we claim that using (6.3) can uplift flat-

space amplitudes of effective field theories (EFT) to AdS as general large-N conformal

correlators, where Wilson coefficients depend on details of the conformal theory. The

reason is that we find bulk derivatives can be replaced by P module additional terms

with fewer numbers of P . This claim implies that CFT correlators at large-N limit

enjoy the same power counting rules as EFTs in flat-space, which also makes manifest

of the counting maps between conformal correlators and flat-space amplitudes [117].

Remarkably, in this way, different OPE structures can be easily distinguished. For

example, three-point functions of conserved currents in generic CFT have two parity-

even structures corresponding to F 2 and F 3 in AdS bulk, respectively. There was

no obvious way to construct three-point structures precisely corresponding to them

using embedding formalism or spin-up operators [47]. This is the main reason that

spinning bootstrap is so hard to perform since the OPE matrix might be messy in

an inappropriate basis [141]. The helicity basis provides a clean way to organize the

OPE matrix in CFT3 [2]. However, simply staring at them is still challenging to

distinguish between the two structures. Now (6.3) makes the distinction manifest as

for flat-space amplitudes! In this way, the differential representation in terms of (6.3)

with power counting rules encoded could be useful for a clean spinning bootstrap

even beyond holographic CFTs in the future. We elaborate on the discussions here

in appendix D.1.

6.3 Construction of the differential representation

We consider the following action for Yang-Mills theory and Einstein gravity

S =

∫
dd+1x

√
g
( 1

16πG
(R− 2Λ)− 1

4g2
YM

F a
µνF

aµν
)
, (6.4)

where Λ = −(d−1)(d−2)/(2R2
AdS). In this paper, we usually set RAdS = 1 unless we

emphasize it. Our goal is to compute the four-point function for conserved currents

and stress-tensors in holographic CFT that is effectively described by (6.4). These
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“amplitudes” can be computed by using the holographic dictionary [10, 11]

M := 〈O1 · · · On〉 =
(∏

i

δ

δJ (0)
i

) 〈
e−Sbulk

〉
bulk

, (6.5)

where J (0)
i denotes the source as the non-normalizable mode of bulk fields, and we

keep the spinning indices implicit. The variations produce the bulk-to-boundary

propagators, and the remaining fields are Wick contracted by the bulk expectation

value.

6.3.1 Warm-up: three-point amplitudes

6.3.1.1 Yang-Mills

We start by looking into three-point functions as a warm-up. For YM theory, it is

rather straightforward to evaluate the three-point function

M3,YM = gYM

∫
Dd+1Y fabcV µ,ab

g,12 (Y )δ3A
c
µ , (6.6)

where we are using the embedding AdS coordinate Y [210] and the shorthand notation

Dd+1Y := dd+2Y δ(Y 2 + 1). For latter convenience, we explicitly write the three-point

vertex function V ν,ab
ij

V ν,ab
g,12 =

(
∇µδ1A

νaδ2A
µb − δ1A

µa∇µδ2A
νb
)

+
1

2

(
δ1A

µa∇νδ2A
b
µ −∇νδ1A

a
µδ2A

µb
)
, (6.7)

where δiA denotes the bulk-to-boundary propagator (in terms of the embedding space

formalism [210])

δiA
µa = Cd−1,1

2
(
Xµ
i Y · Zi − Z

µ
i Y ·Xi

)(
− 2Xi · Y

)d . (6.8)
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We use the standard normalization

C∆,J =
π−

d
2 Γ(∆)(∆ + J − 1)

2(∆− 1)Γ
(
−d

2
+ ∆ + 1

) . (6.9)

Usually, it is also instructive to introduce the bulk embedding polarizations W to

contract the bulk indices, where W 2 = W · Y ≡ 0. Appropriate differential operators

can recover the bulk indices [210]. It is easy to explicitly evaluate three-point functions

like (6.7). Nevertheless, in this paper, we aim to provide a differential representation

that rewrites (6.7) in terms of differential operators acting on scalar seeds with zero

derivatives. As we claim in the last section, the bulk-to-boundary propagators shall be

represented by weight-shifting operators modulo bulk coordinates. In our conventions,

we find

δiAµ = Ei,µδiφd−1 ,

∇µδiAν =
d− 1

2

(
Ei,νPi,µδiφd−2 − Y(µEi,ν)δiφd−1

)
, (6.10)

where δφ∆ denotes the bulk-to-boundary propagator of scalar φ whose corresponding

operator has scaling dimension ∆. Aside of the second part of the second line in

(6.10), we have already observed flat-space structure by identifying E → ε, P → p,

and the transverse property also remains

Ei · Pi δiφd−2 = 0 . (6.11)

The overall coefficient (d− 1)/2 seems to ruin the precise flat-space structure, but we

claim this is the normalization factor that can be absorbed into the plane wave in the

flat-space limit. For AdS4/CFT3, this normalization is precisely unit. We can then

readily show (6.7) can be rewritten by

M3,YM = −d− 1

2
gYMTO

(
(E2 · E3)(E1 · P2)Wd−1,d−2,d−1

−
(
1↔ 2

)
+
(
2→ 1, 1→ 3

))
f 123 , (6.12)
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whereW∆i
refers to the scalar contact Witten diagram with no derivatives, and i↔ j

also permutes the corresponding legs for the contact Witten diagram. TO means the

operator ordering, which always place E on the left hand side of P for the same point.

For simplicity in this letter, we define the amplitudes by pure differential forms with

contact seeds slipped off M̂. It is easy to recover the contact seeds and go from M̂

toM by power counting P . By dividing appropriate normalization, (6.12) is a trivial

uplift from flat-space by taking ε → E , p → P followed by operator reordering. It is

also straightforward to uplift another three-point vertex corresponding to the cubic

term F 3, see appendix D.1.

6.3.1.2 Graviton

For graviton three-point amplitude, we find (see also [163])

M3,grav = 4
√

8πG

∫
Dd+1Y V µν

h,12(Y )δ3hµν , (6.13)

where the vertex function V µν
h,12 is lengthy and we leave its explicit expression to

appendix D.2. Similarly, δihµν is the bulk-to-boundary propagator for graviton, given

by (we dot it into bulk embedding polarizations to keep it light)

δihµνW
µW ν = Cd,2

4 (W ·Xi Y · Zi −W · ZiXi · Y )2

(−2Xi · Y )d+2
. (6.14)

As we promise, we find

δihµν = Ei,µEi,νδiφd ,

∇µδihνρ = Ei,νEi,ρPiµδiφd−1 +O(Y ) ,

∇µ∇νδihρσ = Ei,ρEi,σPiµPiνδiφd−2 +O(Y, g) , (6.15)

where we drop out the lengthy terms depending on bulk coordinates and metric

Yµ and gµν . We record the complete expressions in appendix D.3. As contracted,

these terms O(Y, g) can either be annihilated or give rise to contact terms with fewer



CHAPTER 6. FLAT-SPACE STRUCTURE OF GLUON AND GRAVITON IN ADS 172

derivatives. For the three-point function, they are completely canceled, and we arrive

at a precisely flat-space uplift

M̂3,grav = TO
(
Mflat

3,grav

∣∣∣
ε→E,p→P

)
. (6.16)

6.3.1.3 The differential double copy

Using differential operators (6.3), three-point amplitudes have the same structure as

in flat-space up to universal reordering. Therefore, the double copy structure at the

three-point level should be straightforward. To show this, we find that although P

itself is not conserved as the momentum, effective conservation emerges at the level

of three-point amplitudes for both YM and graviton, e.g., three-point amplitudes are

invariant under the following replacement

E3 · P2 → −E3 · P1 , P1 · P2 → 0 . (6.17)

Keeping these identities in mind, three-point amplitudes in AdS then make not much

difference from flat-space, and the differential double copy is valid

M̂3,grav =
4

(d− 1)2

8
√

8πG

g2
YM

TO
[
(M̂3,YM)2

]
. (6.18)

6.3.2 Four-point amplitudes

6.3.2.1 Yang-Mills

Let us start by considering only the s-channel exchange diagram in YM theory

M(s)
4ex,YM =g2

YM

∫
Dd+1Y1D

d+1Y2 f
abcfdeg×

V µ,ab
g,12 (Y1)

〈
Acµ(Y1)Agν(Y2)

〉
bulk

V ν,de
g,34 (Y2) , (6.19)
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where the expectation value of the remaining bulk fields gives rise to the bulk-to-bulk

propagator

〈Aµ(Y1)Aν(Y2)〉 := Πg,µν(Y1, Y2) , (6.20)

which satisfies the following equation in the transverse gauge

∇2
Y1

Πg,µν(Y1, Y2) = −δµν δ(Y1 − Y2) . (6.21)

The trick to finding the differential representation is eliminating the bulk-to-bulk

propagator by the conformal Casimir operator minus its eigenvalue for the propagat-

ing field. This procedure produces effective contact diagrams that include only the

bulk-to-boundary propagators. Indeed, we find

Dd−1,1
12 V µ,ab

12 = ∇2
Y1
V µ,ab

12 , (6.22)

where

D∆,J
12 = C12 −

(
∆(∆− d) + J(J + d− 2)

)
, (6.23)

The conformal Casimir C12 is

C12 = −1

2
(L1 + L2)2 , Lµνi = X

[µ
i ∂

ν]
Xi

+ Z
[µ
i ∂

ν]
Zi
. (6.24)

By integration-by-parts, we can move this bulk Laplacian to act on the bulk-to-

bulk propagator and (6.21) then reduces it to effective contact interactions (note

Dd−1,1
12 ≡ C12)

C12M(s)
4ex,YM = −g2

YM

∫
Dd+1Y fabef cdeV ab

12 (Y ) · V cd
34 (Y ) , (6.25)

We can then represent these effective contact terms using (6.10). In addition to the

exchanged diagram, the YM theory also provides a four-point contact diagram A4.
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This contact diagram can be trivially uplifted from flat-space using (6.10). Combining

with permutations to include all channels, we obtain

M̂4,YM =
(d− 1)2

4
TO
(
M̂4,YM

∣∣∣
ε→E,p→P,1/sij→1/(2Dd−1,1

ij )

)
, (6.26)

where we follow [7, 32] to define the operator 1/Dij satisfying 1/Dij Dij ≡ 1, and now

the operator ordering TO always keeps 1/Dij on the most left.

6.3.2.2 Graviton

We follow the same logic for evaluating graviton amplitudes

M(s)
4ex,grav =16× 8πG

∫
Dd+1Y1D

d+1Y2×

V µν
h,12(Y1)

〈
hµν(Y1)hρσ(Y2)

〉
bulk

V ρσ
h,34(Y2) . (6.27)

To correctly deal with the graviton, we must be careful about the trace part of the

graviton and the vertex. We adopt the de-Donder gauge for bulk-to-bulk propagating

gravitons and a meticulous analysis shows [7, 211] (see also appendix D.4 for more

details)

Dd,212M
(s)
4ex,grav =16× 8πG

∫
Dd+1Y×

V µν
h,12(Y )Pµν,ρσV

ρσ
h,34(Y ) , (6.28)

where Pµν,ρσ is the projector precisely the same as the flat-space propagator

Pµν,ρσ = −1

2

(
gµρgνσ + gµσgρσ −

2

d− 1
gµνgρσ

)
. (6.29)

The resulting contact terms can then be represented by using (6.15) (precisely one is

(D.13)). To have well-defined amplitudes, we should also include four graviton con-

tact contributions from the Einstein-Hilbert action ((D.12) in appendix D.2). These

contributions can again be rewritten using (6.15). We can use many identities to
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eliminate all Y dependences (see appendix D.3). This procedure represents the gravi-

ton amplitude in terms of differential operators E and P . We find that we can write

down the resulting differential amplitude by uplifting the flat-space graviton ampli-

tude plus an extra contact contribution coming from the cosmological constant term

in the action SΛ ∝
∫
dd+1x

√
−gΛ

M̂4,grav =TO
(
M̂4,grav

∣∣∣
ε→E,p→P,1/sij→1/(2Dd,2ij )

)
+

1

R2
AdS

M̂AdS
4,grav . (6.30)

We explicitly write down 1/R2
AdS to emphasize that this term is solely contributed by

the AdS term SΛ and is vanishing in the flat-space limit. This extra term is

M̂AdS
4,grav = 4πGd

((
(E1 · E2)2(E3 · E4)2

− 4E1 · E2 E2 · E3 E3 · E4 E4 · E1

)
+ perm

)
. (6.31)

Under the gauge transformation hµν → hµν + ∇(µξν), the action cannot be gauge

invariant without SΛ. For this reason, the term M̂AdS
4,grav in the amplitude has to exist

as the consequence of the gauge invariance in the AdS bulk (which is the conservation

of stress-tensors on the CFT side). This provides an idea to “bootstrap” stress-tensor

correlators from flat-space amplitudes. To obtain the stress-tensor correlator, we can

directly uplift the flat-space amplitudes and then append the enumerated crossing

symmetric structures with fewer numbers of P . The coefficients of those appended

structures should be fixed by requiring the conservation of stress-tensors.

6.3.3 Comment on gauge invariance and conservation

Before we end this section, we would like to discuss and comment on the relation be-

tween bulk gauge invariance and boundary conservation law using our uplift operators

(6.3).
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From the bulk perspective, the action is invariant under the gauge transformation

Aµ → Aµ +∇µχ , hµν → hµν +∇(µξν) , (6.32)

where χ is arbitrary scalar and ξ vector. According to our statement that bulk

derivatives can be replaced by P modulo bulk coordinates, we expect this gauge

invariance, as in flat-space, to be represented by the invariance of boundary correlator

under

Eµ → Eµ + #Pµ . (6.33)

In other words, if we replace E by P (without changing the scaling dimension of the

building scalar contact), the correlator should be completely vanishing

M
∣∣∣
Ei→Pi

= 0 . (6.34)

This statement reminds us of the conservation of conserved current and stress-tensor,

as promised by AdS/CFT correspondence [9, 10, 11]. To show this, we should first

recover the boundary tensor indices by using

DµZ =
d− 2

2
∂µZ + Z · ∂Z∂µZ −

1

2
Zµ∂2

Z , (6.35)

then we contract one index with a boundary derivative. For the same point, we can

show

∂X · DZ Eµ = −2

d
Pµ ,

∂X · DZ EµEν = − 2d

(d+ 2)(d− 1)(d− 2)
PµEν , (6.36)

where the first line is the identity for conserved currents and the second line for stress-

tensors 3. These identities confirm that the conservation is equivalent to (6.34) and
3These identities can trivially pass the strange operator 1/Dij , because the Ward identity always

allows us to change (ij) legs to other legs that ∂X · DZ does not act.
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is consistent with the expectation from bulk gauge invariance. We then claim we can

even uplift the flat-space gauge invariance condition!

However, it is hard to impose or verify the conservation condition (6.34) for dif-

ferential representation. Because there are several difficulties arise after we do the

replacement E → P . Firstly, the ordering of differential operators is no longer in the

operator ordering, which makes the organization messy. Secondly, it is not trivial to

move differential operators to remove the poles 1/Dij. In the end, we do not find

conservation of P analogous to flat-space 4. We leave these problems to be resolved

in the future works.

6.4 Differential BCJ relation for YM amplitudes

6.4.1 Differential representation using conformal generators

We have already found a differential representation for YM amplitudes in terms of

the weight-shifting operators. However, for the four-point case, we need the simple

analogy of the momentum conservation in flat-space in terms of P . On the other hand,

the conformal generators enjoy the analogy of “momentum conservation” because of

conformal symmetry

n∑
i=1

Lµνi f(Xi) ≡ 0 , (6.37)

where f(Xi) is any conformal invariant function. To manifest hidden structures of

YM amplitude, we propose replacing P with the conformal generators. Although it

is not obvious, we indeed find such a replacement

Ei · PjEk · Pl → 2Eµi EνkLjµ ρLlρν , Pi · Pj → −
1

2
Li · Lj , (6.38)

4Since the replacement E → P makes even YM amplitude not linear in P, the simple represen-
tation using conformal generator proposed in sec 6.4 does not work.
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simultaneously the scalar contact seeds are now uniform Wd−1,d−1,d−1,d−1. We now

arrive at an differential representation that enjoys the “momentum conservation” (that

we can replace L4 by −L1 − L2 − L3) and the transversity

Eµi EνkLiµ ρLlρν = 0 , Eµi EνkLjµ ρLkρν = 0 . (6.39)

6.4.2 Establishing the differential BCJ

Similar to the flat-space, it is instructive to study the color-ordered amplitudes. We

can easily extract the color-ordered amplitudes by recalling

f 12ef 34e = Tr
(
T 1T 2T 3T 4

)
− Tr

(
T 1T 2T 4T 3

)
− Tr

(
T 1T 3T 4T 2

)
+ Tr

(
T 1T 4T 3T 2

)
. (6.40)

The colour-ordered amplitudeM[i1, i2, i3, i4] is the coefficient of Tr
(
T i1T i2T i3T i4

)
.

Let us take M[1234] as an example. We find, similar to the flat-space, we can

write the color-slipped amplitude as

M̂[1234] =
1

Dd−1,1
12

Ns −
1

Dd−1,1
23

Nt . (6.41)

As in flat-space, the differential numeratorN is also ambiguous. For example, shifting

Ns by Ns → Ns + const×Dd−1,1
12 and similarly for Nt doesn’t change the amplitudes.

It is not hard to find such numerators satisfying the following permutation properties

Ns
∣∣
2↔4

= −Nt , Ns
∣∣
2→4,3→2,4→3

= Nt , (6.42)

which could be obtained by uplifting flat-space numerators

Ns = TO
(
nflat
s

∣∣∣
ε→E,p→P

)
, (6.43)

followed by replacement (6.38). Nevertheless, even though we uplift the flat BCJ
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numerators that satisfy the kinematic Jacobi relation [134]

ns + nt + nu = 0 , (6.44)

it still does not guarantee that the differential numerators satisfy these kinematic

Jacobi relations. The culprit is the ordering of differential operators; more specifically,

terms like f(E)Li · Lj do not manifestly cancel the denominator Dd−1,1. To resolve

this problem, we should move Li ·Lj to the most left. We can easily do this by noting

Ei1 · Ei2 Ei3 · Ei4 Li1 · Li3 = Dd−1,1
i1i3
Ei1 · Ei2 Ei3 · Ei4

− 2
(
Ei2 · Ei4 Ei1 · Ei3 − Ei2 · Ei3 Ei1 · Ei4

)
. (6.45)

It turns out that additional terms such as the second line above would generally

cancel out in the final expression, and we then trivially move Li · Lj to the most

left as Dd−1,1
ij . After this operation, we can then use the Ward identity to rewrite

L4 = −L1−L2−L3 followed by the transversity (6.39) to eliminate unwanted terms.

We also have to show

(
Dd−1,1

12 +Dd−1,1
13 +Dd−1,1

23

)
f1,d−1(Xi) = 0 , (6.46)

where f1,d−1 is any conformal invariant function with spin weights J = 1 and scaling

weights ∆ = d− 1. This statement is equivalent to L2
i f1,d−1 = 0, which can be easily

proved by acting L2
i on shadow representation [170, 141] of any such function f1,d−1

f1,d−1 =
∑
J

∫
d∆I(∆, J)×∫

DdX5〈V1V2O∆,J(X5)〉〈Õd−∆,J(X5)V3V4〉 . (6.47)

Taking all of these into account, we can then prove the differential kinematic Jacobi
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identity

Ns +Nt +Nu = 0 . (6.48)

Following the same operations described above, we can readily prove the differen-

tial BCJ relation

Dd−1,1
12 M̂[1234]−Dd−1,1

13 M̂[1324] = 0 . (6.49)

6.4.3 Comment on four-point double copy

The uplift of the BCJ numerators (6.48) strongly suggests that there should be a

differential double copy relation up to contact terms suppressed by the AdS radius,

namely,

M̂4,grav ∝ TO
( 1

Dd,212

N 2
s +

1

Dd,223

N 2
t +

1

Dd,224

N 2
u

)
+ M̂ct . (6.50)

However, it is hard to find the remaining term M̂ct and prove this proposal. The

most important reason is that the momentum conservation is built into the double

copy relation, but we do not manage to find a clean way to replace P in (6.30) by L.

There are large redundancies to rewrite (6.30) in terms of conformal generators. It is

thus difficult to locate a nice minimum basis that allows us to prove (6.50) by figuring

out what is M̂ct. Another way to explore (6.50) might be generalizing the algorithm

in [211] that translates the differential representation to final amplitudes in the Mellin

space. The resulting Mellin amplitudes [107, 22] may help explicitly verify the relation

and fill in the missing corner M̂ct. We can also hope to completely determine M̂ct by

enumerating all possible contact structures and requiring the conservation of stress-

tensors in the stress-tensor correlator M̂4,grav. We leave this interesting question for

future studies.
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6.5 Summary

We proposed the differential representation for tree-level gluon and graviton scatter-

ing from YM and Einstein gravity in AdS. The essential differential operators are

proportional to dimension-up and spin-up weight-shifting operators. They provide a

natural scheme for organizing (A)dS amplitudes and large-N conformal correlators

by counting the number of P , where the hierarchy of different structures is made

manifest, as we explain in appendix D.1. Using these differential operators, three-

point and four-point amplitudes in AdS are straightforwardly uplifted from flat-space

cousins. For three-point amplitudes, such an uplift makes the double copy relation

straightforward. At the four-point level, we find a different differential representation

for YM amplitudes by using spin-up weight-shifting operators and the conformal gen-

erators, for which differential BCJ numerators can be uplifted from flat-space ones,

building differential BCJ relations. The differential BCJ numerators follow the kine-

matic Jacobi identity. We could then argue that the double copy structure for the

four-point function should be valid up to the remaining contact terms. It would be

interesting to make connections between our findings and the similar structures in

momentum space [135, 136, 209, 212, 212, 213, 214] or Mellin space [101, 215, 216]

(by generalizing to supersymmetric theories [30]). These connections, as analytically

continued to the dS space [204, 217], could improve the understanding of cosmological

correlators by following the lines of, e.g., [218, 219, 220, 221, 222, 162].

This paper is the first step toward revealing the hidden structures of spinning

correlators. Most importantly, our surprising findings rely on more or less guessing

work. It is thus crucial to develop a more systematic way for uplifting by using (6.3),

and relevant operators, similar to the scalar case [29, 32]. Besides, the ordering of

differential operators and non-conservation of operators P prevent one from proving

or imposing the conservation for current and stress-tensor operators. One possible

way to resolve this problem is to carefully think about algebra that (6.3) may form to-

gether with other differential operators (such as emergent SO(5, 5) algebra for bispinor

representation of AdS4/CFT3 [174]). Besides, the uplift from flat-space convinces us
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there should also exist the Parke-Taylor formula, and we believe the bispinor formal-

ism [174] would be the correct tool. As these challenges are overcome, we believe the

four-point double copy in AdS can be precisely established.

It would also be interesting to understand why this differential representation

manifests the flat-space limit by detailed investigation of the Inönü-Wigner contrac-

tion of the conformal group, and its representations [223]. This exploration can help

understand many aspects of S-matrix as the flat-space limit of conformal correlators,

following the lines of [3, 27, 33, 224, 225].

Ultimately, we want to emphasize that the differential representation might help

bootstrap holographic CFTs beyond the scope of the Lorentzian inversion formula

[43, 61, 62]. The Lorentzian inversion formula does not work well for spin-zero trajec-

tories, while the differential representation precisely captures the contact terms with

complete OPE data built into the numerators.
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Chapter 7

Discussions of all findings

In Chapter 3, we briefly review the different frameworks that have been proposed

for describing the flat-space limit of AdS/CFT. The existing approaches extract the

flat-space S-matrix from conformal correlation functions using a variety of represen-

tations, including momentum space, Mellin space, coordinate space, and partial wave

expansions. In particular, these formulas for describing the massless and massive

amplitudes differ even in the same representation. It is thus essential to understand

these differences.

Our goal in Chapter 3 is to unify these different frameworks and show how they

all arise from the AdS/CFT correspondence. We do this by building the holographic

reconstruction kernels at the perturbative level and exploring their behaviours in the

flat-space limit. Our findings show that the holographic reconstruction kernel is the

key to reconstructing the flat-space amplitudes in the limit of the large AdS radius.

In the momentum space representation, we find that the origin of the flat-space

limit is the smearing kernel in Poincare AdS. On the other hand, the other formulas

for the flat-space limit arise from the smearing kernel in the global AdS. In Mellin

space, our results lead us to propose a Mellin formula that unifies the massless and

massive flat-space limits, which can then be transformed into coordinate space and

partial wave expansions. Furthermore, we show that in the limit of the large AdS

radius, it is possible to transform the formula in the momentum space representation

into the smearing kernel in the global AdS. This finding connects all of the existing

183
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perturbative frameworks and provides a comprehensive understanding of the flat-

space limit in AdS/CFT.

The smearing integrals are multi-dimensional, and we resort to a rough saddle

point analysis for convenience. The idea behind this method is to identify the saddle

points, expand the smearing kernel in their vicinity, and then simplify the integration

process by performing Gaussian integrals. This technique, however, has its limitations

and might not take into account all the details. In particular, this method bypasses the

AdS Landau singularity that was reported in the study conducted by [3]. The subtlety

arises when one tries to deform the integral contours of the Mellin amplitudes to reach

the saddle points. To do this, one needs to move along the path of deepest descent, but

during this process, the contour could pass through the poles of the Mellin amplitudes,

leading to additional contributions. In some cases, these additional contributions can

be significant and dominate the final result. As a result, the flat-space limit might

not be valid for certain regimes of the kinematic variables.

The breakdown of the flat-space limit remains puzzling to me because, from the

point of view of the Lagrangian, the flat-space limit should always be valid. In order

to resolve the puzzle, it would be essential to understand the underlying mechanisms

for the breakdown of the flat-space limit using the smearing formula (3.27), where

a more rigorous saddle points analysis should come in. Typically, our approach in

Chapter 3 builds the flat-space limit of amplitudes by studying the flat-space limit of

the holographic reconstruction, which involves smearing the correlation functions, as

described in equation (3.27). This is different from the approach used in [3], where

the authors directly study the correlation functions. The additional integrals in our

formula (3.27) offer a new possibility to understand the breakdown of the flat-space

limit. Is it possible that a rigorous saddle points analysis of these additional integrals

can pick up contributions that suppress or even cancel the AdS Landau diagrams?

This is an important project to explore in the future.

Another interesting topic relevant to the AdS Landau diagrams is how to under-

stand the analyticity of the S-matrix from the analyticity of AdS amplitudes by taking

the flat-space limit. For example, the consistency between the dispersive sum rules
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between holographic CFTs and flat-space S-matrix for massless particles was shown

in [33]. This is the primary tool we use to uplift the bounds of flat-space gravitational

EFT to holographic CFTs in Chapter 5. A similar logics applies to massive parti-

cles, where the authors of [27] show that the S-matrix reduced from AdS amplitudes

indeed obeys the dispersion relation, unitarity conditions, and the Froissart-Martin

bound. For example, they show that the Lorentzian inversion formula for obtaining

the anomalous dimensions [43] gives rise to the Froissart-Gribov formula for extract-

ing the phase shift [226], where the contribution of the AdS Landau diagrams is also

present. This provides a profound understanding of the phase-shift formula (3.141)

(that we proved in Chapter 3) from the point of view of the analyticity. As we empha-

size, the authors of [27] directly studied the correlation functions. Thus, it is essential

to see how the smearing procedure (3.27) in our findings can be consistent with the

results of [27]. Our results of the mixed conformal block in the limit of both large

∆i and ∆ (e.g., (A.70) also pave the way for generalizing the analysis of [27] to the

mixed correlators.

The exploration of the flat-space limit has been a topic of great interest in the

field of AdS/CFT correspondence, which also drives the interest to study whether the

flat-space amplitudes can be uplifted to AdS ones the flat-space limit can be made

manifest. Aside from the issues relevant to the AdS Landau diagrams where special

kinematic regimes come in, researchers have found that AdS amplitudes and the cor-

responding CFT correlators admit nontrivial representations that make the structures

of flat-space amplitudes manifest. These recent developments can be found in several

papers, including [29, 30, 31, 7, 32, 206, 207]. These nontrivial representations they

found for scalar AdS amplitudes are phrased as the differential representation, which

can be obtained by writing AdS amplitudes as conformal generators acting on scalar

contact Witten diagrams. A trivial example is the 2-to-2 scalar amplitudes from φ3

theory in AdS

Wφ3 =
1

C12 −∆(∆− d)
Wct , (7.1)
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where Wct is the contact Witten diagram of φ4 theory, and C12 is the quadratic

conformal Casimir operator. One can obviously see that this formula looks the same

as the flat-space φ3 amplitudes by replacing the Mandelstam variable s with the

quadratic Casimir operator and rewriting the mass in terms of the scaling dimension.

The same principle applies to even more complicated theories where the exchange of

gluons and gravitons are included, and the general dictionary is to relate the conformal

generator in holographic CFTs and the momentum in flat-space QFT

pµi pjµ ↔ Lµνi Ljµν , (7.2)

where Lµνi refers to the conformal generator for the ith point. This has been rigorously

established as a general statement for theories that do not contain higher derivative

terms [7, 32]. Therefore, the differential representation not only highlights the flat-

space limit, but it also provides a universal method for uplifting flat-space amplitudes

to AdS, as shown in Fig 1.3. The results of these studies have opened up new av-

enues of research in the field and have the potential to deepen our understanding of

the relationship between AdS amplitudes and flat-space amplitudes. The results of

these studies have provided a new framework for understanding and analyzing AdS

amplitudes and CFT correlators, and have paved the way for further developments

in this area. For instance, in one of the projects that I am currently working on, we

demonstrate how the differential representation approach can effectively simplify the

calculation of six-point Witten diagrams with gluon exchange, which has proven to

be a challenging task in the past.

In Chapter 4, we study the spinning correlation functions in holographic CFTs.

The spinning operators have obtained much attention in recent years due to their

potential to shed light on more stringent constraints on conformal field theories.

The spinning correlators admit multiple tensor structures that are compatible with

the conformal symmetry. One particularly interesting example of spinning conformal

correlators is the conserved currents in three dimensions. In particular, we have shown

that the helicity of these conserved currents commute with conformal transformations,
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and this has been used to construct three-point structures that diagonalize the helicity.

This is a significant finding, because it allows us to gain more complete understandings

of the OPE data for conserved currents.

Our results highlight the importance and utility of the helicity basis in understand-

ing the correlation functions of conserved currents and stress tensor in holographic

theories. The diagonal OPE data in this basis makes it easier to further extract

meaningful information from these correlators, and the Lorentzian inversion formula

provides a powerful tool for obtaining results for anomalous dimensions. Moreover,

the comparison between the anomalous dimensions obtained using the Lorentzian

inversion formula and the corresponding flat-space gluon scattering amplitudes pro-

vides valuable insights into the flat-space limit of spinning correlators. The perfect

agreement achieved by taking the flat-space limit proves the validity of our results

and the power of the helicity basis used in our calculations.

We emphasize that the helicity basis will be extremely helpful even beyond the

holographic theories because it constructs excellent three-point structures regardless

of the specific details of dynamical theories. The diagonal nature of the MFT OPE

also has wide-ranging applications and makes it possible to understand conserved

currents and the stress tensor beyond just the scope of the holographic theories.

We expect it can simplify and clean up the set-up of numerical conformal bootstrap

involving conserved currents and stress tensor [144].

In order to better understand the relationship between the three-point Witten

diagrams and the bulk three-point vertices ∇µAνA
µAν and TrF 3, we explicitly com-

puted the former, and we were able to identify them with the corresponding helicity

basis. This identification has provided us with a dictionary that relates three-point

OPEs and bulk coupling constants. This detail has also allowed us to precisely verify

the validity of the bulk point limit in our analysis. However, it is still somewhat

puzzling that there is no obvious way to identify the helicity basis with the bulk

three-point gluon vertices simply by staring at them. In the case of flat-space, one

could easily count the number of momenta in three-point amplitudes to distinguish

between their origins from these two vertices. This principle is what is phrased as
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the power counting procedure in the construction of EFTs. Therefore, it becomes

essential to investigate whether there is a differential representation for gluon and

graviton amplitudes in AdS that can uplift the flat-space amplitudes with the power

counting rule made manifest, as we did in Chapter 6.

In Chapter 5, we focus on flat-space gravitational scattering and present a signifi-

cant result regarding the gravitational EFTs as the corrections to Einstein’s General

Relativity at low energies. Through rigorous analysis, the Chapter 5 shows that any

graviton S-matrix that obey the minimal assumptions of causality and unitarity can-

not differ greatly from Einstein gravity. Moreover, we provide sharp and rigorous

constraints on the size of low-lying possible corrections to Einstein gravity in terms

of the mass M of novel higher-spin states in spacetime dimensions D ≥ 5, in which

the S-matrix does not suffer from the infrared divergence. The key ingredients that

enable us to achieve this is the full set of SO(D − 1) partial waves, and we show the

computation toward them can be performed with efficiency through Young tableau

manipulations. Besides, we also construct all dispersion relations relevant to gravi-

ton scattering, which is general and applicable even when loop effects are included,

as long as the Regge boundedness assumption is satisfied for the smeared version of

amplitudes. We then derive new sharp bounds on the central charges of holographic

conformal theories in four dimensions by uplifting the flat-space bounds to AdS in

five dimensions, see (5.30).

However, one issue that we have already realized in Chapter 5 is that our existing

bounds are not guaranteed to be optimal. This is due to the complexity of finding

positive functionals, which is a significant challenge. Technically speaking, the current

searching algorithm that we are using (follow the routes of [130] and [5]) is not able

to fully cover the space of the UV spectrum in the impact parameter space, especially

for the asymptotes in the large spin limit when J → ∞. This would probably

require a more sophisticated algorithm for finding the positive-definite functionals.

By doing this in the future, we can hope to achieve optimal bounds for gravitational

EFTs in higher dimensions and more accurately predict the central charge bounds in

holographic CFTs.
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On the other hand, if we think of the gravitational EFT as the theory obtained

by integrating out the massive modes circling the loops in gravity-matter systems

[199, 227], our rigorous bounds can imply the specious bounds of matter fields, namely

the number of matter particles cannot be too large. Otherwise, the causality and the

unitarity will be violated. Because for this type of model, the Wilson coefficients g are

scaled by the large number of species g ∼ GN , and our bounds g < #G/Mdim+D−2

then suggest

N < #
M2−D

G
. (7.3)

In my ongoing project with Simon Caron-Huot, we are trying to make this statement

sharp by studying the Einstein gravity coupled to massless O(N) scalar, fermion and

vector models where G→ 0 but GNs
D−2

2 kept fixed. By including all loop ingredients,

we can then utilize the dispersive sum rules we obtained in Chapter 5 to search for

the allowed space of the number of species. This species bound (7.3) can also be

uplifted to AdS/CFT, as then it constrains the number of primary operators in the

holographic CFTs in d-dimension

N < #
CT

∆d−1
gap

. (7.4)

In Chapter 5, we use the analysis in [33] as the basis for our derivation of (5.30).

We must, however, acknowledge that the adoption of this approach is not entirely

rigorous. This is due to the fact that the authors of [33] focused their analysis solely

on scalar correlators, which suggests that flat-space bounds on scalar EFTs can be

uplifted to AdS up to small errors. Thus, our result serves as a prediction of the

precise bound on central charges in holographic conformal field theory (CFT) in

four dimensions. We recognize that a more rigorous method of verification is still

necessary to confirm the validity of our central charge bound. This is where and why

the dispersion relations of spinning correlators should be constructed.

The task of building spinning dispersive sum rules is difficult, primarily due to
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the intricate tensor structures present in spinning conformal correlators. These ten-

sor structures can be particularly problematic as they may interfere with the analytic

structures of correlation functions, for example see [228]. A similar situation arises

in flat-space, where the construction of dispersion relations can become more chal-

lenging when an inappropriate basis of spinning amplitudes leads to spurious poles.

Nevertheless, it is not hard to overcome this issue in flat-space by constructing the

local modules from four-point contact vertices in the Lagrangian and using them as

the basis of tensor structures. This procedure was described in [185] in details and

we directly use it in Chapter 5. Despite the challenges of constructing the spinning

dispersive sum rules for CFTs, we can still hope to make progress by exploring pos-

sible approaches towards constructing the local modules in CFTs in the future. One

potential strategy to address this question is to consider the use of differential oper-

ators (6.3). By using these operators to uplift the flat-space local modules, we can

explore the analytic structures of spinning correlators under the resulting basis. Such

an approach might prove to be a crucial step towards building spinning dispersive

sum rules in CFTs.

In Chapter 6, we report the differential representation of three-point and four-

point amplitudes for Yang-Mills fields and Einstein gravity in AdS at tree-level. As

we briefly reviewed in the previous discussions, it turns out that it is straightforward

to find the differential representation for any contact diagrams of scalar amplitudes up

to any points using the coset construction. The proof was shown in [32]. For spinning

objects, the tensor structures mess things up. However, we surprisingly found the dif-

ferential operators (6.3) that can realize the differential representation for gluon and

graviton amplitudes. These differential operators provide the nontrivial generalization

of the scalar differential representation to massless spinning amplitudes. As a result,

we can show that the gluon and graviton amplitudes in AdS exhibit the flat-space

structures by using those differential operators (6.3) with reordering. This allows us

to uplift the corresponding amplitudes in flat-space to AdS directly. Such differen-

tial representation makes the differential double copy relation at the three-point level

straightforward, as shown in (6.18). We also observe a different differential repre-
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sentation for four-point Yang-Mills amplitudes, embracing the conformal generators.

This representation establishes the differential BCJ relation, which can be helpful

for proving the differential doubly copy at the four-point level in the future, as we

proposed in (6.50).

It is worth noting that the differential operators (6.3) we found in Chapter 6 are

complementary to our findings in Chapter 4. This is because (6.3) encodes natural

power counting rules for conserved currents and stress tensors in large-N CFTs. As we

show in Chapter 6, any bulk derivatives can be replaced by P up to other terms with

fewer numbers of P . Therefore, it is evident that (6.3) can uplift EFTs from flat-space

to AdS. This observation is powerful. Because it implies that CFT correlators at large-

N limit share the same power counting rules as EFTs in flat-space. As we emphasized

in Chapter 6, this manifests the agreements of the number of structures between

conformal correlators and flat-space amplitudes [117]. Remarkably, our methods allow

us to easily tell how different AdS vertices, i.e., ∇µAνA
µAν and TrF 3 in the AdS bulk,

give rise to different OPE structures. Because what we need to do is to start with

flat-space three-point amplitudes and make the following replacement

piµ → Piµ , εiµ → Eiµ . (7.5)

We expect that this principle also applies to graviton three-point structures and four-

point amplitudes in gluon and gravitational EFTs. The power counting rule would

be the same as in flat-space using (7.5). In this way, the differential representation

in terms of (6.3) with power counting rules encoded could be beneficial for a clean

spinning bootstrap in the future.

During the project [2] which Chapter 4 reproduces, we were unable to find a diag-

onal MFT OPE in higher dimensions using the basis that we proposed (see (3.159)).

We did find, however, that the higher dimensional MFT OPE is diagonal only in

the flat-space limit, where the third operator is heavily massive with a fixed ratio

of ∆/RAdS. This finding was demonstrated in the last section of Chapter 3. The

basis (3.159) may not be the most suitable for finding the diagonal MFT OPE matrix



CHAPTER 7. DISCUSSIONS OF ALL FINDINGS 192

in higher dimensions. However, the three-point structures that were uplifted from

flat-space using (6.3) may prove to be different from the basis (3.159) and could allow

for the discovery of a diagonal MFT OPE matrix in higher dimensions without tak-

ing any limits. Thus, we suggest that pursuing this direction could be an important

future project.

In order to gain a deeper understanding of the differential representation and its

relation to the flat-space limit, it is crucial to investigate the Inönü-Wigner contrac-

tion of the conformal group and its irreducible representations. That is, a group

theoretical understanding of Fig 1.3. The simplest such example is the generators of

the underlying symmetry group. The Poincare generators of the flat-space Rd+1 can

be obtained by the Inönü-Wigner contraction of the conformal generators

pa = lim
RAdS→∞

1

RAdS

J−1a , sab = Jab , (7.6)

where the space indices a are indices of Rd+1, going from 0 to d (to be consistent with

the convention in (2.6) and (2.7)). pa and sab denote the translation and the rota-

tion in Rd+1, respectively. Similarly, the Inönü-Wigner contraction of the quadratic

conformal Casimir gives rise to the momentum squared in the flat-space

p2 = lim
RAdS→∞

1

R2
AdS

C12 . (7.7)

This provides a group theoretical understanding of the scalar differential represen-

tation. However, in order to understand the spinning amplitudes, we will have

to deal with the Inönü-Wigner contraction for different irreducible representations.

This investigation can provide valuable insights into many analytic aspects of the

S-matrix, particularly as it relates to the flat-space limit of conformal correlators

[3, 27, 33, 224, 225]. It is also worth noting that the differential representation may

be particularly helpful when it comes to bootstrapping holographic CFTs beyond the

Lorentzian inversion formula. While the Lorentzian inversion formula has proven to

be an effective tool for many purposes, it does not always work well when it comes to

low-spin trajectories. This is where the differential representation can be especially
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useful, as it is able to capture contact terms with complete OPE data built into the

numerators. By using the differential representation to better understand the low-

spin and twist zero trajectory of Yang-Mills scattering, we may be able to gain new

insights into the loop corrections of Yang-Mills in AdS.

Another physical implication of our results in Chapter 6 is that they provide in-

sights on Cosmological correlators as they are analytically continued to dS space.

It was noted very early days that Euclidean AdS correlators could be analytically

continued to the dS wave-function coefficients that compute the spectrum of Cosmo-

logical correlators [208]. This drives booming the recent developments that aim to

more efficiently and powerfully understand and compute the Cosmological correlators

using the techniques from CFT and AdS, see [218] for a comprehensive review. Our

results provide the differential representation of graviton three and four-point ampli-

tudes, which could, as Fourier transformed to the momentum space, help solve the

bispectrum and trispectrum of graviton spectator in the slow roll inflationary scenario.

Besides, our differential representation realizes a direct uplift from flat-space. This

could shed light on understanding the general structures of Cosmological correlators:

flat-space amplitudes enhanced with total energy singularity [161].



Chapter 8

Conclusion

In this thesis, we have investigated aspects of the flat-space structures of AdS/CFT

in-depth. We have partially answered the following four essential questions regarding

the flat-space structures in AdS/CFT.

1. Why are there seemingly different frameworks for taking the flat-space limit

that all work nicely?

2. Does spinning correlation functions in holographic CFT define the correct spin-

ning S-matrix in flat-space?

3. What constraints on holographic CFTs can be imposed by flat-space physics?

4. Can we uplift the flat-space gluon and graviton amplitudes to AdS?

In Chapter 3, we start with both global AdS and Poincare AdS and then construct

the scattering smearing kernels to define the flat-space S-matrix by CFT correlators.

We show that the smearing kernel in global AdS served as a common origin of flat-

space limit in terms of Mellin space, coordinate space, and partial waves. On the other

hand, the smearing kernel in Poincare AdS performs the Fourier transform of CFT

correlators and thus leads to the flat-space limit in the momentum space. We also

observe that the saddle points of Fourier-transform further connect Poincare smearing

and global smearing, indicating that all existing frameworks of the flat-space limit

194
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of AdS/CFT are equivalent. In the end, we briefly analyze the flat-space limit of

spinning operators more covered by Chapter 4.

In Chapter 4, we construct a helicity basis for conformal correlators of conserved

operators in three-dimensional CFTs. We show that the concept of helicity is confor-

mally invariant. Using this basis, we provide a diagonal representation of conformal

data. Using the helicity basis, we compute the OPE of mean-field correlators. We

further extract the CFT3 OPE data contributed by tree-level gluon scattering AdS4,

which turns out to be diagonal. Our results at the bulk-point limit achieve perfect

agreement with flat-space gluon scattering phase shift, including higher derivative

corrections.

In Chapter 5, we build the dispersion relations of (flat-space) graviton scattering

in high dimensions representing the low-energy EFT in terms of UV partial waves

with positive coefficients. By constructing graviton partial waves, we utilize the dis-

persion relations to sharply constrain the Wilson coefficients that control the leading

corrections of Einstein-Hilbert action. We uplift our results to AdS and thus provide

numerical bound on central charges in terms of ∆gap.

In Chapter 6, we develop the differential operators built from the weight-shifting

operators. These differential operators enable us to find the differential representation

of gluon and graviton amplitudes in AdS. The differential representation demonstrates

the flat-space structure, which can be obtained by uplifting the flat-space amplitudes.

We show that the three-point doubly copy can be made manifest using our differential

representation. On the other hand, we prove the differential BCJ relation for four-

point YM amplitudes. This motivates us to propose the four-point differential doubly

copy relation yet to be explored and proved.

In Chapter 7, we provide detailed discussions of all our findings in the manuscripts

that Chapter 3, 4, 5 and 6 base on. We point out valuable and intriguing outlooks

for possible future directions.



Appendix A

Appendices for Chapter 2

A.1 Momentum space for Euclidean CFT

In subsection 3.2.2, we construct the scattering smearing kernel from Poincare AdS,

which Fourier transform Lorentzian CFT correlators, giving rise to the flat-space

limit in the momentum space eq. (3.45). However, Lorentzian CFTs admit more

subtle analytic structures (see [62] for fun), making it not easy to perform Fourier

transform. It is better to represent S-matrix in terms of Euclidean CFT, where the

Fourier transform is much straightforward. This is the flat-space limit proposed in

[26]. In this appendix, we demonstrate how, in a direct way, to rewrite eq. (3.45) in

terms of Euclidean CFT, which, as the massless condition is turned on, reduces to

[26].

Of course we should wick rotate Lorentzian CFT to Euclidean CFT, i.e., T → iT .

Correspondingly, we have E → iE where E now is spatial momentum rather than

energy. However, this procedure causes some troubles for modes expansion eq. (3.30),

as we discussed there. A simple resolution is to wick rotates z → iz, and consequently

the Bessel function of the first kind Jν remains valid as mode functions. Importantly,

we should also retain the spacetime in the flat-space limit eq. (3.45) as a Minkowski

space. We can formally do this by taking `→ i` and xd → ixd. To be more clear, we

196
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do wick rotations as follows

T → iT , z → iz , `→ i` , xd → ixd , t→ −t , xi<d → ixi<d . (A.1)

It is easy to see that after doing these analytic continuations, AdS becomes dS and the

flat-space limit remains as Minkowski. It is then readily to find the remanning parts

of analyzing the flat-space limit still follow subsection 3.2.2, but with the momentum

continued correspondingly

ω → ω , ki<d → −iki<d , kd → ikd = i
√
|k|2 +m2 , (A.2)

where |k| =
√
ω2 + k2

i<d. Now it is easy to see that ω is no longer the energy but one

component of spatial momentum, and the additional momentum coming from bulk

kd is the actual energy as the proposal in [26]. We may stick to the usual notation

calling energy ω, then the scattering smearing kernel eq. (3.45) basically remains the

same but replacing kd → iω since kd now is energy

S =

∫ (∏
i

ddxi2
1− d

2
+∆i`−∆i

√
Γ(1 + ∆i − d

2
)

Γ(d
2
−∆i)

ω
1
2

|pi|∆i− d2
e−iα̃ωeipi·xi

)
〈O1 · · · On〉E , .

(A.3)

A.2 Normalizing scattering smearing kernel

The scattering smearing kernels we construct in section 3.2 are already normalized.

We show in subsection 3.2.3 that using HKLL formula and LSZ can somehow deter-

mine the scattering smearing kernels up to normalization. Here we demonstrate we

can fix the normalization by requiring the canonical condition

S12 = 〈p1|p2〉 = (2π)d2ωδ(d)(p1 − p2) . (A.4)
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A.2.1 Global smearing

For global smearing, we start with a smearing kernel with momentum dependence

unknown for S12

S12 =

∫
dt1dt2e

i(ω2t2−ω1t1)Ag(p1)Ag(p2)〈O1(τ1, p̂1)O2(τ2, p̂2)〉 , (A.5)

where Ag(p) is the yet-to-be-determined normalization. We use the following repre-

sentation of two-point function, basically constructed from quantization eq. (3.19)

〈O1(τ1, p̂1)O2(τ2, p̂2)〉 =
C∆

2∆(cos τ12 − p̂1 · p̂2)∆
=
∑
n,J

(NO∆,n,J)2eiEn,J (τ1−τ2)YJmi(p̂1)YJmi(p̂2) .

(A.6)

As we show in subsection 3.2.1, taking `→∞ yields

〈O1(τ1, p̂1)O2(τ2, p̂2)〉 =

∫
dω

2d−2∆−1`2∆−d+1p2∆−d

ξ2
ω∆Γ(∆ + 1− d

2
)2

eiω(t1−t2)δ(d−1)(p̂1 − p̂2) . (A.7)

Plugging into eq. (A.5), we can perform the integral of t1,2 to have (2π)2δ(ω−ω1)δ(ω−

ω2). Then we can integrate out ω, leaving only one delta function δ(ω1 − ω2). We

have

S12 =
2d−2∆+1`2∆−d+1p2∆−d

1 π2

ξ2
ω1∆Γ(∆ + 1− d

2
)2

Ag(p1)2δ(ω1 − ω2)δ(d−1)(p̂1 − p̂2) ,

=
2d−2∆+1`2∆−d+1p

2(∆−1)
1 π2

ξ2
ω1∆Γ(∆ + 1− d

2
)2

Ag(p1)2ω1δ
(d)(p1 − p2) , (A.8)

where we have used the on-shell condition to rewrite the delta functions

δ(ω1 − ω2)δ(d−1)(p̂1 − p̂2) = ω1p
d−1
1 δ(d)(p1 − p2) . (A.9)

Equating to eq. (A.4), we obtain correctly

Ag(p) = 2∆`
d−1

2
−∆p1−∆π

d−2
2 ξω∆Γ(∆ + 1− d

2
) . (A.10)
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A.2.2 Poincare smearing

Similarly, we consider S12 with normalization factor Ap to be fixed

S12 =

∫
ddx1d

dx2e
i(p1·x1−p2·x2)Ap(p1)Ap(p2)〈O1(T1, Y1)O2(T2, Y2)〉 , (A.11)

where

〈O1(T1, Y1)O2(T2, Y2)〉 =
C∆

| − (T1 − T2)2 + (Y1 − Y2)2|∆
. (A.12)

It is more convenient to work with Euclidean CFT, and we can also work with vari-

ables x12 and x2

S12 =

∫
ddx12d

dx2e
ip1·x12+ip12·x2Ap(p1)Ap(p2)

C∆`
2∆

x2∆
12

. (A.13)

The integral of x12 performs the Fourier transform for p(d)
1 , and the integral of x2

simply gives delta function (2π)dδ(p1 − p2)

S12 = 2d−2∆−1p2∆−d
1

Γ(d
2
−∆)

Γ(1 + ∆− d
2
)
`2∆ × Ap(p1)2(2π)dδ(d)(p1 − p2) . (A.14)

Compare with eq. (A.4), and then analytically continue back to Lorentzian signature,

we find

Ap(p) = 21− d
2

+∆`−∆

√
Γ(1 + ∆− d

2
)

Γ(d
2
−∆)

k
1
2
d

|k|∆− d2
. (A.15)

A.3 Derivation of formulas in Mellin space

We break our derivation of Mellin space formula into two steps. First, we approximate

four-point function in terms of Mellin amplitudes at saddle-points of δij and then we

recall scattering kernel and perform integration over time around its saddle-point for

massless case and massive case separately.
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A.3.1 Limit of Mellin representation and massive formula

Start with Mellin representation of four-point functions eq. (3.70), we scale δij = `2σij

and exponentiate all integrands as we describe in subsection 3.3.2, include the explicit

prefactor we have

〈O1 · · · On〉 =
N

(2πi)
n(n−3)

2

∫ n∏
i=1

dβi
2π

[dσij]`
n(n−1)+∆Σ

n∏
i=1

i

βi
(
2π

`2
)
n(n−1)

4 ×∏n
i=1 |pi|∆i

(2∆Σ)
1
2

∆Σ

∏
i<j

(σ∗ij)
− 1

2 exp[· · · ] , (A.16)

where the exponent is exactly eq. (3.77). To be general, we expand the exponent

around saddle-points as recorded in eq. (3.93), which works for both massless and

massive situation. In general, β is not determined unless further saddle-points are

dominated as for massive particles. We may take a gauge choice that sets β1 = β to

keep track of β, which introduces additional integration

∫
dδβ0

2π
exp[iδβ0δβ1] . (A.17)

We can make further simplification by following [23] to redefine εij

uij = εij −
2n

n− 2
q · (pi + pj)− δsij , (A.18)

and we obtain

〈O1 · · · On〉 =
N

(2πi)
n(n−3)

2

×∫
dβ

n∏
a=0

δβa
2π

[duij](
`2β2

2∆Σ

)
n(n−1)

2 (
i

β
)n(

2π

`2
)
n(n−1)

4

∏
i<j

(σ∗ij)
− 1

2 (
`2β2

2∆Σ

)
1
2

∆Σ

∏
i

|pi|∆i exp[· · · ] ,

(A.19)
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where the exponent here is

exp
[
iδβ0δβ1 −

`2β

2∆Σ

∑
i<j

(
(δβi + δβj)(s

′
ij − (mi +mj)

2) + βδsij
)
− `2n2β2

2∆Σ

q2

+
`2β

∆Σ

∑
i<j

( βu2
ij

4(s′ij − (mi +mj)2)
− (δβi + δβj)

2
(uij + 2n

q · (pi + pj)

n− 2
+ δsij)

)
+

`2

4∆Σ

∑
i<j

(
(s′ij − (mi +mj)

2)(δβi + δβj)
2
)

+
1

β

∑
i

∆iδβi(1−
δβi
2β

) +
1

2
β2∆Σ

]
.

(A.20)

Integrating out uij gives an overall factor

(2π)
n(n−1)

4

(∏
i<j

(s′ij − (mi +mj)
2)
) 1

2
(
− 2∆Σ

`2β2

)n(n−1)
4 , (A.21)

accompanied with an exponent

exp
[
− `2

4∆Σ

∑
i<j

(s′ij − (mi +mj)
2)(δβi + δβj)

2
]
. (A.22)

We should then integrate out δβi. The exponent relevant to δβa can be concisely

written in terms of matrices

exp[−1

2
δβ.Aβ.δβ

T +Bβ.δβ
T] , δβ = (δβ0, · · · , δβn) , (A.23)

where

(Aβ)0i = (Aβ)i0 = −i δi1 , (Aβ)ij =
1

β2
∆iδij +

`2

2∆Σ

(s′ij − (mi +mj)
2) ,

(Bβ)0 = 0 , (Bβ)i =
∆i

β
− `2β

2∆Σ

∑
j 6=i

(s′ij − (mi +mj)
2 + δsij +

2n

n− 2
q · (pi + pj)) .

(A.24)



APPENDIX A. APPENDICES FOR CHAPTER 2 202

Integrating out δβa thus simply gives√
(2π)n+1

detAβ
exp[

1

2

∑
i,j

(A−1
β )ij(Bβ)i(Bβ)j] . (A.25)

detA is difficult to be evaluated for general n, nevertheless we can find its pattern

follows

detAβ =
`2(n−1)det′(sij − (mi +mj)

2)

(2∆Σ)n−1
+

∏n
i=2 ∆i

β2(n−1)

+
n−2∑
m=2

(−1)m+1
∑
{im}6=1

( n∏
i=2,i 6={im}

∆i

)( n∏
(k,l)>1,(k,l)6={ ¯im}

(skl − (mk +ml)
2)
) `2m

4β2(n−1−m)
,

(A.26)

where det′ denotes the determinant with discarding the first raw and column. We

should explain more on the notation. {im} denotes a length m list of numbers and

{īm} denotes the complementary of {im} through i > 1. For massless case, all the

followed terms are subdominate compare to the first term, thus the expression reduces

to

detAβ '
`2(n−1)det′(sij)

(2∆Σ)n−1
. (A.27)

Including all pieces, we obtain

〈O1 · · · On〉 =
N

(2πi)
n(n−3)

2

∫
dβD(sij, β)eS(q,δsij ,β)M

(
δij =

`2β2

2∆Σ

(
sij − (mi +mj)

2
))
,

(A.28)
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where

D(sij, β) = (−1)
1
4
n(n+1)(

`2

2∆Σ

)
1
2

∆Σ(2π)
1
2

(n2−3n−2)β∆Σ−n
∏
i

|pi|∆i

√
(2π)n+1

detAβ
,

S(q, δsij, β) = − `
2β2

2∆Σ

∑
i<j

δsij −
`2β2n2

2∆Σ

q2 +
1

2

∑
i,j

(A−1
β )ij(Bβ)i(Bβ)j +

1

2
β2∆Σ .

(A.29)

The second step is then integrating time and q. Generally evaluating this two inte-

grals analytically is technically difficult, fortunately we can discuss massive case and

massless case separately, which can largely simplify the problem. For formula involv-

ing massive external particles, the situation is much more trivial and it is actually not

necessary to really do the derivation. In this case, eq. (A.28) can be further simplified

by assigning β = i to integrands and dropping integral of β. Performing integral over

τi and q, we simply obtain a formula that equates flat-space amplitudes to Mellin

amplitudes with δij = −`2β2/(2∆Σ)
(
sij − (mi +mj)

2 up to an overall normalization,

namely

T (sij) ∝M
(
δij = − `2

2∆Σ

(
sij − (mi +mj)

2
))
. (A.30)

The proportional factor is universal, since it is originated from universal kinematic

factor KI in eq. (3.69) and universal factorD(sij, i)e
S(q,δsij ,i) in eq. (A.28). Thus we can

determine the proportional factor by simply considering a contact example eq. (3.124).

Both flat-space amplitude and Mellin amplitude of such contact interaction are simply

coupling constant, thus the proportional factor of above formula is simply 1!

A.3.2 Derivation of massless formula

When all external particles are massless, the derivation becomes highly nontrivial.

The expected form of the formula is

T (sij) ∼
∫
dβf(β)M

(
δij =

`2β2

2∆Σ

(
sij − (mi +mj)

2
))
, (A.31)
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however, the existence of integral over β makes it impossible to simply determine

the proportional function f(β) by contact interaction, unless we know f(β). A nice

derivation is available in [23], and we review their derivation here but with a different

gauge.

Let’s first describe how our gauge choice can be transformed to the one used in

[23]. The gauge choice in [23] is ε12 = 0 rather than β1 = β we use. To transform

the gauge to ε12 = 0, we only need to redefine β by β → β − δβ1 with a specific δβ1

rendering ε12 = 0

δβ1 '
βε12

2s12

. (A.32)

Then we have

exp[iδβ0δβ1]→ exp[iδβ0
ε12β

2s′12

] . (A.33)

We can then change some variables by

β`2

2∆Σ

δβi = iλi ,
δβ0β

2s′12

= λ0 , (A.34)

which provide the following prefactors

(−2i∆Σ

β`2
)n

2s′12

β
. (A.35)

Then trivially changing the variable β by β = i
√

∆Σ/(2α) (which will also be used

with our gauge anyway) makes the integrand become

∏
i=1

dδτidα
∏
a=0

λa[dεij](−
`2

4α
)
n(n−3)

2 (−s
′
12

α
)(

2π

`2
)
n(n−1)

4

∏
i<j

(σ∗ij)
− 1

2 (− `
2

4α
)

1
2

∆Σ

∏
i

ω∆i
i ,

(A.36)

where the exponent is exactly eq. (107) in [23] by simply noting `
∣∣
here

= R
∣∣
there

and

δτij
∣∣
here

= tij/R
∣∣
there

. It is also easy to check that the prefactors also match with [23].
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With our gauge, we now should start with eq. (A.28) and integrate both δτi and

q over. The massless limit simplifies the exponent in eq. (A.28)

1

2

∑
i,j

(A−1
β )ij(Bβ)i(Bβ)j = 2n2(

`2β

2∆Σ

)2
∑
i,j

(q · pi)(q · pi)(A−1
β )ij −

1

2

∑
l,m

(A1
τ )lmδτlδτm ,

(A.37)

where

(A1
τ )lm = −4

( `2β

2∆Σ

)2
n
(∑

i

q · pi
(
(A−1

β )il + (A−1
β )im

)
ωmωl(1− δlm)

−
∑
i

∑
k 6=m

q · pi
(
(A−1

β )im + (A−1
β )ik

)
ωkωmδlm

)
. (A.38)

Now let us first take a look at δτi. We follow [23] to introduce an exponent exp[−
∑

i
δτ2
i

2T 2 ]

with cut-off T →∞, which benefits the derivation. Then we can write the time rele-

vant exponent as

exp[−1

2
δτ.Aτ .δτ

T] , δτ = (δτ1, · · · , δτn) . (A.39)

The linear term is suppressed by large AdS radius ` and the matrix Aτ can be orga-

nized as

(Aτ )lm = (A0
τ )lm + (Aqτ )lm , (Aqτ )lm = (A1

τ )lm + (A2
τ )lm , (A0

τ )lm =
1

T 2
δlm +

β2`2

∆Σ

ωlωm ,

(A.40)

where

A2
τ = −β

2`2

∆Σ

nq0ωlδlm , A3
τ =

β2`2

∆Σ

ωlωm . (A.41)



APPENDIX A. APPENDICES FOR CHAPTER 2 206

The inverse of Aτ can be evaluated as [23]

((A0
τ )
−1)lm = T 2δlm + ωlωm(− T 2∑

ω2
i

+
∆Σ

β2`2(
∑

i ω
2
i )

2
) +O(T−2) ,

(Aτ )
−1 = (A0

τ ))
−1(1− Aqτ (A0

τ )
−1 + (Aqτ (A

0
τ )
−1)2) . (A.42)

Then performing the integral over δτi, the following prefactor is obtained

prefτ =
( ∆Σ∑

ω2
kβ

2

) 1
2
T n−1(2π)

n
2

`
, (A.43)

which comes with the following exponent

exp[−1

2

∑
ij

(A−1)ijωiωj`
2] . (A.44)

The remaining exponent is recorded below

exp[−1

2

∆Σ

β2
+Q(qµ)] , (A.45)

where Q(qµ) can be organized as

Q(q) = −`
2n2β2

2∆Σ

q2 + 2n2(
`2β

2∆Σ

)2
∑
i,j

(q · pi)(q · pi)(A−1
β )ij

− 1

2

( ∆ΣT∑
ω2
k`

)2
∑
kl

(δkl −
ωkωl∑
ω2
i

)ÃqkÃ
q
l , (A.46)

where

Ãqm =
∑

ωiA
q
im = 4(

`2

2∆Σ

)2n
∑
i,k

q · pi
(
(A−1

β )im + (A−1
β )ik

)
ωkωm(ωm − ωk)−

`2

∆Σ

nq0ω
2
k .

(A.47)

Finally we are in the right position to integrate over q to get√
(2π)d+1

detQqq

, Qqq = − ∂

∂qµ
∂

∂qν
Q , (A.48)
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where explicitly we obtain

Qqq =
`2n2β2

∆Σ

δµν − 2n2(
`2β

2∆Σ

)2
∑
i,j

(pµi p
ν
j + pµj p

ν
i )(q · pi)(A−1

β )ij

+
1

2

( ∆ΣT∑
ω2
k`

)2
∑
kl

(δkl −
ωkωl∑
ω2
i

)
( ∂

∂qµ
Ãqk

∂

∂qν
Ãql +

∂

∂qν
Ãqk

∂

∂qµ
Ãql
)
. (A.49)

It is not hard to find that the second and the third term in Qqq is only rank-(n− 1)

up to O(q), thus by taking T → ∞, the whole determinant of Qqq can be evaluated

by multiplying the rank-(n−1) determinant of the last term with the rank-(d−n+2)

determinant of the first term [23]. Using this trick, we can pull out β and T , which

is crucial for determining f(β). Pulling out T cancels T n−1 in prefτ , leaving the

final answer independent of cut-off T . On the other hand, it contributes β−(d−n+2).

Together with eq. (A.28) (also note eq. (A.45)), one can readily find the β (or α)

dependence f(β) ∼ β∆Σ−d

dββ∆Σ−de
− 1

2

∆Σ
β2 ∼ dαα

d−∆Σ
2 eα . (A.50)

The remaining part is technically difficult to evaluate, but nevertheless it is not nec-

essary to evaluate it. The form of f(β) in (A.31) is now fixed, and the remaining

factor serves simply as normalization factor and should be determined by contact

interaction.

A.4 n = 4 Contact Witten diagram

We consider Witten diagram given by contact interaction

L = φ2
1φ

2
2 . (A.51)

The AdS amplitude is simply

A =

∫
dd+2X

4∏
i=1

Gb∂(X,Pi) , (A.52)
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where Gb∂ is the bulk-to-boundary propagator

Gb∂(X,Pi) =
C∆i

`
d−1

2 (−2Pi ·X/`)∆i

. (A.53)

The contact Witten diagram can be represented by D-function [229]

A = `3−dC2
∆1
C2

∆2
D∆1∆2∆2∆1(Pi) , (A.54)

where

D∆1∆2∆2∆1(Pi) =
1

`Γ(∆1)2Γ(∆2)2

∫ ∞
0

(
∏
i

dtit
∆i−1
i )

∫
dXe−2

∑4
i=1 ti

Pi·X
` . (A.55)

Integrate out the bulk coordinate X, one found a simple representation of this Witten

diagram [22]

A = `3−dπ
d
2 Γ(

∆Σ − d
2

)
4∏
i=1

C∆i

Γ(∆i)

∫ ∞
0

(
4∏
i=1

dtit
∆i−1
i )e−

∑
i<j titjPij . (A.56)

This representation can be straightforwardly transformed into Mellin amplitudes. We

start with this representation, it is then not surprise it gives rise to the same answer

as Mellin space provides. We find saddle-points of ti are

t1 = −i
√
`(m+m12)(m+ m̄12)

4
√
m̄12m

, t2 = −i
√
`(m−m12)(m+ m̄12)

4
√
m̄12m

,

t3 =
i
√
`(m+m12)(m− m̄12)

4
√
m̄12m

, t2 =
i
√
`(m−m12)(m− m̄12)

4
√
m̄12m

. (A.57)

Picking up these saddle-points and including all reasonable normalization, we find it

indeed gives rise to Dc in eq. (3.140) for s = m2.

We can also follow the routine of [3] to verify that the contact Witten diagram is

equivalent to momentum conservation delta function. To show this, we evaluate

∫
d|p3|
2ω3

ddp4

2ω4

|p3|d−1A . (A.58)
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In flat-space, this evaluates the phase-space volume

∫
d|p3|
2ω3

ddp4

2ω4

|p3|d−1δ(d+1)(p1 + p2 + p3 + p4) =
(s−m2

12)
d−2

2 (s− m̄2
12)

d−2
2

2ds
d−1

2

, (A.59)

which is the factor appear in partial-wave expansion of amplitudes eq. (3.133). To

show the match, we still use saddle-points of Pi eq. (3.101) but setting p3, p4 off-shell

in frame eq. (3.107)

p1 = (ω1, pn̂) , p2 = (ω2,−pn̂) , p3 = (−|ω3|, |p3|n̂′) , p4 = (−|ω4|,−|p4|n̂′′) ,

(A.60)

where |ωi| =
√
m2
i + |pi|2. Then we find the saddle-points of eq. (A.58) are eq. (A.57)

together with

|p3| = |p4| = p , n̂′′ = n̂′ . (A.61)

Include all relevant factors, it is equivalent to momentum conservation delta function.

A.5 Conformal blocks with large ∆ and ∆1,2

A.5.1 From Casimir equation

We consider four-point function expanded in terms of conformal block

〈O1 · · · O4〉 =
1

(P12P34)
∆1+∆2

2

(P24

P14

)∆12
2
(P14

P13

)∆21
2
∑
∆,J

c∆,JG∆,J(z, z̄) . (A.62)

Acting with Casimir operator yields the Casimir equation [230]

DG∆,J = (∆(∆− d) + J(J + d− 2))G∆,J , (A.63)
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x1 = α1w

x3 = α1

x2 = −α2w

x4 = −α2

Figure A.1: A convenient conformal frame for solving conformal block at ∆,∆i →∞.
Non-identical operators subject to flat-space saddle-points can also have access to
above conformal frame. In general, α1 6= α2.

where

D = Dz +Dz̄ + 2(d− 2)
zz̄

z − z̄
((1− z)∂z − (1− z̄)∂z̄) ,

Dz = 2(z2(1− z)∂2
z − (1 + a+ b)z2∂z − abz) . (A.64)

(z, z̄) is the usual cross-ratios, and note a = b = ∆21/2. For ∆1 = ∆2 or ∆i � ∆,

the Casimir equation simplifies and easily gives eq. (3.126). For ∆1 6= ∆2, the term

with ∆12 is very important. Inspired by eq. (3.109) and (3.111), we now adopt the

following conformal frame

z =
4m2w

(m2 −m2
12)(1 + w)2

, z̄ =
4m2w̄

(m2 −m2
12)(1 + w̄)2

, (A.65)

where w = reiθ, which is depicted in Fig A.1. For m12 = 0, the parameterization

eq. (A.65) reduces to the usual radial frame [112]. The Casimir equation eq. (A.63)

now reads

AG(r, η) + B1∂rG(r, η) + B2∂ηG(r, η) + C1∂
2
rG(r, η) + C2∂

2
ηG(r, η) + C3∂r∂ηG(r, η) = 0 ,

(A.66)
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where

A = (r2 − 1)(r2 − 2ηr + 1)3((d− 2)J(m12 −m)(m+m12)(r2 + 2ηr + 1)2

+∆(−d(m12 −m)(m+m12)(r2 + 2ηr + 1)2 −m3`(r2 + 2ηr + 1)2

+m2
12∆(r4 + (4η2 − 6)r2 + 1)) + J2(m12 −m)(m+m12)(r2 + 2ηr + 1)2) ,

B1 = −r(r2 + 2ηr + 1)(−m2(r2 − 2ηr + 1)2(d(r2 + 1)(r4 + (2− 4η2)r2 + 1)

+r2(r4 + 4η2(r2 + 3)− 7r2 − 9)− 1) +m2
12(r2 + 2ηr + 1)(d(r4 − 2η(r2 + 1)r

−6r2 + 1)(r2 − 2ηr + 1)2 + r(2η + r(r6 + 18r4 + 8η3(r2 + 3)r − 16r2 − 4η2(5r4

−4r2 + 7)− 2η(r4 + r2 + 15)r + 30))− 1) + 8ηm2m12r(r
2 − 1)2`(r2 − 2ηr + 1)2) ,

B2 = (1− r2)(r2 + 2ηr + 1)(η(−m2)(r2 − 2ηr + 1)2(dr4 − 4(d+ 1)η2r2 + 2dr2

+d− r4 + 6r2 − 1) +m2
12(r2 + 2ηr + 1)(−8(d+ 1)η4r3 + 4(3d+ 1)η3r2(r2 + 1)

+2η2r((5− 3d)r4 + 2(d− 3)r2 − 3d+ 5) + η(r2 + 1)((d− 1)r4 − 2(7d+ 1)r2 + d− 1)

+4r((d− 2)r4 + 2(d+ 2)r2 + d− 2))− 8(η2 − 1)m2m12r(r
2 + 1)`(r2 − 2ηr + 1)2) ,

C1 = −r2(r2 − 1)(r2 − 2ηr + 1)(r2 + 2ηr + 1)2(m2
12(r4 + (4η2 − 6)r2 + 1)

−m2(r2 − 2ηr + 1)2) ,

C2 = (η2 − 1)(1− r2)(r2 − 2ηr + 1)(r2 + 2ηr + 1)2(m2
12(r4 + (4η2 − 6)r2 + 1)

−m2(r2 − 2ηr + 1)2) ,

C3 = 8
(
η2 − 1

)
m2

12r
2
(
r2 − 1

)2 (
r2 − 2ηr + 1

) (
r2 + 2ηr + 1

)2
.

(A.67)
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We denote η = cos θ. The expression looks horrible, but we find it is especially useful

to define

g∆,J(z, z̄) =
(P24

P14

)∆12
2
(P14

P13

)∆21
2
G∆,J(z, z̄) . (A.68)

Then the leading order of Casimir equation is trivially satisfied by scaling r∆f(r, η)

and the sub-leading order of the equation reads

r(d((r2 + 1)2 − 4η2r2) + 4(η2 − 1)(r2 + 1))f + (r2 − 1)(r4 + (2− 4η2)r2 + 1)∂rf = 0 .

(A.69)

Finally, we end up with a simple solution (include reasonable normalization)

g∆,J(r, θ)|∆,∆i→∞ =
J !N∆

(d− 2)J

(4r)∆C
d
2
−1

J (cos θ)

(1− r2)
d
2
−1
√

(1 + r2)2 − 4r2 cos2 θ
, (A.70)

where

N∆ =
∆2∆

(∆−∆12)∆−∆12(∆ + ∆12)∆+∆12
. (A.71)

The expression looks the same as eq. (3.126) up to additional normalization factor,

but the definition of (r, θ) is no longer the same, besides, g∆,J is defined by including

appropriate prefactors. It is also worth noting that here (r, θ) depend on ∆, so when

we sum over conformal blocks, we should be careful about addressing conformal block

itself. To avoid confusion, we may denote (r∆, θ∆) in the main text. In the next

subsection, we verify our solution by working specifically in d = 2, 4.
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A.5.2 Explicit check in d = 2, 4

In d = 2, 4, the conformal block can be exactly solved [230, 231]

d = 2 , G∆,J = ka,b∆+J(z)ka,b∆−J(z̄) + ka,b∆+J(z̄)ka,b∆−J(z) ,

d = 4 , G∆,J =
zz̄

z − z̄
(
ka,b∆+J(z)ka,b∆−J−2(z̄)− ka,b∆+J(z̄)ka,b∆−J−2(z)

)
, (A.72)

where

ka,bβ (z) = z
β
2 2F1(a+

β

2
, b+

β

2
, β, z) (A.73)

We can find ka,aβ (z)|β,a→∞ by using the Barnes representation

2F1(a, b, c, z) =
Γ(c)

Γ(a)Γ(b)

∫ i∞

−i∞

ds

2πi

Γ(a+ s)Γ(b+ s)Γ(−s)
Γ(c+ s)

(−z)s . (A.74)

We deform the contour to right and find there is a saddle-point of s

s∗ =
wβ(β + 2a)

(1− w)β − 2a(1 + w)
. (A.75)

Then by performing the integral dominated by this saddle-point, we obtain

ka,aβ =
ββ√
1− w

(a+
β

2
)−2a−β(w + 1)2a− 1

2wβ/2(β − 2a)
β(β−2a)

2a(w+1)+β(w−1) (2a+ β)
βw(2a+β)

2a(w+1)+β(w−1)×

(β2 − 4a2)
(w+1)(4a2−β2)

2a(w+1)+β(w−1)
−β(2a(w−1)+β(w+1))

2β(1−w)−4a(w+1) (2β(1− w)− 4a(w + 1))−2a (A.76)

This expression looks tough, but it turns out those transcendental factors exactly give

rise to the wanted prefactor. Plug eq. (A.76) in eq. (A.72) and absorb the prefactors,
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we find

d = 2 , g∆,J = N∆
(4r)∆√

1 + r2 − 2r2 cos(2θ)
× 2 cos(Jθ) ,

d = 4 , g∆,J = N∆
(4r)∆

(1− r2)
√

1 + r2 − 2r2 cos(2θ)
× sin((J + 1)θ)

sin θ
, (A.77)

which precisely match with the general result eq. (A.70).



Appendix B

Appendices for Chapter 3

B.1 〈V V V 〉 from Witten-diagram

In this appendix, we start from AdS Lagrangian in d = 3 to derive 〈V V V 〉 three-point

functions. From helicity basis we constructed in the main text, it follows that 〈V V V 〉

has three independent structures, and it is expected the first structure corresponds

to the Yang-Mills vertex and the higher-derivative coupling in AdS is captured by

the second two (the odd and even “same-helicity” ones, which are analytic in spin

for J ≥ 0). Our starting point is the following Lagrangian for Yang-Mills in AdS

(omitting gravity):

L = − 1

4g2
YM

F a
µνF

µνa +
θ

32π2
F a
µνF̃

µνa − fabc

3g3
YM

(
gH Fµ

νaFν
ρbFρ

µc + g′H F̃µ
νaF̃ν

ρbF̃ρ
µc
)

+ · · · ,

(B.1)

where a, b, c are SU(N) group indices, fabc is the structure constant, F̃µν = 1
2
εµνσρF

σρ

and · · · is other terms that are not relevant to our purpose. After rescaling the

fields by the coupling to make A canonically normalized, it follows that we have two

three-point gluon vertices

Yang-Mills: − gYM fabc∂µA
a
νA

µbAνc ,

Higher-derivative: − gH

3
fabc Fµ

νaFν
ρbFρ

µc + odd part ,
(B.2)

215
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where only the linearized part of Fµν will contribute in the second case.

It is most convenient to work with the AdS embedding formalism [210] where the

bulk-to-boundary propagator with conformal dimension ∆ and spin J is [210]

Π∆,J(Y,W ;X,Z) = C(∆, J)

(
(−2X · Y )(W · Z) + 2(W ·X)(Z · Y )

)J
(−2X · Y )∆+J

, (B.3)

where X and Z are embedding coordinate and auxiliary polarization respectively for

boundary CFT, similarly Y and W are (d + 2)-dimensional embedding coordinate

and polarization for the bulk AdSd+1, which are constrained by

X2 = X·Z = Z2 = 0 , Y 2 = −1 , Y ·W = W 2 = 0 , (B.4)

and have the further redundancy Z ' Z + αX. The normalization factor reads

C(∆, J) =
(J + ∆− 1)Γ(∆)

2π
d
2 (∆− 1)Γ(∆ + 1− d

2
)
. (B.5)

Derivatives in AdS can be evaluated using the bulk covariant derivative operator [210]

∇A =
∂

∂Y A
+ YA(Y · ∂

∂Y
) +WA(Y · ∂

∂W
) . (B.6)

which commutes with the constraints. It is also convenient to introduce the differential

operator KA [210]

KW
A =

(
∂

∂WA
+ YA(Y · ∂

∂W
)

)(
d− 3

2
+W · ∂

∂W

)
− 1

2
WA

(
∂2

∂W ·∂W
+ (Y · ∂

∂W
)2

)
,

(B.7)

which helps do index contractions in AdS:

∑
W

f(W ∗)g(W ) =
1

J !(d−1
2

)J
f(KW )g(W ) . (B.8)

With these ingredients, we are ready to compute 〈V V V 〉 by performing the following
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integrals over (Euclidean) AdS Y 2 = −1:

〈V (X1)V (X2)V (X3)〉YM = −gYMf
abc C

3
2
d−1,1

∫
EAdS

dY
∑
W1,W2

(W ∗
1 · ∇Πd−1,J(Y,W ∗

2 ;X1, Z1))

× Πd−1,J(Y,W1;X2, Z2)Πd−1,J(Y,W2;X3, Z3) + (5 permutations)

〈V (X1)V (X2)V (X3)〉H = −2gHf
abc C

3
2
d−1,1

∫
EAdS

dY
∑

W1,W2,W3

×
(
W ∗

1 · ∇Πd−1,1(Y,W2;X1, Z1)−W2 · ∇Πd−1,1(Y,W ∗
1 ;X1, Z1)

)
×
(
W ∗

2 · ∇Πd−1,1(Y,W3;X2, Z2)−W3 · ∇Πd−1,1(Y,W ∗
2 ;X2, Z2)

)
×
(
W ∗

3 · ∇Πd−1,1(Y,W1;X3, Z3)−W1 · ∇Πd−1,1(Y,W ∗
3 ;X3, Z3)

)
,

(B.9)

where the factor C
3
2
d−1,1 ensures our V V two-point function follows the CFT normal-

ization. The integrals can be done in elementary ways, for example using Feyn-

man/Schwinger parameters. We obtain (in d = 3):

〈V V V 〉YM =
3gYM

16
√

2
fabc

H23V1 +H13V2 +H12V3 + V1V2V3

(−2X1 ·X2)
3
2 (−2X1 ·X3)

3
2 (−2X2 ·X3)

3
2

,

〈V V V 〉H =
−gH

8
√

2
fabc

H23V1 +H13V2 +H12V3 + 5V1V2V3

(−2X1 ·X2)
3
2 (−2X1 ·X3)

3
2 (−2X2 ·X3)

3
2

, (B.10)

where Hij follows the definition in eq. (D.3) and Vi is defined by (see [47] for more

details)

Vi := Vi,jk =
(Xi ·Xk)(Zi ·Xj)− (Xi ·Xj)(Zi ·Xk)

Xj ·Xk

. (B.11)

To project onto the conformal frame (0, x,∞), we parameterize Xi, Zi (in embedding

lightcone coordinates) as

X1 = (1, 0, 0) , Z1 = (0, 0, ε1) , X2 = (1, x2, x) , Z2 = (0, 2ε2 · x, ε2) ,

X3 = (0, 1, 0) , Z3 = (0, 0, ε3) . (B.12)
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We thus end up with

〈V V V 〉YM =
3gYMf

abc

16
√

2|x|3

[
(x · ε1)(ε2 · ε3) + (x · ε2)(ε1 · ε3)− (x · ε3)(ε1 · ε2) +

(x · ε1)(x · ε2)(x · ε3)

x2

]
,

〈V V V 〉H =
−gHf

abc

8
√

2|x|3

[
(x · ε1)(ε2 · ε3) + (x · ε2)(ε1 · ε3)− (x · ε3)(ε1 · ε2)− 3

(x · ε1)(x · ε2)(x · ε3)

x2

]
.

(B.13)

Comparing the above results with MVBV (see eq. (4.4) and eq. (4.16)) for conserved

currents, the agreement can be easily observed and the OPE coefficients can be readily

read off

λ
(e1)
V V V =

gYM

16
√

2
, λ

(e2)
V V V =

gH

8
√

2
, λ

(o2)
V V V =

g′H
4
√

2π
, (B.14)

where we strip off color factors by defining 〈V V V 〉 three-point functions as

〈V V V 〉a = fabc × λaV V V T a111 , (B.15)

in which a runs through structures in eq. (4.14).

B.2 Simplifying Fourier transforms using spinors

We find that much of the calculations can be streamlined analytically by representing

the polarization vectors as a product of two spinors (see also [141]).

Given a two-component spinor |ε〉, we define 〈ε| ≡ |ε〉T ·iσ2, and parametrize the

null polarizations as

εµi ≡
1

2
〈εi|σµ|εi〉 (B.16)

where σµ, µ = 1, 2, 3, are Pauli matrices. This vector is automatically null. Other



APPENDIX B. APPENDICES FOR CHAPTER 3 219

useful identities include:

〈a|σµ|b〉〈c|σµ|d〉 = −〈ac〉〈bd〉 − 〈ad〉〈bc〉, (ε1, p, ε3) =
i

2
〈ε1ε3〉〈ε1|p|ε3〉 . (B.17)

The three-point helicity structures in eq. (4.10) are very simple in terms of spinors:

T±,±123 (p) =
(4π)

3
2

2τ1+τ2−∆3

(
−i〈ε3|p|ε3〉√

2

)J3−J1−J2

〈ε1ε3〉2J1〈ε2ε3〉2J2|p|β12;3−3

×
(

1− ξ1,p,3

2

)2J1
(

1 + ξ2,p,3

2

)2J2
(B.18)

where ξi,p,3 ≡ 〈εi|p|ε3〉
|p|〈εiε3〉 is a measure of spin along the p axis.

When we go to Fourier space using eq. (4.12) and its derivatives, we find remark-

able simplifications thanks to the fact that the vector ε3 is orthogonal to all other

vectors multiplying p. In fact the Fourier-transform involves only similar-looking

objects and we were able to Fourier-transform the generic term analytically:

∫
d3p

(2π)3
eip·xp2k (−i〈ε3|p|ε3〉)J (ξ1,p,3)a(ξ2,p,3)b

=
22k+J

π
3
2

〈ε3|x|ε3〉J

x2k+2J+3
×
∑
a′,b′

fa,ba′,b′
Γ
(
a′+b′+3

2
+ k + J

)
Γ
(
a+b

2
− k
) (ξ1,x,3)a

′
(ξ2,x,3)b

′
(B.19)

where the sum runs over a′ ≤ a, b′ ≤ b such that (a+ b− a′− b′) is even, and f is the

following combinatorial factor

fa,ba′,b′ =
(2i)a

′+b′

2a+b

a!

a′(a− a′)!
b!

b′!(b− b′)!
(a+ b− a′ − b′)!(

a+b−a′−b′
2

)
!

. (B.20)

Using the integral (B.19) it is straightforward to convert the structures in eq. (B.18)

back and forth between momentum and coordinate space. The other operations also

have simple forms:

• Conformal inversion: this takes (∞, x, 0) 7→ (0, xµ/x2,∞) and |ε2〉 7→ ix|ε2〉|x| .

The net effect is simply: ξ2,x 7→ 1/ξ2,x and 〈ε2ε3〉 7→ i〈ε2ε3〉ξ2,x.
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• Shadow transform: two-point functions in position and Fourier space are simply:

〈O1(0)O2(x)〉 =
〈1|x|2〉2J

(−2)J |x|∆+J
,

〈O1(0)O2(p)〉 =
(4π)

3
2 Γ(3

2
−∆)(1

2
)J

(−2)J4∆Γ(∆ + J)
|p|∆−

3
2 〈ε1ε2〉2J × 2F1

(
− J, 3

2
−∆, 1

2
, ξ2

1,p,2

)
.

(B.21)

• Index contractions: the sum over a basis of spin-J states (4.29) becomes:

∑
ε

f(ε∗)g(ε) =
(−2)J

(2J)!
f(∂ε)g(ε) . (B.22)

B.3 More on conformal blocks

B.3.1 Series expansion of conformal blocks

Here we review how to obtain a series expansion for conformal blocks using the

conformal Casimir operator, following the work of ref. [112] for scalar blocks. The

same recursion will come in handy for doing certain inversion integrals in the next

subsection. The conformal symmetry generators act on a spinning primary O(x, ε) of

dimension ∆ as

D = xµ∂xµ + ∆, Jµν = xµ∂νx − xν∂µx + εµ∂νε − εν∂µε ,

P µ = ∂µx , Kµ = x2∂µx − 2xµD + 2(x·ε∂µε − εµx·∂ε),
(B.23)

where D, J , P and K generate respectively dilations, rotations, translations and

special conformal transformations. The Casimir operator is then C2 = D2− 1
2
JµνJ

µν+

1
2
{Pµ, Kµ}, which has eigenvalue C∆,J = ∆(∆ − d) + J(J + d − 2) if O is a rank-J

tensor.

Four-point conformal blocks are (by definition) eigenfunctions of the Casimir act-



APPENDIX B. APPENDICES FOR CHAPTER 3 221

ing on the pair of operators 1, 2:

C = D2
12 −

1

2
Jµν12 (J12)µν +

1

2
{P µ

12, (K12)µ} (B.24)

where the subscripts denote the fields on which the generators act: D12 ≡ D1 + D2

etc. This form of the Casimir operator however can’t be used for the correlator in the

frame 0, x, y−1,∞. The problem is that P12 does not preserve the condition x1 = 0.

Fortunately, there is a simple solution: we can use conformal invariance of the four-

point correlator to rewrite P12 7→ −P34. Accounting for a commutator, the Casimir

is

C =

[
D12(D12 − d)− 1

2
Jµν12 (J12)µν

]
+Kµ

xKyµ ≡ C(0) + C(1). (B.25)

Notice that C(0) is homogenous in x, while C(1) increases the weight in x and y by one

unit. Furthermore, the former is diagonalized by the three-point structures Pab∆,J in

eq. (4.43). This suggests writing the block as an infinite series in Pab∆,J :

G
(a,b)
J,∆ (z, z) =

∞∑
m=0

m∑
k=−m

A
(aa′)(bb′)
m,k Pa,b∆+m,J+k(x̂, ŷ) , (B.26)

such that the Casimir (B.25) gives a recursion relation for the coefficients A. For

example, for scalar operators, applying the Casimir to the Gegenbauer polynomials

(4.43) gives

C(0)Pa,b∆,J = C∆,JPa,b∆,J , C(1)Pa,b∆,J = γa,b,−∆,J P
a,b
∆+1,J−1 + γa,b,+∆,J P

a,b
∆+1,J+1, (B.27)

with

γa,b,+∆,J = (∆ + J + 2a)(∆ + J + 2b) ,

γa,b,−∆,J =
J(d+ J − 3)(−2a+ d−∆ + J − 2)(−2b+ d−∆ + J − 2)

(d+ 2J − 4)(d+ 2J − 2)
, (B.28)
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from which one deduces the recursion [112]

(
C∆,J − C∆+m,J+k

)
Am,k = γ−∆+m−1,J+k−1Am−1,k+1 + γ+

∆+m−1,J+k+1Am−1,k−1. (B.29)

Note a, b in γa,b,±∆,J is not representing the structure index, they are simply a = 1/2(∆2−

∆1), b = 1/2(∆3 − ∆4). These coefficients eq. (B.28) will also play important role

when we are dealing with MFT, see appendix B.3.2.

This method allows to extend this result straightforwardly to spinning operators

[188]. We can use eq. (4.42) to construct Pa,b∆,J from three-point functions, and in

general Pa,b∆,J can be organized as Gegenbaur polynomials and their derivatives, which

is consistent with group theoretical analysis for projectors [189].

B.3.2 Inverting powers of cross-ratios times Gegenbauers

In this appendix, we present a more compact approach to deal with the spinning

MFT. To be more precise, there is a surprisingly concise and powerful trick that can

be used perform Lorentzian inversion formula for a scalar MFT correlator extended

with Gegenbauer polynomial, namely

G =
u
p
2

v
p
2

+a
C̃J ′
(
ξ′
)
, (B.30)

where u = zz̄, v = (1−z)(1−z̄) and ξ′ = (1−u−v)/(2
√
uv). The punchline is that we

find a recursion relation for OPE data associated with above correlator, see eq. (B.33).

This formula enjoys more general applications, since as just shown, conformal blocks

admit series expansion of precisely this form (after interchanging operators 3 and 4

operators). This was used in [232] to estimate Lorentzian inversion integrals at large

dimensions in the 3d-Ising model. In this paper, we apply the formula to G = D↓G

for spinning MFT, which is a finite sum of terms (B.30).

The starting point of the recursion is the scalar case, J ′ = 0. The relevant OPE

data can be found in literatures, at least for equal external operators a = b, e.g.,
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[53, 60]. There is a trivial modification that also works for independent a, b, p:

ca,b0,p,J(∆) =
Γ
(
d−p

2
− a
)
Γ
(
d−p

2
+ b
)

2Γ
(
p
2

+ a
)
Γ
(
p
2
− b
) Γ

(
∆+J

2
+ a
)
Γ
(

∆+J
2
− b
)

Γ
(
d−∆+J

2
− a
)
Γ
(
d−∆+J

2
+ b
)

×
Γ(∆− 1)Γ

(
J + d

2

)
Γ(d−∆ + J)

Γ(J + 1)Γ
(
∆− d

2

)
Γ(∆− 1 + J)

Γ
(
p−∆+J

2

)
Γ
(
p−d+∆+J

2

)
Γ
(−p+d+∆+J

2

)
Γ
(−p+2d−∆+J

2

) . (B.31)

This was tested by checking that the obtained OPE coefficients (obtained from the

residues at ∆ = p+J+2m) reproduce the series expansion of the bracket in eq. (B.30)

with J ′ = 0 to high order. To proceed on generalizing above OPE data to those with

J ′ 6= 0, we shall slightly modify P∆,J in (B.26) by interchanging operator 3 and 4, for

which eq. (B.27) becomes

C(0) u
p
2

v
p
2

+a
C̃J ′
(
ξ′
)

= Cp,J ′
u
p
2

v
p
2

+a
C̃J ′
(
ξ′
)
,

C(1) u
p
2

v
p
2

+a
C̃J ′
(
ξ′
)

=
u
p+1

2

v
p+1

2
+a

(
γa,−b,−p,J ′ C̃J ′−1

(
ξ′
)

+ γa,−b,+p,J ′ C̃J ′+1

(
ξ′
))
, (B.32)

with γa,b,±∆,J already given in eq. (B.28). Since we can integrate-by-parts the Casimir

operator in the inversion integral, by eliminating C̃J ′+1 from this equation, we get a

recursion relation in t-channel spin J ′:

γa,−b,+p−1,J ′−1 c
a,b
J ′,p,J(∆) =

(
C∆,J − Cp−1,J ′−1

)
ca,bJ ′−1,p−1,J(∆)− γa,−b,−p−1,J ′−1 c

a,b
J ′−2,p,J(∆) .

(B.33)

Let’s end by explaining how do we extract OPE data in spinning MFT by using above

formula. We first decompose D↓G, e.g., eq. (4.102) into a finite sum of (B.30), next

we obtain OPE data for each term by using eq. (B.33) and in the end we can sum

them over to get a final answer.

B.3.3 Cross-channel expansion of blocks

In this appendix, we expand (scalar) conformal blocks as z → 1 as an exact function

of z. To accomplish the computations of the anomalous dimensions in the main-text,
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we would need t-channel conformal blocks with scalar-exchange, conserved-current-

exchange and stress-tensor-exchange. In particular, since we are only concerned about

the anomalous dimensions, the logarithmic part of t-channel conformal blocks are

enough for our purpose. Our formulae can be deduced from geodesic Witten-diagram

[233] by doing a bit of guesswork as described in [234], and is consistent with the

most general t-channel conformal blocks in terms of (u, v) rather than (y, ȳ) provided

recently in [235, 236] (see also [237]). Throughout this appendix, we use the variables:

y =
z

1− z
, ȳ =

1− z
z

. (B.34)

In the main text, we use these conformal blocks in the t-channel dDisc, where we take

z 7→ 1− z (using y variables, it is y → ȳ).

• Scalar exchange

For scalar-exchange, we can provide a more general t-channel conformal blocks,

beyond only picking up logarithmic part. The explicit series is given by

G0,∆(z, z̄) = y
∆
2 (1 + y)b(1 + ȳ)a

∑
k

((−1)kȳk+a+b
2 Γ(∆)Γ(−a− b− k)

(
a+ ∆

2

)
k

k!Γ(−b+ ∆
2 )Γ(−a− k + ∆

2 )
sa,b,k(y)

+ (a→ −a, b→ −b)
)

(B.35)

where

sa,b,k(y) = 3F2

(
∆−2a

2
, 2b+∆

2
, −2a−d+∆−2k+2

2
; −d+2∆+2

2
, −2a+∆−2k

2
,−y

)
. (B.36)

In practice, what we use in the main text is the logarithmic part log ȳ of above

series from setting a = b = 0. Note the first line of eq. (B.35) does not have

log ȳ, and the second line gives us

G0,∆(z, z̄) = −
∑
k

Γ(∆)Γ(k − ∆
2

+ 1)y
∆
2

Γ(∆
2

)2Γ(k + 1)2Γ(−k − ∆
2

+ 1)
ȳk log ȳ s0,0,k(y) .

(B.37)
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• Conserved-current exchange

The log ȳ part of t-channel conformal block with conserved-current-exchange is

exhibited as follows:

G1,d−1(z, z̄) =
∑
k

N (1)
k

ȳk y
d−2

2 log ȳ

y + 1

(
v d−2

2
,k,1 −

2(d− 2)ky

(d− 2k)(d− 2 + 2k)
v d

2
,k,0

)
,

(B.38)

where

N (1)
k = −

2d−1Γ
(
d+1

2

)
Γ
(
d
2

+ k
)

√
π(k!)2Γ

(
d
2

)
Γ
(
d
2
− k
) , vp,k,m = 2F1(p,−k +m, p+ 1− k,−y) .

(B.39)

• Stress-tensor exchange

The log ȳ part of t-channel conformal block with stress-tensor-exchange was also

obtained in [234], it is given by

G2,d(z, z̄) =
∑
k

N (2)
k

ȳk y
d−2

2 log ȳ

y + 1

(
(d− 2)(3d(y + 1) + 2(ky + k − 2y − 1))g d

2
,k(y)

− 2
(
2d2(y + 1) + d(k(4y + 3)− 6y − 5) + 2(k − 1)(ky + k − 2y − 1)

)
g d−2

2
,k(y)

)
,

(B.40)

where

N (2)
k =

2d+1Γ
(
d+3

2

)
Γ
(
d
2

+ k + 1
)

√
π(d+ 2k − 2)(d+ 2k)Γ

(
d
2

+ 1
)

Γ(k + 1)2Γ
(
d
2
− k + 1

) ,
gp,k(y) = 2F1

(
p,−k, 1

2
(d+ 2− 2k),−y

)
. (B.41)

B.4 Four-dimensional gluon amplitudes in flat space

Here we record the bulk YM4 tree-level gluon amplitudes corresponding to the La-

grangian in eq. (B.1) used in the main text. We start with the three-point ones,
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from which the four-point amplitudes are then determined by factorization (see [178],

whose conventions we follow, for a pedagogical introduction), up to contact interac-

tions with the mass dimension of g2
H . The form of on-shell three-point amplitudes are

fixed by Lorentz and little-group symmetries, up to coupling-dependent prefactors,

which we find to be

MYM
1−2−3+

= i
√

2fabcgYM
〈12〉3

〈23〉〈31〉
, MH

1−2−3− = i
√

2fabc(gH − ig′H)〈12〉〈23〉〈31〉 .

(B.42)

For MYM
1+2+3− and MH

1+2+3+
, we simply replace angle-bracket by square-bracket and

reverse the odd coupling gH′ . Tree-level four-point amplitudes can be cut into a

product of on-shell three-point amplitudes

M1234

∣∣∣
p2
I→0

=
M12IMI34

p2
I

. (B.43)

We can use this factorization property to construct four-point amplitudes.

Let’s first consider the pure Yang-Mills case. One might try to directly use (B.43)

for all channels and sum them over, however, this overcounts the pole structures, since

the s-channel residue has poles in t or u channel. The standard strategy (see [179]) is

to make an ansatz which correctly counts helicity weight and number of derivatives

without violating locality

M1−2−3+4+ = 〈12〉2[34]2(
A

st
+
B

su
+
C

tu
) . (B.44)

By demanding the factorization (B.43), one can readily obtain the Parke-Taylor form

MYM2

= 2g2
YM〈ij〉4

( T

〈12〉〈23〉〈34〉〈41〉
+

U

〈12〉〈24〉〈43〉〈31〉

)
, (B.45)

where i, j are gluons that have negative helicity, T = f bcefade is the t-channel color

factor previously defined in eq. (4.115), and U is the same with a and b swapped.

Note that the first term above actually contains s and t-channel poles, and the
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second term contains s and u poles.

For pure higher-derivative coupling, the nonvanishing amplitudes again all have

two gluons of each helicity: MH2

1−2−3+4+
, MH2

1−2+3+4− andMH2

1−2+3−4+
that arise from

s-channel, t-channel and u-channel respectively. Using the factorization (B.43) and

Bose symmetry, we obtain:

MH2

1−2+3+4− = 2(g2
H + g′2H)〈14〉2[23]2T

u− s
2t

+ c〈14〉2[23]2 , (B.46)

and permutations thereof. The contact ambiguity c depends on higher-derivative

terms in the Lagrangian but doesn’t contribute to the analysis in the main text as it

has finite support in spin. (The tree-level all-+ amplitude, also a pure contact term

but controlled by a different constant, similarly does not contribute.)

Finally, the mixed gYMgH amplitudes (including the higher-derivative correction

on both vertices) are quite similar to pure Yang-Mills amplitudes. For example, for

Mmix
1−2+3+4+

we consider an ansatz suggested by its helicity scaling and derivative

order: 〈12〉〈14〉[23][34][24]2 times two-channel poles like 1/(st). We then obtain:

MYM−H
1−2−3−4+

= 2gYM(gH − ig′H)T
〈12〉〈23〉〈13〉2

〈34〉〈41〉
+ (1↔ 2) ,

MYM−H
1−2+3+4+

= 2gYM(gH + ig′H)T
[23][34][24]2

[12][41]
+ (3↔ 4) , (B.47)

and permutations thereof.



Appendix C

Appendices for Chapter 4

C.1 Local module and sum rules in various dimen-

sions

C.1.1 Sum rules in D ≥ 8

In D ≥ 8, there are 19 independent sum rules with even spin k ≥ 2 that can be

constructed from applying dispersion relations to coefficients of the local basis with

independent Regge limits (5.8):

Bk(p
2) =

∮
∞

ds

4πi

{
(s−u)M(3,10)(s,u)

(−su)
k−2

2
, (s−u)M(2,5,8,9)+(s,t)

(−su)
k−2

2
, (s−u)(M(6)+(s,t)+M(7)(s,u))

(−su)
k−2

2
, M

(4,6,9)−(s,t)

(−su)
k−2

2
, M

(5)−(s,u)

(−su)
k−2

2
,

(s−u)M(1,6,7,8)(s,u)

(−su)
k
2

, (s−u)M(3)+(s,t)

(−su)
k
2

, (s−u)(M(5)+(t,s)−2M(4)(s,u))

(−su)
k
2

, M
(5)−(t,u)

(−su)
k
2
, (s−u)M(2)(s,u)

(−su)
k+2

2

}
= 0 ,

(C.1)

where M± ≡ M ± (s ↔ u) and t = −p2 = −s − u is held fixed. We use multi-

ple superscriptsM(i1,...,ik) to indicate a sequence of similar expressions involving the

amplitudesM(i1), . . . ,M(ik). For odd k > 1, there are 10 independent sum rules:

Bk(p
2) =

∮
∞

ds

4πi

{
M(2,5,8)−(s,t)

(−su)
k−3

2
, M

(3,7)−(s,t)

(−su)
k−1

2
, (s−u)M(4,7)+(s,t)

(−su) k−1
2

, (s−u)M(5)+(s,u)

(−su)
k−1

2
, (s−u)M(9)(s,u)

(−su)
k−1

2
,

(s−u)M(4)(s,u)

(−su)
k+1

2

}
= 0 . (C.2)

228
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The Regge bound (5.10) implies that these sum rules converge for k > 1.

C.1.2 Sum rules in lower dimensions

In lower dimensions D ≤ 7, there are two novelties for local modules as noted in [185].

First, new identities can reduce the number of parity-even generators of the local

module. This does not occur in D = 7. However, in D = 6 the generator G does not

exist, thus we must remove the parity-even sum rules involvingM(1)(s, u). Similarly

in D = 5, we simply remove the parity-even sum rules involvingM(1,6,7)(s, u).

The second novelty in lower dimensions is that new parity-odd structures appear.

Following [185], we organize them into multiplets under permutations. In D = 7,

there is one parity-odd singlet and two parity-odd triplets:

singlets : iS ε(ε1, ε2, ε3, ε4, p1, p2, p4)M(13)(s, u),

triplets : iH14H23 ε(ε1, ε2, ε3, ε4, p1, p2, p4)M(11)(s, u), (D = 7)

iX1243ε(ε1, ε2, ε3, ε4, p1, p2, p4)M(12)(s, u). (C.3)

Correspondingly, we can construct more sum rules

Bk(p
2) =

∮
ds

4πi

{
M(11)−(s,t)

(−su)
k−2

2
, (s−u)M(12)(s,u)

(−su)
k
2

}
= 0 (even k, D = 7),

Bk(p
2) =

∮
ds

4πi

{
M(12)−(s,t)

(−su)
k−1

2
, (s−u)M(11,12)+(s,t)

(−su) k−1
2

, (s−u)M(13)(s,u)

(−su)
k−1

2

}
= 0 (odd k, D = 7) .

(C.4)

In D = 6, there are three parity-odd triplets:

H14H23σ1234 · (V1ε(ε2, ε3, ε4, p2, p3, p4))M(10)(s, u),

σ14
23 ·
(
σ34

12 · (H24H34V1ε(ε1, ε2, ε3, p1, p2, p3))
)
M(11)(s, u),

σ34
12 ·
(
(H234V1 −H123V4)

(
− p2 · p3ε(ε1, ε2, ε3, ε4, p1, p4) + (p3 ↔ ε3)− (p2 ↔ ε2)

+ (p2,3 ↔ ε2,3)
))
M(12)(s, u). (C.5)
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Here, we have introduced permutation operators σ to simplify the expressions:

σ1234 · A1234 ≡ A1234 − A2341 + A3412 − A4123,

σklij · A1234 ≡ A1234 + (i↔ j, k ↔ l) . (C.6)

The corresponding parity-odd sum rules in D = 6 are given by

Bk(p
2) =

∮
ds

4πi

{
(s−u)M(10)+(s,t)

(−su)
k−2

2
, M

(11)−(s,u)

(−su)
k−2

2
, M

(12)(s,u)

(−su)
k−2

2

}
= 0 (even k, D = 6) ,

Bk(p
2) =

∮
∞

ds

4πi

{
M(11)(s,u)

(−su)
k−3

2
, M

(10,12)−(t,s)

(−su)
k−3

2
, M

(8)(s,u)

(−su)
k−1

2
, , (s−u)M(10,12)+(t,s)

(−su)
k−1

2

}
= 0 (odd k, D = 6) .

(C.7)

Finally, in D = 5 there is one parity-odd triplet

−iσ34
12 ·
(
σ14 · (H23H234V1ε(ε1, ε4, p1, p2, p4))

)
M(8)(s, u), (D = 5) (C.8)

which gives rise to three independent sum rules:

Bk(p
2) =

∮
∞

ds

4πi

{
(s−u)M(8)−(t,s)

(−su)
k−2

2
, M

(8)(s,u)

(−su)
k−2

2

}
= 0 (even k, D = 5) ,

Bk(p
2) =

∮
∞

ds

4πi

{
M(8)−(t,s)

(−su)
k−3

2

}
= 0 (odd k, D = 5) . (C.9)

C.1.3 Improved sum rules

Eqs. (C.1)-(C.9) provide complete sets of dispersive sum rules in the considered di-

mensions. By “complete” we mean that any sum rule with spin-k convergence can be

expressed as finite sum of the B≤k up to corrections that vanish faster than spin-k at

high energies. Generically, the action of Bk(p
2) on the low-energy amplitude (C.40)

yields an infinite series of contact interactions. Following the method in [130], all but

a finite number of contacts can be removed by adding an infinite series of higher-spin

sum rules B(n)
>k (0) expanded around the forward limit. As further discussed in [5],

while it is not allowed to expand k = 2 sum rules in the forward limit (due to the

graviton pole), there are no analogous problems for k > 2. Explicit formulas for the
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resulting Bimp
k (p2) sum rules are recorded in ancillary files.

C.2 Vertices in lower dimensions

In the main text, we described three-point vertices for two gravitons and a massive

state in dimensionsD ≥ 8. In lower spacetime dimensions, the counting of three-point

structures is modified, and we must take into account additional ingredients in the

representation theory of the little group SO(d) (where d = D−1). In this section, we

describe these ingredients, and then discuss the individual cases D = 7, 6, 5 in turn.

Detailed expressions can be found in the ancillary files included with this work.

C.2.1 Representation theory ingredients

C.2.1.1 Self-duality and ε-symbols

When d = 2n is even, representations with full-height Young diagrams split into

self-dual or anti-self-dual cases, according to whether mn is positive or negative.

Let us explain how to account for this in our index-free formalism. Recall that the

polarization vectors wi satisfy the orthogonality conditions and gauge redundancies

(5.18). When d is even, the variety defined by these conditions (called a “flag variety")

splits into two irreducible components V±, distinguished by whether w1 ∧ · · · ∧ wn is

self-dual or anti-self-dual. Specifically, we have

in

n!
εν1···νn

µ1···µnwν1
1 · · ·wνnn = ±w[µ1

1 · · ·wµn]
n on V±. (C.10)

To see why there are two components V±, we can recursively solve the orthogonality

conditions wi·wj = 0. First, we use SO(d)-invariance and rescaling to set w1 =

(1, i, 0, . . . , 0). Using gauge-redundancies and w1·wi = 0, the remaining wi must have

the form wi = (0, 0, w⊥i ), where w⊥i ∈ Cd−2 are null vectors. The w⊥i satisfy precisely

the conditions and gauge redundancies for the flag variety of SO(d−2). Repeating this

process for the w⊥i ’s, we eventually arrive at the flag variety for SO(2), parametrized

by a single null vector w⊥···⊥n ∈ C2. Up to SO(2) transformations and rescaling, there
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are two possible null vectors w⊥···⊥n = (1,±i), corresponding to the two components.

The following combinations thus project the polynomial (5.19) associated with a

tableau onto its self-dual (anti-self-dual) part:

a1
···
an
± =

a1
···
an
± inε(w1, . . . , wn, a1, . . . , an). (C.11)

Furthermore, the product of (C.11) with any polynomial in the wi’s is also self-dual

(anti-self-dual), since it vanishes on V− (V+). In general, we define a tableau with

chirality ± by adding an ε term to any full-height column, for example:

a d g
b e
c f

± =

(
a
b
c
±

)
d g
e
f

. (C.12)

Note that it doesn’t matter which full-height column we choose — the resulting

polynomial is the same since it agrees on both components V+ and V−; this can be

verified explicitly with Gram determinant identities.

C.2.1.2 Counting three-point structures

Using the methods of [117, 118], one can show that possible three-point vertices for

the representation ρ are classified by the following formula:

odd D or D ≥ 8 :

(S2
d−1 ⊗ ρ)• if |ρ| is even

(∧2
d−1 ⊗ ρ)• if |ρ| is odd

even D : (S2
d−1 ⊗ ρ)•(−1)|ρ| ⊕ (∧2

d−1 ⊗ ρ)•(−1)|ρ|+1 . (C.13)

Here, d−1 denotes the spin-2 representation of SO(d − 1). When we tensor an

SO(d−1) representation with ρ, we implicitly dimensionally reduce ρ to an SO(d−1)

representation. The notation (λ)• denotes the SO(d − 1)-singlet subspace of λ, and

(λ)•± denotes the SO(d− 1) singlet subspace with parity ±. Finally, |ρ| is the number

of boxes in the Young diagram of ρ. The formula (C.13) is useful for detecting linear

dependencies between Young tableau in various spacetime dimensions.
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C.2.1.3 Implications of CRT

CRT symmetry relates the SO(d) representation ρ to the dual reflected representation

(ρR)∗. When d ≡ 1, 2, or 3 mod 4, we have simply (ρR)∗ = ρ. In this case, we

can choose conventions where three-point couplings for graviton-graviton-ρ vertices

are real, simply by making the couplings invariant under pµj 7→ −p
µ
j , i 7→ −i. In

particular, when computing positivity bounds, we impose that the contribution of

each type of partial wave to a sum rule is a positive-definite real symmetric matrix.

Meanwhile, when d ≡ 0 mod 4, dual reflection changes the sign of the weight mn,

and hence exchanges self-dual and anti-self-dual representations ρ+ ↔ ρ−. In this

case, CRT implies that three-point coefficients of ρ+ and ρ− are complex conjugates

of each other. We discuss the implications of this for positivity bounds in D = 5

below.

C.2.2 Vertices in D = 7 (d = 6)

Because d = 6 is even, representations with height-3 Young diagrams split into self-

dual and anti-self-dual cases. The only effect is to double the number of height-3

tableaux in table 5.2 by adding a ± chirality to each.

Let us denote a self-dual (anti-self-dual) representation by ρ+ (ρ−). In the absence

of parity symmetry, the three-point amplitudes gggρ± between two gravitons and states

in ρ+ or ρ− need not be related. Consequently, we must sum over partial waves for

each type of representation ρ+ and ρ− independently. In bootstrap calculations, this

requires including separate positivity conditions for ρ+-exchange and ρ−-exchange.

However, the contributions of ρ+-exchange and ρ−-exchange to parity-even sum

rules are identical. Thus, when computing bounds using parity-even sum rules (such

as our bounds on α2 and α4), positivity conditions associated to ρ+ and ρ− are

redundant, and it suffices to include only one of them (say ρ+).
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C.2.3 Vertices in D = 6 (d = 5)

In spacetime dimension D = 6, SO(5) Young tableaux can have at most two rows.

Since vertices are functions of five vectors (w1, w2, e1, e2, n), there is a unique way to

use the Levi-Civita tensor. It is convenient to write it as a height-3 column:

e1
e2
n
≡ ε(w1, w2, e1, e2, n) for SO(5). (C.14)

At most one column can have height 3, due to a Gram determinant identity. With

this convention, the only change to table 5.2 is to remove the tableau for (J, 2, 2), and

to reinterpret the tableaux for (J, 1, 1), (J, 2, 1), and (J, 3, 1) as parity-odd vertices

for (J, 1), (J, 2), and (J, 3) respectively.

C.2.4 Vertices in D = 5 (d = 4)

In spacetime dimension D = 5, SO(4) tableaux with two rows can have chirality ±.

In addition, we can use the Levi-Civita tensor in the form ε(w1, a, b, c). Due to Gram

determinant identities, this term can never be used if two-row columns are present,

and it cannot be used twice. It is again convenient to draw it as a 3-row column:

e1
e2
n
≡ ε(w1, e1, e2, n) for SO(4). (C.15)

With this convention, the tableau with row lengths (J, 1, 1) get reinterpreted as a

parity-odd coupling for the representation ρ = (J). Note also that the counting

formula (C.13) implies that there are only two linearly-independent vertices for the

representations (J,±2) with even J . Overall, the possible vertices in D = 5 are given

in table (C.1).

As discussed in section C.2.1.3, when d = 4, CRT implies that three-point coeffi-

cients of ρ+ and ρ− are complex conjugates of each other. Given a pair of representa-

tions ρ+, ρ− with opposite chirality, let us denote the corresponding partial waves by

π+, π−. The π± are Hermitian matrices indexed by vertex labels i, j. Exploiting fact

that generators of the local module are invariant under the Z2 ×Z2 symmetry which
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• • (e1·e2)2

e1 e2 • • e1·e2

e1 e1 e2 e2 • •

e1 n • •
e2 ± e1·e2

e1 e1 e2 n • •
e2 ±

(1+S)
e1 e2 n • •
n ± e1·e2

(1+S)
e1 e2 e1 e2 n • •
n ±

e1 • •
e2
n

e1·e2

e1 e1 e2 • •
e2
n

e1 e2 • •
n n ± e1·e2

e1 e2 e1 e2 • •
n n ±

(1+S)
e1 e1 e2 • •
e2 n ±

e1 e1 e2 n • •
e2 n n ± (1+S)

e1 e1 e2 e2 n • •
n n n ±

e1 e1 e2 e2 • •
n n n n ±

Table C.1: The graviton-graviton-massive couplings in D = 5, as Young tableau for
SO(4). We use the same notation as in table 5.2. The meaning of the height-3 column
is given in (C.15).

includes the interchange between initial and final states, we can choose conventions

where

π+ = π∗− = πT−. (C.16)

By choosing generators of the local module to be invariant under pj 7→ −pj, i 7→ −i,

these relations automatically hold for all the coefficients of the projector on that basis.

A contribution from ρ+-exchange to the discontinuity of the amplitude takes the form

Tr(Mπ+), (C.17)

whereM = g+g
†
+ is a Hermitian matrix built from a vector of three-point couplings g+.

The three-point couplings for ρ− are complex-conjugate to g+ and can be grouped

into the matrix g−g
†
− = g∗+g

T
+ = M∗ = MT . Together, ρ+ and ρ−-exchange thus

contribute

Tr(Mπ+) + Tr(MTπ−) = Tr(M(π+ + πT−)) = 2Tr(Mπ+). (C.18)

So, summing the two opposite-chirality irreps simply gives a factor of 2. In parity-

even sum rules, only the real-symmetric part ofM and π contributes, while for parity-

odd sum rules, only the imaginary part of both contributes. Thus, when computing

bounds using parity-even sum rules (as we do in this work), we can essentially pretend
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that the three-point couplings are real and symmetrical. Furthermore, we need only

include positivity conditions for one chirality (say ρ+), since the contributions from

ρ− are redundant.

C.3 Details on the partial wave decomposition

In this appendix, we derive the properly normalized partial wave decomposition (5.13)

and illustrate it for scalars and gravitons.

C.3.1 Normalized partial wave expansion

It is helpful to view the two-particle Hilbert space as a direct integral over total

momentum P = p1 + p2 of Hilbert spaces HP with fixed P . Because the S-matrix

preserves momentum, it acts within each HP . When P = (E,~0), HP is spanned by

states |n〉 such that p1 = E
2

(1, n) and p2 = E
2

(1,−n), where n is a unit vector. Let

us momentarily suppress the spin of the external particles, i.e. consider scalars. The

inner product on HP is a ratio of the two-particle inner product and a momentum-

conserving δ-function:

〈n′|n〉 =
〈p3|p1〉〈p4|p2〉+ 〈p3|p2〉〈p4|p3〉
(2π)DδD(p1 + p2 − p3 − p4)

=
2d(2π)d−1

s
D−4

2

(δ(n, n′) + δ(n,−n′)) , (C.19)

where D = d+ 1 and we have used the standard single-particle inner product

〈p3|p1〉 = 2E1(2π)D−1δD−1(~p1 − ~p3). (C.20)

In (C.19), δ(n, n′) is a δ-function on the sphere Sd−1, and s = E2. The inner product

(C.19) yields a corresponding completeness relation in HP :

1 =
s
D−4

2

2d(2π)d−1

1

2

∫
Sd−1

dn|n〉〈n|, (C.21)

where the factor of 1
2
reflects Bose symmetry |n〉 = |−n〉. Using this relation it will

be straightforward to correctly normalize the partial wave amplitudes.
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For scalar scattering, HP decomposes into a direct sum of irreducible representa-

tions ρ of SO(d), where only even-spin traceless symmetric tensors ρ = (J) appear,

each with multiplicity one. In the case of graviton scattering, the states HP acquire

extra polarization labels |n, e1, e2〉, where e1, e2 are defined by (5.14), which adds cor-

responding Kronecker deltas added to the above. More general irreps ρ can appear

in the decomposition of HP , and furthermore they can have nontrivial multiplicity.

For each ρ, we can choose basis vectors |i, a〉 where a is an SO(d)-index for ρ and

i is a multiplicity label. The vertices vi,a(n, e1, e2) are proportional to the overlap of

|i, a〉 with |n, e1, e2〉:

〈i, a|n, e1, e2〉 ≡
(
s

4−D
2 n(D)

ρ

) 1
2
vi,a(n, e1, e2), (C.22)

where the constants out front have been introduced for later convenience. We can

choose the basis to be orthonormal, 〈i, a|j, b〉 = δijgab where gab is an SO(d)-invariant

metric. Projectors on ρ are then

Πij
ρ ≡ |i, a〉gab〈j, b| , (C.23)

where gab is the inverse to gab. As an operator on HP , the 2 → 2 S-matrix can be

expanded as a sum of projectors:

S
∣∣
2→2

=
∑
ρ

∑
ij

(Sρ(s))jiΠ
ij
ρ . (C.24)

Unitarity of S implies that each Sρ(s) is separately a unitary matrix Sρ(s)Sρ(s)† = 1.

Taking a matrix element ofM = −i(S − 1) in the basis states |n, e1, e2〉, we obtain

the partial wave decomposition of the gravity amplitudes (5.13):

M = 〈n′, e∗3, e∗4|−i(S − 1)|n, e1, e2〉 =
∑
ρ

∑
ij

(aρ(s))ji〈n′, e∗3, e∗4|Πij
ρ |n, e1, e2〉

= s
4−D

2

∑
ρ

n(D)
ρ

∑
ij

(aρ(s))jiπ
ij
ρ , (C.25)
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where πijρ = v̄i,bgbav
j,a ≡ (v̄i, vj) and Sρ(s) = 1 + iaρ(s).

From this derivation, the normalization can be fixed simply by taking the trace

of (C.23) and using the completeness relation (C.21):

δij dim ρ =
n

(D)
ρ

2d+1(2π)d−1

∫
Sd−1

dnTr (v̄i(n), vj(n)) =
n

(D)
ρ volSd−1

2d+1(2π)d−1
Tr (v̄i(n), vj(n)),

(C.26)

where we have used rotational-invariance to perform the integral over n, and Tr

indicates a sum over polarization states. (We detail the precise meaning of Tr for

gravitons below in (C.33).) We choose to normalize the vertices so that

Tr (v̄i(n), vj(n)) = δij. (C.27)

The normalization coefficient n(D)
ρ is thus fixed to be dim ρ divided by essentially the

phase space volume:

n(D)
ρ =

2d+1(2π)d−1 dim ρ

volSd−1
. (C.28)

The dimension dim ρ can be computed from standard formulas, see e.g. [188, 141].

For spin-J traceless symmetric tensors, we have simply

dim (J) =
(2J + d− 2)Γ(d+ J − 2)

Γ(d− 1)Γ(J + 1)
. (C.29)

C.3.2 Scalar scattering

Let us determine the precise expression for πρ in the case of scalar scattering. Since

each ρ = (J) appears with multiplicity 1, there is a unique vertex function

v(n) = kJ • = kJ(n·w1)J , (C.30)
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up to a constant kJ that we determine shortly. The partial waves are given by

πJ(n′, n) = k2
J(n′µ1

· · ·n′µJ − traces)(nµ1 · · ·nµJ − traces) = k2
J

(d− 2)J

2J(d−2
2

)J
PJ(x),

(C.31)

where x = n·n′ = 1 + 2t
s
, (a)n is the Pochhammer symbol, and PJ(x) is a Gegenbauer

polynomial given by

PJ(x) = 2F1(−J, J + d− 2, d−1
2
, 1−x

2
). (C.32)

Our normalization condition on vertices is equivalent to πJ(n, n) = 1, which fixes

kJ =
(

(d−2)J
2J ( d−2

2
)J

)−1/2

since PJ(1) = 1. We finally obtain πJ(n′, n) = PJ(x), and (C.25)

recovers the familiar partial wave expansion for scalars, see e.g. [119].

C.3.3 Graviton scattering

In the case of graviton scattering, the orthonormality condition used in (C.28) can

be expanded as

δij = Tr (v̄i, vj) =
∑
e1,e2

(
vi(n, e1, e2)∗, vj(n, e1, e2)

)
, (C.33)

where
∑

e1,e2
denotes a sum over an orthonormal basis of polarization states, and

(u, v) = ubgbav
a as before. Concretely, the sum over polarizations can be performed

by replacing

e∗µ1 e
∗ν
1 e

ρ
1e
σ
1 →

1

2
(ĝµρĝνσ + ĝνρĝµσ)− 1

D − 2
ĝµν ĝρσ , ĝµν ≡ δµν − nµnν , (C.34)

where µ, ν, etc. are SO(d) indices, and making a similar replacement for e2. In

practice, to obtain the vertices in the ancillary files, we began with the basis of

vertices in table 5.2 (and the analogous bases in D ≤ 7), and applied the Gram

Schmidt procedure using the pairing (C.33).

Let us illustrate some examples of graviton partial waves for the representation
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ρ = (J, 1, 1) in spacetime dimension D ≥ 8. As shown in Table 5.2, there are two

linearly-independent vertices for (J, 1, 1). An orthonormal basis with respect to the

pairing (C.33) is given by

v1 =
iJ√

D(J + 2)

e1 • •
e2
n

e1·e2 ,

v2 =
iJ

J + 2

√
(J)2D

(D − 1)(J +D − 2)2

( 1

D

e1 • •
e2
n

e1·e2 +
e1 e1 e2 • •
e2
n

)
. (C.35)

Gluing these vertices, we can construct partial waves, which are 2-by-2 matrices

indexed by the vertex labels. For brevity, we record here only the top-left corner of

this matrix π11
ρ , obtained by gluing v1 to itself. We furthermore write the result in

terms of contributions π11,(i)
ρ (s, u) to each of the 29 scalar amplitudes defined in (5.8)

through the 10 generatorsM(i)(s, u) and their permutations. We find that s-channel

exchange of (J, 1, 1) produces

π
11,(2)
(J,1,1)(t, u) =

2(D − 4)P ′J(x)

D(J + 2)(J +D − 5)m8
, π

11,(4)
(J,1,1)(u, t) =

8
(
(D − 4)P ′J(x) + xP ′′J (x)

)
D(J + 2)(J +D − 5)m8

,

π
11,(5)
(J,1,1)(s, u) =

8
(
(D − 4)P ′J(x) + (x+ 1)P ′′J (x)

)
D(J + 2)(J +D − 5)m8

,

π
11,(5)
(J,1,1)(s, t) =

8
(
(D − 4)P ′J(x) + (x− 1)P ′′J (x)

)
D(J + 2)(J +D − 5)m8

, (C.36)

and all other π11,(i)
(J,1,1) vanish. As before, x = 1 + 2t

s
. For additional expressions for

partial waves, we refer the reader to the ancillary files included with this work.

C.4 Low-energy amplitudes

C.4.1 Tree-level graviton amplitudes

The higher-derivative interactions entering the action (5.1) are defined as:

C2 ≡ CµνρσC
µνρσ , C3 ≡ 3CµνρσC

ρσ
αβC

αβµν − 4CµνρσC
νασβCα

µ
β
ρ ,

C ′3 ≡ −CµνρσCρσ
αβC

αβµν + 2CµνρσC
νασβCα

µ
β
ρ . (C.37)
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where Cµνσρ is the Weyl tensor (traceless part of the curvature tensor Rµνσρ). The

Weyl tensor is convenient for writing low-energy effective actions since, as mentioned

in the text, the Ricci tensor and scalar can be removed using equations of motion

and do not affect our bounds (see also [238]). Thus C2 is equivalent to the Gauss-

Bonnet density (whose coefficient is sometimes called α2 = λGB), and C ′3 is effectively

proportional to the third Lovelock density. The normalizations in (5.1) have been

chosen so that the on-shell three-graviton vertex agrees with [77]:

M(123) =
√

32πG(A2
1 + α2A1A2 + α4A2

2), (C.38)

where

A1 ≡ p1 · ε3 ε1 · ε2 + p3 · ε2 ε1 · ε3 + p2 · ε1 ε2 · ε3, A2 ≡ p1 · ε3 p2 · ε1 p3 · ε2.

(C.39)

To illustrate scattering amplitudes in the local module, we now give explicit ex-

pressions for the 10 generating amplitudes M(i) entering (5.8) for tree-level gravity

in generic dimension D ≥ 8. We include here higher-derivative couplings α2, α4 to

linear order, and the unique 6-derivative interaction α′4 which yields a contact term:

M(1)(s, u) = 8πGα′4 + . . . , M(2)(s, u) = 8πG
stu

+ . . . ,

M(3)(s, u) = 8πG
stu

(2− t2α4

2
) + . . . , M(4)(s, u) = 8πG

stu
(4− 2tα2 − 4suα4) + . . . ,

M(5)(s, u) = 8πG
stu

(8 + 2α2u) + . . . , M(6)(s, u) = 8πG
stu

(4− 4α2t) + . . . ,

M(7)(s, u) = 8πG
stu

(8 + 4α2t) + . . . , M(8)(s, u) = 8πG
stu

(−2α2) + . . . ,

M(9)(s, u) = 8πG
stu

(−4α2 + 8α4t) + . . . , M(10)(s, u) = 8πG
stu

(4α4) + . . . . (C.40)

All omitted terms are either quadratic in the α2, α4 or involve higher derivative con-

tacts, which are simply polynomials in Mandelstam invariants subject to the symme-

tries of the correspondingM(i). Complete expressions, including for lower dimensions,

are recorded in ancillary files.
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C.4.2 Kaluza-Klein and other light exchanges

In our bounds, we allow for tree-level exchanges of massive particles that are part of

the low-energy EFT — i.e. whose masses are below the cutoff scale M . We refer to

such particles as light; they could arise, for example, from Kaluza-Klein reduction.

However, we do not actually assume anything about the existence of extra dimensions.

We do however, make a choice about which types of light states to consider, and we

include all representations with J = m1 ≤ 2. These include symmetric tensors with

spin ≤ 2, and k-forms of any degree, which are the possible massless string modes in

string theory. It would be interesting to consider other possible EFT matter content;

we leave this problem for future work.

Given the partial waves, it is straightforward to determine the amplitudes for light

exchanges. We look for meromorphic functionsM(i)(s, u) with the appropriate sym-

metry properties under crossing, and possessing simple poles in Mandelstam variables

whose residues match the partial waves. As an example, consider the possible KK-

mode representation ρ = (1, 1, 1) (a 3-form). The partial waves expressions (C.36)

predict that only the following amplitudes have s-channel poles:

4M(2)
(1,1,1)(t, u) =M(4)

(1,1,1)(t, u) =M(5)
(1,1,1)(s, u) =M(5)

(1,1,1)(s, t) =
8

3Dm8(m2 − s)
+ no s-poles.

(C.41)

We then fill in the t- and u-channel poles using symmetries. Since M(2,4) are sym-

metric in their two arguments, and M(5) has no symmetry, there is in fact nothing

to add. That is, 3-form exchanges in all channels are accounted for by setting the

functionM(4)
(1,1,1)(s, u) ≡ 8

3Dm8(m2+s+u)
, etc.

The light amplitudes constructed via this procedure naturally have polynomial

ambiguities, which represent four-point contact interactions. Following [5], we fix

these ambiguities by demanding that light states contribute to sum rules with the

minimal possible spin k. The contribution of light exchanges to various sum rules is

then obtained by performing the appropriate contour integrals (e.g. (C.1)) on these

amplitudes. Our full expressions for light exchange amplitudes, and their contribu-
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tions to various sum rules, can be found in the ancillary files.

When computing bounds, we demand that the contribution of each possible light

exchange is sign-definite, so that the resulting bounds are true independently of the

light content of the EFT.

C.5 Details of numerical implementation and ancil-

lary files

Figure 5.1 was produced by numerically searching for combinations of the Bimp
k (p2)

sum rules whose action on every unknown state is positive, following the strategy

detailed in [5]. The sum rules are integrated against wavepackets that are polynomials

in p over p ∈ [0,M ], where we typically use 5 or 6 different exponents of p for each

sum rules and reach up to Regge spin k = 5 or k = 7. Our search space thus contains

between 200 and 400 trial sum rules.

To test positivity, we sample the action of these sum rules on a large number of

heavy states with m ≥M (and light states with J ≤ 2), which are distributed in spin

up to J = 400. We typically sample their action on between 10000 and 200000 states

that have spin up to J = 400. We also include constraints from the m → ∞ scaling

limit with various b = 2J
m
. For the k = 2 sum rules, which dominate at m→∞, it is

important that the wavepackets include an overall factor pα(M − p) so the sum rules

decay at large impact parameters (like ∼ 1/b3 in D = 5). We use the SDPB solver

[49, 239] to search for linear combinations of the trial sum rules which are positive

on all states and establish optimal bounds on the radial distance from the origin

along various rays in the (α2, α4) plane. Since the functionals depend quadratically

on the αj, we converge toward the boundary by optimizing a sequence of linearized

quantities.

In practice, we fix the set of functionals and increase the number of states until the

bounds do not change, keeping only those sets of functionals for which such conver-

gence could be achieved. In going from 5 to 6 exponents, the bounds improved by no
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more than a few percent. We thus expect that the recorded bounds are conservatively

correct, and likely within 5% of being optimal.

We anticipate that the partial waves computed in this work will serve in many

other studies. We have thus prepared “process files” which contain the complete

information used to bootstrap each of the graviton scattering process studied in this

letter: GGGG5.txt, GGGG6.txt, GGGG7.txt, GGGGd.txt, for D = 5, 6, 7 and D ≥ 8

respectively, as well as a file GGGG4.txt, which characterizes the D = 4 case studied

in our earlier paper [5]. Each file contains, in a native Mathematica notation:

• The basis localbasis[GGGG[d]] of polarization structures used throughout the

file, i.e. the L elements generated from (5.8) where L = 29 for D ≥ 8, written

in terms of the H, V , X, S and G structures defined in section 5.2 (the latter

two are denoted HS and HGram in the files).

• A list vertices[GG[d]] of three-point couplings vi between two gravitons and

a massive state, written in the Young Tableau notation of sections 5.3 and C.2

and divided by the scalar factor kJ of (C.31) (and ei denoted ep[i]).

• On-shell three-graviton vertices amplow[GGG[d]], which define higher-derivative

corrections like α2, α4.

• Low-energy amplitudes amplow[GGGG[d]], which including tree-level graviton

exchanges keeping the αk, as well as contact interactions g[p,...] that con-

tribute up to relatively high power p in Mandelstam invariants. The coefficient

8πGα′4 in the main text is given by g[3,0,{GGGG[d],1}] in the process files.

• Partial waves partialwaves[GG[d], GG[d]] which list, for each possible SO(d)

irrep, an entry exchange[irrep,{amplitude,channel,x},normalizations,matrix]

with typically channel=s and x= 1 + 2t
s
. If an irrep allows n independent ver-

tices, normalizations is an n× n matrix and matrix is n× n× L, such that

their entry-wise product express the projector πij in localbasis[amplitude].

The the a’th derivative P(a)
J (x) with respect to x of the Gegenbauer polynomial

(C.32) is denoted as pj[J,x,D,a]. Irreps are denoted from the row lengths
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of the Young Tableau with a formal integer m ≥ 0; for example {2m + 3, 1}

denotes the family of representations (J, 1) where J ≥ 3 is odd. Non-generic

irreps with low spin, for which some vertex structures disappear and the matrix

becomes smaller, are explicitly separated.

• Light exchanges ampKK[GG[d],GG[d]], similarly written as lists of exchange[irrep,matrix]

for each irrep, where the n×n×L matrix gives explicit functions of Mandelstam

invariants.

• Improved sum rules sumrules[bkimp[GGGG[d],k]], which give Bimp
k derived

from (C.1), in terms of amplitude labels M[...][s,-t] entering localbasis[GGGG[d]],

with arguments [s,−t] that indicate which Mandelstam invariants get mapped

to the independent variables m2, p2 (sum rules are then m2 integrals at fixed

p2).

• The actions sumruleslow[bkimp[GGGG[d],k]] and sumrulesKK[bkimp[GGGG[d],k]]

of sum rules on the amplow and ampKK low-energy data.

This constitutes the full information from which the bootstrap problem can be im-

plemented in an automated way.

C.6 Weight-shifting as a combinatorial operation

In general, the weight-shifting operator D(h)µ lets one “integrate-by-parts" inside an

SO(d)-invariant pairing to remove a box from the left factor and replace it with D(h)µ

acting on the right factor. Specifically, we have

(w
[µ1

1 · · ·w
µh]
h g, f) =

1

mh

(w
[µ1

1 · · ·w
µh−1

h−1 g,D
(h)µh]f), (C.42)

where the Young diagram for f has height h. This is the generalization of (5.26) in

the main text. In practice, this lets us remove a box from any of the tallest columns

in a pairing of Young tableau.
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Given (C.42), we should look for an efficient way to applyD(h)µ to a Young tableau.

This can be accomplished with the help of the following observation:

• When acting on a polynomial defined via a tableau, the derivative in the i’th

parenthesis in (5.24) acts only on columns with height exactly i.

This leads to a simple formula for applying D(h)µ to a Young tableau. To state it, we

first define some simple operations on columns of height k:

S[k]µν
a1

a2
···
ak

= aν1

µ
a2
···
ak

+ aν2

a1

µ
···
ak

+ · · ·+ aνk

a1

a2
···
µ

,

T [k]µ
a1

a2
···
ak

= (−1)k−1aµ1
a2
···
ak

+ (−1)k−2aµ2
a1
···
ak

+ · · ·+ aµk
a1

a2
···
. (C.43)

We define S[k] and T [k] to give zero when acting on columns with height k′ 6= k. We

furthermore extend them to derivations on the algebra generated by columns, so that

they are linear and satisfy Leibniz rules:

S[k]µν(xy) = (S[k]µνx)y + x(S[k]µνy), T [k]µ(xy) = (T [k]µx)y + x(T [k]µy). (C.44)

Finally, given a tableau Y , let Y [k] denote the product of all columns of Y with height

k. In particular, Y can be decomposed as Y =
∏h

k=1 Y
[k], where h is the height of Y .

We claim that the action of D(h) on Y is given by

D(h)µ0Y =

((
δµ0
µ1
− S[1]µ0

µ1

N
(h)
1

)
Y [1]

)((
δµ1
µ2
− S[2]µ1

µ2

N
(h)
2

)
Y [2]

)
· · ·((

δµh−1
µh
− S[h]µh−1

µh

N
(h)
h −1

)
T [h]µhY [h]

)
. (C.45)

The virtue of (C.45) is that it works symbolically within the algebra generated by
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Young tableaux. For example, we have

v·D(3)
a d
b e
c f

=

(
v·T [3]− 1

N
(3)
3 − 1

v·S[3]·T [3]

)
a d
b e
c f

= v·f
a d
b e
c
− v·e

a d
b f
c

+ v·d
a e
b f
c

+ v·c
d a
e b
f
− v·b

d a
e c
f

+ v·a
d b
e c
f

1

d− 4

[
c·f
(

a d
b e
v

+
d a
e b
v

)
± permutations

]
. (C.46)

The first line comes from applying v·T [3] and simply sums all the ways of erasing

one box, while the second line comes from applying v·S[3]·T [3]. After including

permutations, it contains 9 pairs of terms similar to the shown pair (with c replaced

by a or b, or f replaced by d or e). If we add boxes with a vector n to the first row,

then (C.45) implies

v·D(3)
a d n · · · n
b e
c f

=

[
v·D(3)

a d
b e
c f

]
n · · · n

− m1 − 2

d− 3 +m1

[
n·D(3)

a d
b e
c f

]
v · · · n

, (C.47)

where each square bracket is given by eq. (C.46).



Appendix D

Appendices for Chapter 5

D.1 Power counting in conformal correlators

We elaborate on the discussion in section 6.2 in this appendix. We start by considering

the three-point functions of conserved currents. There are, in general, two parity-

even OPE structures. These two three-point structures can be accounted by AdS

YM three-point vertex (6.6) and a higher derivative cubic term arises in AdS EFTs

L = − fabc

3g3
YM

gHFµ
νaFν

ρbFρ
µc . (D.1)

Using the bulk-to-boundary propagator of the gluon (6.8), we can explicitly evaluate

the resulting three-point functions by performing the integrals over AdS

M3,YM ∝
(2d− 3) (H23V1 +H13V2) + V3 ((2d− 3)H12 + 3(d− 2)V1V2)

(−2X1 ·X2)d/2 (−2X1 ·X3)d/2 (−2X2 ·X3)d/2
,

M3,cub ∝
V3 ((d+ 2)V1V2 +H12) +H23V1 +H13V2

(−2X1 ·X2)d/2 (−2X1 ·X3)d/2 (−2X2 ·X3)d/2
, (D.2)

where the definitions of Hij and Vi are

Hij = 2
(
(Xi · Zj)(Zj ·Xi)− (Xi ·Xj)(Zi · Zj)

)
,

Vi := Vi,jk =
(Xi ·Xk)(Zi ·Xj)− (Xi ·Xj)(Zi ·Xk)

Xj ·Xk

. (D.3)

248
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See [47] for more details of this convention. We do not specify the overall coefficients

in (D.2), as they can be absorbed into the OPE coefficients. In holographic CFTs,

the OPE associated withM3,cub should be suppressed by a large gap ∆gap � 1 [77].

However, staring at the LHS of (D.2) cannot tell which AdS vertices are their origins,

making the power counting of OPE coefficients in terms of 1/∆gap vague. This is in

contrast to the flat-space EFT amplitudes, where it is easy to figure out that higher

power of the momentum comes with higher suppression of the UV scale 1/M .

Now as the differential operators P and E allow to uplift the flat-space amplitudes,

the issue of the power counting in CFT can be resolved. We can show that M3,cub

can also be uplifted from flat-space three-point amplitudes produced by (D.1)

M̂3,cub ∝ TO
(
F̂1µ

νF̂2ν
ρF̂3ρ

µ
)

+ perm , F̂iµν = EiνPiµ − EiµPiν . (D.4)

It is then apparent that more P come with higher orders of 1/∆gap in holographic

CFTs. It is worth noting that this flat-space structure persists even beyond holo-

graphic CFTs because three-point structures (not including the OPE) are general

objects as they are essentially fixed by conformal symmetry. This makes the helicity

structures of CFT3 [2] (i.e., the orthogonality of three-point structures) manifest by

uplifting flat-space amplitudes.

We expect a similar uplift to work for three-point functions where the third oper-

ator is non-conserved. Such uplifts may diagonalize OPE matrix of mean field theory

(MFT) in general dimensions, as one did for CFT3 [2]. Using the bootstrap idea,

the diagonal MFT OPE could pave the way for constraining spinning correlation

functions (beyond holographic CFTs).

The same arguments apply to the power counting in four-point correlators. For

example, the low-lying terms in the four-point function of conserved currents from

contact diagrams follow precisely as flat-space amplitudes (for the sharp power count-
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ing in flat-space where the gravity is dynamical, see [200])

M̂ct
4V ∝

c1

CT∆2
gap

[
TO
(
F̂1µνF̂

µν
2 F̂3ρσF̂

ρσ
4

)
+ perm

]
+

c2

CT∆2
gap

[
TO
(
F̂1µ

νF̂2ν
ρF̂3ρ

σF̂4σ
µ
)]

+ · · · ,

(D.5)

where CT is the central charge appearing as the coefficient of the stress-tensor two-

point function. For holographic CFTs, we have the hierarchy CT � ∆d−1
gap � 1.

Although we focus on spin-1 conserved current in this appendix, the same principle

should apply to three and four-point stress tensor correlators.

D.2 Graviton vertices in AdS

In this appendix, we provide three and four-point vertices for Einstein gravity in AdS

S =
1

16πG

∫
dd+1x

√
g(R− 2Λ) , (D.6)

where Λ = −(d − 1)(d − 2)/(2R2
AdS). To compute vertices, we expand the metric

around the AdS background

gµν = gAdS
µν +

√
32πGhµν , (D.7)

and then expand the action up to the fourth order. For the three-point vertex, we

perform (6.5) for two gravitons to give δ1,2h while leaving the third one “off-shell”.

We vary off the off-shell graviton to give the three-point vertex function; for the four-

point vertex, which gives rise to four-point contact amplitude, we use (6.5) to end

up with the final answer. As in the main text, when it does not confuse, we slip

off the superscript “AdS” and remember gµν is the AdS metric. We performed the

calculations using the xAcT Mathematica package [240].
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D.2.1 Three-point vertex

The external on-shell gravitons are computed by the bulk-to-boundary propagators,

which satisfy

δih
µ
µ = ∇µδih

µν = 0 ,
(
∇2 +

2

R2
AdS

)
δihµν = 0 , (D.8)

Then we find the three-point vertex can be written by

V µν
h,12 = V̂ µν

h,12 −
1

2
V̂h,12g

µν , (D.9)

where V̂h,12 is the trace of V̂ µν
h,12

V̂ µν
h,12 =

√
8πG

(
−∇νδ2h

ρσ∇µδ1hρσ −∇µδ2h
ρσ∇νδ1hρσ − 2δ1hρσ∇σ∇ρδ2h

µν

+ 2δ1hρσ∇σ∇νδ2h
µρ + 2δ1hρσ∇σ∇µδ2h

νρ − 2δ1hρσ∇ν∇µδ2h
ρσ − 2h2,ρσ∇σ∇ρδ1h

µν

+ 2h2,ρσ∇σ∇νδ1h
µρ + 2h2,ρσ∇σ∇µδ1h

νρ − 2h2,ρσ∇ν∇µδ1h
ρσ − 2∇σδ1h

µ
ρ∇σδ2h

νρ

+ 2∇σδ1h
µ
ρ∇ρδ2h

νσ − 2∇σδ2h
µρ∇σδ1h

ν
ρ + 2∇ρδ2h

µσ∇σδ1h
ν
ρ

)
. (D.10)
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D.2.2 Four-point vertex

Four-point vertex can be calculated similarly. We present the four-point vertex with

ordering (1234) below

V1234,h = 4πG
[
δ1hµρ

(
2δ2h

µρ∇νδ4h
γσ∇γδ3hνσ − 3δ2h

µρ∇γδ4h
νσ∇γδ3hνσ

− 16δ2h
µ
σ∇γδ4h

νσ∇ρδ3hγν + 12δ2h
µ
σ∇ρδ4h

γν∇σδ3hγν − 4δ2hνσ∇γδ4h
µρ∇γδ3h

νσ

+ 12δ2hνσ∇γδ3h
µσ∇γδ4h

νρ − 16δ2hνσ∇ρδ3h
µ
γ∇νδ4h

γσ + 24δ2hνσ∇σδ3h
µ
γ∇νδ4h

γρ

− 16δ2hνσ∇σδ3h
µ
γ∇γδ4h

νρ − 8δ2hνσ∇µδ3h
σ
γ∇νδ4h

γρ + 16δ2hνσ∇γδ4h
µρ∇νδ3h

σ
γ

+ 16δ2h
µ
σδ3hγν∇σ∇ρδ4h

γν − 32δ2h
µ
σδ3hγν∇γ∇ρδ4h

νσ + 16δ2h
µ
σδ3hγν∇γ∇νδ4h

ρσ

− 8δ2h
µ
σ∇γδ3h

ρ
ν∇νδ4h

γσ + 24δ2h
µ
σ∇γδ3h

ρ
ν∇γδ4h

νσ
)

+
δ1hµρ
R2

AdS

(
− dδ2h

µρδ4h
νσδ3hνσ

+ 20δ2h
µρδ4h

νσδ3hνσ + 4dδ2h
µ
σδ4h

νρδ3h
σ
ν − 32δ2h

µ
σδ3h

ρ
νδ4h

νσ + 16δ2h
µ
σδ4h

νρδ3h
σ
ν

)]
.

(D.11)

The corresponding four-point contact diagram is then evaluated by

Mct
4,grav =

∫
Dd+1Y

(
V1234,h(Y ) + perm

)
. (D.12)

D.3 On the graviton bulk-to-boundary propagator

In this appendix, we complete the differential representation for bulk-to-boundary

propagators (6.15). We provide detailed identities for contracting bulk-to-boundary

propagators when deriving the differential representation.

The complete version of (6.15) is

δihµν = Ei,µEi,νδiφd ,

∇µδihνρ = Ei,νEi,ρPiµδiφd−1 −
(
YρEiµEiνδiφd + YνEiµEiρδiφd

)
,

∇µ∇νδihρσ = Ei,ρEi,σPiµPiνδiφd−2 − YσEiνEiρPiµδiφd−1 − Yµ
(
EiρEiσPiνδiφd−1 + YσEiνEiρδiφd

)
− Yρ

(
EiνEiσPiµδiφd−1 + YµEiνEiσδiφd

)
− δµρEiνEiσδiφd − δσµEiνEiρδiφd . (D.13)
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To arrive at differential representation exhibiting flat-space structure, we should

prove identities with the spirit of transverse-traceless and on-shell conditions in flat-

space. We find

Ei · EiPiµPiνδiφd−2 = Ei · Eiδiφd = Pi · Piδiφd−2 = Ei · PiPiµδiφd−2 = Ei · Piδiφd−1 = 0 ,

(D.14)

For those terms O(Y ),O(Y, g), we prove a set of identities that can help us get rid

of Y in the final representation so that the differential representation is well-defined

even from perspective pure CFT

Y · Piδiφd−1 = (Y · Pi)2δiφd−2 = Y · Eiδiφd = (Y · Ei)2δiφd = (Y · Ei)2Pi,µδiφd−1 = 0 ,

Y · PiPi,µδiφd−2 = −Pi,µδiφd−1 , (Y · Ei)2Pi,µPi,νδiφd−2 = 2Ei,µEi,νδiφd ,

Y · EiPi,µδiφd−1 = −Ei,µδiφd , Y · EiPi,µPi,νδiφd−2 = −Ei,(µPi,ν)δiφd−1 . (D.15)

D.4 On the graviton bulk-to-bulk propagator

In this appendix, we show in detail how we derive (6.28) by following the lines of

[7, 211]. For simplicity, we take the de-Donder gauge for the propagating graviton.

It is useful to decompose the graviton into the traceless part and the trace part

hµν = h̃µν +
1

d+ 1
hgµν , h̃ ≡ 0 . (D.16)

The basic idea is to treat h̃µν and h independently.They give rise to three different

bulk-to-bulk propagators by the Wick contractions that satisfy different equations.

To see this, we consider the equation of motion of graviton in the de-Donder gauge

(∇2
Y1

+ 2) 〈hµν(Y1)hρσ(Y2)〉 − 2gµν 〈h(Y1)hρσ(Y2)〉 =
1

2

(
gµρgνσ + gµσgνρ −

2gµνgρσ
d− 1

)
δ(Y1 − Y2) .

(D.17)
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It is easy to find that upon the trace decomposition (D.22) we have

(∇2
Y1

+ 2)
〈
h̃µν(Y1)h̃ρσ(Y2)

〉
=

1

2

(
gµρgνσ + gµσgνρ −

2gµνgρσ
d+ 1

)
δ(Y1 − Y2) ,

(∇2
Y1
− 2d) 〈h(Y1)h(Y2)〉 =

2(d+ 1)

d− 1
δ(Y1 − Y2) ,

(∇2
Y1
− 2d)

〈
h(Y1)h̃µν(Y2)

〉
= (∇2

Y1
+ 2) 〈hµν(Y1)h(Y2)〉 = 0 . (D.18)

Besides, any vertex functions coupled to the stress-tensor are now naturally decom-

posed into traceless and trace part

Vµνh
µν = Ṽµν h̃

µν +
1

d+ 1
TrV h . (D.19)

With all these ingredients in mind, we can rewrite the graviton exchange ampli-

tudes eq: graviton exchange diagram as

M(s)
4ex,grav =16× 8πG

∫
Dd+2Y1D

d+2Y2

(
Ṽ µν
h,12

〈
h̃µν(Y1)h̃ρσ(Y2)

〉
Ṽ ρσ
h,34

+
1

(d+ 1)2
TrVh,12 〈h(Y1)h(Y2)〉TrVh,34 +

1

d+ 1
TrVh,12

〈
h(Y1)h̃ρσ(Y2)

〉
Ṽ ρσ

34,h

+
1

d+ 1
Ṽ µν
h,12

〈
h̃µν(Y1)h(Y2)

〉
TrVh,34

)
. (D.20)

Using the AdS embedding formalism for the bulk-to-boundary propagator (6.14), we

can easily prove the following identities

C12Ṽ
µν
h,12 =

(
∇2
Y1

+ 2(d+ 1)
)
Ṽ µν
h,12 , C12TrVh,12 = ∇2

Y1
TrVh,12 . (D.21)

Therefore, we find

Dd,212M4ex,grav =

∫
Dd+2Y1D

d+2Y2×(
Ṽ µν
h,12(∇2

Y1
+ 2)

〈
h̃µν(Y1)h̃ρσ(Y2)

〉
Ṽ ρσ
h,34 +

1

(d+ 1)2
TrVh,12(∇2

Y1
− 2d) 〈h(Y1)h(Y2)〉TrVh,34

+
1

d+ 1
TrVh,12(∇2

Y1
− 2d)

〈
h(Y1)h̃ρσ(Y2)

〉
Ṽ ρσ
h,34 +

1

d+ 1
Ṽ µν
h,12(∇2

Y1
+ 2)

〈
h̃µν(Y1)h(Y2)

〉
TrVh,34

)
.

(D.22)
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Plugging (D.18) into (D.22), we prove (6.28).
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