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Abstract

The continuing advances in silicon integrated circuit technology in accordance with
Moore’s Law have fueled the constant performance improvement of computing systems.
At the same time, the deployment of networks of workstations with high-speed
processors has driven the need to increase bandwidth capacities in networked
environments. Electrical interconnect technologies are plagued by substantial physical
problems at high frequencies, that limit their data transmission capacities. With increasing
clock rates, high-bandwidth computing and communication architectures become more
difficult to implement using electrical interconnects, and therefore creates a strong
motivation for exploring both free-space and fiber-based optical interconnect technologies.

[n this thesis, the development of a Fiber Optic Local Area Network (LAN)
demonstrator is described. The demonstrator will be used as a testbed for research in high-
speed networking technologies, lean protocols, and bandwidth-intensive network-oriented
applications, which began at McGill University, Canada, and is being continued at
McMaster University, Canada.

A complete LAN system would consist of an array of 16 Personal Computers (PC),
where each PC has a Network Interface Card (NIC), with a parallel tiber optic datalink to
a centralized optoelectronic switch core. The centralized switch core can support up to
102.4 Gbit/s of aggregate data traffic, generated by the 16 NICs. The architecture of the
demonstrator is designed to scale to Terabits of bandwidth using optoelectronic integrated
circuit technologies, i.e., integrated Complementary Metal-Oxide Semiconductor (CMOS)
substrates with Vertical Cavity Surface Emitting Laser (VCSEL) optical transmitters and
Self Electro-optic Effect Device (SEED) modulator optical receivers.

A subset of the complete system has been constructed and is operational. A
prototype NIC card using the Motorola Optobus VCSEL transceivers for the optical
datalinks has been constructed and is described. A prototype high-speed bipolar switch
core, using statically configurable electrical positive emitter coupled logic (PECL) 16x16
crossbar switches and Motorola Optobus transceivers has been constructed and is
described. We have successfully demonstrated the transmission of high-speed packetized
data from one NIC card, through 10 meters of parallel fiber ribbon and the centralized
switch core, and back to the NIC. This thesis will summarize our experiences on the



. design and testing of our first demonstration system, and the development towards a
Terabit switch core. A paper summarizing this demonstrator has been published in 2000
in the journal Applied Optics: Information Processing.



Résumé

Le développement continuel des technologies de circuits intégrés au silicium, qui
plus est, de maniére exponentielle, a entrainé le développement constant, des systémes
informatiques. Cependant, I'émergence et le déploiement a large échelle de stations de
travails informatiques baties autour de puissants microprocesseurs a exacerber le besoin
d'augmenter de maniére significative les capacités en terme de largeur de bande des réseaux
qui ont en résultés. Les interconnections électriques ont montrés leur limites au niveaux
physique lorcequ'il s'agit de transmettre des données en haute fréquence. De ce fait,
I'implémentation des nouvelles architectures de communication a large bande et des
systémes de traitement de l'information a cadence d’horloge élevée devient ardue, d'ou la
motivation d'explorer d'autres technologies, telles que celles basées sur I'interconnection
optique.

Cette thése, décries le développement d'un démonstrateur de réseau local (LAN) a
fibre optique. Le démonstrateur, sera utilisé comme base de test dans la recherche dans les
technologies de réseaux a haute vitesse, des protocoles ainsi que différentes applications
dédiées aux réseaux requérant large bande.

Un systéme LAN complet, serait constitué d'un ensemble de 16 ordinateurs
personnels (PC), ou chaque PC posséde une Carte d'Interface Réseaux (NIC), relié a un
commutateur optoélectronique central par le biais d'une liaison parall¢le a fibre optique.
Le commutateur central peut supporter un agrégat, en terme de trafic de données, de 102.4
Gbits/s générés par les 16 NICs. L'architecture du démonstrateur est tel, que la largeur de
bande est de l'ordre du Terabit. Cette architecture utilise les technologies de circuits
intégrés optoélectroniques, c.a.d, substrats (CMOS) avec transmetteurs optique a laser a
émission de surface a cavité vertical (VCSEL) et récepteur optique a dispositif a effet auto
electro-optique (SEED).

Une partie du systéme complet a été construite et présentement opérationnelle. Un
prototype de la carte NIC utilisant I'émetteur-récepteur VCSEL Optobus de Motorola
pour les liaisons optiques a été également réalisé. Un prototype de commutateur bipolaire
a haute vitesse, utilisant des commutateurs 16x16 crossbar et des émetteurs-récepteurs
Optobus de Motorola a logique PECL statiquement configurable, a été réalisé et est décris
dans cette thése. Nous avons, avec succes, démontré la transmission a haute vitesses de
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paquets de données d'une carte NIC a travers 10 métres de ruban de fibre paralléle et a
travers un commutateur central, avant que ces données ne refassent le chemin inverse vers
la carte. Cette thése résumera nos expérience concernant la conception et le test de notre

premier systéme démonstrateur et le développement de commutateurs a vitesses de
I'ordre du Terabits.

v



Acknowledgments

I would like to begin by thanking my thesis supervisor, Prof. Ted Szymanski, for
his guidance and support, and for introducing me to such an exciting field of study. I wish
him continued success at McMaster University, Canada.

I wish to thank the Research Computing Systems Management support staff for
keeping the MACS Lab running smoothly. Access to mechanical tooling equipment was
provided by the workshop staff in the Department of Electrical & Computer Engineering
and the School of Architecture. Thanks to Emmanuelle Laprise for her help with testing
our initial Optobus samples.

Many past and present students and professors in the MACS Lab have enriched
my academic and non-academic experience. It has been a great pleasure to meet and to
work with my colleagues, Boonchuay Supmonchai, Thomas Obenaus, Victor Tyan,
James Wong and Myriam Lafreniére-Roula. | thank them for their friendship and help
throughout my graduate degree. Special thanks to Mourad Oulmane for translating the
abstract.

Finally, and most importantly, [ would like to thank Queenie Kwok and my family
for their continual support, understanding and encouragement.



Funding Acknowledgments

The research presented in this thesis was funded in part by Natural Sciences and
Engineering Research Council (NSERC) of Canada Individual Research Grant (IRG) held
by Prof. T. H. Szymanski (number OGP011211601), and in part by a grant from the
former SPAR Space Systems.

This research was carried out in the Microelectronics and Computer Systems
(MACS) Laboratory at McGill University. Computing equipment, computer aided design
tools and device fabrication were supplied through the Canadian Microelectronics
Corporation (CMC).

vi



Contents

Abstract ................ Feretesetes st ete e e st s bbb sest s et sae e st S e e s e s b e e s s s s e s e e e s b beers rerrnerereeeeneens . 1
Résumé ....... rteenreaenas reeeereeesnreraeaestssanestens reeertretee et et e e te e n e e s se e s Rt st e st sa e e e b e st e et ens iii
Acknowledgments ...........ccccoceeininncrnnnnnne. reereeraes eeetreennreeneenaeneeneane JRUSR creereenienees V.
Funding Acknowledgments ............... reererteeresareaaeetes st e te et erntesesenntanans reevevesnneessessresenes VI
CONLENILS ...ttt st e s s b e st st s e sesbne s ssssnssaernens vii
List of Figures ...... rerersersrrrsrs e e bs s bt b bes et sesaanenaees rteersreerereeneeraeeaas reesoseseneeseaeaeat X
LiSt OF TBIES ....oeneeeeeeee ettt sae e e ssassee s as e besaaenen xii
CHAPTER 1. Introduction .................. rreeseeerasiraeressse st e s bt b e e et e e ae s e s ae s et e s nenasenaens w1
1.1. Limits of Electrical INterconnects ............ccecceveerrereneseeenenscnecneneceececereceaennas 2
1.2. Need for Optical Interconnects .............ccceenunees reereereesnstesseessnanns crtesraeennenaeas 3

1.3. Fiber Optic Local Area Network ........cocovirmiceiiiiciererieeceen e 4
1.4. Author’s Contribution .........cccccoeveeeeeerrerrecrecnens reteerteee e teennt e s e sabanes rernaeas . 5
1.5. Thesis Organization ...........cccccoveeenee teeerreesererseseeessanasrtas rtes s s asatneenaneeeteeantnre 5
CHAPTER 2. Network Architecture .................cccoovvinnnnnnnne. erereeseareseaans crevereneas 7
2.1. Communication Networks ........cc.cceeucen. teereraseerte et e s e r e st e s e e e ne s e s eabenes 7
2.2. Fiber Optic LAN Architecture ........ccccooveereeerecevienreenne ceeeeenreeeer et s . 8
2.2.1. Parallel Fiber Optic Datalinks .........cccoccerurrenes erveeesreserseaesetes e e sant e s ranas 9

2.2.2. Optoelectronic SWItch Core .........coeeiiiiiiieericereee e aees 10

2.2.3. Network Interface Card .................. erererrae e e s e sae e s sanas cenevennees - 11

2.3, Literature ReVIEW ...ttt sttt s e e 12
2.4. Summary ... etertreecir e e s s e sre s b n e anes reeraenraens rereeoeeee et nane . 13
CHAPTER 3. Network Interface Card Design ... 15
3.1. Emitter Coupled Logic at 5 VOIS ....oovriiirriiiii e, 15
3.1.1. Electrical Signaling Schemes ............cccoiiiiiiiriiii e 17

3.1.2. High-Speed Signal Termination .........ccccccceeiinennnnnnn. rereessereseeaaseatnnas 18

0 N O A4 1 T eSO 20

3.2. Design of the Network Interface Card ...........ccoovrveuennnecees eeeernesrnee st ae e nene 20

vi



3.2.1. Protocol PrOCESSOT ........cooormermirreeierecneeneeniieteeeemeeeeeses e s s e eeaneeesnsessnarnns
3.2.2. Transmitter Module .........cccooreiirimrreieierereeeitee e et er e seesraeeseens
3.2.2.1. Transmitter IC Operating Principles * .......c.c.ccoeiiivverrnrerrereeenen.
3.2.2.2. Clock Generation and Phase-Locked Loop * ............cccouceneennnnn..e.
3.2.2.3. Frame FOormats * ............oovreirieniiiiiiiceenscececcseenecsacveees
3.2.2.4. Data Serialization * ...........cccoveeeiinieriininiieeceeeeeseeeesesnessessenseneene
3.2.3. Receiver Module ..........oommmiiiiiiieeeererce e
3.2.3.1. Receiver IC Operating Principles * .........ccocoooeieeerrrccrrnececceneens
3.2.3.2. Clock Recovery and Phase-Locked Loop * .........ccococceieiimnncnence.
3.2.3.3. Link Startup and Synchronization * ...........cc.cccoceieiiiinnrneienenne.
3.2.3.4. Data Deserialization * ..........cc.ooveuriireemrureeieerreeeeeeecteetee e
3.2.4. Optical Transceiver Module .........cccoveremirioiieeiiiieecccceteeeeee e,
3.2.4.1. Motorola Optobus IC * ... ...
3.2.4.2. Optobus IC Operating Principles * ......c.cooirieeiiirirrrrreerrerneeens
3.2.5. NIC Datapath Propagation Latency .........cccooermeemernrvircverinnccnrenrcnrennens
3.3, SUIMMAIY ettt ecteceese e eesee e re s sre s vnsnesseassessssesssssassesssossesnesan

CHAPTER 4. Optoelectronic Switch Core Design .............ccccooovreieniirniiccninnnen. :
4.1. Design of the Optoelectronic SWitch COre .........oovvireeneecinrceincciereeneccene. :
4.1.1. PECL Crossbar Switch [C * .......cocomiiiieiiieeeeceeee e '

4.1.2. Optical Transceiver Module * ...
4.1.3. Propagation LAtenCy .......cc.cccceervmeicireinrieeenetrnnereeesneeessesensaeesessaseaenes
4.1.4. Packaging of the Switch Core onto a Single Printed Circuit Board ..........
4.2. Routing Configuration and Control ..........c..cceeeeiiiineminninrciecieeeeee e
4.2.1. Routing Software on the Controller Workstation .............cccccoeeeereenen..e.
4.2.2. FPGA-based Switch Controller ............ooooeeooiiinoeecieeceecnceececene
4.2.3. Synthesis Result and Configuration Latency ..........cccoeccerreececcnncevnnennes
4.3, SUIMMAY oot cee ettt s e e s e e em s sae s e s s sms e e e se s nennes

CHAPTERS. System Prototypes ................iinieninceineeiineeresssssessenenne

5.1. Prototyping Printed Circuit Board .............c..ccooiiiiiiiniiiiieecniccee
5.2. Prototype Network Interface Card ..........ccccomireimiiicieiecreirie e eececteeneens

5.3. Prototype Switch Core Printed Circuit Board .........ccocooeeeiiiciiiiiniiiniiinieens
5.4. Integrated Circuit Daughterboards ...........c.ccccoeovirioiininnnieirieereeeecceeeeaee

viii



5.4.1. Transmitter [C and Receiver IC ... eeeees 66

5.4.2. PECLBUSTEr IC ...ttt e sne e e vessoaen 67

5.4.3. Optobus Transceiver IC .........coooiriiimicireiiiiirerecreeee e e 68

5.4.4. Crossbar SWitch IC ..o e 68

5.5 SUMMANY ..ot ee s saes e sbe et sane s e e naens 69
CHAPTER 6. Results, Analysis and Projections .....................ccoooiiiiiiiiiinnnnn... 70
6.1. Packet FIOW M@ASUIEMENLS ........ormeiuiiniiiiieiieiiecretereseree st esesesee st esesannes 70
6.2. Packet Transmission ANALYSIS ........ccccoviieiiiniiiitinecn v tesesaeeaes 76
6.3. Scalability PrOJECUONS ....oeveveeeeerrereeeciceccenreece e s s e e e e seseeaeenennes 78
6.3.1. Optoelectronic Integrated Circuit Technology ........cccccoeeiiniecnnncinenns 78

6.3.2. Transition to a Single-Chip Optoelectronic Switch Core ......................... 79

6.4, SUMMATY ..coooiiirirrrrrereeeierteriaeseesetesesacsseetesesanacssorsssessesnesssensesssssssssssessnserens 81
CHAPTER 7. Conclusions ...............cccooormimiiiiiirieeneererceneieeenseeeeeseseeeeessernens 82
REFERENCES ...ttt et eive st be st e st s s s e e s s s se e ses s nraene 84
APPENDIX A. Network Interface Card .........ccocoovvuiiiinieninirciniinieieicceenrseene 90
APPENDIX B. Optoelectronic Switch Core ...t 99
APPENDIX C. Daughterboard Pinout Schematics ........ccccoccimriniiiiiinneininiceninnenene 129



List

of Figures

Fig. 1.1.
Fig. 2.1.
Fig. 2.2.
Fig. 2.3.
Fig. 2.4.
Fig. 3.1.
Fig. 3.2
Fig. 3.3.
Fig. 3.4.
Fig. 3.5.
Fig. 3.6.
Fig. 3.7.
Fig. 3.8.
Fig. 3.9.

Fig. 3.10.
Fig. 3.11.
Fig. 3.12.
Fig. 3.13.
Fig. 3.14.
Fig. 3.15.
Fig. 3.16.
Fig. 3.17.
Fig. 3.18.
Fig. 3.19.

at (a)
Fig. 3.20

at (a)

Evolution of Network Bandwidth Measured at the NIC ..........ccoconneeineenne.
Graphical Representation of a MXN SWitch .......ccovvioiiiiiiiviiiiieeeeceeen,
Architecture of the Fiber Optic Local Area Network .........coccevereeiccenenennnn.
Optoelectronic Switch Core Functional Diagram .............ccceveveveevcveeeeveenennnns.
Network Interface Card Functional Diagram ..........ccoeeeveeeerienmecenceeecreenenne
Basic Positive Emitter Coupled Logic Gate Circuit ..........ccoooeiiecniccccnnnnenn.
Thevenin equivalent Parallel Termination ...........coocoiiiiiiiiiiiinncecceeen.
Internal Schematic of Single In-line Package Terminating Resistors ................
Design of the Network Interface Card ..........ccoeemiiiiiiiiniccecee,
Complete Transmitter Module ...
HDMP-1012 Gigabit Transmitter IC Block Diagram ........c.cccecovecevirvenecenns
Single-Ended PECL Input and Output Stages ..........ccocoemreiernerceneninennerncnne
Differential HS0 INput Stage .......c.eoomeioiee et
Differential Buffered Line Logic Output Stage ..........cc.ccevevererveencenseereeeenene.
Transmitter IC External Connections and Settings .........ccccoevvvnnernneeennnce
Transmitter IC Phase Locked Loop Module .........cocooviininininniineee.
Supported Frame FOrmats ...........cooeereerereeinrieneeeenecenieceeneeceeeceeeesreeeenes
Complete Receiver Module ..........cooeiiiiiniiniiieciiceinceceeceee e
HDMP-1014 Gigabit Receiver IC Block Diagram ..........ccccceveemmninnuincccnnnee
Receiver IC External Connections and Settings ...........ccccoveoiinininncnenn.
Receiver IC Phase Locked Loop Module
State Machine Controller State Diagram ...........ccccociiiinninnnncnneieeenaee

.......................................................

Complete Optical Transceiver Module on the NIC ..........c.cccovnrnnnnnnnnnnn.
Measured Waveforms ot Optobus Datalink

600 Mbit/s, and (b) 800 Mbit’s

. Measured Eye Diagrams of Optobus Datalink

600 Mbit/s, and (b) 800 MDIUS .....occeieiirieeeeceee et eee e e eeeneeenes

. Optobus Parallel Fiber Ribbon Output ...........ccccoiiiiiiiiiiiiirreereercreee.

. Functional Diagram of the Optobus Module .............ccccoiiiiinniniinieeceeee

.......................................................................

. The Guidecast Submount Optical Interface ........c.ccccoriieeeinninnrcennieeceeeeeeee



Fig. 3.24. A Single Channel of the Optobus Transmit Subsystem ............cccoceeeeuenen. 40

Fig. 3.25. A Single Channel of the Optobus Receive Subsystem ...........ccccceevcercaccnnnnn. 41
Fig. 4.1. Architecture of the Optoelectronic Switch Core .......cccccoiernviiicinnnrecccnnene. 45
Fig. 4.2. Architecture of the Crossbar Switch IC ........ccooceevmreimiiiiiiieneeecee e, 46
Fig. 4.3. Complete Optical Transceiver Module on the Switch Core PCB ................... 48
Fig. 4.4. Optoelectronic Switch Core Packaging ..........ccccceveeeevereeecrreneneceereeseeeneennns 50
Fig. 4.5. Stackup for the 8-layer Switch Core PCB ......cccceovvremiieriicceiieeeeeeeeeeeenns 51
Fig. 4.6. Communication Link between Controller Workstation and

SWItCh Core PCB ...ttt e eente e e s e e s e e ee s saessaasre e sesesannns 53
Fig. 4.7. Routing Software Graphical User Interface .........ccccevvveeiiorrmveenenvensnneeneenes 54
Fig. 5.1. Prototyping PCB used to construct the NIC and

SWItCH COPE PrOLOLYPES .....covuriinrieniiiiieniiieee ettt esene s et sbese e s 59
Fig. 5.2. Prototype Network Interface Card ............ccocoieeiiinnirecirirceeceeneeieceaeene 60
Fig. 5.3. Prototype Network Intertace Card Circuit Diagram ............cccoovvenvvnninecennenn. 62
Fig. 5.4. Prototype Switch Core Printed Circuit Board .........cccccceeieveerinrinncinirecrenen. 64
Fig. 5.5. Switch Core Printed Circuit Board Circuit Diagram ...........ccoocevvvevinvnncnnnenne. 65
Fig. 5.6. Transmitter and Receiver ICs Daughterboard ..............cccoevmmervmernrenrinceinannn. 67
Fig. 5.7. PECL Signal Buffer IC Daughterboard ...........ccooevreirrenmrirnrivcnencinncnne 67
Fig. 5.8. Motorola Optobus Daughterboard ............ccccceermenrieriireeicrerieereeeceennnne 68
Fig. 5.9. Crossbar Switch [C Daughterboard ... e, 69
Fig. 6.1. Fiber Optic LAN COMPONENLS .......cooevirmuieeiiieinierteneeeesereseenaeesessesossessennens 70
Fig. 6.2. Test Setup for LAN Prototypes .........cccceeeeveveerrerncrnrrreenenieenecneeeservenaces 71
Fig. 6.3. Transmitter IC High Speed Serial Clock (240 MHz) ...............cccvnennnnnnnneee. 72
Fig. 6.4. Serial Frame Inversion on Output of Transmitter IC .............cccccorrnrinnnnnnne 72
Fig. 6.5. Serial Frame Transmission from NIC’s Transmitter IC to Crossbar IC,

over the Fiber Ribbon with Latency Aty ..ot e s eeereaes 74
Fig. 6.6. Serial Frame Propagation from Input Pin to Output Pin of Crossbar IC

With Latency ALY ..ottt e es e se b sesessae s s asa s nees 74
Fig. 6.7. Serial Frame Transmission from Crossbar IC to NIC’s Receiver IC.

over the Fiber Ribbon with Latency At ... crccrreeeeve et eeeaeeens 75
Fig. 6.8. Serial Frame Transmission from the Transmitter IC, through the

Crossbar IC, to the Receiver IC with Total Latency AT=At] +Ata+At3 ...cccceecneeenn. 75
Fig. 6.9. Transmission of a 128-Frame Packet over 8 Fibers ... 76
Fig. 6.10. Single Chip Terabit Optoelectronic Switch Core ......c..ccoiiiiiiiiniiniiiineen. 80
Fig. 6.11. Prototype Optoelectronic Field Programmable Logic Device ....................... 81



List of Tables

Table 1.1.
Table 3.1.
Table 3.2.
Table 3.3.
Table 4.1.

Comparison of Current Parallel Optical Datalinks ...........ccooceeevenvernnncnnen. 4
Typical Operating Ranges for 16 Bit Mode ...........c.cococinviininnniiieen. 26
CIMT Line Encoding for Data Frame ...........ccooeeeememmeirccennicneeerceencrnennnes 30
CIMT Line Encoding for Control Frame ..........cccooonvenvinnineininiinnceenee 30
Summary of TQ8017 Crossbar Switch IC I/O Ports ........cc.ocveverreerevrneennen. 47



CHAPTER 1
Introduction

The continuing advances in Complementary Metal-Oxide Semiconductor (CMOS)
technology in accordance with Moore’s Law have enabled the development of high-
performance processors and highly integrated systems-on-a-chip. Over the past two
decades, the performance of computing systems has been increasing by roughly a factor
of 10 every 5 years. Inexpensive Personal Computers (PCs) have been constantly
improving in performance, and commercialization of processors with | GHz clock rates
has commenced [1][2]. Significant computing resources can be achieved at reasonable cost
by using clusters of such PCs in a high-bandwidth networked environment.
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Fig. 1.1. Evolution ot Network Bandwidth Measured at the
Network Interface Card (NIC) [3].

Driven by Networks of Workstations [4], the performance ot Local Area Network
(LAN) systems has been increasing at the rate of roughly a factor of 10 every 4 years, as
shown in Fig. 1.1. For example, Ethernet technology has progressed from | Mbit/s
(StarLAN) in the carly 1980s, to 10 Mbit/s (10Base-T) in the late 1980s, to 100 Mbit/s
(100Base-T) in the early 1990s, and now to | Gbit/s in the late 1990s [5]{6]. 10 Gbivs
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Ethernet is now being standardized [7]. Recently, the transmission of Ethernet at 10
Gbit/s has been demonstrated on a development optical network system based on Dense
Wavelength Division Multiplexing (DWDM) [8].

All projections indicate that the trend will continue for the next 2 decades. Hence,
100 Gbit/s LAN technology is expected within 10 years, as shown in Fig. 1.1. According
to [9], 100 Terabit interconnect technology is expected in high performance electronic
systems by the year 2004, such as the 100 TeraFlop computing systems being planned
by the United States Department of Energy’s Accelerated Strategic Computing Initiative
(ASCI) project. With the rapid growth in network capacity, it is difficult to predict what
new bandwidth-intensive applications may evolve over the next decade. However,
traditional applications such as scientific computing will always demand very high
bandwidth networking [9], and new applications such as teleconferencing, virtual reality,
graphics visualization and distributed computing will likely accelerate the need for high
bandwidth communication networks [6].

1.1. Limits of Electrical Interconnects

Electrical interconnection technologies currently dominate the communication of
information because they are often the most inexpensive approach and are known to be
reliable. However, electrical interconnections have substantial problems at high
frequencies, which limit the transmission capacity of the interconnect.

Copper cables are bulky and restricted in density, bandwidth, and interconnect
distance capabilities. At long distances and high bit rates, electrical interconnects suffer
from signal attenuation and distortion due to the unavoidable skin effect in practical
cables. The skin effect [10] is the physical phenomenon that, at high frequencies, current
is carried only in a thin layer near the surface of the conductors. Electrical wires behave as
antennas, both for transmitting and receiving, and leads to electromagnetic interference
(EMI) and frequency-dependent crosstalk. Other physical problems include skew,
impedance matching, wave reflection phenomenon, power dissipation and interconnect
density limitations {11].

The idea of an empirical “upper bound” to the bit rate capacity B which can flow in
a simple digital electrical interconnection was proposed in [12]. This limit is defined by

the aspect ratio of the interconnect [/~'A, where / is the length and A is the total cross-
sectional area of the wiring, and is approx. B = B,A/[* bits. The constant B, = 10" bit/s

for high-performance cables and printed circuit board traces, and B, = 10'® bivs for on-

chip VLSI (very-large-scale-integration) traces. In practice, the physical problems

"~
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mentioned above will set in well below this predicted upper limit, but nevertheless, the
aspect ratio limit provides a “rule of thumb” boundary at which the wire can no longer be
regarded as reliably transmitting the logic voltage from one end to the other.

With increasing clock rates, high-bandwidth architectures such as switching fabrics
and multiprocessing systems become more difficult to implement with electrical
interconnections, and therefore creates a strong motivation for exploring optical
interconnect technologies. Improving the performance of electrical interconnects is an
alternative approach to address the network bandwidth bottleneck, but at the expense of
increased delay, complexity, power dissipation and cost. Recent attempts at enhancing
the bandwidth of electrical interconnects are equalized serial line [13], asymmetric serial
link [14] and simultaneous bi-directional signaling [15]. The equalized serial line scheme
uses transmitter pre-distortion equalization circuitry to compensate for the frequency
dependent loss in the wire over the operating frequency range. This technique can provide
4 Gbit/s of bandwidth over 6 m of twisted pair wires [13]. The asymmetric serial line
scheme transmits data on both edges of its internal clock, and uses 2 receivers to recover
alternating data bits. This scheme can achieve bandwidths of 2 Gbit/s per wire [14]. In the
simultaneous bi-directional signaling scheme, signals are transmitted simultaneously in
both directions using multi-level signaling. Bandwidths of 2.5 Gbit/s per wire at several
centimeters on a printed circuit board has been demonstrated [15].

1.2. Need for Optical Interconnects

Optics solves or relieves most of the physical limitations of electrical
interconnections. Optical fiber-based interconnections have received considerable
attention due to the potential systems level advantages offered by optics. Parallel fiber
ribbons constructed from multimode fibers are a low cost solution to provide the needed
interconnect bandwidth. Designers of large computer systems are attracted by the
advantages of size, essentially unlimited bandwidth, immunity from electromagnetic
interference (EMI), higher edge connection density and the performance at distances not
achievable by traditional copper links.

Current parallel optical datalinks feature ribbon cables with 10 or more channels and
support data transfer rates up to 2.5 Gbit/s per channel at distances of a few hundred
meters, as shown in Table [.1. Such high-bandwidth communication capability cannot be
realized using electrical interconnects.
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Project OETC Optobus | Jitney PAROLI POLO-2 PONI
[16] 7] [18] [19] [20] [20]
Participants GE, IBM, Motorola IBM, 3M, | Siemens, HP, AMP, | Agilent,
AT&T, Lexmark Infineon DuPont, UscC
Honeywell SDL, USC
No. of Channeis 32/32 10/ 10 20/ 20 12712 10/ 10 12712
(Tx / Rx)
Fiber Pitch (um) 140 250 500 250 250 250
Wavelength (nm) | 850 850 850 840 850 850
Data Rate per 0.625 0.80 0.50 1.25 1.00 2.5
Channel (Gbivs)
Aggregate Band- | 20.0 8.0 | 10.0 15.0 L 10.0 £ 30.0 |
width (Gbit/s) | ; g
Max. Link 100 300 100 300 | 300 100
Distance (m) | l ‘
Optical Power per | 0.70 0.80 20 0.25 1 1.0 1.0 :
Channel (mW) | ‘ ,
Electrical Power 6.3 (Tx) 1.6 ; 2.3 (Tx) 1.2 (Tx) 2.3 C1.2(TX)
Consumption (W) | 2.0 (Rx) ' 3.7 (Rx) 0.8 (Rx) ' 1.2 (Rx)
! Electrical /O | LVDS, ECL | ECL, CML | LVDS LVvDS | ECL " LVDS

OETC is Optoelectronic Technology Consortium: PAROLI is Parallel Optical Link; POLO is Parallel
Optical Link Organization; PONI is Parallel Optics for Network Interconnects; Tx is Transmitter chip;
Rx s Raceiver chip; LVDS is Low Voltage Differential Signaling; ECL is Emitter Coupled Logic;
CML is Cusrent Mode Logic.

Table 1.1. Comparison of Current Parallel Optical Datalinks.

1.3. Fiber Optic Local Area Network

This thesis describes the development of a Fiber Optic LAN demonstrator [6](21].
The demonstrator will be used as a testbed for research in high speed networking
technologies, lean protocols, and bandwidth-intensive network-oriented applications. The
basic system architecture of our LAN demonstrator is described in detail in [5][22], and
the demonstrator is part of a longer term effort to develop a Scalable Terabit Optical
LAN.

A complete system consists of an array of 16 Pentium-based PCs, running the
Linux operating system. Each PC would have a Network Interface Card (NIC), with a
parallel fiber optic datalink to a centralized optoelectronic switch core, supporting approx.
6.4 Gbit/s per NIC. The centralized switch core processes the data generated by 16 NICs,
for an aggregate bandwidth of up to 102.4 Gbit/s. With LAN capacity increasing by a
factor of 10 times every product generation (3-4 years), this current demonstrator is



CHAPTER 1. Introduction

roughly 2 product generations ahead of current Gigabit Ethernet LAN technology.
However, the demonstrator is designed to scale to Terabits of bandwidth capacity by
using emerging optoelectronic technologies, such as integrated CMOS substrates with Self
Electro-optic Effect Device (SEED) modulator optical I/O [23], or integrated CMOS
substrates with Vertical Cavity Surface Emitting Laser (VCSEL) optical transmitters [24].

A subset of the complete demonstrator has been constructed. A prototype NIC has
been developed using high-speed bipolar electrical serial-to-parallel converters and CMOS
field programmable gate arrays (FPGAs). A prototype optoelectronic Switch Core
Printed Circuit Board (PCB) has been developed using statically configurable electrical
PECL 16x16 crossbar switches and CMOS FPGAs. Motorola Optobus transceivers [17]
are used for the optical datalinks between the prototype NIC and the prototype
optoelectronic Switch Core PCB. Transmission of high-speed data over the LAN, from
one NIC card, through 10 meters of parallel fiber ribbon and the centralized optoelectronic
switch core, and back to the NIC is demonstrated.

As in typical networks, the communication protocols are an integral element of the
Scalable Terabit LAN architecture. The demonstrator described in this thesis highlights
the hardware integration of optical and electrical components into a functional system.
Protocol issues due to the interaction between protocol layers will be investigated in
subsequent work in this project.

1.4. Author's Contribution

This research, under the guidance of Prof. T. H. Szymanski, is part of a long term
project to develop a scalable terabit optical network, and is financed through NSERC IRG
Grant OGP011211601. The overall architecture is described in [5], and elaborated upon in
(6], [21], [22], [25], [26], [27], and [28]. The author contributed to the conceptual design,
and had direct responsibility for the design, implementation and testing of the
demonstrator components and system. A paper describing this research has been
published in the journal Applied Optics: Information Processing [21]. Some supporting
development work was pertormed in undergraduate student projects supervised by Prof.
T. H. Szymanski [29][30][31].

1.5. Thesis Organization

This thesis focuses on the system prototypes constructed for a subset of the LAN,
and is organized as follows. Chapter 2 presents an overview of the system architecture of
the scalable terabit optical LAN, and describes the key components of the network.
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These components include the parallel fiber technology, the workstation NIC and the
centralized optoelectronic 16x16 switch core. The detailed design of the NIC is provided
in Chapter 3. The NIC performs serialization and deserialization functions on the
datapath between the workstation’s electronic system bus and the optical fibers. The
NIC contains a Protocol Processor, implemented in programmable hardware, to manage
the LAN communication protocols. The detailed design of the optoelectronic Switch Core
PCB is provided in Chapter 4. The complete 16x16 optoelectronic Switch Core PCB
performs the switching functions using electrical PECL crossbar switches, which are
configured using a programmable hardware-based Switch Controller. The Routing
Software used to control and to configure the switch core is also presented. Prototypes of
the NIC and the Switch Core PCB are constructed for the LAN demonstrator, and their
implementation details are given in Chapter 5. Experimental results from the transmission
of high speed data over the LAN are presented in Chapter 6, and illustrate the operation
of the prototypes. The switch core scales smoothly from electronic switch ICs with
discrete optical transceivers to a single-chip optoelectronic IC solution. This transition to
a switch core IC with integrated optical I/O is discussed. Finally, Chapter 7 draws the
conclusior of the work and suggests some future work that could arise from this research.



CHAPTER 2
Network Architecture

An overview of the Fiber Optic Local Area Network (LAN) architecture is
presented. The LAN is designed to support general inter-computer communication and
emphasizes high-bandwidth optoelectronic switching rather than optical switching. The
key components of the network are described in Section 2.2. These components are the
parallel fiber technology, the Network Interface Card (NIC) on the workstations and the
centralized 16x16 optoelectronic switch core. Related optical networking projects of
interest are discussed in Section 2.3.

2.1. Communication Networks

A communication network consists of nodes interconnected by communication links
in some topology. A node can be broadly defined as an information processing unit (e.g., a
computer workstation, a processor in a multiprocessing system, a shared data storage
facility). The nodes interact by exchanging messages across the network through their
network interfaces using standardized protocols. A message contains long strings of
binary bits and is assembled into shorter fixed size segments called packets for
transmission. The communication links form the transmission medium of the network.
and the links may be electrical or optical. In conventional networks, messages are carried
by electrical signals over copper cables. In optical networks, messages are transmitted
using optical beams, which propagate within fibers or over tree-space.

Communication networks are classified, primarily based on the network topology,
into these 4 categories [32]: shared-medium networks, direct networks, indirect networks,
and hybrid networks. The Fiber Optic LAN described in this thesis is an indirect or
switch-based network, in which the nodes are indirectly connected using switches [32].
The ports of a switch are connected to nodes or to the ports of other switches. The
interconnection of these switches defines the network topology, and examples are
crossbar networks. multi-stage interconnection networks, and fat-trees.

An M x N switch is a device with M input links and M output links (usually
M = N), and is shown in Fig. 2.1. An input link is a communication channel for a switch
to receive messages from other nodes or switches. An output link is a communication
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channel for a switch to transmit messages to other nodes or switches. The function of the
switch is to route messages from an input link to an output link.

— —

— ——

— ———

— >
M Input Mx N o NOupu
Links . Switch | ¢ Links

[ ] L ]
— —a
D ——»

Fig. 2.1. Graphical Representation of a M x N Switch.

2.2. Fiber Optic LAN Architecture

The architecture of the Fiber Optic LAN is shown in Fig. 2.2, and is described in
detail in [S]{22]. The network interconnects 16 PC workstations to a centralized switch
core, and can be called an “optical star” based upon its centralized star-like topology.
Each workstation in Fig. 2.2 has a dedicated parallel tiber ribbon connection from its
Network Interface Card (NIC) to the 16x16 optoelectronic switch core, and provides a
bandwidth of 6.4 Gbit/s per link.

The architecture explores and unifies several novel approaches to achieve multi-
gigabit networking [S]. Low cost paraliel fiber technology is used to link the workstations
to a centralized optoelectronic switch core. Parallel fiber technology can support 10’s of
fibers and 100’s of gigabits of bandwidth, and can simplify many fundamental network
design decisions. The network supports lean protocols implemented in programmable
hardware [5]. Lightweight protocols can reduce the interaction overhead between the
workstation Central Processing Unit (CPU) and the network interface, and can decrease
the end-to-end communication latency, thus resulting in more efficient movement of
network data [33]. Programmable hardware will allow the network to support the latest
and most efficient protocols.

A departure from conventional design approach is the de-emphasis of buffering
within the switch core [5]. Buffer memory and controllers occupy the majority of an
integrated switch core. By pushing the buffers back into the workstations, where memory
is abundant, the complexity and the VLSI area of the switch core can be reduced. The
switch core employs very fast one-pass arbitration schemes for packet routing [25]. With
extensive pipelining, this reduced complexity switch core can operate at very high internal
clock rates [25]. At the system level, given the low skew (<1 ps/m) and high bandwidth in
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. optical fibers, it is attractive to broadcast timing, synchronization, and control from the
centralized switch core. This approach can eliminate synchronization circuits and deskew
buffers used to maintain data alignment, and can allow simpler communication protocols.

Workstation 0 Workstation 7
CPU & Cache (CPU & Cacho)
Local Local
Snoopy Cache Snoopy Cache
(1 MBytes) (1 MBytes)
‘ oo e
Local Local
Shared Memory Shared Memory
{256 MBytes) (256 MBytes)
NIC NIC
Controller Paralle!
. Parallel Fiber
Workstation Port Ribbons
-,
>,
NIC NIC
Local Local
. Shared Memory Shared Memory
9 15
(256 MBytes) eee (256 MBytes} |
Local Local
Snoopy Cache Snoopy Cache:
(1 MByates) (1 MBytes) |
CPU & Cache CPU & Cache
Workstation 8 Workstation [5

Fig. 2.2. Architecture of the Fiber Optic Local Area Network.

2.2.1. Parallel Fiber Optic Datalinks

Motorola Optobus [34] fiber optic datalinks are used for the optical interconnects
between the workstations and the switch core. From a physical layer functional
viewpoint, the Optobus transceiver is a passive electrical-to-optical (E/O) and optical-to-
electrical (O/E) signal converter. Each Optobus datalink consists of two 10-channel
multimode parallel fiber ribbons and supports optical clock rates of 800 MHz per
channel. The Optobus is a discontinued commercial product, and this transceiver was
used in our prototypes to demonstrate proof-of-concept. Alternative optical transceiver

. technology for parallel fiber ribbons, such as PAROLI [19] and POLO-2 [20], can be used
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to implement the optical links. A detailed description of the Optobus transceiver is given
in Section 3.2 4.

2.2.2. Optoelectronic Switch Core

The functional design of the centralized switch core is shown in the functional
diagram of Fig. 2.3. The switch core processes the data generated by the 16 NICs, for an
aggregate bandwidth of 102.4 Gbit/s. The parallel fiber ribbons from the 16 workstations
terminate into optical receivers, which form the inputs to the 16x16 switch, where each
input and output port is 8 bits wide. The switch contains up to 8 crossbar switching
elements, with each one operating on a bit-slice of the input datapath. The 16 switch
output ports interface to optical transmitters, which propagate the packets to their
destinations over the outgoing parallel fiber ribbons. There are 2 ways to build the switch
core design illustrated in Fig. 2.3, and they are discussed as follows.

Optical Receivers Optical Transmitters
\ -/
Workstation 0 —g—ﬁéj- —cf’i)——L. Workstation 0
Workstation | —%f{:}—' —D—g—o Workstation |
Workstation 2 —=fe{___ |- —’E:}—g—v Workstation 2
® ® l6 X l6 L ] [ ]
. . Switch . °
L 4 [ ] L} [ ]
L 4 L [ ] [ ]
Workstation |5 —te{ _ J- o H—>—e Workstation 15
Incoming Parallel Fiber Outgoing Parallel Fiber
Ribbons from NIC Ribbons to NIC

Fig. 2.3. Optoelectronic Switch Core Functional Diagram.

The first approach is termed the optoelectronic integrated circuit (OEIC)
implementation. The centralized switch core can be implemented using a single-chip
OEIC, which incorporates optical and electronic devices on a single substrate. The
switching circuits are fabricated on a high-density CMOS VLSI die, which is then
integrated with opticai receivers and VCSEL optical transmitters [24], resulting in a
single-chip optoelectronic switching IC. The optical signals would be coupled directly
between the parallel fiber ribbons and the optoelectronic IC through an imaging system

10
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[5]. This single-chip optoelectronic switch core can potentially scale to terabit per second
(Tbit/s) bandwidth [S] with progressing optoelectronic technologies and growing
multimode fiber transmission capacities [35].

The second approach is termed the discrete component implemenitation. The
switching function in the switch core of Fig. 2.3 can be performed electrically using
parallel ICs (e.g., CMOS Field Programmable Gate Arrays [S], commercial switch chips
[36]) or custom switching ASICs {25]. The parallel fiber ribbons terminate into discrete
optical transceiver modules, which perform O/E and E/O conversions on the received and
transmitted messages at the switch /O ports. Such an “optoelectronic” switch core,
interconnecting 16 workstations, can be implemented on a single high speed PCB to
support an aggregate bandwidth of 102.4 Gbit/s [5]. The design and prototyping of such
an optoelectronic switch core PCB is the focus of this thesis.

2.2.3. Network Interface Card

The optical datalink supports clock rates of 800 MHz, while the electronic CPU
memory bus within the workstation operates typically at 100 MHz. The NIC interfaces
between these two domains of different clock rates, and resides directly on the high
bandwidth memory bus rather than the low bandwidth /O bus. The functional diagram of
the NIC is shown in Fig. 2.4.

. 8 bits @ 800MHz
128 bits @ SOMHz ; .
@ ; Transmitter

Module I
2 |

Workstation 64 Optical S PN —
100 MHz 64 Module 10

I 2
Receiver |@e——-

. Module [@>—
128 bits @ SOMHz| Module 8 bits @ S00MHz

Fig. 2.4. Network Interface Card Functional Diagram.

The NIC offloads end-to-end network functions from the workstation CPU, and
consists of 4 modules: the Protocol-Processor, the Transmitter Module, the Receiver
Module and the Optical Transceiver Module (OTM), which is based on the Motorola
Optobus. The Protocol Processor implements the communication protocols required for

11
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the LAN in Field Programmable Gate Array (FPGA) hardware [S]. The protocols are lean
and spans 2 traditional network functions: Data Link Control (DLC) and Automatic
Repeat Request (ARQ). The DLC protocol [37] performs error-detection and optional
error-correction over a single Optobus datalink. The hardware-based ARQ protocol [37]
performs end-to-end functions, such as sliding window flow control, message-
fragmentation and reassembly.

In Fig. 2.4, the NIC transmit datapath extends from the Protocol Processor electrical
outputs to the OTM optical outputs. The NIC receive datapath extends from the OTM
optical inputs to the Protocol Processor electrical inputs. The Protocol Processor
provides a 128-bit wide CMOS datapath for data to be transmitted. The Transmitter
Module serializes the 50 MHz 128-bit CMOS datapath, and generates an 8-bit PECL
datapath clocked at 800 MHz to be transmitted by the OTM over the parallel fiber
ribbon. The Receiver Module deserializes the 800 MHz 8-bit PECL datapath from the
OTM, and generates a 50 MHz 128-bit CMOS datapath, which is ted to the Protocol
Processor for processing.

In order to provide a mechanism for accurate timing recovery, block coding schemes,
such as 8B/10B, can be used on the serial byte datapath. These schemes allow for the
encoding of control symbols and timing information to provide data frame alignment and
synchronization. However, given the low skew and low delay in ¢ptical fibers, it should
be feasible to operate the entire network “synchronously”. As described in [5], 2 channels
in each fiber ribbon are reserved for broadcasting of timing, synchronization and control
from the switch core. One channel transmits the bir clock, i.e., the 800 MHz clock used
by the Receiver Module. The second channel carries the frame signal used to denote the
start of a packet frame. The remaining 8 channels support bytes of data, at the 800 MHz
clock rate. These signals allow for a “‘self-timed” design, where each receiver uses the bit
clock of the sender to sample the data. This approach simplifies synchronization within
the network, since all workstations receive timing information from the low skew fibers,
which are ail 10 meters long in our localized network.

2.3. Literature Review

This section reviews several projects featuring relevant network and switching
architecture attributes.

Myrinet {38] is a switched LAN technology developed by Myricom. Variable
length packets are wormhole-routed through the network of 1.28 Gbit/s links and crossbar
switches. The NIC at each node connects to the workstation /O bus (typically, 32 bits

2
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wide at 33 MHz) and contains a programmable network interface processor. The Beowulf
project [39] originated from the earth and space sciences computing community, and
harnesses the parallel processing power of clustered PCs, interconnected using mass-
market commodity network components (e.g., switched Ethernet, Myrinet).

In our discussion, optoelectronic switch core designs are categorized into single-chip
OEIC or discrete component implementations. Examples of the first category include the
following. The AMOEBA switch [3] is a 12.8 Gbit/s 16x16 optoelectronic crossbar
switch, implemented using integrated CMOS-SEED technology. Each switch port
supports 50 MHz 16-bit datapaths. Each 16-bit datapath is wavelength multiplexed onto
a single fiber of the 1x32 fiber array. A 16 GbiUs 64x64 optoelectronic crossbar switch,
implemented by integrating InGaAs semiconductor on silicon CMOS is described in [40].
Each switch port supports a serial datapath at 250 MHz. Each of the 64 optical inputs
are fanned out 64 times, and the set of 4096 optical beams are relayed onto optical
receivers on the OEIC. A 8 Gbit/s 16x16 optoelectronic 3-stage Clos crossbar switch,
implemented using integrated CMOS-SEED technology is described in [41]. Each switch
port supports a serial datapath at 500 MHz. Each stage of the Clos network resides on a
different OEIC, and the stages are interconnected optically in free-space.

Examples of the second category include the following. In [42], the design of a 160
Gbit/'s 64x64 Asynchronous Transfer Mode (ATM) switching system is described. Each
port has a 32-bit datapath and can be multiplexed onto an optical link at the OC-48 rate
(2.4 Gbit/s). The switching system contains twenty-four 8x8 CMOS switch element ICs
arranged in a 3-stage Benes network. In [43], the design of a 128 Gbit/s 32x32
optoelectronic distributed ATM switch for the iPOINT (Illinois Pulsar-based Optical
Interconnect) testbed is proposed. Each port has a 4-bit datapath clocked at | GHz and
interfaces to optical fibers through Metal-Semiconductor-Metal (MSM) photodetectors
and GaAs double-quantum-well lasers. The proposed switch core considers a GaAs
multi-chip module (MCM) implementation, while the prototype switch core utilizes
CMOS FPGAs and 1300 nm wavelength optical transceivers.

2.4. Summary

The Fiber Optic LAN architecture has been reviewed. Several novel attributes of the
architecture are, (i) the use of low cost parallel tiber technology, (ii) the use of lean
protocols in programmable hardware, (iii) the de-emphasis of buffering within the switch
core, (iv) one-pass arbitration schemes for packet routing, (v) deep pipelining in the

13
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switch core, and (vi) the broadcasting of timing and synchronization information
throughout the LAN [5].

In principle, this LAN architecture, using off-the-shelf technology, can supply
interconnect requirements of up to a few Tbit/s by exploiting parallel switch cores. Each
LAN could switch approx. 100 Gbit/s of data, and several switch cores could be
interconnected with fiber ribbons using various standard topologies, such as 3-stage Clos
networks or Fat-Trees, and can be used as a building block for multi-Terabit optical
LANs.

The Fiber Optic LAN connects 16 workstations to a centralized 16x16
optoelectronic switch core. Motorola Optobus datalinks are used for the optical
interconnects between the workstation NICs and the switch core. The NIC implements
the network functions in programmable hardware, and provides a 800 MHz 8-bit
datapath to the switch core. The switch core processes the data generated by the 16
NICs, for an aggregate bandwidth of 102.4 Gbit/s. The switch core can be implemented on
a high speed PCB containing discrete paraliel switching ICs and optical transceiver ICs.

The complete designs of the NIC and the optoelectronic switch core are given in
Chapters 3 and 4.
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CHAPTER 3
Network Interface Card Design

This chapter presents the design of a Network Interface Card (NIC), which can
deliver a bandwidth of 6.4 Gbit's to and from the Switch Core Printed Circuit Board (PCB).
Section 3.1 begins with an overview of Positive Emitter Coupled Logic (PECL), and
describes the basic PECL logic gate structure and its operation in both single-ended and
differential signaling modes. High-speed termination techniques, which are applied
throughout the prototypes, are discussed. Readers familiar with these topics should
proceed to Section 3.2. The NIC architecture is outlined in Section 3.2. Each NIC contains
the Protocol Processor, the Transmitter Module, the Optical Transceiver Module (OTM),
and the Receiver Module. The electronic components used to build these modules are
discussed.

3.1. Emitter Coupled Logic (ECL) at 5§ Volts

Emitter Coupled Logic (ECL) is a form of non-saturating bipolar logic based on
bipolar junction transistors (BJTs) [44]. The ECL logic gate contains an input differential
amplifier to amplify the signal, and output emitter followers to logically combine the input
signals. The BJTs in the logic gate operate within their active regions, and can change states
rapidly. Hence ECL circuits are widely used in high-speed applications (i.e., above several
hundred MHz).

Traditionally, ECL requires negative power supplies (V.. =0V, Vg =-5.2V).
Positive Emitter Coupled Logic (PECL) is simply ECL operated from positive supplies
(Vee =5V. Vg =0V). PECL specifies a logic low (0) voltage V, =3.3 V and a logic high
(1) voltage V, =4.1 V. The switching reference voltage is mid-way in between at
Vag =3.7V [45]. Fig. 3.1 shows the basic PECL gate with single-ended input V,y and
differential outputs V. and V. The PECL gate consists of 3 subcircuits: the
differential amplifier, the bias network, and the emitter followers, as highlighted in Fig. 3.1.

The bipolar junction transistors (BJTs) Q1 and Q2 form the differential amplifier
input stage. The PECL input V, is connected to the base junction of Q1, while the base
junction of Q2 is biased at the reference voltage V,,, which is generated by the bias
network. As shown in Fig. 3.1, the differential amplifier outputs ( V., and V) at the
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collector junctions of Q1 and Q2 drive the base junctions of the emitter followers Q3 and
Q4, which serve as voltage level shifters and low impedance output drivers. Typically, the
input stage supplies ( V) and the output stage supplies ( V., ) are isolated, as shown in
Fig. 3.1. This scheme reduces the coupling of output voltage transients onto the differential
amplifier and the bias network, thereby minimizing noise within the latter subcircuits.

Vcc| =5V Vccz=sv
PECL Gate
Rci= Rex=
217Q 245Q o
Q4 Transmission

Line

PECL
{nput

Vn*"SV

VEg=0V Veg=0V

————— S —— N —
Differentizl Bias Emutter
Amplifier Network  Followers

Fig. 3.1. Basic Positive Emitter Coupled Logic Gate Circuit
(Adopted from [44]).

The operation of the PECL gate in Fig. 3.1 is as follows. When input
Vi =V, =41V, Ql is on (i.e., forward-biased) and Q2 is off. For a forward-biased BJT,
the base-emitter junction voltage drop is Vg =0.8V. Referring to Fig. 3.1, the common
emitter voltage V. =V, - V. =3.3V and the emitter current through resistor R; is
Ie = (Ve = Vg)/Rg =4.25mA. The current flowing through resistor R, is approx. equal
to [ [44]. Hence, the differential amplifier outputs V., =V, —I.R,, =4.08V, and
V. =5V since no current flows through resistor R,. At the output stage, V., and Vg
are shifted down by V,. =0.8V because Q3 and Q4 are forward-biased. Therefore, the
output voltages are V. =4.20V and V. = 3.28V.

When input V, =V, =3.3V,Ql is off and Q2 is on (i.e., forward-biased). Referring
to Fig. 3.1, the common emitter voltage V; =V, = Vg =2.9V and the emitter current
through R is [; =(V, =V )/ R =3.73mA. The current flowing through R, is approx.
equal to I [44]. Hence, the differential amplifier outputs V., = V., —[;Ro, =4.09V, and
V., =5V since no current flows through R.,. At the output stage, V., and V, are shifted
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down by V.. =0.8V because Q3 and Q4 are forward-biased. Therefore, the output
voltages Vi ;r =3.29V and V,; =4.20V.

The emitter followers of Q3 and Q4 have low output impedance (under 10 Q2), and
can drive terminated transmission lines in single-ended or differential modes. Fig. 3.1 shows
the output V,,; driving an external transmission line, which is terminated at the receiving
PECL input to a terminating voltage V. through a resistance R;. The terminating resistor
also functions as a pull-down resistor for the driver’s emitter follower, which sources
current in both the logic high and low states. Termination techniques are further described
in Section 3.1.2.

The logic levels (V. and V,;) are temperature dependent, due to the temperature
variation of the base-emitter junction voltage drop ( V¢ ) in a forward-biased BJT. The bias
network in Fig. 3.1 generates a reference voltage V5, which tracks with temperature in a
predetermined manner [44]. The bias network ensures that Vg, is centered mid-way
between V, and V|, to guarantee noise immunity across the operating temperature range.

3.1.1. Electrical Signaling Schemes

Single-ended PECL signaling uses one wire to transfer a binary signal (i.e., logic 1 or 0)
from the driver to the receiver. The transmitted voltage signal V is detected at the receiver
by comparing with the local reference voltage V,,, as shown in the input stage of Fig. 3.1.

In differential PECL signaling, a binary signal is sent over a pair of wires by driving
one wire with the signal and the other wire with the signal’s complement. Referring to Fig.
3.1, a PECL gate with difterential inputs is realized by replacing the reference voltage V,,
with the input signal’s complement V,; connected to the base of Q2. The receiver
measures the differential voltage AV = V,, — V; between the wires to detect the binary
signal. The differential voltage swing must be larger than the minimum input sensitivity of
the receiver.

Differential signals provide better noise immunity than single-ended signals [45].
Firstly, the effective voltage swing ( V,, — V) across the two wires is twice that of single-
ended signaling (V,, — Vg = Vg — V). Secondly, differential lines are unaffected by
variations in logic levels caused by power supply fluctuations and operating temperature,
since the receiver senses the differential voltage AV rather than detecting absolute logic
levels. Shifts in logic and reference levels in single-ended lines will directly reduce the noise
margin. Thirdly, any noise will appear equally on both wires, so AV is unaffected. As a
result, the receiver will not detect noise as long as the differential voltage is within the
common mode range (CMR) of the receiver. For single-ended lines, noise generated on the
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signal line by crosstalk and inductive coupling directly reduces the noise margin.

3.1.2. High-Speed Signal Termination

The use of high-speed PECL logic in our prototypes required a great deal of attention
to the analog effects of high-speed signal propagation. Fig. 3.2 shows a PECL logic gate (A)

driving a transmission line (wire or PCB trace) connected to another PECL logic gate (B).
The transmission line has characteristic impedance Z, =50Q. The capacitance C,

represents the capacitive load of the receiver.

Vcee=5V Parallel

Terminator
PECL Logic Ry= PECL Logic
Transmission Line 8IQ
B
Z2,350Q R,y=
130Q C LI
VEE:"'OV i

Fig. 3.2. Thevenin equivalent Parallel Termination.

The response of a wire to an incoming high-speed signal depends on its physical
length and the rise time of the signals passing through it. The effective length of a signal
rising edge L can be computed as:

L= % (Eq. 3.1)
where L is the effective length of a signal rising edge (inches)
T, is the signal rise time (ps)
D is the wire propagation delay (ps/inch)

Termination is required when the physical wire length driven by a logic gate is more
than L/6 [10], because the wire is considered as a transmission line and the response of the
incoming signal is distributed along the wire. Without proper termination, retlections occur
at both ends of the wire and interfere with the original waveform. The PECL components in
the prototypes have a rise time of 1000 ps. [f we assume a wire propagation delay of 160
ps/inch [10], the effective length L calculated from Eq. 3.1 is approx. 6.3 in. and all signal
wires longer than approx. | in. must be termtnated.

Terminators may be placed at the driver or at the receiver [10] and two common
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techniques using passive components are “series” and “parallel” termination. In series
termination, a terminating resistor is placed between the driver and the transmission line.
Let R denote the series terminating resistance and R, denote the output resistance of the
driver. The sum of the series terminating resistance and the driver output resistance must
equal the characteristic impedance of the transmission line, i.e., R + R, = Z,. Due to the
voltage divider at the driver end, the signal propagates at half amplitude down the line,
reflects at the receiving end, and is absorbed by the series terminating resistor at the driver.
The reflected signal (half amplitude) at the receiver is superimposed on the original signal
(half amplitude), causing a full amplitude waveform to appear at the receiver.

In parallel termination, the transmission line is terminated at the receiver to a
termination voliage V. (3 V for PECL) through a resistor R, = Z,. Typically, the driver
output resistance is much lower than the line impedance, and the signal waveform
propagates at full amplitude down the line. All reflections are absorbed by the terminating
resistor, which should be placed beyond the last receiver. Loads (receivers) can be
distributed anywhere on a parallel terminated transmission line because the full logic swing
is available along the line. A variation of the parallel termination, called Thevenin equivalent
parallel or split termination, does not require an additional termination voltage, and is
employed in our prototypes. Such a termination scheme is highlighted in Fig. 3.2. The
Thevenin equivalent of the resistor divider R, and R, is equal to R, terminated to V.. The
values of R, and R, can be calculated from Egs. 3.2 and 3.3 [46]. For PECL applications,
Ve =5V, V=0V, V,=3Vand Z, =50Q, resulting in R, =83Qand R, =125Q.

R, =(%C—'—“f£)zo (Eq. 3.2)
cc = Yrr
V.-V, TR

f =(VC -vn}Rf(vc -VEEJZ" (a3
T EE T EE

where V. is the positive supply voltage (V)
Ve 1s the negative supply voltage (V)

V. s the termination voltage (V)
Z,, is the characteristic impedance (Q2)

In our prototypes, commercially available SIP (single in-line) terminating resistors
with R =81Q, R, =130Q and *5 % tolerance are used. Fig. 3.3 shows a 10-pin SIP
package containing 8 Thevenin equivalent parallel terminators (i.e., pairs of R,.R,). Pins |
and 10 are connected to 0 V and 5 V, respectively. Pins 2 through 8 terminate the signal
transmission lines. Despite its simplicity, a drawback of this termination scheme is the high

19



CHAPTER 3. Network Interface Card Design

static power dissipation. Each terminator in Fig. 3.3 consumes approx. 0.25 W, which is
roughly 5 times more than the basic parallel termination scheme (50 Q into 3 V).

~ 3
Ry Ry R, =810
R2 Rz R:' I)OQ%
——0 O

Pinl Pin2 Pin3 * ** Pin9 Pinl0
(oV) (V)

Fig. 3.3. Internal Schematic of Single In-line Package Terminating Resistors.

3.1.3. Notation

This section describes the naming and labeling conventions used throughout the

remainder of this thesis.

* [nput-output port names and signal names of components and entities are written
in uppercase, e.g., serial data output DOUT.

* Active low signals are denoted with the lowercase prefix "n", e.g., control signal
nSTROBE.

« Differential signaling requires 2 signal lines. The complementary signal line of a
differential signal is denoted with a horizontal bar above the name, e.g., clock
input STRBIN and STRBIN.

* Vectors or multi-bit signals are denoted by appending the range of the bit numbers
after the name, e.g., 4-bit input address INADDRO..3.

3.2. Design of the Network Interface Card

The NIC within the workstations can deliver 6.4 Gbit/s of bandwidth to the Switch
Core PCB. As shown in Fig. 3.4, the complete NIC consists of the Protocol Processor, the
Transmitter Module, the Receiver Module, and the Optical Transceiver Module (OTM).
The NIC transmit datapath extends from the Protocol Processor electrical outputs to the
OTM optical outputs. The NIC receive datapath extends from the OTM optical inputs to
the Protocol Processor electrical inputs. The Transmitter Module uses 20% of the available
link bandwidth to implement Conditional Invert with Master Transition (CIMT) line
encoding, which is described in Section 3.2.2.1. The 4 modules are constructed using off-
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. the-shelf electronic components, and are described in detail in Sections 3.2.1 through 3.2.4.
The descriptions contain detailed technical design information regarding the functionality
and operation of the IC components. Readers who wish a broad overview may skip the
following:
* Subsections 3.2.2.1 to 3.2.2.4 in the discussion of the Transmitter Module.
* Subsections 3.2.3.1 to 3.2.3.4 in the discussion of the Receiver Module.
* Subsections 3.2.4.1 and 3.2.4.2 in the discussion of the OTM.
These sections are denoted by the asterisk symbol *.

CMOS-PECL Translators HDMP-1012 Transmitter [C

(34 @ 4 bits) \ / (8 @ 16 bits)
8 Channels Cho
Chl TX-Q
., : B D TX-Clock
. * Ch7 o : : Reserved
Data-Read . :
vee =, o [] L8
. 1616 [i6]l Transmitter 8 bits @ Trgl'l)st;?i‘\lfer
TT T T 128bis@ its @
JOMHz Module S00MHz v / / Module
PECL Buffers | b |
z Protocol (2@ 5 bits) | Y .
o Processor Optobus
-« (FPGAs) PECL.BL}ffers\ -l———
64 (2 @ 5 bits) F\E] [:] 10
Workstation . Optical
128 bits @ ; !
CPU-Memory JOMH . 8 bits @ Fiber
Bus Loy ‘ ecelver  S00MHz s |1 |1 | g00MHz
seoe Packet-Error D
Cho 0 [ RX-Q__j
Chl 0 D - RX-Clock
.- . . . Reserved
* *  Ch? . :
8 Channels M
/ \
PECL-CMOS HDMP-1014

Translators (34 @ 4 bits)  Receiver IC (8 @ 16 bits)

Fig. 3.4. Design of the Network Interface Card.
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3.2.1. Protocol Processor

The Protocol Processor in Fig. 3.4 provides the 40 MHz frame clock, the 128-bit
parallel datapaths and the necessary control signals for the Transmitter and Receiver
Modules, and is implemented using CMOS Altera FLEX 81500 FPGAs [47]. The FPGA
device has a 280-pin PGA (pin grid array) package, with 208 user /O, 60 power-ground
pins and 12 dedicated configuration I/O. A complete Protocol Processor utilizes approx.
400 I/O and requires at least 2 FPGAs. An architectural overview of the Altera FLEX
FPGA is provided in Appendix A.

The /O signals of the Transmitter Module, the Receiver Module and the Optical
Transceiver Module in the NIC are compatible to the PECL voltage levels, where a PECL
logic low is 3.3 V and a PECL logic high is 4.1 V. Conversion between CMOS (logic low is
0 V and logic high is 5 V) and PECL signals are performed for the datapaths and control
signals between the Protocol Processor and the Transmitter and Receiver Modules.

3.2.2. Transmitter Module

The Transmitter Module within the NIC in Fig. 3.4 multiplexes the 128-bit datapath
at 40 MHz from the Protocol Processor to an 8-bit datapath at 800 MHz. The complete
Transmitter Module in Fig. 3.5 contains 8 Hewlett-Packard HDMP-1012 Gigabit
transmitter [Cs [48][49] and 34 Motorola 10H351 translators [50], which convert from
CMOS (0-5V) to PECL (3.3-4.1V). Each transmitter IC has a 80-pin 0.80 mm lead pitch
rectangular QFP (quad-flat pack) package and can serialize 16 bits at 40 MHz to generate a
CIMT encoded serial stream at 800 MHz. The CIMT encoding scheme is described in
Section 3.2.2.1. Each CMOS-PECL translator IC has a 20-pin DIP (dual in-line) package
and operates on 4 single-ended CMOS inputs to generate 4 differential PECL outputs.

The serialization of the 128-bit datapath to 8 bits requires 8 transmitter [Cs, as
shown in Fig. 3.5. Each transmitter IC serializes 16 bits of the 128-bit parallel datapath
from the Protocol Processor to form | of the 8 bit-serial data streams. Each transmitter IC
requires 4 CMOS-PECL translators to convert its 16-bit data input, for a total of 32
translators. Additional translators are used to convert the transmitter IC control signal
inputs trom the Protocol Processor. Hence, the complete Transmitter Module requires 8
transmitter ICs and 34 CMOS-PECL translators.

The transmitter [C [48][49] within the Transmitter Module contains circuitry for
frame assembly, parallel-to-serial conversion and clock generation, as shown in Fig. 3.6.
The transmitter [C electrical I/O are summarized in Appendix A.

[
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Fig. 3.5. Complete Transmitter Module.
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Fig. 3.6. HDMP-1012 Gigabit Transmitter IC Block Diagram.

There are 4 types of electrical I/0 on the transmitter IC and the receiver IC (see
Section 3.2.3). Low speed 1/O are single-ended PECL. High speed input signals employ
Hewlett-Packard’s proprietary H50 interface [48]{49], and high speed output signals
employ the Buffered Line Logic (BLL) interface [48][49]. These [/O interfaces are
described as follows. Readers who wish a broad overview may proceed to Section 3.2.3.

The Single-Ended PECL Input Stage [49] in Fig. 3.7 contains a differential amplifier
formed by transistors Q! and Q2. One input of the differential amplifier connects to the
single-ended PECL signal while the other input is biased at the reference voltage
Vgs =3.7 V. The outputs of the ditferential amplifier drive internal logic circuits. The
internal 16 k2 pull-down resistor to V5 = 3.1 V biases an unconnected input pin to logic
0. An input pin pulled to V.. =5V is sensed as logic I. The emitter follower Q3 in Fig.
3.7 forms the Single-Ended PECL Output Stage [49]. The output stage supplies a small
trickle current (45 nA) which tumms on the output emitter follower Q3 such that DC logic
levels (i.e., static O or 1) appear at the output pin without external pull-down terminations.
These input and output structures are consistent with those in Fig. 3.1.

The Differential H50 Input Stage [49] in Fig. 3.8 is a proprietary high speed input
interface used on the transmitter and receiver [Cs. The H50 input stage has integrated 50 Q
resistors built into the differential input lines. The DC level for the inputs is 3 V and all
signals into H50 input pins should be AC-coupled with 0.1 uF capacitors.



CHAPTER 3. Network Interface Card Design

Veessv
Transmitter / Receiver IC
To intemal
circuit
From Q3
intemal
Vpa=3.7V  circuit Vour
45pA
VEgg=0V
—— S—_——
Input Stage QOutput Stage

Fig. 3.7. Single-Ended PECL Input and Output Stages.
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Fig. 3.8. Differential H50 Input Stage.

Transmitter / Vee=5V
Receiver IC
Vee=sV
p s Z,=50Q
$0Q 80Q 1509 0s2 Transmission
> -
> ¢ 0.uF Lines
ot ——
r—0———i—____ -~
0.luF
From 2
internal
circuit

$) 28mA

—

VE E:OV

Fig. 3.9. Ditferential Buffered Line Logic Output Stage.
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High speed outputs from the transmitter and receiver ICs are driven by Buffered Line
Logic (BLL) Output Stages. BLL drivers [49], shown in Fig. 3.9, provide differential
outputs capable of delivering ECL swings into AC-coupled 50 Q loads through 0.1 uF
capacitors. The BLL output impedance is matched to 50 Q. The external 150 Q shunt
resistors in Fig. 3.9 sets the internal DC bias of the BLL output circuit at 4.1 V.

3.2.2.1. Transmitter IC Operating Principles *

Transmitter [C

——] DO..15 DOUT
From —»| STRBIN LOUT }b—»
Protocol 4 ___ | cav STRBOUT }—»
Processor
—=&| nDAV = HCLK |—o
nRST = 5 z Z INV f—»
SR e
=S8%¢g=
Sz 3=
Hardware T T T T T T
Reset
S =0 & -

Fig. 3.10. Transmitter [C External Connections and Settings.

——e To OTM

Fig. 3.10 shows the external connections and settings of the transmitter IC. The
transmitter IC is configured to input 16-bit parallel frames at 40 MHz, by setting the
control inputs (from the Protocol Processor) DIVO to logic 1, and DIVI and M20SEL to
logic 0. The 40 MHz frame clock is supplied on the differential HS0 input STRBIN. The
transmitter IC can accept parallel frame clock rates from 7.5 to 75 MHz. Inputs DIV and
DIVO select the operating frequency range of STRBIN, as specified by the 2nd column in

Table 3.1.
. DIVI/DIVO!  Parallel Frame  Logical Serial Data. Encoded Serial  Freq.
. Rate (MHz) Rate (Mbit/s) i Data Rate (Mbit/s) : Divide
00 ‘ 42.0-75.0 672 - 1200 840 - 1500 1
01 '_ 21.0 - 50.0 336 - 808 420 - 1010 2
10 | [1.0 - 25.0 168 - 404 210 - 505 4
it 7.5-13.0 120 - 202 150 - 253 8

Table 3.1. Typical Operating Ranges for 16 Bit Mode [49].

In Fig. 3.10, the parallel data trom the Protocol Processor is received through the



CHAPTER 3. Network Interface Card Design

PECL data inputs DO..15. Inputs nCAV and nDAV specify the frame type to be
transmitted. The transmitter [C is configured to output the serial data stream on the
differential BLL output DOUT, by setting the serial data output select LOOPEN=0. The
serial clock appears on the differential BLL output HCLK, since the serial clock output
enable HCLKON=1. The reset input nRST is connected to a DIP switch. It is used for
manual initialization of the NIC, when held low for at least 5 frame clock cycles.

The transmitter and receiver ICs employ Conditional Invert with Master Transition
(CIMT) line encoding [48] for serial data transmission. This scheme maintains the DC
balance of the data stream, and facilitates clock recovery and frame alignment (i.e.,
establishing the boundaries of the serial frames) at the receiver IC. The encoding algorithm
creates a 20-bit frame by appending 4 control bits to the 16 data bits. The resulting 20-bit
frame may be inverted as necessary to maintain the DC balance of the serial bit stream. In
Table 3.1, the 3rd column represent the logical data rate without CIMT encoding and the
4th column denote the physical serial transmission rate due to CIMT encoding. The CIMT
coding scheme has been adopted by the Serial-HIPPI (High Performance Parallel Interface)
and by the IEEE’s SCI-FI (Scalable Coherent Interface - Fiber) standards [48].

3.2.2.2. Clock Generation and Phase-Locked Loop *

Referring to the block diagram in Fig. 3.6, the Phase Locked Loop (PLL) module
within the transmitter IC performs clock multiplication and generates all the internal trame
and serial clock signals. In 16-bit mode, the PLL locks onto the 40 MHz parallel frame
clock STRBIN, which is multiplied up by 20 (16 data bits and 4 control bits) to produce
the 800 MHz serial clock.

STRBIN
(Clock [nput) >
STRBOUT Clock
Internal < Generator — STRBIN
Clocks r (Clock Input)

HOLK =+

M2OSEL
EHCLKSEL —f

Fig. 3.11. Transmitter IC Phase Locked Loop Module.
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The transmitter IC PLL module is shown in Fig. 3.11. It consists of a Frequency
Detector, Loop Filter, Voltage-Controlled Oscillator (VCO), Programmable Frequency
Divider and Clock Generator. The Frequency Detector compares STRBIN with the internal
frame clock generated by the Clock Generator. The outputs pass through a Loop Filter that

controls the center frequency of the VCO output. The loop filter requires an external 0.1
UF capacitor, placed across pins CAPO and CAPI1, as shown in Fig. 3.6. The VCO clock is

divided by N €(1,2,4,8), which is determined by the operating frequency band and the 5th
column in Table 3.1. This divided frequency is used as the serial clock and is accessible
through the differential BLL output HCLK, when the serial clock output enable
HCLKON-=1. The Clock Generator completes the feedback loop and creates all the internal
clock signals. The retimed frame clock output STRBOUT is phase-locked to STRBIN and
has a frequency of HCLK/20. An external high-speed clock can be used to bypass the VCO
clock by setting the external serial clock input enable EHCLKSEL=1. In this case, the
external serial clock is provided on input STRBIN and is used directly to output the serial
data.

3.2.2.3. Frame Formats *

According to the CIMT encoding algorithm, the data inputs DO..15 are formatted into
a 20-bit frame containing a [6-bit Data Field, DF, and a 4-bit Control Field, CF. Let DF,
denote bit i €(0..15) in the Data Field and CF, denote bit j € (0..3) in the Control Field.
In the 20-bit frame, DF; is the least significant bit and CF; is the most significant bit. The
4-bit Control Field, generated by the Control Field Encoder in Fig. 3.6, encodes the status
of the current frame (frame type, inversion, transmitter IC settings) and enables the receiver
IC to correctly decode the data stream at the destination NIC. Bits CF, , of the Control
Field form a Master Transition (rising edge "01" or falling edge "10") which serves as a fixed
timing reference for the receiver IC clock recovery circuit, as described in Section 3.2.3.2.
The Data Field Encoder in Fig. 3.6 generates the 16-bit Data Field according to the frame
format selected for serial transmission. Fig. 3.12 illustrate the 3 supported frame types:
Data Frame, Control Frame, and Fill Frame. The Protocol Processor setting input signals
nCAV and nDAYV specify the frame type to be transmitted.

Data Frames, specified by nDAV=0, are used to encode the 16-bit paralle! data
DO..15 for transmission. The Data Field Encoder places the parallel data inputs DO..15 into
the 16-bit Data Field, which is appended with the Control Field CF, ; =1101 to form the
20-bit Data Frame in Fig. 3.12.

Control Frames, specified by nCAV=0, are intended for the transmission of
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application specific control information defined by the user, such as packet headers, link or
system control packets. The 14-bit control information is supplied on parallel data inputs
DO..13. The Data Field Encoder places inputs DO0..6 into DF, , and inputs D7..13 into
DF; |, of the Data Field, as shown in Fig. 3.12. Bits DF; , of the Data Field are set to "01"
to distinguish between Control and Fill Frames. The Data Field is appended with
CF, ; = 0011 to form the 20-bit Control Frame in Fig. 3.12.

Fill Frames are sent during link startup to establish frame synchronization and when
no user data is being transmitted to allow the receiver IC to maintain frequency and phase

lock. If both nCAV and nDAYV are at logic I, the Control Logic assumes the link is unused
and triggers the Data Field Encoder to set DF, , =11111111 and DF, ,; = 00000000. The

Control Field Encoder generates CF, , = 0011. The 20-bit Fill Frame in Fig. 3.12 has a 50%
duty cycle and a single rising edge at the Master Transition CF| ,.

16-bit Data Field DF, ,, CF, ,

Data Frame | DO ... DI5 1 1101 |
ControlFrame | D0..D6 0 1| D7..DI3 | 0011 |
Fill Frame . 1titiitl ! 00000000 | o011l |

Fig. 53.12. Supported Frame Formats.

3.2.2.4. Data Serialization *

The parallel data inputs DO..15 and the control inputs nDAV, nCAV and nRST are
latched on the rising edge of the frame clock STRBIN. Based on input signals nDAV and
nCAYV, the Control Logic in the block diagram of Fig. 3.6 determines the outputs of the
Data Field Encoder and the Control Field Encoder. The Dara Field Encoder supplies the
Data Field DF, ,; and the Control Field Encoder generates the Control Field CF, ; in one of
the formats shown in Fig. 3.12. The Frame Mux accepts the parallel outputs from the Data
Field and Control Field Encoders, and multiplexes the 20-bit parallel frame to 1 bit at the
serial clock rate of 40 MHz x 20 bits = 800 Mbit/s. The Frame Mux serially outputs the
16-bit Data Field first, from DF; through DF, followed by the 4-bit Control Field, from
CF, through CF;, to the Line Encoder. At the same time, the Sign circuitry computes the
cumulative sign of the parallel frame (i.e., number of 1's versus number of 0’s). The sign is
“positive” if there are more 1’s than 0's in the 20-bit frame, and is “negative” if otherwise.
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This information is used by the Line Encoder to maintain DC balance for the transmission
line.

The Line Encoder in Fig. 3.6 compares the signs of the current and previous frames,
and determines whether frame inversion should occur. The current serial frame is inverted
by the Line Encoder if the signs are the same, but remains unchanged if the signs differ. No
inversion is performed for Fill Frames. The conditional inversion prevents static input data
patterns from generating false lock points in the transmitted serial data stream, and brings
the line closer to the desired 50% duty cycle. The conditional inversion of the CIMT line
encoding is illustrated in Tables 3.2 and 3.3. When the current serial frame is inverted,
output INV=I1.

Data Frame | DataField | Coutrol Field |
Non-inverted DO...DI15 ttor !
Inverted |  DO...DIS 0010

Table 3.2. CIMT Line Encoding for Data Frame.

i Control Frame l Data Field i Control Field
| Non-inveed | D0..D6 (0 1i D7..DI13 0011
| Inverted . DO... .1 0/ D7.DI3 1100

Table 3.3. CIMT Line Encoding for Control Frame.

The CIMT encoded serial frame is sent to the Qutpur Select unit in Fig. 3.6, which is
configured to output the serial frame on the differential BLL port DOUT (LOOPEN=0).

The timing characteristics of the serialization of a parallel 16-bit data frame are
described in Appendix A.

3.2.3. Receiver Module

The Receiver Module within the NIC in Fig. 3.4 performs the inverse function of the
Transmitter Module. It demultiplexes the 8-bit datapath at 800 MHz from the Optical
Transceiver Module (OTM) to an 128-bit datapath at 40 MHz. Referring to Fig. 3.13, a
complete Receiver Module consists of 8 Hewlett-Packard HDMP-1014 Gigabit receiver
[Cs [48][49] and 34 Motorola 10H350 PECL-CMOS translators [50].
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Fig. 3.13. Complete Receiver Module.
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Each receiver IC has a 80-pin 0.80 mm lead pitch rectangular QFP package and can
deserialize the CIMT encoded serial stream at 800 MHz to generate 16 bits at 40 MHz.
Each PECL-CMOS translator IC has a 16-pin DIP package and operates on 4 differential
PECL inputs to generate 4 single-ended CMOS outputs.

The deserialization of the 8-bit datapath to 128 bits require 8 receiver ICs, as shown
in Fig. 3.13. Each receiver IC at the destination NIC deserializes | of the 8 bit-serial data
streams from the Optical Transceiver Module (OTM) to form 16 bits of the 128-bit
parallel datapath. Each receiver [C requires 4 PECL-CMOS translators to convert its 16-bit
data output, for a total of 32 translators. Additional translators are used to convert the
receiver [C control signal outputs. Hence, the complete Receiver Module requires 8 receiver
ICs and 34 PECL-CMOS translators, as shown in Fig. 3.13.

The receiver IC [48][49] within the Receiver Module contains circuitry for clock
recovery and generation, serial-to-parallel conversion, and data and link status extraction, as
shown in Fig. 3.14. The receiver IC electrical I/O are summarized in Appendix A. Readers
who wish a broad overview may proceed to Section 3.2.4.
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LOOPEN — Machine STATI
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DIN 2 N Control n
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LIN 2 ampier Decoder —» ERROR
LIN £ {
16 Data
Internal Field 16 » DO..15
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Phase Locked-Loop
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)

CAPO
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Fig. 3.14. HDMP-1014 Gigabit Receiver IC Block Diagram.
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3.2.3.1. Receiver IC Operating Principles *

40M .
Clock Receiver IC
’—-' DIN nDAV —»
From OTM ——] LIN nCAV }—»
nSMRSTI ERROR |— ;o! o
TOL10C!
{ nSMRSTO nLINKRDY p——& Processor
= w z DO..15 p—»
_ 524 2 @&l -
2§§Eﬂ§:: STRBOUT |—»
SE8z2z23kE¢= BCLK [—»
1 )
Hardware
Reset <
S -9

Fig. 3.15. Receiver IC External Connections and Settings.

Fig. 3.15 shows the external connections and settings of the receiver IC. The serial
data from the Optical Transceiver Module (OTM) is received through the differential H50
input LIN. A reference clock at the frame frequency of 40 MHz is connected to the
differential H50 input DIN. The receiver IC is configured to output 16-bit parallel frames at
40 MHz on the data outputs DO0..15, by setting the control inputs (from the Protocol
Processor) DIVO to logic 1, and DIV and M20SEL to logic 0. The serial clock and frame
alignment are extracted from the incoming data stream by the Phase Locked Loop (PLL)
module within the receiver IC. In Fig. 3.14, the PLL is controlled by an integrated State
Machine Controller (SMC), which is described in Section 3.2.3.3. The SMC reset inputs
nSMRSTO and nSMRST1 are connected to a DIP switch for manual initialization of the
NIC. The SMC output STATI drives the inputs ACTIVE, FDIS and LOOPEN.

3.2.3.2. Clock Recovery and Phase-Locked Loop *

Recovery of the serial clock from the incoming serial signal and the generation of
internal clock signals are performed by the PLL, which is based on a binary-quantized
phase detector [48][51]. In Fig. 3.16, the receiver PLL consists of the Frequency-Phase
Detectors, Loop Filter, Voltage Controlled Oscillator (VCO), Programmable Frequency
Divider and Clock Generator.

From Fig. 3.14, the Input Select unit selects between 2 sets of high-speed inputs to
the receiver IC. The serial input DIN is used when input select LOOPEN=0 and LIN is
used when LOOPEN=1. The output of the Input Select unit drives the Frequency-Phase
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Detectors in Fig. 3.16, which compare the frequency and phase of the serial input to the
internal serial clock generated by the Clock Generator. In Fig. 3.16, the FDIS control signal
selects between the frequency or phase detector outputs. The frequency detector
determines the frequency of the incoming serial data by locking onto the Master Transition
(i.e., bits CF, , of the Control Field). Once frequency lock is accomplished, the phase
detector is used to monitor frame synchronization and to receive data. As shown in Fig.
3.14, a 0.1 puF capacitor must be placed across pins CAPO and CAPI. This loop filter
converts the error output of the Frequency-Phase Detectors to a control signal for the
VCO. This control signal determines the direction (increase or decrease) and the magnitude
of the frequency change of the VCO.

FDIS
Serial req etect 0 vCO
Input Phase Detect -1 | Filter
b
0.1 uF
Internal Clock Prog. Freq.
Clocks Generator Divider
] b
A ]
< =z
< =2 2

STRBOUT
M20SEL

Fig. 3.16. Receiver IC Phase Locked Loop Module.

The Programmable Frequencyv Divider in Fig. 3.16 divides the VCO clock by
N € (1.2.4.8), which is set according to the frequency band selected using inputs DIV1 and
DIVO, as shown in Table 3.1. This divided frequency, BCLK, is the recovered serial clock.
The Clock Generator completes the feedback loop, and generates the internal clock signals
for data sampling and demultiplexing. In 16-bit mode, the Clock Generator divides the serial
clock BCLK by 20 (16 data bits and 4 control bits) to form the recovered frame clock
output STRBOUT.

3.2.3.3. Link Startup and Synchronization *

In Fig. 3.14, the receiver IC contains a State Machine Controller (SMC), which
performs the functions of link startup, frame synchronization and error checking. The
CIMT line code provides a guaranteed transition at a fixed location in every frame. During
link startup, the PLL determines the frequency of the incoming serial data and locates the
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Master Transition, which is then used to establish and to monitor frame synchronization.
The SMC monitors the lock conditions, and controls the Input Select unit and the
PLL through its outputs STATO and STAT1, which denote the current state of the SMC.
As shown in Fig. 3.15, output STAT]1 is externally connected to control inputs LOOPEN,
FDIS and ACTIVE. By providing the SMC status outputs, the receiver IC can be
configured externally to operate in one of the four supported link configurations [49].

Data,  Frequency Detection.
Reset, PLL acquires frequency lock,
Error and locates Master Transition.

Phase Detection.
FF PLL acquires phase lock
on Master Transition.

b Frequency & Phase Locked.
Receive Data Data Data extracted from serial
stream.

Fig. 3.17. State Machine Controller State Diagram.

The state diagram of the SMC is shown in Fig. 3.17. The SMC goes into the
Frequency Detect state when the receiver IC is reset (i.e., reset input nSMRST0=0 or
nSMRST1=0) or when errors are detected (output ERROR=1). The receiver IC uses DIN
as the serial input, and the PLL attempts frequency acquisition on the 40 MHz reference
clock on input DIN. The periodic reference clock signal emulates the Fill Frame of Fig.
3.12. The rising clock edge serves as the Master Transition to establish an unambiguous
frame reference. Upon frequency lock, the SMC goes into Phase Detect state. The receiver
[C switches the serial input from the reference clock on input DIN to the data stream on
input LIN. The Master Transition is monitored to maintain an accepted phase error of
+22.5°. When frequency and phase locks are achieved, the SMC proceeds into the Receive
Data state, where the receiver IC decodes the serial input and outputs valid data.

A detailed description of the SMC is provided in Appendix A.

3.2.3.4. Data Deserialization *

Referring to the receiver IC block diagram in Fig. 3.14, the serial data input on LIN is
converted into a serial bit stream by the /nput Sampler, using the recovered serial clock
from the PLL. The sampled 20-bit serial frame is sent from the Input Sampler to the Frame
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Demux. Recall that DF; denote bit i€(0..15) in the Data Field and CF, denote bit
J €(0..3) in the Control Field. In the 20-bit frame DF, is the least significant bit and CF]
is the most significant bit. The Frame Demux deserializes the sampled serial frame into a
20-bit wide parallel word. DF, , is sent to the Data Field Decoder. CF, ; and DF; ; are
sent to the Control Field Decoder, as shown in Fig. 3.14.

By examining bits CF, ; and DF; ;, the Control Field Decoder can determine the
frame type and its conditional inversion status. When a Data Frame is received, output
signal nDAV=0. When a Control Frame is received, output signal nCAV=0. A Fill Frame is
indicated by nCAV=1 and nDAV=I]. The recetver IC detects the loss of a Master
Transition or an invalid Control Field code as a frame error, and asserts output ERROR=1.
The Protocol Processor monitors the receiver [C output signals nDAV, nCAV and
ERROR, and interprets the parallel output data accordingly.

The Control Field Decoder controls the output of the Dara Field Decoder. If an
inverted Data or Control Frame is detected by the Control Field Decoder, the Data Field
Decoder will invert DF, .. For a Data Frame, DF; , is sent directly to the parailel data
outputs DO..15. For a Control Frame, DF; ; appear on outputs D0..6 and DF, , appear on
outputs D7..13., thus forming the 14-bit parallel control word.

The deserialization timing of the receiver IC, with respect to a 20-bit serial frame, is
described in Appendix A.

3.2.4. Optical Transceiver Module

The Optical Transceiver Module (OTM) within the NIC in Fig. 3.4 functions as the
interface between the electrical and optical domains. The OTM can support an aggregate
bandwidth of 6.4 Gbits to and from the NIC. Referring to Fig. 3.18, a complete OTM
contains one Motorola Optobus IC [17][52] and four Motorola 10E416 PECL signal
buffers [53]. The Optobus IC has a 14x14 96-pin PGA package, with 10 differential
inputs, 10 differential outputs and 56 power-ground pins. Each PECL signal buffer IC has a
28-pin PLCC (plastic leaded chip carrier) package, with 5 differential inputs and 5
differential outputs. The 10E416 IC is used as a high bandwidth amplifier and its internal
gain stages can restore the inputs to full PECL swing (3.3-4.1 V).

On the transmit side, the OTM performs electrical-to-optical (E/O) conversion on the
serial bytes from the local Transmitter Module. The differential PECL-level serial bytes
pass through the 10E416 signal buffer ICs before entering the Optobus transceiver and are
then transmitted over the outgoing parallel fiber ribbon to the central Switch Core PCB. On
the receive side, the serial bytes are received over the incoming parallel fiber ribbon and the
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OTM performs optical-to-electrical (O/E) conversion on the serial bytes from the Switch
Core PCB. The differential Optobus output signals are restored to PECL levels by the
10E416 signal buffer ICs and sent to the local Receiver Module. Readers who wish a broad
overview may proceed to Chapter 4.

10E416 PECL
! Optobus IC
Signal Buffer N > /
s o) 7z
Dout0..4 1T
From Dout0.3 - & * =& Parallel Fiber
Transmitter Douts.7 —3 — 5 ';'". ".)" Ribbon to Switch
Module ][?mgk7 } 3 £ § Core PCB
X- —s =
Frame Bit —= .l
: s | [2]
Mi‘ It S -
To Din0.3 - § y 3 Parallel Fiber
Receiver bins.7  edd 2% <@~ Ribbon from Switch
—_— L=} 2]
Moduie Dins.7 o 3 <3 Core PCB
RxClk = g
Frame Bit <= -

Fig. 3.18. Complete Optical Transceiver Module on the NIC.

3.2.4.1. Motorola Optobus IC *

The Motorola Optobus [17][52] is a bi-directional point-to-point optical datalink
based on 850 nm wavelength Vertical Cavity Surface Emitting Laser (VCSEL) technology.
The Optobus supports 10 transmit and 10 receive channels, on two connectorized 10-bit
multimode parallel fiber ribbons. The channels are asynchronous and DC-coupled, and each
one has a bandwidth of 800 Mbiv's and a bit error rate of 107" [17][52]. The link jitter is
specified at 650 ps and inter-fiber skew is specified at 200 ps for distances up to 300 m
[54]. The Optobus consumes |.6 W of power when operated from a V.. =5V supply
[17]. Figs. 3.19 and 3.20 show the waveforms and eye diagrams of the Optobus datalink
measured experimentally at various data rates [29].

The parallel fiber ribbon contains 10 graded-index multimode fibers. Each tiber has a
62.5 um diameter core in a 125 um diameter cladding. The pitch between fibers is 250 um.
Optical attenuation is rated at 4 dB/km. The Optobus uses a molded-plastic light-guide
technology [55] to couple light to and trom the fibers, through MT connectors [56]. Fig.
3.21 shows the parallel fiber ribbon output as observed using a CCD (charge-coupled
device) camera.
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Fig. 3.19. Measured Waveforms of Optobus Datalink at
(a) 600 Mbit/s, and (b) 800 Mbit/s [29].

(a) (b)

Fig. 3.20. Measured Eye Diagrams of Optobus Datalink at
(a) 600 Mbit/s, and (b) 800 Mbivs [29].

—»{ @«—62.5 um core

—= =— 250 um pitch
Fig. 3.21. Optobus Parallel Fiber Ribbon Output.

The Optobus is divided into independent transmit and receive subsystems, as shown
in the functional diagram of Fig. 3.22. The transmit subsystem consists of the CMOS laser
driver circuit and laser-to-fiber interface, which houses the 1x10 VCSEL array. The receive
subsystem consists of the fiber-to-detector interface, which houses the 1x10 photodiode
array, and the bipolar receive circuit. The 4 distinct components in Fig. 3.22 are surface
mounted onto the multi-chip module (MCM) substrate.
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Fig. 3.22. Functional Diagram of the Optobus Module.

3.2.4.2. Optobus IC Operating Principles *

Optical signals are coupled to and from the fiber ribbons using the “bending of
electrons™ approach. The I1x10 VCSEL array and 1x10 photodiode array are fabricated as
discrete optoelectronic dies. The lasers and photodiodes in the arrays are spaced 250 um
apart, which matches exactly the fiber pitch in the parallel fiber ribbon. The schematic of a
single optical interface, called the Guidecast submount [17]{52], is shown in Fig. 3.23. The
Guidecast submount positions the optoelectronic die (i.e., the laser array or detector array)
perpendicular to the MCM substrate, such that the fibers are aimed directly at the array
without intervening optical elements.

Parallel fiber
ribbon

Face B
10 polymer \
waveguides
Guidecast
molded
subrnount\

. Alignment
pin hole

- Signal &
photodiode Face A power-ground
array leads

Fig. 3.23. The Guidecast Submount Optical Interface (Adopted from [17]).
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The Guidecast submount is a rectangular package molded around 10 polymer
waveguides, which are also spaced on a 250 um pitch. In Fig. 3.23, the waveguides extend
the length of the submount from Face A to Face B. The VCSEL or photodiode array is flip-
chip bonded to signal and power-ground pads on Face A (pads not shown in Fig. 3.23).
These signal and power-ground pads are routed within the submount to external copper
leads protruding from the side of the submount (routing not shown in Fig. 3.23). The
Guidecast submount is attached onto the Optobus MCM substrate via the external leads,
which electrically connect the optoelectronic die to the transmitter laser driver circuit or the
receiver detection circuit. Passive alignment of the waveguides in the Guidecast to the
parallel fiber ribbon is provided by a pair of alignment pin holes which mate with a MT
ferrule at Face B of the submount, as shown in Fig. 3.23.

Vee=3sv Vee=5v
Optobus IC TAN

ldrive
0
Differential DO —}
Electrical
Input 0 D0 —O—
Ml

WOptical Output
on Fiber 0

—_

VEE=0V VEE=0V

Fig. 3.24. A Single Channel of the Optobus Transmit Subsystem [57].

The transmit subsystem in Fig 3.22 consists of 10 differential electrical inputs and 10
optical output channels. The differential inputs require a minimum swing of 0.25 V with a
common mode range from V_-2.25 to V_ (i.e., 2.75-5.00 V when V_ =5 V), and thus
can interface directly with differential PECL inputs (0.8 V swing around 3.7 V). The 850
nm wavelength AlGaAs/GaAs VCSELs are driven by a 10-channel CMOS laser driver
circuit [57]. Each VCSEL produces divergent circular beams with a half angle of approx. §
[17]. A single channel of the transmit subsystem is shown in Fig. 3.24. The laser driver
controls the drive current which modulates the VCSEL. The laser is pre-biased at 0.5 mA to
lower the laser tum-on delay. Each VCSEL has a peak drive current of 5 mA, lasing
threshold of approx. 1.5 mA, and differential quantum efficiency of approx. 0.3 W/A [52].
The peak optical power is 0.8 mW per channel.
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Fig. 3.25. A Single Channel of the Optobus Receive Subsystem [57].

The receive subsystem in Fig. 3.22 consists of 10 optical input channels and 10
differential Current Mode Logic (CML) electrical outputs. A single channel of the receiver
circuit contains a GaAs PIN photodiode, a transimpedance pre-amplifier, a threshold
decision circuit and the CML output stage, as shown in Fig. 3.25 [57]. The photodiode
array is housed in the Guidecast submount of Fig. 3.23, and has an average responsivity of
0.43 A/W [52]. A reference voltage is internally generated to produce a fixed decision
threshold of 15 pnA of photocurrent, which provides a minimum optical sensitivity of 35
UW.

The differential CML electrical outputs of the Optobus are a type of low voltage
differential I/0. The high output impedance CML output stage for Channel 0 is shown in
Fig. 3.25. The decision circuit outputs YO and YO control transistors Q1 and Q2, which
form an inverting differential pair amplifier. The Optobus output pins Q0 and QO are
connected to external 50 Q pull-up resistors to 5.0 V, which also function as terminating
resistors. When YO =0 and YO =1, QI turns on and Q2 remains off. The output cell sinks
5 mA of current through output pin QO of the differential pair while the complementary
output pin QO is at 5 V. The opposite occurs when YO =1 and YO = 0. With external 50
Q pull-up resistors to 5.0 V, as shown in Fig. 3.25, the CML outputs switch between 4.75
V for a logic low and 5.0 V for a logic high. Due to the constant switching current and the
low output voltage swing, CML outputs generate less switching noise than conventional
ECL I/O’s.

The CML signal (250 mV swing) is restored to PECL level (800 mV swing) by the
10E416 signal buffer ICs, which incorporate 2 stages of gain internally, before feeding to
the Receiver Module, as shown in Fig. 3.25.
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. 3.2.5. NIC Datapath Propagation Latency

In this section, the latencies of the NIC’s transmit and receive datapaths are analyzed.

The NIC transmit datapath extends from the electrical outputs of the Protocol
Processor to the optical outputs of the OTM. The 128-bit parallel data from the Protocol
Processor propagates through the Transmitter Module (containing CMOS-PECL
translator, and transmitter IC) and the OTM (containing PECL signal buffer IC and
Optobus IC), before being transmitted to the Switch Core PCB. The latencies of these
electronic components in the transmit datapath are given as follows:

*  CMOS-PECL translator - the input to output propagation delay is 1.3 ns.

e Transmitter IC - the parallel input to serial output propagation delay is 2.0 ns; the

serialization time is 25 ns (20 bits at 1.25 ns per bit); the total delay is 27 ns.

« PECL signal buffer IC - the input to output propagation delay is 0.35 ns.

* Oprobus IC - the electrical input to optical output delay is 2.8 ns.

Therefore, the total transmission latency through the NIC’s transmit datapath is
31.45 ns or approx. 32 ns.

Similarly, the NIC receive datapath extends from the optical inputs of the OTM to
. the electrical inputs to the Protocol Processor. The serial bytes from the switch core
propagate through the OTM (containing the Optobus IC and PECL signal buffer IC) and
the Receiver Module (containing the receiver IC, PECL signal buffer IC and PECL-CMOS
translator). The latencies of the intemnal electronic components in the receive datapath are
given as follows:

*  Optobus IC - the optical input to electrical output delay is 2.8 ns.

» PECL signal buffer IC - the input to output propagation delay is 0.35 ns.

e Receiver IC - the time to assemble 20 serial bits (at 1.25 ns per bit) is 25 ns; the
deserialization and decoding time requires an additional frame period of 25 ns; the
output delay is 2 ns; the total delay is 52 ns.

* PECL signal buffer IC - the input to output propagation delay is 0.35 ns.

* PECL-CMOS translator - the input to output propagation delay is 3.5 ns.

Therefore, the total transmission latency through the NIC’s receive datapath is 59 ns

or approx. 60 ns.

3.3. Summary

This chapter reviewed the transistor-level structure and operation of high-speed
. PECL logic. The transmission line termination techniques used to compensate for the
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analog effects of high-speed signal propagation were discussed.

The detailed design of the workstation NIC was proposed, and is consistent with the
overview design presented in [S]. The NIC contains the Protocol Processor, the
Transmitter Module, the Receiver Module and the Optical Transceiver Module (OTM).
The operating principles of these modules and their internal components were described.
The proposed NIC architecture can supply up to 6.4 Gbit's bandwidth to and from the
centralized switch core over the optical datalinks. However, 20% of the link bandwidth is
used by the Transmitter Module to implement CIMT line encoding. The CIMT encoding
scheme maintains the DC balance of the transmitted serial data stream, and facilitates clock
recovery and data alignment by the Receiver Module at the destination NIC.

The Protocol Processor handles the communication protocols in FPGA hardware. It
supports a slow, wide bit-parallel CMOS datapath to the Transmitter Module and from
the Receiver Module, and provides the control signals to these modules. The Transmitter
Module multiplexes the slow, wide CMOS datapath to a fast, narrow PECL datapath. The
OTM sends the Transmitter Module output data streams to the switch core and receives
the Receiver Module input data stream from the switch core, over the optical datalinks.
The Receiver Module demultiplexes the fast, narrow PECL datapath from the OTM to a
slow, wide bit-parallel CMOS datapath.

The next chapter will describe the complete design of the 16x16 optoelectronic Switch
Core, which processes the data from the workstation NICs.
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Optoelectronic Switch Core Design

The design of a 16x16 optoelectronic switch core, which can support an aggregate
switching bandwidth of 102.4 Gbits is proposed. The switch core architecture is outlined
in Section 4.1, and is constructed from high-speed electrical crossbar switches, Optical
Transceiver Modules (OTMs) and a Switch Controller on a single Printed Circuit Board
(PCB). A bank of eight 16x16 static PECL crossbar switch ICs form the electrical
switching elements. Each of the 32 switch core I/O ports has an 8-bit datapath at 800
MHz, and interfaces to an Optical Transceiver Module. The packaging of the 16x16
optoelectronic switch core on a high-speed PCB is described.

Section 4.2 presents the switch core routing configuration and control. The Switch
Core PCB is connected to the Controller Workstation through an electrical ribbon cable.
Routing information is entered and downloaded to the Switch Core PCB under software
control. The Routing Software, running on the Controller Workstation, communicates
with the FPGA-based Switch Controller on the Switch Core PCB, using the parallel port
protocol. The functions of the Routing Software and its graphical user interface are
outlined. The FPGA-based Switch Controller, which implements the communication
interface and the control logic for configuring the crossbar switch ICs, is described.

4.1. Design of the Optoelectronic Switch Core

The 16x16 optoelectronic switch core is implemented with parallel crossbar
switches on a single PCB, and can deliver 102.4 Gbit/s of aggregate switching bandwidth.
The architecture of the optoelectronic switch core is illustrated in Fig. 4.1, and is
consistent with the functional description in Section 2.2.2. Each switch core /O port has
a 800 MHz 8-bit datapath, interfaces to an Optical Transceiver Module (OTM), and
supports a bandwidth of 6.4 Gbit/s per parallel tiber ribbon to a remote NIC. The OTM
performs optical-to-electrical (O/E) and electrical-to-optical (E/O) conversions on the
serial bytes between the switch core and the NIC.
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Fig. 4.1. Architecture of the Optoelectronic Switch Core.

The switching function is performed using a bank of eight 16x16 static PECL
crossbar switch [Cs in parallel, where each crossbar switch IC operates on a 1-bit slice of
the byte-wide datapath, as shown in Fig. 4.1. Statically configurable switches are used in
the demonstrator for simplicity, but a self-routing switch core can be employed in the
long term [5][6][21]. Let k£ €(0..15) denote the OTM of a switch core [/O port and
n € (0..7) denote a fiber in the parallel fiber ribbon. At the input to the switch core on the
left of Fig. 4.1, OTM £ sends the data from fiber » of its parallel fiber ribbon to input
port k of crossbar switch IC n. Hence, crossbar switch IC n switches the packets from
fiber n of all 16 Optobus datalinks. At the output from the switch core on the left of Fig.
4.1, crossbar switch IC n sends the data from output port £ to OTM £ for transmission
over fiber n of its outgoing parallel fiber ribbon. The data [/O signals of the crossbar
switch IC and the OTM in the Switch Core PCB employ differential PECL signaling and
the termination techniques in Section 3.1.2 are applied.

On the Switch Core PCB, the electrical switch core is configured by the Swirch
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Controller, which communicates with a dedicated Controller Workstation via an electrical
link. Under software control, static routing information is entered and downloaded into
the crossbar switch ICs that make up the electrical switch core. Using a CMOS FPGA,
the Switch Controller implements the communication interface over the electrical link and
the control logic for switch configuration. The control inputs of the crossbar switch IC are
CMOS compatible, and can be driven directly by the CMOS FPGA without logic level
conversion.

The modules on the Switch Core PCB are constructed using off-the-shelf electronic
components, and are described in detail in Sections 4.1.1 and 4.1.2. The descriptions
contain detailed technical design information regarding the functionality and operation of
the IC components. Readers who wish a broad overview may omit these sections and
proceed to Section 4.1.3.

4.1.1. PECL Crossbar Switch IC *

The electrical switch core employs Triquint TQ8017 non-blocking 16x16 crossbar
switch ICs, where each port supports a data rate of 1.2 Gbit/s [36]. With 8 ICs, the peak
switching capacity is 153.6 Gbits. Each crossbar switch IC, has a 132-pin 0.025 in. lead
pitch QFP package, with 16 differential PECL inputs, 16 differential PECL outputs, |1

CMOS control inputs and 57 power-ground pins. Power consumption is approx. 1.6 W
per IC when operated from a V. =5V supply.

16x16 Switch Matrix
Output [

Output
Buffers Buffers
I [
DO
5 [>—ais
°
s / : 16-to-1 {> - QU

CONFIGURE +| Config. Latch

|

LOAD

Prog. Latch
4 | 4-to-16 |
OUTADDS..O—:——' Do o -
INADD3.0 —= L
RESET » To All Latches i

Fig. 4.2. Architecture of the Crossbar Switch IC.
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Port Name Port Type Description

CNTRL_LVL GND/Open input Control inputs signal level select:
0V selects TTL, unconnected selects CMOS

CONFIGURE CMOS/TTL input Configuration Latch enable (Active high)
DO..D15, DO..DI5 PECL input Data input ports O to 15
INADD3..0 CMOS/TTL input Input port address
LOAD CMOS/TTL input Program Latch enable (Active high)
Q0..Q15, Q0..QIS PECL output Data output ports 0 10 t5
OUTADD3..0 CMOS/TTL input | Output port address
RESET CMOS/TTL input | Latch reset (Active high)

Table 4.1. Summary of TQ8017 Crossbar Switch IC I/O Ports.

The crossbar switch architecture is shown in Fig. 4.2, and the electrical I/O ports are
summarized in Table 4.1. The Switch Matrix contains 16 fully independent 16-to-1
multiplexers and allows each output port to accept data from any of the 16 input ports,
including broadcast and multicast modes. In Fig. 4.2, one “slice” of the Switch Matrix
consists of a 16-to-1 Multiplexer, a 4-bit Program Latch and a 4-bit Configuration Latch.
The Input Buffers fan-out the data inputs to all 16 multiplexers, such that multiplexer
input n is connected to input port n, where n€(0..15). The Qutpur Buffers drive the
multiplexer outputs to the differential output pins.

The 16 data input ports DO to D15 and the 16 data output ports QO to QIS5 are
differential PECL /0. The remaining inputs are configured for CMOS operation by
leaving the CNTRL_LVL pin open. Signal CONFIGURE is the global enable line for the
16 Configuration Latches. Signal LOAD is the global enable line for the 16 Program
Latches. Signal RESET clears all the internal Program and Configuration Latches. The
crossbar switch IC operates asynchronously and does not require a clock signal. The
switch /O ports are addressed using the binary form of their port numbers (0 to 15). The
4-bit input port address INADD?3..0 is the global data input to all 16 Program Latches.
The 4-bit output port address OUTADD?3..0 is decoded by the 4-to-16 Decoder, which
selects 1 of the 16 Program Latches.

The switch configuration is performed by the Routing Software on the Controller
Workstation, which drives the address lines and the control inputs using the Switch
Controller on the PCB. An input-outpur port mapping is a pair of input port and output
port addresses, and is interpreted as input port INADD3..0 being connected to output
port OUTADDS3..0. The switch is statically configured by loading each output port's
Program Latch with the desired input port's 4-bit address. The input port address is then
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used as the multiplexer select lines for that output port. The back-to-back latches in each
“slice” permit the Program Latch to be modified without interrupting the switching
function of the crossbar. The crossbar switch IC timing characteristics and configuration
procedures are described in Appendix B.

4.1.2. Optical Transceiver Module *

Each 1I/0 port of the switch core has an 8-bit datapath at 800 MHz, for a total
bandwidth of 6.4 Gbit/s per port, and interfaces to an Optical Transceiver Module
(OTM). Referring to Fig. 4.3, a complete OTM on the Switch Core PCB contains one
Motorola Optobus IC [17] and four Motorola 10E416 PECL signal buffers [53]. These
components have been described in detail in Section 3.2.4.

10E416 PECL
ig Optobus IC
Signal Butfer N //
\'E 7
Dout0..4 % - -
From Dout0. 4 g » - = .
- 2
Crossbar IC Douts..7 3 e £z 10 Pchl Fiber
Outputs ool T3l e 53 Ribbon to NIC
. = = 3
Rx-Clk = = -
Frame Bit 2. ] o]
N
T Din0..4 g 5 )

0 Din0..4 - = w E )
Crossbar IC . 3 ] § 2 10 P:?rallcl Fiber
Inputs —3”?; 3 < 22 Ribbon from NIC

na.. ?" e -
Tx-CIk - S
Frame Bit 2 e

Fig. 4.3. Complete Optical Transceiver Module on the Switch Core PCB.

As mentioned at the beginning of Section 4.1, the Optobus receive subsystem
performs O/E conversion on the serial bytes received over the incoming fiber ribbon trom
the NIC. The differential CML outputs of the Optobus are converted to PECL signals by
the PECL signal buffers. The Optobus transmit subsystem pertorms E/O conversion on
the serial bytes sent from the crossbar switch [Cs. The differential PECL inputs are
restored by the PECL signal buffers before being transmitted by the Optobus.

4.1.3. Propagation Latency

In this section, the latency of the datapath through 16x16 switch core, i.e., from the
optical inputs of the switch input port’s OTM to the optical outputs of the switch
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output port’s OTM, is analyzed.

The serial bytes from the sending NIC on the incoming parallel fiber ribbon
propagate through the input port’s OTM (containing the Optobus IC and PECL signal
buffer [C), through the crossbar switch ICs and into the output port’s OTM for
transmission over the outgoing parallel fiber ribbon to the receiving NIC.

The latencies of these electronic components in the datapath are given as follows:

* Optobus IC - the optical input to electrical output delay is 2.8 ns.

» PECL signal buffer IC - the input to output propagation delay is 0.35 ns.

* Crossbar switch IC - the input to output propagation delay is 2 ns.

Therefore, the total transmission latency through the switch core datapath is
approx. 8.3 ns.

4.1.4. Packaging of the Switch Core onto a Single Printed Circuit Board

In this section, the PCB design for the 102.4 Gbit/s switch core connecting 16 PCs
is described. An architectural description of this Switch Core PCB is also presented in
[5]. The packaging of the optoelectronic switch core onto a single PCB is illustrated in
Fig. 4.4. The complete switch core requires 16 Optical Transceiver Modules (OTMs), 8
crossbar switch [Cs and one CMOS FPGA-based Switch Controller.

The OTMs are arranged on the sides in 2 columns of 8 modules, and the crossbar
switch ICs and the Switch Controller are placed in the center column. Each OTM has a |-
bit differential datapath to and from each of the 8 crossbar switches, connected in pertect-
shuffle connections, as shown in Fig. 4.4.

The height of the complete Switch Core PCB can be estimated as follows. An
OTM, consisting of one Optobus IC, four 10E416 buffer ICs, terminators and bypass
capacitors, measures approx. 2.0 in. high by 3.6 in. wide. Each crossbar switch [C, with
terminators and bypass capacitors, measures approx. 2.0 x 2.0 in. The CMOS FPGA also
occupies an area of 2.0 x 2.0 in. The spacing between modules is 0.5 in. Hence, the PCB
will be approx. 20 in. high when the OTMs are arranged in 2 columns of 8 modules on the
sides, and the crossbar switches are arranged in one vertical column, as shown in Fig. 4.4.

The Switch Core PCB must employ the high-speed board design techniques
described in [10][58]. A multi-layer printed circuit board can be used with separate
power-ground planes dedicated to CMOS and PECL logic. This isolates the CMOS
switching noise from coupling into the relatively quiet PECL power-ground planes.
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Fig. 4.4. Optoelectronic Switch Core Packaging.
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Pairs of solid power-ground planes can be interleaved between pairs of horizontal
and vertical signal routing layers. The closely-spaced power-ground planes maximizes
their capacitive coupling and reduces power supply noise. The alternating trace
orientation in adjacent signal layers reduce coupling and crosstalk between routing layers.
To minimize crosstalk between traces on the same routing layer, guard traces, which are
grounded at both ends, can be inserted between signal traces, i.e., the datapaths between
the crossbar switch ICs and the OTMs of Fig. 4.4.

Signal Layer | (PECL)
0.005 in.
Ground Plane
0.010 in.
Power Plane

Signal Layer 2 (CMOS)
0.027 in.
s | R Signal Layer 3 (CMOS)

e ———
=
-

Ground Plane
0.010 in.

Power Plane

—

ﬂ

0.005 in.
Signal Layer 4 (PECL)

All layers are 0.0014 inch thick. Total PCB thickness is 0.063 inch.

Fig. 4.5. Stackup for the 8-layer Switch Core PCB.

For maximizing performance, the trace geometry must be controlled to maintain 50
Q characteristic impedance. Fig. 4.5 illustrates a PCB stackup for the Switch Core PCB.
The layer arrangement is symmetric about the center of the PCB. The thickness of all
signal and power-ground layers are 0.0014 in. (when 1-o0z per sq. ft. of copper is used).
The thickness of the PCB is 0.063 in. An outer trace on the surface of the PCB (i.e.,
signal layers 1 and 4) above a reference power or ground plane is called a microstrip
conductor and the impedance is approximated by [58]:

=87 [ 398 ] when 0.1< 2 <20 (Eq. 4.1)
VE +L41 [08w+1 h
where Z,, is the characteristic impedance (£2)

€, is the dielectric constant of the PCB material

w is the width of the trace (inch)

t is the thickness of the trace (inch)

A is the height of the trace above a reference plane (inch)
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‘ Referring to Fig. 4.5, the inner traces in signal layers 2 and 3 are sandwiched
between 2 reference plar.ss and are called dual stripline conductors. The trace impedance
is approximated by [58]:
zZ,= _3F0= In 3.61(2h, +t)(2l’5 +1) (Eq. 4.2)
VE, (0.8w +1)°
when —2— < 0.35 and —— < 0.25
I+, I+,
where hy is the distance of the trace from the first reference plane (inch)

h3 is the distance of the trace from the second reference plane (inch)

Typically, €, =4.5 for epoxy glass FR4 PCB and ¢ = 0.0014 in. when | oz. per sq.
ft. of copper is used. From Eq. 4.1, to obtain a 50 Q outer trace in layers | and 4, we can
use trace widths w = 0.008 in., placed & = 0.005 in. above the reference plane, as shown
in Fig. 4.5. From Eq. 4.2, to obtain a 50 Q inner trace in layers 2 and 3, we can use trace
widths w =0.008 in. and distances /&, =0.008 in. and ki, =0.0175 in, as shown in Fig.
4.5. These geometries are within the capabilities of current PCB technology. To eliminate
reflections and to maintain transmission line impedance matching, all high-speed signal

. traces, such as the datapaths between the OTMs and the crossbar switch ICs, are end
terminated into 50 Q resistors at the receiver, as described in Section 3.1.2. To minimize
skew, all traces in a datapath should have comparable length.

With 0.008 in. wide signal and guard traces, and 0.012 in. trace-to-trace separation,
each signal layer supports 25 signal and 25 guard traces per inch of PCB, and this wiring
density can be used to estimate the number of signal layers and the width of the Switch
Core PCB. The size of the complete Switch Core PCB is computed from Fig. 4.4 as
follows. The horizontal bisectors A and B separate the PCB into 2 symmetric halves.
Consider OTMs 0 through 7 in the left column of Fig. 4.4. Each OTM sends 8 bits to and
receives 8 bits from the crossbar switches. These PECL datapaths between the OTMs
and the crossbar switch ICs employ differential signaling and operate at 0.8 Gbits. Four
bits in each 8-bit wide datapath cross the horizontal bisector A, and the number of signal
traces per OTM crossing bisector A is (4 +4) bits x 2 traces per bit = 16 traces. With 8
OTMs on either side of the PCB, the total number of signal traces crossing bisector A (or
bisector B) is 16 x 8 =128 traces.

Using 2 signal layers at a density of 25 signal traces per inch per signal layer, the
shuffles implementing the traces for the PECL datapaths are (128 traces+25)

. +2 layers = 3 in. wide per shuffle. The PCB also needs 9.2 in. of width for the 3 columns
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of on-board ICs (i.e., sum of two OTM widths and one crossbar switch IC width).
Separate power-ground planes are reserved for CMOS and PECL logic, and 2 additional
layers are used for routing CMOS signals, as shown in Fig. 4.5. Hence the entire PCB has
8 layers and measures 20 in. high, 16 in. wide and 0.063 in. thick, which is within the
limits of current PCB technology [10]. Furthermore, the design has been conservative and
has used relatively wide traces. High-performance PCBs can use much finer metal trace
widths (0.0005 in.) and up to 40 layers of metal [59], resulting in much smaller PCBs.
This analysis is consistent with the architectural projections in [S][21].

4.2. Routing Configuration and Control

The routing configuration of the 16x16 optoelectronic switch core is managed by a
combination of software and hardware. As shown in Fig. 4.6, the Switch Core PCB
connects to the Controller Workstation’s parallel [/O port, through an electrical ribbon
cable. On the Controller Workstation, custom Routing Software [30] communicates with
the Switch Controller on the PCB using the parallel port protocol [60]. The software
provides an efficient interface for entering the input-output port mappings of the 16x16
optoelectronic switch core. The Routing Software is described in Section 4.2.1. On the
Switch Core PCB, an FPGA-based Swirch Controller [30] handles the data transfer
protocol and implements the control logic for configuring the crossbar switch ICs. The
Switch Controller is described in Section 4.2.2.

Switch Controller
[ ] nStrobe Crossbar ICs
D Load
ara 8,
. E Configure
Routing ot Busy
Software 2 nAck PPI SCL | PReset ><
GUI _E nError InAdd_ 4,
EmorCode 2, Outadd 4
— S —
Ribbon Cable
Controller Workstation Switch Core PCB

Fig. 4.6. Communication Link between Controller Workstation and Switch Core PCB.

4.2.1. Routing Software on the Controller Workstation

The Routing Software [30] in Fig. 4.7 has an intuitive graphical user intertace (GUI)
to modify the 16 input-output port mappings of the 16x16 optoelectronic switch core, to
save the current switch mapping and to retrieve previously stored mappings. The Routing
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Software was developed in collaboration with 3 undergraduate students as part of a term
project, supervised by Prof. T. H. Szymanski. An input-output port mapping represents a
connection from the input port to the output port. The Routing Software is developed
using the Visual C++ object-oriented programming environment. The GUI is first
constructed by defining dialog controls (buttons) within the dialog box (window). The
software execution follows the Event Driven paradigm. When a dialog control is activated
(e.g., clicked, selected), the actions associated with the control are performed, which are
described using C programming language code.

At b ntiagaton DJubey

Exit Routing
Software

16 Input P .
nput Forts Broadcast from
selected input port
8 outof 16
Output Ports

Displays the other

8 output ports
Retrieve stored
mappings Set mappings to
Pass Through mode
Store current
mappings Revert to Default mode
(Broadcast from port 0)
hY
‘“l,?:zzg‘f Download mappings

into the switch core

Fig. 4.7. Routing Software Graphical User Interface.

The 16x8 two-dimensional (2D) array of circular radio buttons in the center of Fig.
4.7 displays the mappings for output ports 0 to 7. The mappings for output ports 11 to
I5 can be viewed by selecting the *Next 8 Outputs” Button. The programming
environment limits each dialog box (window) to display up to 256 dialog controls
(buttons). Hence, the mappings are visually organized in two sets of 16x8 array [30].

In Fig. 4.7, each vertical column in the 2D array represents an input port of the
switch core. Each horizontal row in the 2D array represents an output port of the switch
core. A connection from an input port / to an output port / is established by clicking the
button intersecting column 7 and row j. The connection is displayed as a solid circle and
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saved in the Routing Software’s internal data structures. A column may have multiple
connections, which would correspond to multicasting from an input port. But a row can
only contain one connection because an output port cannot be driven by multiple input
ports. This restriction is built into the user interface. Broadcast from input port i to all 16
output ports can be configured by selecting the square button above column i. The Pass-
Through configuration, i.e., input port i is connected to output port j=i, is shown in Fig.
4.7. This mode is configured by selecting the “Pass Through™ Button on the right. The
“Default’” Button clears the current configuration and reverts to the default mapping of
broadcast from input port 0.

The switch core mappings entered into the GUI can be written to a Configuration
File using the “Save” Button and previously stored Configuration Files can be retrieved
using the “Load” Button. The format of the Configuration File is described in Appendix
B. When the “Program” Button is selected, the Routing Software configures the switch
core using the mappings displayed in the GUI. The transfer procedures and data format
are described in Appendix B.

The Message Window reports system messages from the GUI, communication error
messages and configuration status messages. Selecting the “Close” Button exits the
Routing Software.

4.2.2. FPGA-based Switch Controller

The Switch Controller, adapted from [30], implements the Parallel Port Interface
(PPI) and the Switch Configuration Interface (SCI) modules in programmable logic using
CMOS FPGA.

Data is transferred between the Controller Workstation and the Switch Core PCB
one byte at a time using the parallel port protocol. In Fig. 4.6, the Controller Workstation
drives the 8-bit datapath DATA and the data ready signal nNSTROBE. The Switch
Controller manipulates the signals BUSY, nACK, nERROR and ERRORCODE.

The PPI handles the data transfer and error detection on the 8-bit datapath between
the Controller Workstation and the Switch Core PCB over the parallel port ribbon cable.
The SCI module receives the routing data from the PPI and configures the crossbar switch
ICs, which make up the electrical switch core. Partitioning the Switch Controller into PPI
and SCI modules allows the communication and configuration tunctions to operate in a
“pipelined” fashion (i.e., overlapped execution in time). The PPl and SCI modules are
Finite State Machines (FSMs). Their operation and implementation in VHDL (Very High
Speed Integrated Circuits Hardware Description Language) are presented in Appendix B.

w
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4.2.3. Synthesis Result and Configuration Latency

This section provides the FPGA synthesis results for the Switch Controller, and
estimates the time required by the Switch Controller to configure the switch core.

A complete Switch Controller utilizes 25 I/O pins and requires one Altera FLEX
81500 SRAM-based FPGA (part no. EPF81500AGC280-2) [47]. The VHDL design
entities are synthesized using the Altera MAX+PLUS II integrated design environment.
The implementation contains [1 input pins and 16 output pins, and requires 84 out of
1296 logic cells, which corresponds to a utilization of 6%. Timing analysis by the design
tool indicates the critical path is within the PPI’s state machine and has a delay of 21.2
ns. Hence, the Switch Controller can be clocked at approx. 47 MHz.

To fully configure the 16x16 optoelectronic switch core, the Switch Controller
receives 32 address packets and | “configure command” packet from the Routing
Software. The transfer of an address packet (input or output) from the Controller
Workstation to the Switch Controller requires 4 clock cycles. After an output port
address packet is received, the crossbar switch LOAD signal is asserted for | clock cycie,
at the same time as the next address packet is being downloaded. The processing of a
“configure command” packet to load the Configuration Latches requires 4 clock cycles.
Therefore, the total configuration takes (32x4)+4 =132 clock cycles. If the Switch
Controller operates at 40 MHz (25 ns clock period), the electrical switch core could be
configured in 3300 ns.

4.3. Summary

This chapter proposed the detailed design of the 16x16 optoelectronic switch core,
which connects to 16 NICs using optical datalinks. Each switch [/O port has a 8-bit
datapath and supports 6.4 Gbit/s data rate per optical datalink. The proposed switch core
architecture can handle up to 102.4 Gbit/s switching bandwidth generated by the 16
NICs, and is consistent with the overview design presented in [5].

The packaging of the switch core on a high-speed printed circuit board (PCB) was
described. The Switch Core PCB contains 16 Optical Transceiver Modules (OTMs), 8
crossbar switch [Cs and a FPGA-based Switch Controller. The switch core is statically
configured under software control. The operating principles of these modules were
described. Each OTM operates the incoming and outgoing Optobus datalinks to and from
a single remote NIC. The independent transmit and receive subsystems perform electrical-
to-optical and optical-to-electrical conversions, respectively, on the 8-bit switch core IO
datapaths. The switching function is performed using a bank of 8 static PECL 16x16
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crossbar switch ICs in parallel, which can potentially support a peak switching
bandwidth of 153.6 Gbit/s. Each crossbar IC operates on 1 bit of the byte-wide datapath
at each switch core input port. Internally, the crossbar IC is organized as 16 independent
16-to-1 muiltiplexers, where each output port is driven by a multiplexer output. By
configuring the multiplexer select lines, this structure allows each output port to accept
data from any of the 16 input ports, and hence supports broadcast and multicast modes.

The Switch Core PCB connects to a dedicated Controller Workstation over an
electrical link. The Routing Software on the workstation communicates with the Switch
Controller on the PCB using a full handshake protocol over an 8-bit datapath. The
functions of the Routing Software were described. The Routing Software provides an
efficient graphical user interface to manipulate the input-output port mappings of the
16x16 switch core. These mappings can be stored in external data files, whose format was
described. The Switch Controller implements the communication interface and the control
logic to configure the 8 crossbar switch ICs, using field programmable gate array
hardware.

The next chapter will describe the NIC and switch core prototypes, constructed
according to the functional descriptions provided in this and the previous chapters.



CHAPTER 5
System Prototypes

Prototypes of the Network Interface Card and the Switch Core Printed Circuit Board
are constructed for the LAN demonstrator. This chapter summarizes the implementation
details of the prototypes, which realize a subset of the complete Fiber Optic LAN design
presented in Chapters 3 and 4. The LAN prototypes are constructed using custom PCBs,
which are designed for rapid prototyping using FPGAs. The features of this prototyping
PCB are given in Section 5.1. The prototype NIC and the prototype optoelectronic Switch
Core PCB are described in Sections 5.2 and 5.3, respectively, with circuit diagrams and
logical descriptions. Commercial electronic integrated circuits (ICs) are used to implement
the modules on the NIC and the Switch Core PCB. Custom IC daughterboards are
developed to mount these electronic ICs onto the prototyping PCB, and are described in
Section 5.4.

5.1. Prototyping Printed Circuit Board

The NIC and switch core prototypes are constructed on a custom prototyping PCB
[31]. The prototyping PCB was developed in-house within the Microelectronics and
Computer Systems Laboratory at McGill University by Mr. J Walker and Prof. T. H.
Szymanski, and was debugged and prepared by an undergraduate student as part of a
summer student training program.

An unpopulated prototyping PCB is shown in Fig. 5.1. This double-sided PCB
conforms to the Eurocard 6U x 160 mm standard [61] and measures approx. 233 x 160 mm
(925 x 6.25 in.). In Fig. 5.1, two 96-pin VME (VERSA-Module Europe) male connectors
(DIN 41612 standard) [61] are mounted at the bottom of the PCB, and provide access to
power supplies and logic analyzer functions when plugged into a prototyping station.

This PCB is designed tor rapid prototyping using the Altera FLEX 81500 FPGA
(part no. EPF81500AGC280-2) [47]. The CMOS FPGA has a SRAM-based architecture
and contains 1296 logic cells, which is an equivalent logic density of approx. 16,000 gates.
The FPGA device has a 280-pin PGA footprint with 208 user [/O pins, 60 power-ground
pins and 12 dedicated contiguration /O pins. On the PCB, the FPGA configuration [/O
pins are hardwired to a 10-pin connector, which attaches to the ByteBlaster download
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cable [62]. Logic functions are programmed into the FPGA by downloading the
configuration bits from an external host (such as a PC workstation) running the Altera
MAX+PLUS II Design Environment [47].

Altera LED & Resistor
FPGA (Nzlgr:ol:y FLEX 81500 ' Packs (16-pin
Bank =Dl -
0.3 inch DIP) FECA 0.3 inch DIP)
i ‘ — : B V - ' Io-pin
26-pin . . B ByteBlaster
Parallel Port R . Port

96-pin VME Connectol

96-pin VME Connectors

Clock Oscillator
(14-pin 0.3 inch DIP)

Fig. 5.1. Prototyping PCB used to construct the NIC and switch core prototypes.

Other components hardwired to the FPGA on the PCB include a clock oscillator,
external FPGA memory chips, light emitting diodes (LEDs), switches and resistor packs, as
shown in Fig. 5.1. For external control and data transfer, a parallel port ribbon cable can be
attached to the 26-pin connector on the left side of the PCB. For general purpose
prototyping, the PCB features one 26-column by 30-row 0.1 in. pitch Pin Grid Array
(PGA) area and two Dual In-line Package (DIP) areas at the top of Fig. 5.1. The DIP areas
support DIP packages with 0.3 and 0.4 in. spacings. Using standard wire-wrap pins, ICs
can be attached and wired on these areas.

5.2. Prototype Network Interface Card

This section describes a functional prototype NIC, which has been developed to
implement a subset of the complete NIC design outlined in Section 3.2. A photograph of
the prototype NIC is shown in Fig. 5.2, and contains the following components:

* The Protocol Processor is implemented using the CMOS Altera FLEX 81500

FPGA.

* The Transmitter Module includes one HDMP-1012 transmitter (Tx) IC and three

10H351 CMOS-PECL translators.
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+ The Receiver Module includes one HDMP-1014 receiver (Rx) IC, three 10E416
PECL signal buffer ICs and three 10H350 PECL-CMOS translators.

*« The OTM on the left of Fig. 5.2 includes an Optobus transceiver IC and one
10E416 PECL signal buffer IC.

Incoming Outgoing  Transmitter Receiver
Fiber Ribbon Fiber Ribbon  Module Moduie

Optobus
Transceiver 1 [ .
Z Py I T I SRR

SEEVEERE 10E416 Buffers
RINALR |0H350 Converters f2

| SR

Reset
I0H351 Switch
it onerters
- ByteBlaster
Connector

vvvvvvvvvvvvvvvvvvv

= "; Cloc
%@ "y . ERS
Oscillator Processor

Fig. 5.2. Prototype Network Interface Card.

The transmitter IC, the receiver IC, the Optobus transceiver and the 10E416 buffers

are mounted on daughterboards, which are described in Section 5.4. The PCB is powered
from a single 5 V supply and all ICs, except the CMOS FPGA, are operated at PECL
levels. All PECL signal lines are parallel terminated into 50 Q using SIP terminating resistor

packs, as described in Section 3.1.2. Bypassing and decoupling techniques [10] are applied

to the 5 V rail since all PECL levels are referenced to this voltage, as described in Section
5.4. The circuit diagram in Fig. 5.3 highlights the 4 modules on the NIC. The prototype
NIC supports 16-bit datapaths between the Protocol Processor, the Transmitter and
Receiver Modules.

5.2.1. NIC Transmit Datapath

The transmit function of the NIC is described as follows. The Protocol Processor on

the left of Fig. 5.3 is clocked at 12 MHz by an external CMOS clock oscillator on the PCB,

60



CHAPTER 5. System Prototypes

and supplies the frame clock STRBIN, the frame select inputs nCAV and nDAYV, and bits
DO0..3 of the datapath (D4..15 are fixed at logic 0 due to limited board space for CMOS-
PECL translators) to the transmitter IC. These transmitter [C [/O ports were described in
Section 3.2.2. The Protocol Processor debounces the Reset Switch, which is the
initialization input to the transmitter IC signal nRST and the receiver IC signals
nSMCRSTO..1.

Within the Transmitter Module at the top of Fig. 5.3, the 10H351 translators (Label 1
in Fig. 5.3) convert the single-ended CMOS outputs of the Protocol Processor to
differential PECL signals. The uncomplemented PECL outputs of the |0H351 translators
(complemented outputs are unused) connect to the single-ended PECL inputs of the
transmitter IC, which are terminated to 50  as discussed in Section 3.1.2 (Label 2 in Fig.
5.3). Static PECL logic 0 and | are generated by connecting the 10H351 inputs to 5 V and 0
V, respectively. The differential HSO frame clock input STRBIN of the transmitter IC is
AC-coupled with 0.1 uF capacitors. The transmitter IC in the prototype is configured to
input 16-bit parallel data frames at 12 MHz (DIVI=1, DIV0=0, M20SEL=0) and to
generate serial data frames at (16 + 4) bits x 12 MHz = 240 Mbiuss.

The transmitter IC’s differential BLL serial data output DOUT is AC-coupled using
0.1 uF capacitors, and passes through the 10E416 signal buffer within the OTM (Label 3 in
Fig. 5.3) and connects to the Optobus IC differential input DO. The Optobus transmit
subsystem performs E/O conversion and sends the serial data on channel 0 (Ch 0) of the
outgoing parallel fiber ribbon to the switch core. The OTM I/O ports were discussed in
Section 3.2.4.

5.2.2. NIC Receive Datapath

The receive function of the NIC is described as follows. The Optobus [C within the
OTM in Fig. 5.3 receives the 240 Mbit/s serial data from the switch core on channel 0 (Ch
0) of the incoming parallel fiber ribbon (Label 4 in Fig. 5.3). After O/E conversion, the serial
data appears on the differential CML output QO, which is terminated to 50 Q and is
restored to PECL level by the 10E416 signal buffer.

Within the Receiver Module at the bottom of Fig. 5.3, the 10E416 differential output
connects to the receiver IC’s differential H50 input LIN, which is AC-coupled using 0.1 uF
capacitors (Label 5 in Fig. 5.3). The converted frame clock STRBIN from the Protocol
Processor differentially drives the receiver [C H50 input DIN.
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CHAPTER 5. System Prototypes

The receiver IC in the prototype is configured to output 16-bit parallel data frames at
12 MHz (DIVI=1, DIV0=0, M20SEL=0). The 16-bit parallel data appears on outputs
DO0..16, of which DO..3 are of interest (D4..15 are fixed at logic 0 by the transmitter IC).
The receiver IC also supplies the recovered frame clock STRBOUT, the frame select
outputs nCAV and nDAYV, and the link status signals ERROR and nLINKRDY. These
single-ended PECL I/O ports of the receiver IC were described in Section 3.2.3.

The 10E416 signal buffers (Label 6 in Fig. 5.3) within the Receiver Module convert
the receiver IC single-ended PECL outputs to differential PECL signals. The single-ended
signals connect to the 10E416’s uncomplemented inputs, while the 10E416’s
complemented input pins are wired to an internally generated threshold voltage
Vs = 3.7 V [53]. The differential outputs of the 10E416 signal buffers differentially drive
the 10H350 PECL-CMOS converters, which provide the single-ended CMOS signals to the
Protocol Processor. The Protocol Processor then uses the recovered frame clock
STRBOUT to latch the receiver IC outputs.

5.3. Prototype Switch Core Printed Circuit Board

This section describes a functional prototype Switch Core PCB, which has been
developed to implement a subset of the switch core architecture outlined in Section 4.1. A
photograph of the prototype Switch Core PCB is shown in Fig. 5.4. The switch core
supports | Input Port and | Output Port, and contains the following components:

* The electrical switch core includes one TQ8017 16x16 PECL crossbar IC.

¢ The single OTM in the center of Fig. 5.4 includes an Optobus transceiver IC and

one 10E416 PECL signal buffer IC.

¢ The Switch Controller is implemented using the CMOS Altera FLEX 81500

FPGA.

The implementation of the prototype Switch Core PCB is similar to that of the
prototype NIC. The 16x16 crossbar switch IC, the Optobus transceiver and the 10E416
buffer are mounted on daughterboards, which are described in Section 5.4. The Switch Core
PCB is powered from a single 5 V supply and all ICs, except the CMOS FPGA, are
operated at PECL levels. All PECL signal lines are parallel terminated into 50 Q using SIP
terminating resistor packs, as described in Section 3.1.2. Bypassing and decoupling
techniques [10] are applied to the 5 V rail since all PECL levels are referenced to this
voltage, as described in Section 5.4.
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PECL 16x16 Incoming Outgoing
Crossbar [C Fiber ribbon B Fiber ribbon

ByteBlaster
Connector

Oscillator Controller

Fig. 5.4. Prototype Switch Core Printed Circuit Board.

The circuit diagram in Fig. 5.5 highlights Input Port 14 and Output Port IS of the
16x16 optoelectronic switch core. Normally, Input Port OTM i is the same module as
Output Port OTM i, where i €(0..15) (see Fig. 4.1). The Optobus receive subsystemn
(Label 1 in Fig. 5.5) and the Optobus transmit subsystem (Label 4 in Fig. 5.5) form the
same physical module. In the setup of Fig. 5.5, the wiring pattern was modified so that
[nput Port OTM 14 and Output Port OTM 15 represent the same module. Fig. 5.5 depicts
Bit O of (byte-wide) Input Port 14 being routed to Qutput Port 15 through crossbar switch
0.

Within the OTM of Input Port 14 on the left of Fig. 5.5, the incoming parallel fiber
ribbon from the prototype NIC connects to the Optobus receive (Rx) subsystem. The 240
Mbit/s serial data is received by the Optobus on channel 0 (Ch 0) of the parallel fiber
ribbon (Label 1 in Fig. 5.5) and appears at the differential CML output QO after O/E
conversion. The CML output is terminated to 50 € and is restored to PECL level by the
1OE416 butfer within the OTM. The [0E416 buffer differential output connects to input
D14 of the crossbar switch 0 (Label 2 in Fig. 5.5).

The OTM of Output Port 15 is on the right of Fig. 5.5. The crossbar switch 0 output
Q15 passes through the 10E416 signal buffer within the OTM (Label 3 in Fig. 5.5), and
drives the Optobus differential input DO. The Optobus transmit (Tx) subsystem performs
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E/O conversion and sends the 240 Mbit's serial data on channel 0 (Ch 0) of the outgoing
parallel fiber ribbon to the prototype NIC (Label 4 in Fig. 5.5).

The FPGA Switch Controller is clocked at 8 MHz by an external CMOS clock
oscillator on the PCB (Label S in Fig. 5.5). The Parallel Port Interface (PPI) and Switch
Configuration Interface (SCI) logic functions are programmed into the FPGA using the
ByteBlaster cable (Label 6 in Fig. 5.5). The Switch Controller communicates with the
Controller Workstation’s Routing Software using the parallel port signals (Label 6 in Fig.

5.5), and provides the CMOS signals to control the crossbar switch IC, as described in
Section 4.2.2.

Differential
@ 240 Mbivs @
500 Data 50Q
Incoming _ X Outgoing
Fiber ~®»{Cho L g_ij 8—:2 ] [DTg Ch 0 > Fiber
Ribbon Q0 v Ribbon
Optobus Crossbar @ Optobus
Rx Switch 0 <
OTM of Differential Y OTM of
Input Port 14  240Mbivs i5 | Output Port 15
Data =] =D
EEEEE
S0l ES
= ' 8 MHz
Routing % T p/ Clock
s ———
O) swich | ()
Max-+Plus Il Y| — Controller
Software &l _;”_ -

Fig. 5.5. Switch Core Printed Circuit Board Circuit Diagram.

5.4. Integrated Circuit Daughterboards

Commercial off-the-shelf electronic ICs were used to implement the various modules
on the prototype NIC in Fig. 5.2 and the prototype switch core in Fig. 5.4. Custom /C
daughterboards [26] were designed and fabricated using standard 2-sided epoxy glass FR4
material to mount IC devices, without PGA or DIP package footprints, onto the
prototyping PCB. These IC devices are soldered onto the surface of the daughterboard and
the device [/O are routed, on 0.010 in. PCB traces, to pins [63] mounted under the
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daughterboard, which conform to PGA or DIP footprints. Bypass (or decoupling)
capacitors and terminating resistors are designed onto the daughterboards, in close
proximity to the ICs. PECL signal lines are end terminated using SIP resistors, which have
internal 81 2 pull-up to 5 V and 130 Q pull-down to 0 V [64]. The Thevenin equivalent of
the resistor divider is 50 Q into 3 V, as described in Section 3.1.2.

High speed switching of device outputs induces high frequency noise on the power
supply rails, due to the charging and discharging of capacitive loads [10]. The instantaneous
currents generated with switching outputs can cause transient power supply voltage
variations. Apart from minimizing system noise on the PCB, maintaining a stable and
relatively clean V.. =5V voltage level is important for PECL systems because the V.

level is used as the reference for the I/O and internal switching bias levels [46]. Any shifts
in V. couple 1-to-1 onto these parameters, hence reducing the noise margins. A bypass or
decoupling capacitor acts as a low impedance supply by storing electrical charge, which is
released to the supply rails to counteract the supply voltage variation [58]. At the board
level, bulk bypass capacitors provide a PCB with enough capacitance to handle long term
current demands when many [C outputs switch simultaneously on the PCB [58].
Typically, electrolvtic capacitors (10-100 uF) are placed at the location where the power
supply enters the PCB. These capacitors also filter low frequency (< 1 kHz) noise on the
supply rails [10]. All high speed logic ICs require /ocal bypass capacitors to supply the
instantaneous currents during switching intervals (i.e., when changing states). Local bypass
capacitors provide a nearby source of switching currents to prevent degradation in the local
power or reference levels, due to the finite inductance of the power distribution network on
the PCB [58). Typically, monolithic-ceramic capacitors (0.01-0.1 uF) are placed, as close
as possible, across the IC power and ground pins. These capacitors also filter the switching
noise generated by active devices, and provide a low inductance path to ground for the
return currents during output switching [10].

The following sections describe the daughterboards used in the prototypes, as
illustrated in Figs. 5.6 to 5.9. Their corresponding pinout schematics, which map the IC pin
numbers to the daughterboard pins, are contained in Appendix C.

5.4.1. Transmitter IC and Receiver IC

Fig. 5.6 shows the daughterboard mounting a pair of Hewlett-Packard HDMP-1012
transmitter [C and HDMP-1014 receiver IC [49], which are used in the Transmitter and
Receiver Modules on the NIC, respectively. Both devices have a 80-pin rectangular PQFP
(plastic quad tlat pack) footprint with 0.80 mm lead pitch. The daughterboard converts the
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PQFP footprint to DIP Area footprint and measures approx. 2.7 in. wide by 2.0 in. high.
The daughterboard pinout schematic is described in Appendix C.
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Fig. 5.6. Transmitter and Receiver ICs Daughterboard.

5.4.2. PECL buffer IC

Fig. 5.7 shows the daughterboard mounting the Motorola 10E416 PECL signal buffer
[C [53] of the OTM. The 10E416 signal buffer [C has a 28-pin PLCC (plastic leaded chip
carrier) footprint, and is secured in a PLCC-to-PGA socket, which is soldered to the
daughterboard. The daughterboard mounts the 10E416 signal buffer IC onto the DIP Area
and measures approX. | in. wide by | in. high. The daughterboard pinout schematic is
described in Appendix C.

Buffer IC in a— -+
PLCC Socket mo

B 54| Bypass =

: Capacitors &

v

<— 1.0 inch —»

Fig. 5.7. PECL Signal Buffer IC Daughterboard.
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5.4.3. Optobus Transceiver IC

Fig. 5.8 shows the daughterboard mounting the Motorola Optobus transceiver IC [65]
of the OTM. The Optobus IC has a 196-pin 14x14 PGA footprint with 0.1 in. pin
spacings. The daughterboard mounts the Optobus IC onto the DIP Area and measures
approx. 2.3 in. wide by 2.0 in. high. The daughterboard pinout schematic is described in

Appendix C.
SIP Terminating
Resistors (5022) Optobus IC
Bypass £ Jl Bypass ;:‘t
Capacitors Capacitors &

R

Transmit Port Receive Port

a———— 2.3 inches

Fig. 5.8. Motorola Optobus Daughterboard.

5.4.4. Crossbar Switch IC

Fig. 5.9 shows the daughterboard mounting the Triquint TQ8017 crossbar switch IC
[36] of the Switch Core PCB. The crossbar switch IC has a 132-pin PQFP (plastic quad
flat pack) tootprint with 0.025 in. lead pitch. The daughterboard mounts the crossbar
switch [C onto the PGA Area and measures approx. 2 in. wide by 2 in. high. The
daughterboard pinout schematic is described in Appendix C.

68



CHAPTER 5. System Prototypes

SIP Terminating
“ Resistors (502) \

T
|
|
N
(=
5
3

5 |
Bypass o Bypass |
Capacitors i Capacitors |
v
PECL 16x16
Crossbar Switch

«———— 20 inches ————»

Fig. 5.9. Crossbar Switch I[C Daughterboard.

5.5 Summary

[n this chapter, functional prototypes of the LAN demonstration system components
were presented. The circuit diagrams and logical descriptions of the prototype NIC and the
prototype Switch Core PCB were provided. The prototypes are developed from
commercial electronic ICs, and are constructed on PCBs customized for prototyping using
FPGAs. Daughterboards were developed to mount the electronic [Cs, to bypass the IC

supplies, and to terminate high speed PECL signal lines.
The next chapter will present the experimental results obtained from the prototypes

described in this chapter.
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CHAPTER 6
Results, Analysis and Projections

This chapter presents experimental evaluations of the prototype NIC and
prototype Switch Core PCB. Section 6.1 demonstrates the transmission of high speed
data through the LAN prototypes. Section 6.2 analyzes the packet transmission interval
and efficiency. Section 6.3 addresses the scalability issues of the Fiber Optic LAN
architecture.

6.1. Packet Flow Measurements

[n this section, the transmission of packetized data through the functional
prototypes is described and demonstrated. The Fiber Optic LAN demonstration system,
consisting of the Switch Core PCB, two 10 m parallel fiber optic datalinks and one NIC,
is shown in the photograph of Fig. 6.1.

Fig. 6.2 depicts the transmission of 20-bit CIMT encoded serial frames from one
NIC card, through 10 m of parallel fiber ribbon, through the centralized switch core,
through 10 m of parallel fiber ribbon, and back to the NIC. For clarity, the prototype NIC
is duplicated as a sending NIC, which represents the NIC transmit datapath, and as a
receiving NIC, which represents the receive datapath.

Parallel Port
Interface

B &
gy

" Parallel fiber

£ optic datalinks }
’ A

» Network
Interface Card

ul

Fig. 6.1. Fiber Optic LAN Components.
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Fig. 6.2. Test Setup for LAN Prototypes.

The waveforms in Figs. 6.3 to 6.8 illustrate the packet flow through the network,
and were measured using a Hewlett-Packard HP54610B 500 MHz digitizing oscilloscope
with 10x 1-MQ passive probes. The waveform snapshots were captured using a high-
resolution CCD hand-held digital camera. In performing the measurements, the probe
shield was shorted directly to the circuit board ground, near the signal under test, without
using the supplied ground wire. This technique reduces ringing and noise pickup due to
the inductive coupling of the long (few inches) ground wire [10].

At the sending NIC in Fig. 6.2, the Protocol Processor (PP) transfers 16-bit parallel
data frames, with data inputs D0..3 set to "1010", at 12 MHz into the transmitter (Tx)
IC. The transmitter IC uses an internally generated 240 MHz clock, shown in Fig. 6.3, to
perform serialization. The 16-bit parallel data word "10100000..0" forms the 16-bit Data
Frame. The 4-bit Control Field "1101" is appended, as described in Section 3.2.2.3. After
CIMT encoding and serialization, the serial data rate at the transmitter IC differential
serial data output DOUT is (16 + 4) bits x 12 MHz = 240 Mbit/s, as illustrated in the
lower waveform of Fig. 6.4. Each 20-bit serial frame is approx. 83 ns in duration, and the
waveform peak-to-peak voltage swing is approx. 800 mV.

In Fig. 6.4, the serial frame & is uninverted, and the following serial frame £+1 is
conditionally inverted by the transmitter [C. The 16-bit Data Field and the 4-bit Control
Field are highlighted for serial frame . The observed Data Field contains "10100010..0"
because on the transmitter IC we had available, the parallel data input D6 is found to be
stuck at logic 1.

71



CHAPTER 6. Results, Analysis and Projections

.t!lilllll

.

[ 4

[ STRE ST i 1~

Horizontal Scale is 10 ns/division; Vertical Scale is 1 V/division

Fig. 6.3. Transmitter IC High Speed Serial Clock (240 MHz).
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Fig. 6.4. Serial Frame Inversion on Output of Transmitter IC.
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The serial data stream propagates over 10 m of parallel fiber ribbon to the Switch
Core PCB. Fig. 6.5 illustrates frame transmission from the transmitter IC output DOUT
to the crossbar switch IC input port D14. The observed transmission latency At, = 58 ns
can be broken down as follows:

* propagation delay through sending NIC’s OTM is approx. 3 ns.

» fiber delay at 5 ns/m for 10 m of parailel fiber ribbon is approx. 50 ns.

e propagation delay through switch core OTM is approx. 3 ns.

The Routing Software on the Controller Workstation in Fig. 6.2 configures the
switch core to connect crossbar switch IC input port D14 to output port QI15. Fig. 6.6
illustrates the input-output propagation delay of the crossbar switch IC, and has an
observed latency At, = 3 ns.

The crossbar switch [C output propagates over 10 m of parallel fiber ribbon to the
receiving NIC. Fig. 6.7 illustrates the frame transmission from the crossbar switch IC
output port Q15 to the NIC’s receiver (Rx) IC input LIN. The observed transmission
latency At, =56 ns is the sum of the propagation delay through the switch core OTM,
the fiber delay through the 10 m parallel fiber ribbon and the propagation delay through
the receiving NIC’s OTM. At the receiving NIC in Fig. 6.2, the receiver IC deserializes
and decodes the data stream back to 16-bit parallel data frames at 12 MHz, which are
latched by the Protocol Processor.

The round-trip propagation from the transmitter [C on the sending NIC, over the
optical datalink, through the switch core, over the optical datalink and back to the receiver

IC on the receiving NIC is demonstrated in Fig. 6.8. The observed transmission latency
AT = At, + At, + At, = 116 ns is consistent with the measurements from Figs. 6.5 t0 6.7.
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Fig. 6.5. Serial Frame Transmission from NIC’s Transmitter IC to Crossbar IC, over the
Fiber Ribbon with Latency At;.
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Fig. 6.6. Serial Frame Propagation from [nput Pin to Output Pin of Crossbar IC with
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Fig. 6.7. Serial Frame Transmission from Crossbar IC to NIC’s Receiver IC, over the
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6.2. Packet Transmission Analysis

The Switch Controller on the prototype Switch Core PCB described in Chapter 5 is
not self-routing. In this section, we describe a simplified packet switching scheme that
allows the crossbar ICs within the switch core to be configured dynamically.

Recall from Chapter 2 that the full-scale Fiber Optic LAN contains 16 workstations
linked to a centralized 16x16 switch core through their NICs. Each NIC supports 8-bit
datapaths over the parallel fiber ribbons to and from the switch core. The Fiber Optic
LAN is synchronous, and the time axis is slotted into discrete 20-bit serial frames, which
are the basic units of transmission. Recall from Section 3.2 that the 128-bit parallel data
from the Protocol Processor is partitioned into eight 16-bit data words. Within the
Transmitter Module, the 16-bit data words are formatted into 20-bit serial frames by
adding 4 control bits. The eight 20-bit serial frames are simultaneously transmitted over 8
dedicated fibers on the parallel fiber ribbon.

In our discussion, we consider a packet formar with 128 frames per fiber. Fig. 6.9
illustrates the 128-frame packet format, which contains 1 Routing Frame (header) per
fiber, 36 Empty Frames per fiber and 91 Data Frames (payload) per fiber. With 16 usable
bits per frame, the 91-frame payload could carry approx. 11.6 kbits of user data.

Destination Address

Fiber 0 o
Fiber 1 R eoe
T I e
| . L _Config. Interval _ | _ _ _ _ _ __ Data Pavioad - - - - - - -
. N ayload
8 Optical F!bﬂ’ 3 '§ _ QG6Empyy _ | _______ 91 Data g'rames _______
Channels Fiberd4 | 2 Frames per -
=1 . . .. perFiber) _ _ _ _ _ __
Fiber 5 ! Fiber)
Fiber6 | -;r- ----------------------------- LI )
Fiber7 | ~ ’- ----------------------------------
1 Routing Fr;r;l; ‘Time to Conﬁgure" Time to Transfer -
(25 ns) Switch (900 ns) User Data (2275 ns)

Fig. 6.9. Transmission of' a 128-Frame Packet over 8 Fibers.

A packet is sent (over the fiber ribbon) from the sending workstation. is routed
through the switch core, and is delivered (over the fiber ribbon) to the receiving
workstation within the Packet Transmission Interval (PTI). The PTI must allow
sufficient time for the Switch Controller to process the routing information within the
packet header and to configure the crossbar ICs, before data is sent through the switch
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core. The paths between the sending and receiving workstations are being established
while the Empty Frames are transmitted, effectively queuing or holding the data at the
source until the switches are configured. The analysis of the PTI does not consider output
port contention resolution by the switch core, and hence predicts the “best-case”
transmission latency within the LAN.

At the start of the switching cycle (i.e., PTI), each of the 16 NICs in the network
sends a Routing Frame containing the destination NIC address to the switch core,
followed by 36 Empty Frames (i.e., Fill Frames of Fig. 3.12).

On the Switch Core PCB, the 16 Routing Frames are deserialized by receiver ICs
and provide 16 destination NIC addresses in parallel form. Recall from Section 3.2.5 that
the receiver IC deserialization requires approx. 60 ns. The centralized switch controller
operates at 40 MHz and uses the 16 destination NIC addresses to configure the switch
core. The switch controller forms the 16 input-output port mappings. It is estimated that
switch configuration would require 33 clock cycles (825 ns), i.e., 2 clock cycles to load
each 170 mapping for a total of 32 clock cycles and | clock cycle for activation. Therefore,
the total switch configuration time is 60 + 825 =885 ns.

During header processing and switch configuration, the 36 Empty Frames would
maintain link synchronization for 900 ns. Once the switches have been configured, the 91
Data Frames can be transferred from the sending NIC through the switch core to the
receiving NIC.

The packet transmission interval (PTI) is the time required to transfer the 128-tframe
packet from the sending NIC to the receiving NIC. Referring to Fig. 6.9, each frame is 20
bits and has 25 ns duration at 800 Mbivt's data rate. The duration of the 128-frame packet
in Fig. 6.9 is (1+36+91)x 25 ns = 3200 ns. The serial frames would propagate over 10
m of parallel fiber ribbon at a fiber delay of 5 ns/m. When the fiber delays of 50 ns to
travel to and from the NIC are included, the total packet transmission time is 3300 ns.
The time used to deliver the data payload is 2275 ns, and therefore the transmission
efficiency is approx. 69%.

It is possible to pipeline the switch core to hide the configuration latency. This
approach would require limited buffering within the switch core and would raise the
efficiency towards 100%. We could also treat each fiber as sending a smaller “linear”
packet of 1 Routing Frame, 36 Empty Frames and 91 Data Frames. This choice would
allow each fiber to transfer a maximum length Ethernet packet during one PTI.

77



CHAPTER 6. Results, Analysis and Projections

6.3. Scalability Projections

This section briefly introduces optoelectronic integrated circuit technology and
elaborates on the single-chip optoelectronic switching IC proposed in Section 2.2.2. This
emerging optoelectronic technology would allow the Fiber Optic LAN architecture to
scale to terabit capacities.

Several key components of the Scalable Terabit LAN have been designed and
developed. This thesis has presented the detailed designs and the functional prototypes
of the workstation NIC and the 16x16 optoelectronic switch core. The workstation NIC
can supply 6.4 Gbit/s bandwidth to and from the optoelectronic switch core. The
centralized switch core connects to 16 workstation NICs through optical datalinks and
supports up to 102.4 Gbit/s switching bandwidth. Operation of the LAN prototypes at
240 MHz has been demonstrated through experimental measurements.

Other major milestones include the fabrication of two field programmable
optoelectronic devices in 1995 and 1997. These devices combine optical inputs and
outputs with electronic processing abilities, which can be dynamically configured
depending on the application. The first chip {66] is a 2x2 mm 0.8 mm CMOS die with
approx. 10,000 transistors, 40 electrical I/O and 200 optical I/O. The electrical and optical
datapaths operate at several MHz. The second chip [27][28] is a 2x2 mm 0.5 mm CMOS
die with approx. 20,000 transistors, 40 electrical I/O and 200 optical I/O. The electrical
datapath operates at 200 MHz. The remainder of this section outlines how the
components described above can be integrated into an optoelectronic switching system.

6.3.1. Optoelectronic Integrated Circuit Technology

Optoelectronic Integrated Circuit (OEIC) incorporates both optical and electronic
devices on a single substrate. This technology brings the benefits ot VLSI technology.
such as higher performance, increased density and improved reliability, to optical
communication systems.

The hybrid integration of high density CMOS electronics with high performance
GaAs-based Self Electro-optic Effect Device (SEED) modulators has stimulated much
work on photonic switching, optical interconnects and optical computing. In this
integration process, arrays of SEED modulators are flip-chip bonded above the CMOS
circuits, followed by the removal of the GaAs substrate {23], hence leaving a 2D array of
surface-normal optical [/O. Batch fabrication of CMOS-SEED optoelectronic ICs with
more than 4,000 optical /O [67] and yield of 99.95 % has been reported [68]. SEED
modulators operate efficiently as optical receivers. But to function as optical transmitters,

78



CHAPTER 6. Results, Analysis and Projections

an external optical power source is required to “read out” the state of the output
modulators. The use of active light sources, e.g., Vertical Cavity Surface Emitting Lasers
(VCSELS), as optical transmitters can greatly simplify the optical interface design since
they are electrically powered from the OEIC. The integration of multimode VCSEL arrays
on CMOS substrates by flip-chip bonding has been demonstrated [24]. This initial
CMOS-VCSEL technology is capable of 1.25 Gbit/s data rates per laser at | mA
threshold current, 1.5 V threshold voltage and 1 mW optical power. The reader should
refer to [69] for a review of free-space optical technology, including SEED modulators
and VCSEL devices.

Traditional “all-optical” networks have limited data processing abilities. In contrast,
optical networks based on optoelectronic technology can process vast amounts of optical
data on the OEICs without going off-chip. Furthermore, the direct transfer of data at the
chip-level using optics can eliminate the hierarchical interconnect bottieneck typically
found in electrical interconnect systems [11]. Often, it is necessary to pass through
several levels of electrical interconnections (e.g., chip to board, board to backplane,
backplane to cable) to communicate between different parts of the system.

6.3.2. Transition to a Single-Chip Optoelectronic Switch Core

As mentioned in Section 2.2.2, our current “optoelectronic™ switch core design
implements the switching function with discrete high-speed electrical PECL switches and
discrete optical transceivers. The Switch Core PCB of Fig. 4.4 can be collapsed into a
single optoelectronic CMOS IC by implementing the functionality of the PCB in the
OEIC, as described in [5].

Fig. 6.10 illustrates a conceptual optical setup for such an optoelectronic switching
system [21]. The PECL crossbar switch ICs of Fig. 4.4 would be replaced by integrated
crossbar circuits on the CMOS substrate. The PCB signal traces, which form the shuttle
datapaths between the crossbar switch [Cs and OTMs in Fig. 4.4, would be replaced by
microelectronic traces. The 16 OTMs in Fig. 4.4 would be replaced by optical receivers
(operating in single-ended mode) and VCSEL optical transmitters.

The optical beams would be imaged directly onto the surface-normal optical /O,
which operate at the 850 nm wavelength. The optical [/O are positioned at 62.5 um and
125 um spacings. The 16 incoming and 16 outgoing parallel fiber ribbons can be stacked
to form a 2D 10x32 fiber array above the OEIC in Fig. 6.10. The horizontal pitch between
fibers within the parallel fiber ribbon is 250 um. Teflon sheets [5] can be inserted between
parallel fiber ribbons to maintain a vertical fiber pitch of 500 um.
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Fig. 6.10. Single Chip Terabit Optoelectronic Switch Core.

A conventional camera lens can be used to focus the 2D array of optical inputs onto
the OEIC [5]. With an optical reduction of 4-to-1, the downward beams from the 16
incoming parallel fiber ribbons are focused down to a smaller 2D array that exactly
matches the pitch of the SEED optical receivers on the OEIC. In the upward direction, a
similar system with an optical expansion of 1-to-4 can be used to couple the 2D array of
optical outputs from the VCSEL optical transmitters into the 16 outgoing parallel fiber
ribbons to the NIC. Through the beam splitter above the OEIC, a CCD camera mounted
horizontally can be used to verify the beam alignment.

Fig. 6.11 illustrates a prototype optoelectronic field programmable logic device,
which was fabricated through the 1997/98 Lucent ARPA/COOP Workshop. The logic
functions of this OEIC are user programmable and the design descriptions are reported in
[27][28]. The functionality of the Switch Core PCB in Fig. 4.4 can be programmed into
this OEIC. In Fig. 6.11, the optical input receivers and output transmitters would replace
the 16 OTMs. The integrated crossbar stages would replace the crossbar switch [Cs. The
VLSI traces (Shuffles I, 3) would replace the PCB signal traces between the OTMs and
the crossbar switch ICs. The 0.5 um CMOS die measures 2x2 mm, contains approx.
20,000 transistors, 40 electrical I/O pins along the perimeter, and 200 SEED optical [/O
on the surface of the die interior.
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Fig. 6.11. Prototype Optoelectronic Field Programmable Logic Device [27][28].

As described in [5], OEIC technology would allow the fiber optic LAN to scale to
Terabits of bandwidth. For example, a 32x32 optoelectronic self-routing switch core with
32 bits per port would require 1024 optical input receivers and 1024 optical output
transmitters. Through advanced deep sub-micron IC technology, on-chip clock rates well
above 1 GHz will be achievable [70]. If each fiber and optical I/O support data rates of
1.25 Gbit/s, the aggregate optical data bandwidth of the single-chip optoelectronic switch
core would be 1.28 Tbit/s. With faster optical I/0O clock rates and higher optical /O
densities, bandwidths of 100’s of terabits per chip may become available in the future.

6.4. Summary

This chapter demonstrated the operation of the LAN prototypes through
experimental measurements, and analyzed packet transmission latency and efficiency.
Using optoelectronic integration technology, the Fiber Optic LAN capacities could reach
multi-terabit rates, when the functionality of the Switch Core PCB is implemented on a
CMOS substrate with integrated optical /0.
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Conclusions

The deployment of gigahertz processors and multi-gigabit network interfaces within
the user workstations will propel the necessity for high-bandwidth communication
networks. Optical interconnect technologies can provide a vast number of high-speed,
high-density interconnections which do not suffer from the limiting physical effects
inherent in electrical interconnects. The abundance of optical bandwidth afforded by
optical interconnects could spawn novel communication architectures and computing
paradigms. These applications would go beyond the conventional use of optical
interconnects as functional replacements for electrical interconnects, and would exploit
the characteristics unique to the optical domain.

The focus of this thesis has been to develop a system demonstrator based on a
scalable terabit Fiber Optic LAN architecture [S][21]. The demonstrator will be used as a
testbed for research in high-speed networking technologies, lean protocols and bandwidth-
intensive network-oriented applications. The complete system would connect 16
workstations, each having a Network Interface Card and a point-to-point parallel optical
datalink to a centralized 16x16 optoelectronic switch core. The switch core would
support 102.4 Gbit/s of aggregate bandwidth from the 16 workstations.

Chapter 2 reviewed the Fiber Optic LAN architecture and the novel approaches to
achieve multi-gigabit networking. Chapter 3 described the design of the Network Interface
Card within the workstations. Chapter 4 dealt with the design of the Switch Core PCB
and the Routing Software used to configure the static switch core. Chapter 5 presented
the prototypes constructed for the system demonstrator, which implemented a subset of
the Fiber Optic LAN. Chapter 6 demonstrated the operation of the prototypes through
experimental measurements, and analyzed packet transmission latency and self-routing
functions. Finally, the scalability of the LAN architecture to multi-terabit capacities,
when the switch core is implemented onto a single optoelectronic IC, is addressed.

As demand for network bandwidth continues to expand at a dramatic rate,
monolithic optoelectronic integration technology holds great promise for realizing the
speed and performance necessary to satisfy the computing and communication
requirements of the future.
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Additional work arising from this research include:

fabricating the single-chip self-routing optoelectronic CMOS switch core
proposed in [5]{25], using the integrated optical receivers and transmitters
discussed in [27][28].

integrating the optoelectronic switch core into the optical imaging system
depicted in Fig. 6.10.

implementing the “‘lean” hardware-based network protocols described in Section
223.

demonstrating terabit capacity switching over the LAN architecture of Fig. 2.2.
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APPENDIX A
Network Interface Card

This appendix deals with the following topics:

* Architectural overview of the Altera Field Programmable Gate Array (FPGA).
» HDMP-1012 transmitter [C electrical I/O summary and timing characteristics.
¢«  HDMP-1014 receiver IC electrical IO summary and timing characteristics.

« Detailed description of the receiver IC state machine controller (SMC).

A.l. Protocol Processor

This section presents the architecture of the Field Programmable Gate Array
(FPGA), which is used to implement the Protocol Processor on the prototype Network
Interface Card, and the Switch Controller on the Switch Core Printed Circuit Board.

A.l.1. Altera Field Programmable Gate Array

An FPGA is a device with an array of uncommitted logic resources, which can be
generically configured and interconnected. Altera’s Flexible Logic Element Matrix (FLEX)
FPGA architecture [47], shown in Fig. A.l, incorporates basic building blocks called
Logic Elements (LE). Eight LEs are grouped together to form a Logic Array Block (LAB).
Signal interconnections between the LABs are provided by a series of fast, continuous
channels that run the width and height of the device. The Inpur-Output Element (IOE) at
the ends of the interconnects interface to a bi-directional device I/O pin, for a total of 204
pins. The FLEX 81500 device contains 1296 LEs grouped into 162 LABs, which are
arranged into 6 rows and 27 columns [47]. The logic and interconnections are configured
with CMOS SRAM elements.

A row interconnect contains 216 horizontal channels and terminate into 8 IOEs at
each end. Each row [OE can drive an input signal onto at most 2 channels within its row
interconnect, and can select | of 27 row interconnect channels as an output signal. A
column interconnect contains 16 vertical channels and terminate into 2 IOEs at each end.
Each column IOE can drive an input signal onto at most 2 channels within its column
interconnect, and can select | of 8 column interconnect channels as an output signal.
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Fig. A.l. Flexible Logic Element Matrix (FLEX) FPGA Architecture [47].
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Fig. A.2. Logic Element Functional Diagram [47].
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In Fig. A.1, the 32-channel LAB local interconnect forms the LAB inputs (i.e., 4
channels per LE) from 24 row interconnect channels and the output feedback of 8 local
LEs. The LAB outputs can drive up to 16 column interconnect channels (i.e., up to 2
channels per LE) and 8 row interconnect channels (i.e., 1 channel per LE). The LAB
access to the row interconnect is shared with the column interconnect via multiplexing.

The functional diagram of a LE [47] is shown in Fig. A.2. Each LE contains a 4-
input look-up table (LUT), a programmable flipflop, and carry chain and cascade chain
logic. The LUT can compute the boolean function of 4 variables. The programmable
flipflop can be configured for D, T, JK, or SR operation, and can be bypassed for purely
combinational functions.

The clock, preset and clear signals on the flipflop can be driven by global signals
from dedicated input pins, which support low-skew, device-wide signal distribution. All
LEs within the same LAB use the same global control signals.

The carry and cascade chains are dedicated high-speed datapaths that connect
adjacent LEs within the LAB, and all LABs in the same row. The carry chain provides
very fast carry-forward functions for adders and counters. The cascade chain implements
wide-input functions. Adjacent LUTSs can be used to compute portions of the function in
parallel, and the cascade chain serially combines the intermediate values.

A.2. Transmitter Module

This section describes in detail the electrical I/O and timing characteristics of the
transmitter IC, which is used to implement the Transmitter Module on the prototype
Network Interface Card.

A.2.1. Transmitter IC Electrical /O Summary

The transmitter IC contains circuitry for frame assembly, parallel-to-serial
conversion and clock generation, as shown in Fig. A.3. The transmitter IC electrical /O
are summarized in Table A.l.
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Fig. A.3. HDMP-1012 Gigabit Transmitter IC Block Diagram.

Port Name | Port Type l Description ,
' CAPO, CAPI ‘ Capacitor , External loop filter capacitor connections (0.1 uF) '
nCAV PECL input . Control frame select (Active low)
| D0..DI16 PECL input - 16-bit parallel data input
| nDAV | PECL input . Data frame select (Active low)
; DIVO, DIV | PECL input - Operating range select (Refer to Table 3.1, Chapter 3)
' DOUT. DOUT i BLL output Serial data output
| EHCLKSEL ! PECL input i External serial clock input enable (Active high)
' HCLK, HCLK i BLL output . Serial clock output
| HCLKON PECL input - Serial clock output enable (Active high)
¢ INV i PECL output | Conditional inversion status (Active high)
' LOOPEN | PECL input . Serial data output select:
‘ ; . 0 selects DOUT, 1 selects LOUT
;‘ LOUT. LOUT . BLL output . Loopback serial data output
+ M20SEL i PECL input Parallel data size select: 0 selects 16-bit mode, |
: selects 20-bit mode
. nRST . PECL input - Initialize transmitter [C (Active low)
' STRBIN, STRBIN " H50 input " Parallel frame clock input

STRBOUT

| PECL output

Retimed parallel frame clock output

Table A.1. Summary of HDMP-1012 Gigabit Transmitter IC [/O Ports.
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A.2.2. Transmitter [C Timing Characteristics

The timing characteristics of the serialization of a parallel 16-bit data frame & is
illustrated in Fig. A.4. The rising edge of the 40 MHz frame clock STRBIN is used as the
timing reference.

The parallel data inputs DO0..15 and the control inputs nDAV, nCAV and nRST are

latched on the rising edge of the frame clock STRBIN. These input signals must satisfy
the setup time ¢, > 6 ns and hold time ¢,,,, > 0 ns. The retimed frame clock STRBOUT

appears after ¢, . = 1.5 ns, with a maximum delay of 3 ns.

From Fig. A.4, the latency from the input of the parallel data DO..15 to the output
of the serial frame on DOUT is ¢, = (2 xserial bit duration) — 0.5 ns. At an encoded
serial bit rate of 800 Mbit/s, the serial bit duration is 1.25 ns and the latency ¢, = 2.0 ns.

STRBIN _—\ | A\ J—_—

DO0..DIS

nDAV T Frame k x Frame &+1

nCAV Letup thold—

STRBOUT | [ T\ [

b
i
—‘? = Lirbout
b
Frame k-1 Frame &
ST RS0 000 00000000 00000000000000000000
AAAANAANAANAAANAANANANAANAAANANAAAARAANNANARNAAAANANAAAA

tdoue =4 =

16-bit 4-bit
Data Field Control Field

Fig. A.4. Transmitter [C Serialization Timing Diagram.

A.3. Receiver Module

This section describes in detail the electrical I/O and timing characteristics of the
receiver IC, which is used to implement the Receiver Module on the prototype Network
Intertace Card. The State Machine Controller within the receiver IC is also discussed.

A.3.1. Receiver IC Electrical I/0 Summary

The receiver IC contains circuitry for clock recovery and generation, serial-to-
parallel conversion, and data and link status extraction, as shown in Fig. A.5. The receiver
IC electrical I/O are summarized in Table A.2.
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Fig. A.5. HDMP-1014 Gigabit Receiver IC Block Diagram.

. STATO. STATI

- PECL output

State machine status outputs

f Port Name Port Type Description
| ACTIVE PECL input Chip enable (Active high)
! i Normally driven by state machine
{ BCLK. BCLK BLL output . Recovered serial clock output
‘ CAPO, CAPI Capacitor External loop filter capacitor connections (0.1 gF)
nCAV PECL output | Control frame available (Active low)
' D0..D16 | PECL output | 16-bit parallel data output
| nDAV ¢ PECL output | Data frame available (Active low)
i DIN, DIN i H30 input i Senal data input
. DIVO, DIV ! PECL input : Operating range select (Refer to Table 3.1, Chapter 3)
. ERROR " PECL output | Frame Error (Active high)
FDIS J PECL input | Frequency detector disable (Active high)
‘ ; ' Normally driven by state machine
"LIN, LIN ' H50 input ! Loopback serial data input
" LOOPEN ' PECL input . Serial data input select: 0 selects DIN, | selects LIN
‘ i Normally driven by state machine
- nLINKRDY PECL output Valid data or control frames (Active low)
~ M20SEL ' PECL input . Parallel data size select:
: 0 selects 16-bit mode, ! selects 20-bit mode
" nSMRSTO, nSMRST! | PECL input © State machine reset inputs (Active low)
|

' STRBOUT

* PECL output

: Recovered parallel frame clock output

Table A.2. Summary of HDMP-1014 Gigabit Receiver IC /O Ports.
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A.3.2. Link Startup and Synchronization

In Fig. A.5, the receiver IC contains a State Machine Controller (SMC), which is
used to perform the functions of link startup, frame synchronization and error checking.
The Conditional Invert with Master Transition (CIMT) line code provides a guaranteed
transition at a fixed, defined location in every frame. During link startup, the PLL
determines the frequency of the incoming serial data and locates the Master Transition,
which is then used to establish and to monitor frame synchronization.

The SMC monitors the lock conditions, and controls the Input Select unit and the
PLL through its outputs STATO and STAT!. These output signals denote the current
status of the SMC, and are used to control the modules within the receiver IC. Status
output STATI! is externally connected to control input signals LOOPEN, FDIS and
ACTIVE, whereas status output STATO is unused. By providing the SMC status
outputs, the receiver IC can be configured externally to operate in one of the four
supported link configurations [49].

0 Data, Frequency Detection.
Freq Detect ' Reset,  PLL acquires frequency Ipf:k.
Error and locates Master Transition.

FF. Phase Detection.
Reset, | PLL acquires phase lock
Error ! on Master Transition.

Frequency & Phase Locked.
, Data Data extracted from serial
stream.

Fig. A.6. State Machine Controller State Diagram.

The state diagram of the SMC is shown in Fig. A.6. The SMC goes into state 0
(frequency detect state) when the receiver IC is reset (i.e., reset input nSMRSTO0=0 or
nSMRSTI1=0) or when errors are detected (output ERROR=1). In state 0, status output
STAT1=0, which forces the receiver IC to use DIN as the serial input, and enables
frequency acquisition on the local 40 MHz reterence clock by the PLL. The frequency
detection circuit operates only on simple square-wave Fill Frames. The periodic reference
clock signal emulates a Fill Frame. The rising edge of the reference clock (i.e., Master
Transition of the Fill Frame) is used to establish an unambiguous frame reference.

Upon trequency lock, the SMC goes into state | (phase detect state) and sets status
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output STATI=1. The Frequency-Phase Detectors in the PLL switch from frequency to
phase detection mode. At the same time, the receiver IC switches the serial input from the
reference clock on input DIN to the data stream on input LIN.

The sample of the Master Transition is used as an indication of the phase error. The
2 bits forming the Master Transition (i.e., Control Field bits CF; ,) are monitored to
detect a locked condition within an accepted phase error of +22.5°. If bits CF, and CF,
are not complementary for 2 or more consecutive frames, it is considered a frame error
and a link startup is initiated. In such a case, the SMC returns to state 0, forcing
STATI1=0, which switches the input back to the reference clock. This process is repeated
until the Master Transition is found and an error-free condition exists.

When frequency and phase locks are achieved, the SMC proceeds into state 2 (data
receive state), where the receiver IC decodes the serial input and outputs valid data. The
Master Transition of the Data or Control Frames is then used to maintain frame lock and
alignment. Typical lock times will be on the order of several milliseconds, which can be
improved by pulling the reference oscillator slightly off frequency. Lock times under 200
us are achievable by adding phase modulation or programmed delay in the reference
oscillator path [48].

A.3.3. Receiver IC Timing Characteristics

Fig. A.7 illustrates the deserialization timing of the receiver IC, with respect to a 20-
bit serial frame k. The falling edge of the recovered frame clock STRBOUT is always
aligned to the serial data frame’s boundary, while the rising edge is in the center of the
data frame. The rising edge of STRBOUT can thus be used by the Protocol Processor to
latch the decoded parallel data frame and status information.

There is a latency of 2 serial frames (or equivalently 2 frame clock periods) from the
input of the serial frame to the output of the parallel frame D0..D15 and associated status
signals. The synchronous parallel data outputs (D0..D15) and status outputs (nDAV,
nCAV, ERROR, nLINKRDY) appear with a typical delay of z,, =2 ns [49] from the
falling edge of STRBOUT. The SMC outputs, STATO and STAT!, are updated with a
typical delay of ¢,, = 4 ns [49] after the falling edge of STRBOUT.

Let 7,,, denote the parallel data output latency and 7,

strbout

denote the parallel frame
clock period. The parallel data output latency is approximated as 7, =27, .. +t,. For

- & strbout

40 MHz parallel frame clock, 7, = 25 ns, and thus the latency T, =52 ns.

A Y
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Fig. A.7. Receiver IC Deserialization Timing Diagram.
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APPENDIX B
Optoelectronic Switch Core

This appendix deals with the following topics:

* Timing characteristics and configuration procedures of the crossbar switch IC.

* Routing Software configuration file format.

* Detailed description of the FPGA-based Switch Controller.

« Overview of the communication protocol used to transfer data between the
Routing Software on the Controller Workstation and the Switch Controller on
the Switch Core PCB.

e Detailed description of the Parallel Port Interface (PPI) and the Switch
Configuration Interface (SCI) within the Switch Controller.

*  VHDL source code for the Switch Controller, the PPI and the SCL

B.1. Crossbar Switch IC

This section describes the timing characteristics and configuration procedures of the
crossbar switch IC, which implements the switch core in Chapter 4.

B.1.1. Timing Characteristics and Configuration Procedures

The timing diagram [36] is shown in Fig. B.1. To initiate switch configuration, an
input-output port mapping is placed on INADD3..0 and OUTADD3..0, with setup time
!, 20ns and hold time 1, 23 ns, relative to the transitions of signal LOAD, as

illustrated in Fig. B.I. The 4-bit input port address is written into the Program Latch
specified by the output port address, while LOAD=1 for duration ¢, 27 ns. This step

pulse
is repeated for the other output ports as necessary. The Program Latches can be
configured in any sequence and an arbitrary number of times.

As a final step, after all the Program Latches are loaded with the desired input port
addresses, signal CONFIGURE is set to | for duration lotse 2 7 ns. All 16 Configuration
Latches simultaneously load the output of their Program Latches and drive the
multiplexer select lines. Typically, the propagation delay from an input port to an output
port is ¢, <2 ns. After configuration, the output data is valid within ¢,, <5 ns after the

rising edge of CONFIGURE. Clearing the internal latches with RESET=I (pulse width >
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10 ns) forces all 16 output ports to select input port DO.
From Fig. B.1, the minimum time required to configure the 16x16 crossbar switch IC
is as follows. The loading of each input port address into the Program Latches requires 10

ns (2,4, + 4. )- The loading of the Configuration Latches requires 7 ns (¢, ). Therefore,

switch configuration can be completed in (10ns x 16 ports) + 7ns = 167 ns.

RESET |

INADD3..0 X 1 Ak |
setup i*——* +——=t thold
OUTADD3..0 1 ) X
Isetup o *—thold—*
LOAD
- tpuise
CONFIGURE \

tpulse

po.is A X B J ¢ o J(a )Y B Y cXp)Ya)B c)Yo)fals)_
.15 _JA B c) o) a) B ) {a)s ) cpYals]

Wl tyo -

Fig. B.1. Crossbar Switch IC Timing Diagram.

B.2. Routing Software on the Controller Workstation

This section discusses the Configuration File used to store switch core mappings,
and describes the procedure and data format used by the Routing Software to
communicate with the Switch Controller on the Switch Core PCB.

B.2.1. Configuration File Format

The switch core mappings entered into the Routing Software GUI [30] can be
written to a Configuration File using the “Save” Button, and previously stored
Configuration Files can be retrieved using the “Load” Button. The Configuration File is a
plain text file and an example is shown in Fig. B.2. Lines starting with the number sign (#)
are ignored by the Routing Software and may be used for comments. During saving, the
Routing Software inserts the tilename, the time and date of creation at the beginning of the
data file. The next section always contain 2 columns of 16 numbers, where the first
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column represents the output port j and the second column represents the input port i.
Each line is unambiguously interpreted as output port j is connected to input port /i, and
is derived from the 2D array by recording, for each row j, the column position / of the
single connection (i.e., solid circle).

# Filename: a5.map
Header # Date: Thu, Sep 09, 1999

# Time: 09:09:99
#
# output input
# port poret

. 0 0

16 input-output 1 2

mappings 2 4

15 10

Fig. B.2. Sample Configuration File.

B.2.2. Transfer Procedures and Data Format

When the “Program” Button is selected, the Routing Sottware initiates the switch
core configuration procedure using the mappings displayed in the GUI. For each output
port, the Routing Software generates the two 4-bit port addresses in the input-output
port mapping, starting with output port 0. The port addresses are formatted into 8-bit
packets, whose format is shown in Fig. B.3. An Even Parity bit is computed on bits 6
through 0 and is stored in bit 7, the most significant bit (MSB). The Address field in bits
3..0 contains the 4-bit input port address or the 4-bit output address. The 3-bit OpCode
field in bits 6..4 identifies the Address field as an input port (001) or output port (010).

(MSB) 7 4 0
‘P |OpCode | Address |

001 Input port address

010 Output port address

011 Configure switch (for all 16 mappings)
100 Resetswitch

Fig. B.3. Data Transfer Packet Format.
The Routing Software downloads the input-output port mappings to the Switch

Controller, starting from output port 0 through port 15. In each input-output port
mapping transfer, the input port address packet is sent first, followed by the output port
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address packet, because this sequence is imposed by the Switch Controller. The address
packets are not stored in the Switch Controller. Therefore, each input-output port
mapping received by the Switch Controller is immediately forwarded to the crossbar ICs.
When all 16 mappings (i.e., 32 address packets) have been transferred, the Routing
Software sends a *“configure command™ packet (with OpCode field set to 011) to the
Switch Controller, to activate the new routing configuration for the entire switch core. In
total, the Routing Software transmits 33 packets to the Switch Controller to configure the
16x16 switch core.

B.3. FPGA-based Switch Controller

The Switch Controller, adapted from [30], implements the Parallel Port Interface
(PPI) and the Switch Controller Interface (SCI) modules in programmable logic using
CMOS FPGA. Fig. B.4 shows the block diagram of the Switch Controller, which
corresponds to the top-level VHDL entity switch_control. The Switch Controller 1/0
ports are summarized in Table B.1I.

SWITCH_CONTROL

PPI SCI
Clock ———+}+»|Clock — i Clock Crossbar IC
Reset_Mod »|PPI_Rst —w{SCI_Rst | Conuol Inputs
nStrobe ———1|nStrobe Ld > Ld Load - ———®Load
g . Data —S 1. Data Cfg * Cfg Contigure i———®*Configure
% El nAck «— nAck Rst Rst Reset |~T——*>Reset
3 .;__f Busy «— Busy ladd 4r‘ ladd Inaddr - 3 »lnadd
£ nError « ; nError Oadd| 7»| Oadd Outaddr | —=>—»Qutadd
ErrorCode «—5~f— ErrorCode :

Fig. B.4. Switch Controller Block Diagram.

In Fig. B.4, signal DATA?7..0 form the 8-bit datapath. Signal nSTROBE is driven by
the Controller Workstation, and indicates there is valid data packet to be transferred to
the Switch Core PCB. Signal BUSY is driven by the Switch Controller to indicate it is
busy processing data. Signal nACK is driven by the Switch Controller to acknowledge it
has received the data packet and indicates the end of the packet transfer.
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Port Name Port Type Description

nACK Output Indicates to the Routing Software that the data
packet is received (Active low)

BUSY Output Indicates to the Routing Software that the data
transfer is being processed (Active high)

CLOCK Input Clock signal

CONFIGURE Output Crossbar IC’s CONFIGURE input (Active high)

DATA[7..0] Input 8-bit data packet transferred from Routing Software |
via the parallel port cable

nERROR Output Indicates to the Routing Software of an error in the
data transfer (Active low)

ERRORCODE([1..0] Output 2-bit error code (Refer to Table B.2)

INADD(3..0] Output Crossbar IC's INADD input

LOAD Output Crossbar IC’s LOAD input (Active high)

OUTADD(3..0] Output Crossbar [C’s OUTADD input

RESET Output Crossbar IC's RESET input (Active high)

RESET_MOD Input | Initialize the Switch Controller (Active high)

nSTROBE Input Indicates to the Switch Controller of valid data on
input DATA (Active low)

Table B.1. Summary of Switch Controller I/0O Ports.

To fully configure the 16x16 optoelectronic switch core, the Switch Controller’s
PPI in Fig. B.4 receives 33 packets (32 address packets and | “configure command”
packet) from the Routing Software. The 32 port addresses (4 bits each) are not stored in
the Switch Controller, which would require at least 128 bits of memory. Therefore, each
input-output port mapping received by the PPI is forwarded to the SCI for immediate
loading into the appropriate crossbar [C Program Latches. The PPl responds
independently to the address and command packets sent from the Routing Software. The
input-output port mappings can be received in any sequence and an arbitrary number of
times. But for each mapping transfer, the PPI imposes the sequence of an input port
address packet followed by the output port address packet.

Referring to Fig. B.4, the Switch Controller uses the signal nERROR to report error
conditions in the most recent data transfer. When nERROR=0, the Switch Controiler
returns a 2-bit code ERRORCODEI..0 to identify the error, as defined in Table B.2. An
Invalid OpCode Error occurs when the OpCode field in the received packet does not
represent an address type or switch command defined in Fig. B.3. A Parity Error occurs
if the even parity check computed on the received packet fails. A Sequence Error occurs
if the imposed transfer sequence of an input port address followed by an output port
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[

ERRORCODE[1..0}] Description
00 Invalid OpCode
01 Parity Error
10 Sequence Error
11 No Error

Table B.2. Error Condition Definitions.

B.4. Parallel Port Interface Module

The Parallel Port Interface (PPI) module in Fig. B.4 handles the data transfer over
the parallel port cable using the parallel port protocol described in Section B.6. The PPl is
a 2-state finite state machine (FSM) and corresponds to the VHDL entity ppi, whose
source code is found in Section B.7. The PPI module I/O are summarized in Table B.3.
Output signals CFG, LD, RST, IADD and OADD are internally connected to the inputs
of the SCI, as shown in the block diagram of Fig. B.4.

Port Name ! Port Type Description
- nACK 1 Output Acknowledges end of transaction (Active low)
| BUSY ! Output E PPl is busy processing data (Active high)
. CFG . Output | Configures the crossbar IC (Active high)
‘ CLOCK ', Input ! Clock signal
. DATA[7..0] ' Input | 8-bit datapath of the parallel port cable
{ nERROR Output | Errorin data transfer (Active low)
. ERRORCODE[1..0] i Output ‘ 2-bit error code (Refer to Table B.2)
. IADD(3..0} ' Output 4-bit input port address
LD Output ' Data available on [ADD, OADD (Active high)
OADD[3..0] Output . 4-bit output port address
. PPI_RST Input ! Initializes PPI's FSM (Active high)
RST . Output | Resets the crossbar IC (Active high)
' nSTROBE . Input  Dataavailable on DATA (Active low)

Table B.3. Summary of PPI Module [/O Ports.
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Input port address
received

Wait for —~. Wait for
input port output port
address address

Fig. B.5. PPI Module Finite State Machine.

The PPI implements the FSM shown in Fig. B.5. The operations performed in
State 0 (Idle State) are described in the flowchart of Fig. B.6(a). The FSM goes into State
0 when the PPI is reset (PPI_RST=1). The PPI waits for data from the Routing Software
by monitoring the debounced input nSTROBE. When nSTROBE=0 for 3 consecutive
clock cycles, the PPI responds with BUSY=1, latches the 8-bit packet on input
DATAY7..0, and performs even parity check on the 8-bit packet using a 3-level XOR-tree.
[f there is no transmission error, the XOR computation result should be zero (0).
Otherwise, the Parity Error is reported to the Routing Software. Then the PPI extracts
the OpCode and Address fields from the 8-bit packet, and decodes the OpCode field
according to the definitions in Fig. B.3 as follows:

* Ifthe received packet contains an input port address, the 4-bit address is placed

on the output datapath [ADD to the SCI, and the FSM proceeds to State 1.

* Receiving an output port address generates a Sequence Error.

* Detecting a Reser OpCode sets RST=1 (for 1 clock cycle), which signals the SCI

to clear the Program and Configuration latches in the crossbar ICs.

* Detecting a Configure OpCode sets CFG=1 (for | clock cycle), which signals

the SCI to activate all the mappings in the switch core.

* Detecting an undefined OpCode generates an /nvalid OpCode Error.

After processing, the FSM sets BUSY=0, sends nACK=0 pulse to end the
transaction, and waiis for more data from the Routing Software.

The operations performed in State 1 (Load State) are described in Fig. B.6(b). The
PPI waits for data from the Routing Software, by monitoring the debounced input
nSTROBE. When nSTROBE=0 for 3 consecutive clock cycles, the PPI responds with
BUSY=1, latches the 8-bit packet on input DATA, and performs even parity check on
the packet. The OpCode field is extracted and decoded according to the definitions in Fig.
B.3 as follows:

» Receiving an input port address or a Configure OpCode generates a Sequence

Error.
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» If the received packet contains an output port address, the 4-bit address is
placed on output datapath OADD to the SCI, and the FSM asserts LD=1,
which signals the SCI that both addresses are available on IADD and OADD.

* Detecting a Reset OpCode sets RST=1 (for | clock cycle).

* Detecting an undefined OpCode generates an /nvalid OpCode Error.

After processing, the FSM sets BUSY=0, sends nACK=0 pulse and returns to State

0 to wait for other packets from the Routing Software.
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Busy = | Busy = |
Parity Error Yes Parity Error
nError =0 nError =0
ErrorCode = 01 ErrorCode = 0!

Place address on
ladd(3..0],
Gao to State

Sequence Error
nError = 0
ErrorCode = 10

Sequence Error Place address on

Output Port™_ Yes

r nEror = 0 Oadd{3..0],
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OpCode ?

Sequence Error
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[nvalid OpCode Invatid OpCode
;h nError =0 nError =0
ErrorCode = 00 ErrorCode = 00

:

Busy =0, nAck =0,
Go to State 0

(a) (b)

Fig. B.6. Flowcharts for PPl Module’s FSM in (a) State 0, and (b) State 1.
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B.S. Switch Configuration Interface Module

The Switch Configuration Interface (SCI) responds to instructions placed on its
inputs by the PPI, and outputs the control signals to perform the hardware configuration
of the 8 crossbar switch ICs.

Since each crossbar switch IC on the Switch Core PCB operates on a 1-bit slice of
the byte-wide datapath from the 16 input ports, all the crossbar switch ICs are configured
identically and simultaneously with the same routing mappings.

The SCI is a 4-state finite state machine (FSM) and corresponds to the VHDL
entity sci, whose source code is found in Section B.7. The SCI module I/O are
summarized in Table B.4.

Port Name Port Type Description

CFG Input Configures crossbar IC (Active high) j
CLOCK fnput | Clock signal '
CONFIGURE Output Crossbar IC's CONFIGURE input (Active high)

| IADD([3..0] | Input | 4-bit input port address

. INADDR([3..0] ' OQutput | Crossbar IC’s INADD input

. LD ' Input | Dataavailable on IADD and OADD (Active high)

| LOAD Output | Crossbar [C's LOAD input (Active high)

OADDI[3..0} ‘ Input | 4-bit output port address

| OUTADDR({3.0] | Output | Crossbar IC's OUTADD input

| RESET . Output | Crossbar IC's RESET input (Active high)

' RST i Input 1 Resets crossbar [C (Active high)

- SCI_RST ! Input ] Initializes SCI’s FSM (Active high)

Table B.4. Summary of SCI Module I/O Ports.

Input [ADD3..0 receives the 4-bit input port address from the PPI. I[nput
OADD3..0 receives the 4-bit output port address from the PPI. Input LD requests the
SCI to configure the mapping specified by IADD and OADD into the switch core. Input
CFG activates the downloaded switch configuration for the entire switch core. Input RST
instructs the SCI to clear the 128 Program Latches and 128 Configuration Latches in the 8
crossbar switch ICs which make up the electrical switch core. As a resuit, input port 0 of
the switch core is broadcasted to all the 16 output ports. The 5 outputs of the SCI drive
the corresponding control and address inputs of the 8 crossbar switch ICs, as described in
Table B.4.

108



APPENDIX B. Optoelectronic Switch Core

Ld=0, Cfg=0

Output
addresses

Set Load=1

Fig. B.7. SCI Module Finite State Machine.

The SCI implements the FSM shown in Fig. B.7 and is described below. State
transitions occur on the rising edge of the clock signal.

The FSM goes into State 0 (Idle State) when the SCI is reset (SCI_RST=1). In
State 0, if input RST=1, the FSM outputs RESET=1, which drives the crossbar
switch IC RESET input. The FSM remains in State 0 until LD=1 or CFG=1.

In State 1 (Latch State), the SCI latches the port addresses on inputs [ADD and
OADD, forwards them to the crossbar switch [Cs, and proceeds to State 2.

In State 2 (Prog State), the SCI outputs LOAD=I, which drives the crossbar
switch [C LOAD input, and returns to State 0 when input LD=0. The 4-bit
input port address is loaded into the Program Latches selected by the 4-bit
output port address.

[n State 3 (Config State), the SCI outputs CONFIGURE=I1, which drives the
crossbar switch [C CONFIGURE input, and returns to State 0 when input
CFG=0. The Configuration Latches in the crossbar switch ICs load the content
of the Program Latches. hence activating the new switch configuration.
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B.6. Parallel Port Protocol

The communication protocol used to transfer data between the controller
workstation and the Switch Controller is based on the Parallel Port Protocol [60]. The
original parallel port protocol was developed to control the printer from the host
computer, and supports a bi-directional 8-bit datapath and 9 control signals. Our
communication protocol differs slightly from the original protocol and implements an uni-
directional 8-bit datapath with 6 control signals. The subsequent discussion presents the
hardware and software programming components of the parallel port protocol, including
the physical port signal definitions, the parallel port I/0 registers on the workstation, the
data transfer algorithm and the protocol timing.

B.6.1. Signal Definitions

The parallel port signals defined in our implementation are summarized in Table
B.5. The Routing Software controls signal nSTROBE and the datapath DATA[7..0],
while the Switch Controller drives the remaining 5 control signals. The column *“Port
Invert” means the signal is inverted by the parallel port circuitry, and it will be of
opposite polarity when accessed by the Routing Software. The pin numbers in Table B.5
correspond to the physical pin positions on a 25-pin parallel port ribbon cable connector
of Fig. B.8.

. Pin No. | Signal Name 5 Description © Port Invert
| | . nSTROBE | Data available (Active low) j Yes
| 2-9 | DATA[0.7] | 8-bit data lines
i 10 i nACK ' End of transfer (Active low)
J 11 | BUSY | Busy signal (Active high) L Yes
12 ! ERRORCODE[1] ‘ Error code MSB (Refer to Table 3.2) :
13 ; ERRORCODEJ0] ‘ Error code LSB (Refer to Table B.2)
15 . nERROR ' Transfer error (Active low)

18-25 | Ground (0V)

Table B.5. Parallel Port Signal Definitions.
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Electrical
Ribbon Cable \F_\/l
L

Ribbon Cable sl |nlxnialofelsiziwefis [1s
Connector

Fig. B.8. Pin Assignment on Parallel Port Ribbon Cable Connector.

B.6.2. /O Addresses and Registers

On the PC workstation, the primary parallel port LPTI is assigned the fixed /O
address 378h (in hexadecimal notation). Relative to this base address, there are 3 byte-
wide I/O registers: Data Register (address 378h), Status Register (address 379h) and
Control Register (address 37Ah). Each parallel port signal is represented by a bit in one of
the I/O registers, as shown in Table B.6.

Address Register Name | Bit No. 7 Signal Pin No.
| 378k Data Register @ 7 DATA([7] 9
; (Read/Write) ' 6 DATA[6] | 8
] | .5 | DATA[5] R
: 4 | DATA[4] : 6
| 'j 3 | DATAQ] s
2 DATA[2] I
§ I | DATA[I] .3
| 1 0 | DATA[0] B
379h | Status Register 7 © BUSY (inv.) 11
" (Readonly) 6  nACK 10
5 | ERRORCODE[l] : 12
4 ERRORCODE[0] @ 13
3 nERROR Y
2-0 Unused :
37Ah ' Control Register ~ 7-1 Unused ,
(Write only) 0 . nSTROBE (inv.) - 1

Table B.6. Register Bit Assignments (bit 7 is MSB of register).

The Routing Software can access the parallel port signals by reading or writing to
the I/O registers. The Dara Register is used by the Routing Software for writing (and
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reading) 8-bit data lines DATA[7..0] at pins 2-9. The read-only Status Register is used by
the Switch Controiler on the Switch Core PCB to report the communication and error
status of the data transfer. The Routing Software can initiate a data transfer using bit 0 of
the write-only Control Register.

Recall from Table B.5 that BUSY and nSTROBE are hardware inverted by the
parallel port circuitry. This means that when the signal BUSY (pin 11) is driven high
(+5V) by the Switch Controller, bit 7 of the Status Register reads logic 0 and when it is
driven low (0V), bit 7 reads logic 1. For the signal nSTROBE, when a logic | is written
into bit 0 of the Control Register, pin | is driven low (0V), and when a logic 0 is written
into bit 0, pin 1 is driven high (+5V).

B.6.3. Operating Principles and Timing

The parallel port protocol is implemented under software control. The Routing
Software sends 33 packets (32 address packets and | “command” packet) to the Switch
Controller to configure the 16x16 optoelectronic switch core. The timing diagram for the
transfer of an address packet is shown in Fig. B.9. The event diagram of the protocol is
shown in Fig. B.10.

DATA :X Address Packetj

je——={ IhStrobe
nSTROBE
BUSY \m
nACK
fo—tnAck—e!
ERRE)?(RC%%% X Error Status

Fig. B.9. Parallel Port Protocol Timing Diagram.
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Controller Workstation Switch Controller

(1) Place packet BUSY=0, nACK=1,
on DATA[7..0] Wait for nSTROBE=0

(2, 3) nSTROBE=0,

Wait for nACK=0
STROBE=I
f (4) BUSY=1,
Latch DATA[7..0],
Process data,
Error check

(5) Error status
BUSY=0
nACK=0

(6) Check nERROR,

nACK=I
Read ERRORCODE

AW

Fig. B.10. Parallel Port Protocol Event Diagram.

. Referring to Fig. B.10, the Routing Software on the Controller Workstation initiates
the data transfer and the protocol proceeds as described in the following steps:

1.

The Routing Software begins the transaction by writing the 8-bit packet into the
Data Register and onto DATA[7..0].

Then, the Routing Software checks the BUSY signal by reading Status Register
bit 7 and waits until BUSY=0 (i.e., bit 7 is "1"), meaning the Switch Controller
is ready to receive data.

The Routing Software sets nSTROBE=0, by writing logic | into Control
Register bit 0, for duration ¢, >1 us to inform the Switch Controller that
data is available on the data lines. The Routing Software monitors the nACK
signal by reading Status Register bit 6.

After detecting nSTROBE=0, the Switch Controller latches DATA[7..0] and
responds with BUSY=I, which sets Status Register bit 7 to logic 0.

. Once the data has been received and processed, the Switch Controller sets

BUSY=0 and acknowledges the end of the transaction with a nACK=0 pulse of
duration r,,,, > 5 us. Normally, the packet is received without error. The Switch

Controller reports the error status using nRERROR and ERRORCODE.

. When the Routing Software receives nACK=0, it checks the error status by
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reading Status Register bits 3-5.

. If no there is no error (NERROR=1), another transaction can begin from step 1.

. If nERROR=0, the Routing Software reports the error identified in
ERRORCODE to the user through the graphical user interface. Further
transactions are halted and the data transfer must be restarted.
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. B.7. VHDL Source Code

In this section, the VHDL source code for the following entities are provided:

* entity switch_control implements the top level Switch Controller.

* entity ppi implements the Parallel Port Interface within the Switch Controller.

* entity sci implements the Switch Configuration Interface within the Switch
Controller.

B.7.1. Switch Controller

in Sections 4.2.2 and B.3. The block diagram of
the Switch Contrcller is shown in Fig. B.4.
Synthesis results are described in Section {4.2.3.
The VHDL code is adapted from the work described
in reference [30].

-- Filename : switch_contrcl.vhd

-- Entity : switch_control

-- Title : FPGA~based Crossbar Switch Controller

-- Author : Albert AU

-- Date : Feb-24-2000

-~ Revision : 3.0

-- Description: This is the top-level entity file for the

- SWITCH CONTROLLER on the Switch Core PCB.

-— The Switch Controller contains the Parallel

- Port Interface (PPI) and the Switch Config-

- uration Interface (SCI). The Switch Controller
. - handles the data transfer between the Controller

- Workstation and the Switch Core PCB, and

- implements the control leogic for configuring

- the crossbar switch ICs, which make up the

- switch core.

-- References : The Switch Controller is described in detail

-- Use IEEE Standard Logic libaries
LIBRARY ieee;
USE ieee.std_logic_ll64.ALL;

-- The Switch Controller 1I/0 are defined
-- Detail description follows the declaration
ENTITY switch_control IS
PORT (
Clock : IN std_logic:
Reset Mod : IN std_logic:

-- I/0 specific to the parallel port

nstrobe : IN std_logics
Data IN std_logic_vector( 7 DCWNTO Q ):
nACk oUT std_logic:

Susy OUT std_logics
nErrer QUT std_logic:
ErrorCode

QUT std_logic_vector( 1 DOWNTO O )

1 e 01 e ee
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)

Load
Configqure
Reset
Inaddr
Qutaddr
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switch configuration

: OUT
: QUT
: OUT
: QUT
: OUT

END switch_control ;

std_logic;
std_logic;
std_logic:
std_logic _vector( 3 DOWNTC 0 )
std_logic_vector( 3 DOWNTO 0 )

’

-- DESCRIPTION OF INPUT-QUTPUT PORTS (See Appendix B)

-— The first column titled “Pin” is the FPGA device pin number.
-- An asterix symbol * next to the pin number denotes the FPGA
-- pin is hardwired on the PCB. The second column titled

-- “Signal” is the VHDL I/0 declared atove. The third column
-- gives the description.

-- Pin Signal Descripticn
-- F3* Clock clock signal (from oscillatcr on PCB)
~- F18 Reset_Mod initialize the Switch Contreller

~=- Parallel Port 1/0

-- W5

-- V5

-- 05

—-— RZ.
- PZ'
-- N2-
- Mh'
- LZ.
-— K2'
- J2°
-— HZ'
-- W6

-— G2'
- F2

nStrobe
Datal
Datal
Dataz
Datal
Data4
Datas
Dataé
Data’

nAck

Busy
nError
ErrorCodel
ErrorCodel

valid data on data lines

data b
data b
data b
data b
data b
data b
data b
data b
packeat
proces
error
error
error

-- Switch Configuration I/0

--C5
- c4
-3
-- B6
-- aé
-- 3%
-- A5
-~ 89
-- A9
-- 38
-- A8

Load
Configure
Reset
Inaddr0
Inaddrl
Inaddr2
Inaddr3
OutaddrQ
Outaddrl
Qutaddr2
Qutaddr3

connec
connec
sonnec
input
input
input
input
Jutput
sutput
sutput
cutput

ic 0

ic 1

ic 2

it 3

ic 4

it 5

it 6

i 7
received

sing transfer
flag

code bit 1

code bit O

ts to crossbar's LOAD input

ts to crossbar's CONFIGURE input
ts Tc¢ crossbar's RESET input

port address bit
port address bit
port address bit
port address bit 3
pert address bit
pert address bit
pert address bit
port address bit

o= Q

s B e O

-- Stitch the PPI and 3CI mecdules structurally. The PPI and SCI
-- madules are described In Section 3B.7.
ARCHITECTURE structure OF switch_control IS

-— Parallel

Port Interiace

CCMECNENT ppi

PCRT (

Clock

: IN s

td_logic:
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PPI_Rst : IN std_logic;

nStrobe : IN std_logic:

Data : IN std_logic_vector( 7 DOWNTO 0 ):

nAck : OUT std_logics

Busy : OUT std logic;

nError : OUT std_logic:

ErrorCode : OUT std_logic_vector( 1 DOWNTO Q );
Id : QUT std_logic:

Cfg : OUT std_logic;

Rst : OUT std_logic:

Iadd : OUT std _logic_vector( 3 DOWNTO 0 });
Oadd : OUT std_logic_vector( 3 DOWNTO O )

) i
END COMPONENT

-- Switch Configuration Interface
COMPONENT sci
PORT (
Clock : IN std_logic:
SCI_rst : IN std_logic;
Ld : IN std_logic:
Ctg : IN std_logics
RsC : IN std_logic;
Iadd : IN std_logic_vector( 3 DOWNTO Q0 )
Oadd IN std_logic_vector( 3 DOWNTC Q ):
Load ¢ out std_logic;
Configure : out std_legics
Reset : out std_logics
Inaddr : out std_logic_vector( 3 DOWNTO 0O };
Outaddr ¢ out std_logic_vector( 3 DOWNTO O )

y s
END CCMPONENT ;

-- Cefine some internal signals to
-—- intercennect PPI and SCI modules.

SIGNAL 1d_sig, cfg_sig, rst_sig : std_logic;
SIGNAL iadd_sig, cadd sig : std_logic_vector( 3 DOWNTO Q ):

-- Define internal organization

Define connections of PPI ports to
top-level I/0 ports or internal signals.

PPI Module: ppi PORT MAP (

Clock => Clock,
PPI_RstT => Reset_Mod,
nStrobe => nStroke,
data => Data,

nAck => nAck,
nErrcr => nError,
Busy => Busy,
ErrorCcde => ErrorCode,
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Id => ld_sig,

Cfg => cfq_sigqg,
Rst => rst_sig,
Iadd => iadd_sigq,
Oadd => oadd_sig

)

~- Define connections of SCI ports to
-- top-level I/0 ports or internal signals.

SCI_Module: sci PORT MAP (

Clock => Clock,
SCI_rsc => Reset_Mod,
Id => ld_sig,
Cfg => cfg_sig,
Rst => rst_siq,
Iadd => ladd_sig,
Oadd => oadd_sig,
Load => Load,
Configure => Configure,
Reset => Reset,
Inaddr => I[naddr,
Qutaddr => Qutaddr

Y ;

END structure ;
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B.7.2. Parallel Port Interface

-- Filename
-- Enticy
-- Title

o ee es

-— Author :
-- Date :
-- Revision :

-- Description:

-- References :

ppi.vhd

ppi
Parallel Port Interface (PPI)

Albert Au
Mar ].8' 2000
2.1

The Parallel Port Interface (PPI) is a submodule
within the Switch Controller. The PPI interface
to the Routing Software on the Controller
Workstation. The PPI is a finite state machine
(FSM) which implements the parallel port protocol.
The PPI supplies data to the Switch Configuration
Interface (SCI).

The PPI is described in detail in Section B.4.
The parallel port protocol is described in
Section B.6, The FSM state diagram is shown in
Fig. B.5. Synthesis results are presented in
Section 4.2.3. The VHDL code is adapted from the
work described in reference [30Q].

-- Use IEEE Standard Logic libraries.

LIBRARY ieee;

USE ieee.std_logic_l164.ALL;

-- The Parallel Port
-- Detail description

ENTITY ppi IS
PORT (
Clock
PPI_Rst

-- I/Q specific to
nStrobe
Data
nack
Busy
nError
ErrorCode

-~ Centrol signals
Id
Cfg
}st
Iadd
Qadd
) ;
ZND pp1

ch

Interface I/0 are defined here.

follows the declaration.

¢ IN std_logic:
: IN std_logics

he parallel port protocol

IN std_logic:
IN std_logic_vector( 7 DOWNTC 0 );
QUT std_logic:
QUT std_logic:
OUT std_logic:
OUT std_logic_vector( i DOWNTO Q );

e ee

e we we e

sczI

CUT std_logic:

OUT std_logic:

CUT std_logics

CUT std_logic_vector( 3 OQWNTO &
: OUT std_logic_vector( 2 DOWNTO &

-- DESCRIFTION OF INPUT-CUTPUT PCRTS (See Appendix 3)

-- The Zirst column

titled “Signal” is the VHDL I/0 declared
-- above. The seccond column gives the description.

- Signal

Cescripticon
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_— Clock clock signal
- PPI_Rst initialize PPI state machine

—-- Parallel Port signals

- nStrobe valid data on data lines
- Data 8-bit data

- nAck packet received

- nError error flag

- ErrorCode error code

-- Control signals to SCI

— Id Load port mapping

-— Cfg Activate switch configurations
- Rst Reset switch core

- ladd 4-bit input port address

- Oadd 4-bit output port address

ARCHITECTURE fsm OF ppi IS

-- Define internal organization

-- Opcode Definitions (Section 3.2.2)

-- Data is transferred between the Controller Workstation and
-- the Switch Controller 8 bits at a time. The data format is
-- shown in Fig. B.3, and contains an even parity bit, 3-bit
-~ ¢gpcode field and 4-bit address field.

-- Opcode 001 identifies =he address field as an input porct.

-- Cpcoede 010 identifies the address field as an output port.

-- Opcode 011 is the command to configure the entire switch core.
-- Opcode 100 is the command to reset the switch core.

Constant INPUT_ADDR : STD_LOGIC_VECTOR( 2 COWNTC Q ) := "0OL1";
Constant QUTPUT_ADDR : STD_LOGIC_VECTCR( 2 DOWNTC 0 ) := "Q1Q";
Constant CONFIG_COMM : STD_LOGIC_VECTOR( 2 DQWNTOQ 0 ) := "O1l";
Constant RESET COMM : STD_LOGIC_VECTOR( 2 DCWNTC 3 ) := "100":

[}
1
9}

rror Conditicn Definitions (Section B.3)
en there is an error in the most recent data transfer, the
I reports the error ccnditicn using the 2-bit signal ErrorCcde.

S

]
]
)

a}

ror code 00 is an Invalid Cpcode Error: the Opcode in the
eceived packet is invalid.

rror cede Ol 1s a Parity Errcor: the even parity computed

-- on the received packet ZIailed.

-~ EZrror ccde 10 is a Sequence Error: an input gort address packet
-- must be fellowed by an output port address packet.

-- Zrxor ccde 1l means No EZrrzor.

)
i
31 1y (%

Zonstant INVALID OFCODE : STD_LOGIC_VECTCE( I DCWNTC Q ) = "CI";
Constant 2ARITY_ERRCR : STD_LOGIC_VECTCR( 1 2CWNTQ J ) := "Cl";
Zenstant SEQ ERROR : STD_LOGIC_VECTOR( 1 DOWNTC Q0 ) == "12";
Caonstant NC_ZRROR : STD_LOGIC _VECTOR( 1 SOWNTC 9 ) = "11";
BEGIN
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PROCESS ( nStrobe, PPI_Rst, Clock )

-- There are 2 states in the FSM, as shown in the state diagram of Fig. B.S.
-— state 0 is Idle Wait for an input port address, reset command
- or configure command from the Routing Software.
- If input port address is received, proceed

- to Leoad state. If reset command is received,

-— request the SCI to reset the crossbars.

It

e configqure command is received, request the SCI

- to configure the crossbars.

- Return to this state if the FSM is reset.

- state 1 is Load Wait for output port address or reset command

- from the Routing Software. If output port address
- is received, request the SCI to load the mapping

-— into the crossbars and return to Idle state.
- If reset command is received, request the SCI to

-= reset the crossbars.

TYPE state_type IS (Idle, Load):
VARIABLE state : state_type;

-- Define some internal signals.

VARIABLE temp_reqg : std_logic_vector( 7 downto 0 )

ALIAS OpCode : std_logic_vector(2 downto 0) IS temp_reg( 6 downto 4
ALIAS Addr : std_logic_vector(3 downte 0) IS temp_reg( 3 downto Q
VARIABLE even parity_check : std_logic

VARIABLE nStrobe_debounced : STD_LGCGIC:
VARIABLE nStrobe_ DFF : STD_LOGIC_VECTOR( 0 TO 2 ):
VARIABLE pre_Busy : STD_LOGIC;

BEGIN

-- Reset (asynchronous) the FSM ?
IF( PPI_Rst = 'l' ) THEN
-=- Initialize the FSM:; proceed to Idle state.
-- Ensure debounced version 2f input nStroke is inactive.
state := Idle ;
nStrobe DFF := (OTHERS=>'l'};

ELSIF rising_edge(Clock) THEN

-- Debounce active low input nStrcbe using 3 DFFs in series.

nStrobe DFF{l TO 2) := nStrobe DFF(Q TO i);
nStrcbe DFF(C) := nStrobe;
nStrobe_debcunced := nStrobe DFF(0) OR nStrobe DFF(1) CR

nStrcbe DFF(2);

-- Define state Q0 of FSM
-- Refer to flowchart in Fig. B.&(a)

CASE state IS

WHEN Idle =>
IF (nStrobe_debounced = 'Q' AND pre_Busy = 'C') THEN
-- There is new data from the Routing Software and
-— the PPI is currently not doing anything. So we
-- should process the inccming packet ...

)y
)

cemp_req := Datar -- latch 8-bit packet from the data l:ines
nAcikk <= '0°*; -- Acknowledge receipt of new packet
pre Busy := 'l’; -- Working on new packet
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-- Verify EVEN parity of the received packet using
-- 3-level XOR tree.
even_parity check :=

(( temp_reg(7) XOR temp reg(6) ) XOR

( temp_reg(5) XOR temp_reg(4) }) XOR

(( temp_reg(3) XOR temp_reg(2) ) XOR

( temp_reg(l) XOR temp reg(0) ));

IF ( even_parity check = '0' ) THEN
-- No parity error, so now check the
-- Opcode field in the packet.

IF ( OpCode = INPUT_ADDR ) THEN
-- Input address received.
-- Send input port address to the SCI and
-~ proceed to Load state.
Tadd <= Addr:
state := Load; -- State change

ELSIF ( OpCode = QUTPUT ADDR ) THEN
-- Qutput address received.
-- Report Sequence Error and remain in Idle stacte.
ladd <= (OTHERS=>'Q"'):;
Cadd <= (OTHERS=>'0');
state := Idle;
nError <= '0'; -- Errcr flag
ErrorCode <= SEQ_ERROR; =-- Sequence Error

ELSIF ( OpCode = CONFIG_COMM ) THEN
-- Configure Command received.
-- Request SCI to activate the mappings fcr the
-- entire switch core and remain in Idle state.
fadd <= (OTHERS=>'Q');
Qadd <= (OTHERS=>'Q');
Cfg <= '1l'; -- Configure regquest
state := Idle;

4]

LSIF ( CpCode = RESET_COMM ) THEN
-- Reset Command received.
-~ Request SCI to :initialize all crecssbar ICs
-- and remain in Idle state.
Iadd <= (OTHERS=>'0Q'):;
Qadd <= (OTHERS=>'Q"):
Rst <= 'l'; -- Reset request

state := Idle;
ELSE
-~ Invalid opcocde detected.
-- Report Invalid OpCode Error and remain :in
-- Idle state.
Iadd <= (OTHERS=>'C'"):;
Oadd <= (OTHERS=>'0"):
nError <= '0’'; -- Error flag
ErrorCode <= INVALID OPCODE:; -~ Invalid Qpcode
state := Idle;
IND IF; -- end of checking csrccdes

ELSE
-~ Parity Error detected in the received packet.
-- Repert Parity Error and remain in Idle state.
Zadd <= (OQTHERS=>'0");
GCadd <= (OTHERS=>'Q'):
nError <= '0'; -- Error £flag
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ErrorCode <= PARITY ERROR; ~- Parity Error
state := Idle;

END IF ; -- end of parity

ELSE
-- There is no new data from the Routing Software,
-- so we continue to wait in the Idle state ...

IF (nStrobe_debounced = 'l') THEN

nAck <= '1°;

pre_Busy := '0';

nError <= '1l';

ErrorCode <= NO_ERRCR; -- No Error
END IF;

Id <= '0°;
Cig <= '0';
Rst <= '0Q’';
state := Idle;
END IF ; -- end of nStrobe is 0

-- Define state 1 of FSM
-- Refer to flowchart in Fig. B.6(b)

WHEN Load =>
IF (nStrcbe_debounced = '0' AND pre Busy = '0') THEN
-- There is new data from the Routing Software and
-- the PPI is currently not doing anything. So we
-- should process the incoming packet ...

temp_reg := Data; -- Latch 8-bit packet from the data l:ines
nAck <= '0Q'; -- Acknowledge receipt c¢f new packet
pre Busy := 'l'; -- Working on new packet

-- Verify EVEN parity of the received packet using
-~ 3-leve XOR tree.
aven parity check :=

(( temp_reg(7) XOR temp_reg(6&) ) XOR

( temp_reg(3) XOR temp_reg(4) )) XCR
(( temp reg(3) XOR temp_reg(2) ) XOR
( temp_reg(l) XOR temp reg(Qd) });

IF ( even_parity_check = '0' ) THEN

-~ No parity error, so now check the
~-- Opcode field in the packet.

IF ( OpCode = INPUT_ADDR ) CR
( OpCode = CONFIG_COMM ) THEN

-- Input address or Configure command received.
-- Repert Sequence Error and return to Idle.
Iadd <= (OTHERS=>'Q"):
Qadd <= (OTHERS=>'Q");
nError <= 'Q'; -- Error flag
ErrorCode <= 3EQ ERROR; -- Sequence Error
state := Idle;

ELSIT ( OcCode = QUTPUT ADDR ) THEN
-— Qutput address received.
-- Send cutput port address tc the SCI. Both
-— addresses are available, so request SCI to
-- load the mapping intc the crossbar ICs.
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-- Then return to Idle state.
Qadd <= Addr;

Id <= 'l'; -- Load request
state := Idle;

ELSIF ( OpCode = RESET_COMM ) THEN
-- Reset Command received.
-- Request SCI to initialize all crossbar ICs
-- and return to dle state.

Iadd <= (CTHERS=>'0Q');

Qadd <= (OTHERS=>'0');

Rst <= 'l'; -- Reset request

state := Idle;

ELSE
-- Invalid opcode detected.
-- Report Invalid CpCode Error and return to
-- Idle state.
Iadd <= (OTHERS=>'Q');
Qadd <= (OTHERS=>'0Q"):
nError <= '0'; -- Error flag
ErrorCode <= INVALID OPCODE; -- Invalid Cpcode
state := Idle;

END IF; -- ond of checking opcocdes

-- Parity Error detected in the received packet.
-~ Report Parity Error and return to Idle state.
Iadd <= (OTHERS=>'Q"):;

Oadd <= (OTHERS=>'Q");

n€rror <= 'Q'; -- Error flag

ErrorCecde <= PARITY ERROR; -- Par:ity Error
state := Idle;

END IF; -- end of parity
ELSE

-- There is no new data from the Routing Software,
-- SO wWe continue to wait in the Load state ...

IF (nStrobe_debounced
nAck <= '1l';
pre Busy := '0";
nError <= '1’
ErrorCode <=

'l') THEN

NO_ERROR;

]
g
(3]

e
Ll

ld <= '0';
Cfg <= '0';
Rst <= '0';

L ;
END IF; -- end of nStrcbe is 0O

END CASE; -~ end of state machine
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B.7.3. Switch Configuration Interface

-— Filename : sci.vhd

-- Entity : sci

-- Title : Switch Configuration Interface (SCI)

-- Author H Albert Au

-- Date : Mar-17-2000

~- Revisien : 2.2

-~ Description: The Switch Configuration Interface (SCI) is a
— submodule within the Switch Controller. The SCI
- receives routing data from the PPI and configures
-_— the Triquint TQ8017 crossbar switch ICs, which
- make up the switch core on the Switch Core PCB.

- The SCI is a finite state machine (FSM), which
- drives the address and contreol inputs of the
- crossbar switch ICs.

-- References : The SCI is described in detail in Section B.3.

- The FSM state diagram is shown in Fig. 8.7.

- Synthesis results are presented in Section 4.2.3.
- The VHDL code is adapted from the work describea
- in reference [30].

-- Use IEEE Standard Logic libraries
LIBRARY 1ieee;
USE ieee.std_logic_ll64.ALL;

~-- The Switch Configquration Interface I/0 are defined here.
-- Detail description follows the declaration.
ENTITY sci IS
PORT (
Clock : IN std_logic:
SCI_rst ¢ IN std_logic;

-- Control signals Ifrcm PPI

d : IN std_logic;

Ttg : IN std_logic;

Rst : IN std_logic:

fadd : IN std_logic_vecter( 3 DOWNTQ 0 ):

Qadd : IN std_logic_vector( 3 DOWNTO Q );
-- These I/0 drive the crosskar IC input pins

Load : OUT std_logic:

Configure : OUT std_legics

Reset : OUT std legic:

Inaddr : OUT std _logic_vector{ 3 DOWNTO Q );

Qutaddr : OUT std_logic_vector( 3 DOWNTO 0 )

11 ~

Z

D s

0
o
~

-— JESCRIPTICN OF INPUT-CUTPUT PORTS (See Appendix B)

-- The first column titled “Signal” is the VHDL I/0 declared
~- above. The second column gives the description.

~- Signal Description




- Clock
-— SCI_Rst
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clock signal
initialize SCI state machine

~~ Control signals from PPI

- d

- Cfg
- Rst
- Iadd
- Qadd

Load port mapping

Activate switch configurations
Reset switch core

input port address

output port address

-- I/0 to drive crossbar IC input pins

- Load connect to crossbar's LOAD

-— Configure connect to crossbar's CONFIGURE
-— Reset connect to crossbar's RESET

- Inaddr 4-bit input port address

-— Outaddr 4-bit output port address

ARCHITECTURE fsm OF sci IS

-- Define internal organization

BEGIN

PROCESS ( clock, 1d }

-- There are 4

states in the FSM, as shown in the

-- state diagram of Fig. B.7.

- state 0

- state 1

- state 2

(S

- statce

is Idle Aait for PPI instructions. Return o
this state :f the FSM is resert.

is lLactch Latch port mapping (input and output
addresses) supplied by the PPI.

is Prog Load the designated Prcgram Latch in
the crossbar ICs with the designated
input port address.

is Config Load all the Ccnfiguration Latches

To activate all port mappings.

TYPE state_type IS (Idle, Latch, Prog, Coniig):

VARIABLE state

-- Define some

VARIABLE myinaddr : std_lcgic_vector(
VARIAELE mycutaddr : std_logic_vector(

BEGIN

-- Reset (asynchronous) the £SM

_rst = '1') THE

IF( sCI

: state type;

internal signals.

a) L4}

DCWNTO
DOWNTC

JE——

e oy

e

-- Initialize the FSM; proceed tc Idle state.
state := Idle;

rising_=dge(Clock) ) THEN

-- Reset the switch core 2

IF( 8st = 'l' ) THEN

-- Init:ialize all crossbar switch ICs by asserting

-~ their RESET :input.
Reset <= '1';

Reset <= '0';
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END IF;

-- Define the FSM operations and outputs

CASE state IS
WHEN Idle =>
IF (Ld = 'l') THEN
-— There is a request to load a port mapping
-- into the switch core. Grab the input port
-- and output port addresses from the PPI.
-- Proceed to Latch state.
myinaddr := Iadd;
myoutaddr := Cadd;
state := Latch;

ELSIF (Cfg = 'l') THEN

-- There is a request to configure the entire

-- switch core, which is handled in Cecnfig state.
state := Config:

ZND IF;

inaddr <= myinaddr;
Cutaddr <= myoutaddr;
Load <= '0';
Configure <= '0Q';

WHEN Latch =>
-- To load a port mapping into the switch core,
-- we first drive the input port and output port
-- addresses to the crossbar switch ICs. Then
-- proceed to Prog state.
state := Prog;

Inaddr <= myinaddr; -- Input address to crossbar
Cutaddr <= myoutaddr: -- Output address to crossbar
Load <= '0';

Configure <= 'Q';

WHEN Prog =>
-- After driving out the 1nput port and output
-- port addresses, we then assert (t¢ 1) the Leoad
-= input cf the crossbar switch ICs.
-=- Return teo the Idle state when the request :is
-- caomplete (signal Ld).

(]

F (Ld = 'Q") THEN

state := Idle;
END IF
Inaddr <= myinaddr: -- Input address to crcssbar
Qurtaddr <= myoutaddr; -- Qutput address to cressbar
_oad <= '1l'; -- Assert crosskar pin Lead
Zonfigure <= 'Q';

WHEN Config =>
-- To configure the entire switch core, thus
-- activating the port mappings, we assert (to 1)
-- the Configure input of the crossbar switch ICs.
-- Return to the Idle state when the request :s
-- complete (signal Cig).

IF (CSg = '0') THEN



APPENDIX B. Optoelectronic Switch Core

state := Idle;

END IF;
Inaddr <= myinaddr;
Outaddr <= myoutaddr;
Load <= '0';
Configure <= 'l’'; -- Assert crossbar pin Configure
EMD CASE;
END IF; -- end of rising_edge (clock)
END PROCESS;
END fsm;



APPENDIX C
Daughterboard Pinout Schematics

This appendix provides the daughterboard pinout schematics for the following IC

devices, which are used in the NIC and switch core prototypes:

* PECL signal buffer IC

* Optobus transceiver IC

* Transmitter and receiver ICs

* Crossbar switch IC

The pinout schematics map the /C device pins on the IC package to the

daughterboard pins mounted under the daughterboard. The following explains the
conventions used in the pinout schematics of Figs. C.1 to C.4:

* Device I/O pin positions are shown as shaded circles or rectangles.

¢ Daughterboard pins are drawn as white circles.

* The numbers or names displayed within the daughterboard pins represent the
device I/O pin numbers or signal names.

*  Unused daughterboard pins are left blank.

* Cn denotes the location of a discrete capacitor, where n is an integer. The
positive polarity is indicated by the + sign.

* Rn denotes the location of a discrete resistor, where # is an integer. The positive
polarity is indicated by the + sign.

* SIP-Rn denotes the location of 50 Q SIP terminating resistor pack, where »n is an
integer. Section 3.1.2 describes the SIP terminating resistor pack. SIP terminating
resistor packs have connections to power (5V) and ground (0V), and can contain
8 or 10 pins. The numbers or names displayed in the terminating resistor packs
are the device I/O signals being terminated.
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C.1. PECL Signal Buffer IC

The Motorola 10E416 PECL signal buffer IC is used within the OTM on the NIC
and switch core. The OTM is described in Section 3.2.4. The electrical specifications of
the PECL signal buffer IC are provided in [53].

The top view (i.e., component side) of the PECL signal buffer IC daughterboard is
shown in Fig. C.1. The PECL signal buffer IC is placed into a PLCC-to-PGA socket,
which is attached to the daughterboard. In Fig. C.1, the device I/O signal names are
displayed on the daughterboard pins. Signals D0..D4 are the 5 differential inputs and
QO0..Q4 are the 5 differential outputs. VBB is the switching reference voltage (3.7 V) used
for AC-coupled or single-ended inputs. VCC4 is the 5V power supply connection to
internal logic. VCCI1, VCC2 and VCC3 are 5V power supply connections to output
drivers. VEE is the most negative supply voltage level at OV. These power-ground pins
are bypassed using capacitors C| to C4, which are explained below:

* Power supply VCCI1 is bypassed to VEE using 0.1 uF capacitor C1.

* Power supply VCC2 is bypassed to VEE using 0.1 uF capacitor C2.

* Power supply VCC3 is bypassed to VEE using 0.1 pF capacitor C3.

*  Power supply VCC4 is bypassed to VEE using 0.1 uF capacitor C4.

® i

390 ©

PLCCo- | DS S B P
PGA socket & & @a ‘ G B \,@4
BHIORE S
2009009

. Be®e

® @e® @©

T ee

a Socket [0 pin @ Daughterboard pin with

device signal name
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C.2. Optobus Transceiver IC

The Motorola Optobus IC is used within the OTM on the NIC and switch core.
The OTM is described in Section 3.2.4. The electrical specifications of the Optobus IC
are provided in [65].

The top view (i.e., component side) of the Optobus IC daughterboard is shown in
Fig. C.2. The Optobus transmit subsystem is located on the left and the receive
subsystem is located on the right.

In Fig. C.2, the device I/O signal names are displayed on the daughterboard pins.
Signals DO0..D9 are the 10 differential PECL inputs, and are terminated by SIP-R1, SIP-R2
and SIP-R3. Signals Q0..Q9 are the 10 differential CML outputs, which require external
50 Q pull-up resistors to 5V.

Power (5V) and ground (0V) pins are specified as follows: GTn denotes transmitter
ground, VTn denotes transmitter power, GRn denotes receiver ground, and VR~# denotes
receiver power, where »n is the row number of the power-ground pin as defined in [65].
Table C.1 explains the bypassing scheme for the Optobus power-ground pins:

f Bypass Capacitors |r Capacitances Power-ground Pins

' Cl. C2 ' 0.1 pF, 5 pF ' VR2, GRI

| C3. C4 0.1 uF.SUF | VR4, GR3

. C5, Cé6 | 0.1 pF. S pF | VR6/7, GRS

. C7, C8 i 0.1 uF, 5 uF ' VR9/10, GRS

: C9, Cl0 ' 0.1 uF, 5 uF | VR13/14, GR12
L Cl1,C12 0.1 uF.SpuF | VT3, GTI

. Cl13. Cl4 . 0.1 pF, 5 uF | VT6, GT4

' C15, C16 | 0.1 uF, 5 uF | VT10, GT8

' C17.C18 } 0.1 uF, 5 pF | VT12, GT13/14

Table C.1. Optobus IC Bypass Capacitors.
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Fig. C.2. Motorola Optobus IC Daughterboard Pinout (Top View).
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C.3. Transmitter and Receiver IC

The Hewlett-Packard HDMP-1012 gigabit transmitter IC implements the NIC’s
Transmitter Module, which is described in Section 3.2.2. The HDMP-1014 gigabit
receiver IC implements the NIC’s Receiver Module, which is described in Section 3.2.3.
The electrical specifications of the transmitter and receiver [Cs are provided in [49)].

The top view (i.e., component side) of the transmitter and receiver ICs
daughterboard is shown in Fig. C.3, where the transmitter IC occupies the right half and
the receiver IC occupies the left side. The device /O pin numbers are displayed on the
daughterboard pins. The mappings between the device I/O pin numbers and the /O signal
names are provided in [49]. The following explains the bypassing and terminating
schemes for the transmitter IC in Fig. C.3:

* Single-ended PECL inputs are terminated by SIP-R3 through SIP-R7.

» Capacitor C9 is the 0.1 uF PLL integrator capacitor described in Section 3.2.2.2,

and is wired to pins | & 2 and 3 & 4.
* Power supply pins 23 & 24 are bypassed to ground pins 21 & 22 using the 0.1
UF capacitor C4 in series with the 10 Q damping resistor R4.

* Power supply pins 43 & 44 are bypassed to ground pins 41 & 42 using the 0.1

iF capacitor C5 in series with the 10 Q damping resistor RS.

* Power supply pins 63 & 64 are bypassed to ground pins 61 & 62 using the 0.1

UF capacitor C6 in series with the 10 Q damping resistor R6.

The tollowing explains the bypassing and terminating schemes for the receiver IC in
Fig. C.3:

e Single-ended PECL inputs are terminated by SIP-R1 and SIP-R2.

* Capacitor C8 is the 0.1 uF PLL integrator capacitor described in Section 3.2.3.2,
and is wired to pins 1 & 2 and 3 & 4.

* Power supply pins 23 & 24 are bypassed to ground pins 21 & 22 using the 0.1
UF capacitor C1 in series with the 10 © damping resistor R1.

e Power supply pins 43 & 44 are bypassed to ground pins 41 & 42 using the 0.1
WF capacitor C2 in series with the [0 € damping resistor R2.

« Power supply pins 63 & 64 are bypassed to ground pins 61 & 62 using the 0.1
UF capacitor C3 in series with the 10 Q damping resistor R3.

e Pin 32 is pulled to 5V through the 10 Q damping resistor R7.

e Pin 72 is pulled to 5V through the 10 Q damping resistor R8.
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Fig. C.3. Transmitter and Receiver ICs Daughterboard Pinout (Top View).
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. C.4. Crossbar Switch IC

The Triquint TQ8017 crossbar switch IC is used on the prototype switch core, and
is described in Section 4.1.1. The electrical specifications of the crossbar switch IC are

provided in [36].
OV  DIIDIO D9 D8 D7 SV - OV D6 DS D+ D3 D2 SV
ov BT BM 5 B 57 s ov % 5 5B 6 sV
z MM POPE OO z
z TR0 OO B
e T CETEEETAIT o
3 oo : 5
IZ OB D3 = Vet Vet (et Gab Vet Vet Vet — O =
.;‘ < Ly SE———— f“ A‘ . -
FRe = @ @ =®0:
Z 65 o8 == Y VCC  ouall) drudo
- - - ——— N~ et ——— ~ .
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® 2T 4@ & = cottp) Gaut
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TT = @ e =00
O El'rl Ly | \7& VCC VCC GND VCL VCC @: ——
T
TETOIOOPORO@
VW@ AQROPIPO@
amees Device /O pin @ Daughterboard pin with
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Fig. C.4. Crossbar Switch IC Daughterboard Pinout (Top View).

The top view (i.e., component side) of the crossbar switch IC daughterboard is
shcwn in Fig. C.4. The device /O signal names are displayed on the daughterboard pins.
. Signals DO..D15 are the 16 differential PECL input ports, and are terminated by SIP-R!
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to SIP-R6. Signals Q0..Q15 are the 16 differential PECL output ports. The power pins
(VCC, 5V) connect to a power plane on the daughterboard’s top layer and the ground
pins (GND, 0V) connect to a ground plane on the daughterboard’s bottom layer. These
planes are bypassed using the 0.1 pF capacitors C1 to C5 shown in Fig. C.4.



