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AB8TRACT

A newly developed creep method is described for following the kinetics
ofmanganese sulfide precipitation in four electrical steels. The technique was
also applied to a Ti steel, in which the precipitation kinetics were previously
determined using a stress relaxation method. Prior to loading. the specimens
are solution treated for halfan hour and then cooled to the test temperature. A
constant stress is applied to the sample by means of a computerized MTS
machine and the strain is recorded continuously during testing. The resulting
creep rate is sensitive to the occurrence of precipitation; thus the slope of the
true strain-Iog(time) curve decreases immediately after the initiation and
increases on the completion of precipitation. The precipitation-time­
temperature diagrams determined in this way are ofc1assical C shape on all of
the tested materials. Because higher dislocation densities and internaI stress
levels are maintained, the present technique is more effective for monitoring
the precipitation events occurring in the ferritic phases and at high
temperatures than the previously developed stress relaxation method.

The nuc1eation sites for precipitation during creep testing were
investigated with the aid of electron microscopy. It was concluded that the
progress of MnS precipitation can be divided into three stages: nuc1eation,
growth and coarsening. By a detailed analysis of the nucleation
thermodynamics and kinetics. it is demonstrated that there exists a strong
tendency for the nuc1ei to be formed on dislocations at lower temperatures.
However, nuc1eation at grain boundaries is preferred as the temperature is
increased. It was also shown quantitatively that the c1assical diffusion­
controlled growth theory is not satisfactory for strain-induced MnS
precipitation. Thus, a modification was made in such a dynamic case by taking
the effects ofdeformation vacancies into account. As regards the coarsening of
MnS partic1es, it was found that the kinetics during this stage are controlled
by both bulk and grain boundary diffusion.
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The microstructural examinations revealed that both grain deformation
and grain boundary sliding take place in the electrical steels at hot working
temperatures. Quantitative evaluations showed that the latter process
contributes about one-sixth to one-tenth the total strain under the current
experimental conditions. The strong retardation of grain deformation aCter
the occurrence of precipitation is explained in terms of the interfacial pinning
of mobile dislocations by these incoherent particles. It is also demonstrated
that the finely-dispersed precipitates slow down the boundary sliding rate. On
the basis ofthese observations, the relationship between the rate ofsliding ofa
particle-free and ofa precipitate-containing boundary is derived.
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RESUME

Une nouvelle méthode de fluage a eté développée pour décrire la
cinétique de précipitation du sulfure de manganèse dans quatre aciers
électriques. La technique a été aussi appliquée à un acier au titane, dans
lequel la cinétique de précipitation a été déterminée auparavant en utilisant
une méthode de relaxation de contrainte. Avant d'être mis sous charge, les
échantillons subissent un traitement de mise en solution d'une demi-heure,
puis ils sont refroidis jusqu'à la température du test. Une contrainte constante
est appliquée à l'échantillon par le biais d'une machine MTS controllée par
ordinateur et la déformation est enregistrée durant le test. Le taux de fluage
résultant est sensible à l'apparition de précipités; de ce fait la pente de la
courbe de déformation vraie en fonction du logarithme du temps décroît
immédiatement après le début de la précipitation et augmente dés la fin de la
précipitation. Les diagrammes de précipitation, temps, température
déterminés de cette manière présentent une forme classique en C pour tous les
matériaux testés. Puisqu'une densité de dislocation et une contrainte interne
plus importantes sont maintenues, cette technique est plus adaptée au suivi
des événements de précipitation intervenant dans les phases ferritiques à
hautes températures, que la méthode de relaxation de contrainte développée
auparavant.

Les sites de germination des précipités durant les tests de fluage ont été
étudiés à l'aide de la microscopie électronique. Il a été conclu que la
précipitation du sulfure de manganèse peut être divisée en trois étapes: la
nucléation, la croissance et le grossissement. Par une analyse détaillée des
cinétiques et de la thermodynamique de germination, il a été montré qu'il
existe des sites de gennination préférentiels sur les dislocations à basses
températures. Cependant la germination aux joints de grain devient
prédominante au fur et ù mesure que la température est augmentée. n a été
aussi montré quantitativement que la théorie classique de croissance
controllée par la diffusion n'est pas verifiée de manière satisfaisante pour la
précipitation induite par la déformation. Donc, une modification a été faite
dans le cas dynamique, en tenant compte des effets des lacunes de déformation.
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En ce qui concerne le grossissement des particles de MnS, il a été trouvé que la
cinétique durant cette étape est gouvernée par la diffusion aux joints de grain
et la diffusion volumique.

Les examens de microstructure ont révélé qu'à la fois la déformation des
grains et le glissement des joints de grains ont lieu dans les aciers électriques
aux températures de déformation à chaud. Les évaluations quantitatives ont
montré que le dernier procédé contribue pour un sixième à un dixième de la
déformation totale dans les conditions expérimentales présentes. Le fort
retard de la. déformation des grains après l'apparition des précipités est
expliqué en terme d'ancrage interfacial des dislocations mobiles par les
particules incohérentes. Il a été aussi montré que la dispersion de petits
précipités ralentit le taux de glissement des joints. A partir de ces
observations, une relation entre le taux de glissement d'un joint de grains libre
de particule et d'un joint contenant une particule a été obtenue.
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INTRODUCTION

Electrical steels, or silicon steels, are used in electric power
applications, typically as magnetic core materials for transformers, electric
motors and generators. High permeability is required, but the principal_
requirements are high induction for moderate driving fields and low power
loss. With the advancement ofelectrical engineering and the thrust for energy
conservation, electrical steels have been rapidly developed in response to
demands for higher quality.

Broadly speaking, electrical steels can be classified into two categories,
one ofthem being grain-oriented and the other non-oriented. A better quality
of non-oriented electrical steel is generally obtained by carefully controlling
aIl the possible factors that give rise to power loss, which is related to the
presence of small quantities of carbide-forming elements, such as Ti and Zr.
As for the grain-oriented electrical steels, the highly oriented texture is
developed through a process called secondary recrystallization. The basic
metallurgicai principle causing oriented secondary recrystallization is the
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retardation of normal grain growth by the second phase partic1es present
during primary recrystallization.

As is weIl known, manganese sulfide (MnS) has been extensively used
as an elementary "inhibitor" in commercial silicon steels. The morphology of
MnS is of considerable importance in improving the final texture and,
therefore, the magnetic properties of these steels. Since it has been found that
large partic1es only exhibit a very small pinning effect on grain boundaries, it
is important to know how ta produce a fine dispersion of MnS precipitates
during hot rolling. Thus, the nuc1eation and growth behavior of MnS
precipitates at high temperatures is of great interest and requires a detailed
and c1ear description.

The kinetics of MnS precipitation during the hot deformation of
electrical steels is not only of practical concern for industry, but also involves
fundamental questions in physical and mechanical metallurgy. As is weIl
known, a large number of studies have dealt with the precipitation of carbides
or nitrides. By contrast, there has been little research related to the
precipitation ofsulfides. Furthermore, metallurgists often concentrate on the
hot working of steels in the austenite range. However, the hot deformation
and heat treatment of 3 percent silicon steels in industrial practice are carried
out within the ferrite range, and thus the events occurring during these
processes are particularly interesting and less familiar.

Although some scientists and engineers are aware of the usefulness and
importance of information regarding MnS precipitation during hot
deformation, they are still far from their goal of a c1ear understanding of the
.opic. Among the problems faced by these investigators are the notorious
difficulties and appreciable tirres involved in detecting such precipitation at
high temperatures. Such experimental difficulties constitute a real barrier to
the use of precipitation kinetics in the design of rational rolling schedules and
the selection of reasonable annealing parameters. The present investigation
was therefore designed with two objectives in view, namely:
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1) to develop a new technique, which is easier, more accurate and more
efficient than the current methods, for detecting precipitation in
ferri te; and

2) to determine systematically the thermodynamics and kinetics of
MnS precipitation in electrical steels during hot deformation.

The present thesis includes the following chapters:

Chapter 2 is a summary of the literature reviewed. The development of
electrical steels is first described and then some of the results obtained by
previous researchers in the fields ofprecipitation and creep are given.

In Chapter 3, the experimental materials and equipment are described.

Chapter 4 introduces a creep technique --- the new method developed in
the present study --- for following precipitation during hot deformation.

Chapter 5 presents the main experimental results obtained by the new
technique and by optical and electron microscopy.

Chapter 6 deals with the nucleation thermodynamics and kinetics of
MnS precipitation in electrical steels.

Chapter 7 contains two parts: the growth of MnS precipitates is
analyzed in the first and the coarsening of such particles is illustrated in the
second.

Chapter 8 investigates the microstructural evolution of electrical steels
during creep testing to clarify the influence of MnS precipitation on the
deformation process; it also includes a discussion of the applicability and
sensitivity of the new technique.

Chapter 9, finally, summarizes the general conclusions of the present

investigation.
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LITERATURE REVIEW

2.1 DEVELOPMENT OF ELECTRICAL STEELS

In order to understand present and future trends in the production,
properties and utilization of electrical steels, it is first necessary to review
recent progress in the metallurgy ofthese materials.

2.1.1 PROCESSING OF ELECTRICAL STEELS

In the last century, iron and low carbon steels were used as tran~r()rmer

core materials. The history of silicon steel began at the turn of the century
when the beneficial results of adding silicon to low carbon steels were
discovered,l11 The addition of silicon to iron or low carbon steels results in an
increase in permeability, causing a decrease in hysteresis, and an increase in
the electrical resistivity, thereby causing a reduction in the eddy current
10sses.121 The presence ofsilicon as an alloying element also stabilizes the steel
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with respect to the deterioration over time of the magnetic properties
(magnetic aging). More importantly, silicon modifies the phase changes in
steel so that the Fe-Si system shows a much more narrow austenite loop. At
silicon contents in excess of 1.9% in weight, the binary alloy, as shown in
Figure 2.1, is a single bec ferrite phase at aIl temperatures up to the melting
point;131 this makes it possible to carry out the high temperature heat
treatments necessary to develop the texture, and prevents the preferred
orientation from being destroyed by transformation during the later cooling
stage. The disadvantage of silicon addition is that it has a tendency to rnake
the alloy brittle, so that it becornes difficult to roll it into sheets when the
silicon content is 5% or higher.l41 The silicon concentration is therefore lirnited
ta 3% because ofthese considerations.15J

In the early 1930's, electrical steels were improved by rneans of better
hot rolling and cold rolling technologies. By a suitable prograrn of hot rolling,
annealing, cold rolling and final prirnary recrystallization, Gossl61 obtained a
polycrystalline silicon steel sheet which had strong anisotropie pl'operties. The
breakthrough of the Goss rnethod led to revolutionary reductions in power loss
for 3% silicon steels largely through the strengthening of the (110) [001]
texture.17,81 ln this texture, the crystals tend to be oriented with their (110)

planes parallel to the surface of the sheet and their [001] directions parallel to
the rolling direction, as illustrated in Figure 2.2a. The first grain oriented
silicon steel produced by Goss undoubtedly had the required inhibitors present
by chance, and it was not untillater that the role of the inhibitor was noted
and the relationship to the prirnary recrystallization texture was
appreciated.l9•111 The advantages of crystal orientation led to intensive studies
of the composition and processing steps associated with irnproving the degree
ofpreferred orientation.{12'171

"Modern" Goss materials originated around 1940, when it was found
that the degree of orientation could be increased by secondary
recrystallization. This grain-oriented silicon steel was produced using
manganese sulfide (MnS) as the inhibitor (referred to as the Arrnco method), a
process which was used world-wide until recently.118.20I By 1950, with the

addition ofrapid strip decarburization in wet hydrogen, the two stage process
practiced today had come to maturity.121.231



6

Wcieht Percent Silicon
10 zo 30 40 ~ DO 1080

"ooi--....,-~'~-..,."''-..,.-'I-",-~.......,.....- .............

L1000

OU
1300

t
"~ 1100 r.e
!.
E ,.
~

'1... 1.z"c 7QO

C , (SI)

7llO

._._.
000

0 ,. .. 3D •• GD .. ,. .. .. 100

Fe Alomic Percent Silicon Si

( Alomic Percent Silicon
1• .. 3D •• GD .. ,. .. ..

l70D

1000

1414

oU
1300

t
"~ 1100e
!.
E.
~ ... 1.z"c

• r, (sI)

700

000+-...l....,.....J;:;;;;c;.;:;;:;;;:;;;;~_~_+_...,._....., __~_...,.._-+

o ~ m 30 ~ M œ M 80 ~ ~

Fe Weieht Percent Silicon Si

Fig. 2.1 Fe-Si phase diagram.l31



7

l
(a)

Rolling direction

•

[1001

(h)
Rolling direction

•

[1001

~~~t:(OOI)

Fig.2.2 Electrical steel sheets containing the (a) Goss and (h) cube

textures.



(

(

<:

8

The disadvantage of the "Goss" orientation involves its highly
anisotropic properties. In 1957, silicon steel sheet with a (100) [001] texture
was produced.!241 This texture, described in Figure 2.2b, has the grains
oriented with their [001] directions parallel ta the rolling direction, and their
(100) planes parallel ta the rolling plane. Thus the material has almost equal
magnetic properties along two directions at right angles in the plane of the
sheet (i.e. the rolling and transverse directions), and so is less anisotropic. At
present, this "cube" material is not produced commercially as it has not proved
ta have sufficient advantages over the conventional "Goss" material ta offset
the higher production cost.

ln 1966, a new type of grain-oriented electrical steel, commonly known
as HI-B, was announced by the Nippon Steel Corporation.!25. 261 The Nippon
process is essentially based on the inhibiting effect of fine particles of AIN
assisted by MnS precipitates in order ta produce the highly oriented (110)[001]

texture.127.281 In 1973, the Kawasaki Steel Corporation developed a similar
grain-oriented silicon steel called RG_H.129.3DI In the Kawasaki process, a

small quantity of Sb is added ta the steel, which supplements the inhibiting
action of MnS and AIN.l31, 321 At a later date, Jacksonl331, Grenoblel341 and
Fiedlerl12, 351 demonstrated other means of improving grain-oriented silicon
steels by the use ofboron and nitrogen.

The "highly oriented" silicon steels, such as HI-B and RG-H, have
higher permeabilities and lower power losses, particularly at high flux _
densities, than conventional Goss oriented silicon steels with MnS as the
"inhibitar", but are more expensive and only economical for devices operating
athigh fluxdensities. The use of these materials is thus restricted ta high flux
applications. In addition, although these materials are easier ta magnetize
along the rolling direction than conventional Goss steels, the improved
orientation makes it more difficult ta magnetize them at right angles ta the
rolling direction. In a transformer, the flux is not always flowing along the
rolling direction (easy direction of magnetization), particularly at joints and
corners, and hence in these cases, the use of highly oriented electrical steels
does not necessarily produce any beneficial effects.1361 It is due to these
disadvantages that the highly oriented silicon steels have not completely
supplanted the conventional grades.
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In the last decade, the efficiency of electrical steels has undergone
considerable improvement. Much ofthis improvement has been brought about
by an increased understanding of the physical metallurgy of these
materialsp7. 381 One thread of investigation during this period has concerned
the origin of the Goss texture. Beginning with the hot-rolled band, the texture
at different sheet depths has been studied in successive production 3tages; for
this purpose, both pole figure determinations and crystallite orientation
distribution functions (ODF analysis) have bee!l employed.114. 39·41 1It has been

shown that the Goss-oriented grains (which are the potential nuclei for
secondary recrystallization) are formed in the intermediate layers of the hot­
rolled sheet.1421 These are produced by the shear deformation introduced by
friction between the rolls and the sheet. They then grow by the process of
subgrain coalescence, generally during the intermediate to later rolling passes
in the finishing stands. Another interesting direction of investigation has
been focussed on inhibitors for secondary recrystallization, a topic which will
be reviewed in more detail in the next subsection.

The earlier work on improving the properties of electrical steels is
summarized in chronological order in Table 2.1. Even though silicon steels
have been used for 90 years, further improvements in their properties are still
possible and thus the production ofmore efficient electrical equipment.

2.1.2 EFFECTS OF MnS PRECIPITATION

In the manufacture of grain-oriented 3% Si steels containing the
(110)[001] Goss texture, two essential requirements must be met to foster the
process ofsecondary grain growth. First, a grain growth inhibitor in the form
of small, dispersed particles is needed to retard primary grain growth in the
early portion of the final anneal; the resulting fine grains provide the driving
force for secondary recrystallization. The main types of the inhibitors used in

industry are MnS, MnS + AIN, MnS + B, and MnS + AIN + B. Second, a
suitable structure of completely recrystallized grains containing a cube-on­
edge component must be present prior to the final anneal.[ll. 43, 441 These two

factors are in turn affected by the slab reheating and hot rolling processes.[441
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Table 2.1
Chronological Development ofElectrical Steels

Years Developments

1890 -1900 Iron and low carbon steel

1900-1920 3% silicon steel

1920 -1934 Laminated silicon steel

1934-1940 Original Goss-oriented 3% silicon steel

1940 -1956 Modern Goss steel using MnS as an inhibitor

1957 -1960 Cube-oriented 3% silicon steel

1960-1966 Improvements in both oriented and non-oriented steels

1966-1973 Highly oriented m-B steel (MnS + AIN)

1973 -1975 Highly oriented RG-H steel (MnS + AIN + Sb)

1975 -1978 Other highly oriented steels (MnS + AIN + B, Se, Sn, etc.)

1978 -1990 Further improvements in Goss steels as a result of
inhièitor and texture studies

Slabs or ingots are usually reheated at high temperatures prior to roughing
and finishing. By such treatments, the grain growth inhibitors are dissolved
during reheating and subsequently reprecipitated as a fine dispersion of
particles during hot rolling. ACter hot rolling is completed, the basic size
distribution of the inhibiting particles has been established, although it can
still be modified by subsequent heat treatments.

Regarding the influence of the dispersed particles on texture formation,
there has been progress, in recent years,.in exploring this phenomenon.145.49J It
has been suggested that MnS precipitates restrain grain growth in a fine­
grained recrystalIized matrix, resulting in the storage of considerable grain
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boundary energy. This is necessary to provide the driving force for (110)[001]

secondary recrystallization.118.50J The growth kinetics of the secondary grains

are &lso influenced by variations in the size distribution of the MnS partic1es
present before the beginning of secondary reerystallization.'51J The retarding
force exerted by such partic1es on the migration of grain boundaries during
primary recrystallization follows Zener's criterion.'52.53J For a given volume
fraction, smaller particles have much greater hindering effects on grain
growth than larger ones. Even a small volume fraction of MnS precipitates
can be effective, ifthey are finely dispersed in the matrix.

TEM work on the coprecipitation of MnS and AIN has shown that MnS
partic1es act as nuc1eation sites for AIN precipitation.(541 This means that MnS
precipitation must occur prior to AIN precipitation. Thus, the nuc1eation and
distribution of MnS particles play decisive roles in forming the texture of
electrical steels even when both MnS and AIN are employed as inhibitors.
Further studies have revealed that the combined presence of MnS, AIN and B
lead to still stronger grain growth inhibition due ta the segregation ofboron
atoms to grain boundaries.U2.551

Some other investigations have indicated that individual boundaries
with high grain boundary mobilities free themselves spontaneously from the
restraining influence of the particles, thereby making the corresponding
grains groW.'51.56J It has been established that dispersed MnS and/or AIN

partic1es restrain slowly moving boundaries more effectively than rapidly
moving boundaries.'57.58J It seems reasonable to conc1ude that such selective

inhibition assists the development of the crystallites with the highly mobile
boundaries, leaving them to become the nuclei for secondary
recrystallization.152.581 As the temperature is high enough to cause the

dissolution and coalescence of the dispersed phase during the later stages of
secondary recrystallization, the total breakdown of grain boundary inhibition
results in abnormal grain growth,l2· 511 The (110)[001] texture is produced in

this way with the direction ofpreferred magnetization along the strip rolling
direction.(591

As described above, electrical steel textures can be manufactured by
controlling grain growth during primary and secondary recrystallization with
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suitably dispersed precipitate particles. The final electromagnetic properties
ofthese grain-oriented steels depend on the size distribution of sucb dispersed
phases, most frequently MnS precipitates. In contrast to the effects of MnS
precipitates in these steels, their nucleation and growth behaviors during hot
deformation are still relatively unknown. As a deeper understanding of the
latter subject is acquired, it will become possible to optimize the distribution
and morphology of the MnS particles. Before describing the research carried
out on this project in the present investigation, the achievements and
contributions of previous investigators in the field of precipitation will be
reviewed, particularly in the area ofsulfide precipitation.

2.2 GENERAL FEATURES OF PRECIPITATION

The first step in strengthening a pure metal by alloying is to form a soUd
solution. The second step is to supersaturate the soUd solution, and by suitable
heat treatment to cause the excess solute to be precipitated as a second
phase.r6o) This can be carried out in a large number of alloy systems, but the
detailed behavior varies from alloy to alloy. This is particularly true of the
kinetics ofthe process as weIl as of the morphology, distribution and coherency
of the precipitated particles. F':owever, it is still possible to generaUze the
essential features of the process. In this section, we will first consider the
formation free energy, solubility and morphology of sulfides, then provide an
overview of their nucIeation sites, coherency properties and general
precipitation kinetics. Finally, the existing methods for detecting
precipitation will be described.

2.2.1 FREE ENERGY OF FORMATION OF SULFIDES

In the course of investigations into precipitation, the following question
recurs: why is a particular phase precipitated from thEl supersaturated soUd
solution under certain conditions? To answer this question, we must
determine the equilibrium configuration. From a thermodynamic point of
view, a particular precipitate forms when its formation free energy is negative.
Since it is impossible in the space available to this section to cover aIl the
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results published for various kinds of precipitates, only the research on the
standard free energy ofsulfide formation will now be reviewed.

As is weIl known, suIfur is soluble in molten steel, but its solubility in
solid steel is very low and decreases rapidly as the temperature is decreased. It
is precipitated in the form of metal sulfides during solidification and,
depending on the reheating temperature, reprecipitated during hot rolling.l611

The relative stabilities of the different metal sulfides are indicated by the
curves for their standard free energies of formation against temperature. A
graph showing this for a number of sulfides important in the steel industry is
presented in Figure 2.3, taken from Muan and Osborn.l621 It can be concluded
from this diagram that the tendency for the pure metals to form sulfides
increases in the approximate sequence Ni..Fe, Si, Cu..Ti, Mn, AI..Mg, Na,
K..Ca. The relative stabilities of the different sulfides are, however, dependent
on temperature and suIfur partial pressure, as can be seen from the figure.

It should be noted that Figure 2.3 gives the values for the standard
states, Le. when the activities of the clements are equal te 1. This assumption
is not valid under industrial conditions because the activities may be
decreased or increased when other elements are dissolved in iron. The activity
of sulfur, for instance, is strongly influenced by the presence of carbon and
silicon.[6IJ Figure 2.3, therefore, can only be used with great care. If possible,
the values of formation free energy should be calculated in each special case
from the standard values with the corrections necessary for the actual
concentrations and activity coefficients.l631 In practice, solubility products are
often used as an additional equilibrium criterion; this subject will be reviewed
in the next subsection.

2.2.2 SOLUBILITY PRODUCT 0[<' MnS IN ELECTRICAL STEELS

The solubility product is usefuI for predicting solution temperatures and
calculating the equilibrium amounts of precipitates expected te be present at
certain temperatures according te the initial concentrations of the precipitate­
fcrming elements.
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Fig. 2.3 Standard free energies of formation of various sulfides.[62)

The broken lines indicate the sulfur partial pressures (in
atmospheres) in equilibrium with each compound over the
temperature range of the diagram.
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For manganese sulfide in steels, the law ofmass action indicates that
the relationship between the concentrations ofMn and Sin equilibrium can be
described by the following equation:

[Mn][SI = L
MnS (2.1)

where the factors in parentheses are the concentrations expressed in weight
percent, and LMnS is a temperature dependent quantity known as the
solubility product. As the temperature is increased, the value of LMnS
increases in accordance with the equation

Iili
10 (L M.S B

g M.S) =- 4.575T +
(2.2)

Here ~HMnS is the change in enthalpy during the passage of 1 g-mol of MnS
into solid solution, T is the absolute temperature and B is a constant.
NormaIly, the solubility product ofMnS takes the form:

A
log (LMnS) = - T + B (2.3)

Several values ofthe A and B coefficients for electrical steels have been
reported,164.70J but the results are not in agreement. This may be due to the

differences in the experimental methods employed, but most likely different

electrical steels were used as weIl.

Ainslie a,d Seybolt[641 examined the reaction of an electrical steel

containing 3.3% Si and 0.13% Mn with H2-H2S mixtures of various
compositions. After reaching equilibrium in a closed circulation apparatus,
they determined the sulfur concentrations by measuring the radioactivity. On
the basis oftheir experimental results, they derived the equation:

5,560
log (LM• S) = - --r- + 0.72 (2.4)
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In a later investigation,1651the solubility product ofMnS in an electrical
steel with 3.1% Si and 0.01-0.02% Mn was studied by determining the
temperatures of formation and disappearance of the sulfide precipitates: The
specimens were sealed in silica ampules filled with argon, annealed at a series
of constant temperatures, and quenched. The results were described by the
following equation:

14,000
log (LMnS) = - T + 6.30 (2.5)

In a subsequent analysis, the solubility product of MnS in 3% silicon
steels was measured by transmission and scanning electron microscopy, and
chemical analysis.1671 The experimental results were fitted with a single line
represented by an equation applicable te steels with about 0.1% Mn and valid
from 1000 oC te 1400 oC:

10,590
log (LMnS) =- T + 4.092 (2.6)

Iwayama and Haratanil691 investigated the dissolution behavior ofMnS
in an electrical steel containing 3% Si, 0.08% Mn and 0.025% S. The samples
were heat treated at various temperatures for half an hour and then quenched
in water. The solubility product ofMnS obtained in this way was represented
as follows:

14,855
log (L MnS) = - T + 6.82 (2.7)

(

In contrast to the earlier investigations, a wider range of sulfur and
manganese concentration was employed by Petrova et al. I701 Their
experimental results showed that the calculated values of LMnS remain almost
constant as the proportions of[Mn] and CS] are varied at constant temperature.

The following equation was used satisfactorily:
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(2.8)

The above results regarding the solubility product for MnS are
summarized graphically in Figure 2.4, in which the straight lines a, b, c, d and,

e, plotted in terms oflog(LMnS) versus 1tr, correspond ta equations (2.4), (2.5),
(2.6), (2.7) and (2.8), respectively.

2,2,5 MORPHOLOGY OF MnS PRECIPITATES

The morphology ofMnS in steels depends on the steel making and steel

rolling practices. Based on the observation that the solubility ofsulfur in steel

increases as the equilibrium oxygen concentration is decreased, the sulfide

phase was classified into three types by Sims and Dahle.l71J

Type 1 is globular with a wide range ofsizes, often found in duplex form

with oxygen compounds, and with an apparently random distribution. This

type is most common in rimmed or semi-killed steel, where the oxygen content

is high and the sulfur solubility low, resulting in the precipitation of the

sulfide at comparatively high temperatures. Sulfide precipitation takes place

in parallel with the deoxidization process, so that sulfur and oxygen are

precipitated at the same time. In alloyed steels, alloying elements are present
in high concentrations which may also be present in the MnS phase; e.g.
(Mn,Cr)S in high chromium stee13.1611

MnS oftype II has a dendritic structure and is often distributed as a thin

precipitate. This type of sulfide is formed in killed steels that are thoroughly

deoxidized with Al and where the oxygen content is low. Consequently, these

steels have high sulfur solubilities and MnS precipitates late in the final

stages of ingot solidification. The type II sulfide is sometimes found on

primary grain boundaries in a dendritic pattern.1611

There is no marked shape difference between the type III and type 1
sulfides. However, type III always forms a monophase, whereas type 1 is
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usually present in multiphase form. Type ID is most frequently found in steels
which have been highly deoxidized. The oxygen content ofsuch steels is low,
but the sulfur solubility is also low compared to the steels that form type II
sulfides, due to the presence of Al in solution in these steels. This sulfide type
is thus precipitated earlier than type II and at higher temperatures. There is
no precipitation of oxides in this case due to the low oxygen concentration of
the steel, and the sulfide is also free ofother metais in solid solution.172\

2.2.4 NUCLEATION SITES FOR PRECIPITATION

As described earlier in this section, the precipitation of sulfides,
carbides and nitrides takes place in supersaturated solid solutions so as to

reduce the free energy of the alloy system. Considerable experimental
evidencel73, 741 supports the view that these precipitates nucleate preferentially

at lattice defects. The reason for this phenomenon is that the misfit between
precipitates and the parent metal can be best accommodated when nucleation
occurs in high energy locations such as dislocations and grain boundaries,l75, 76 1

In this way, the strain energy introduced by nucleation can be released most
easily. Nucleation sites for precipitation have often been observed by electron
microscopy, principally on dislocations and dislocation substructures, but also
at grain boundaries, on stacking faults and i" the matrix.

2.2.4.1 Nucleation on Dislocations and Dislocation Substructures

It has frequently been reported that dislocations and dislocation
substructures are important sites for the nucleation of second phase particles,
especially when the steel is undergoing deformation.l77.791 When precipitation
takes place along dislocation lines, a chain-like distribution is (.te" displayed,
while precipitates that distribute themselves on dislocation substructures
form in a cell-like pattern. Experimental evidence for the former type of
precipitation was obtained by NaybourlSOJ and Silcock.IS1J With the help of
TEM, the latter kind of precipitate distribution was observed by Davenport et
aI.lS2.S4J
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There have been two models dealing with the mechanisms of
precipitation on dislocations, one of them being the dislocation climb and the
other the moving dislocation mode!. The first was originally proposed by
Silcock and TunstaUl85J and modified later by Nes.[88J Based on the fact that a
significant volume increase is involved in the formation of precipitates, this
model suggests that a vacancy flux to the precipitates is required to reduce the
locai internaI stresses. As a consequence, the nucleation and growth of
precipitates are assumed to be controlled by the supply ofvacancies provided
by the climbing dislocations.

Somewhat later, the dislocation climb model was reviewed critically by
Kesternich,[871 resulting in the conclusion that sufficient vacancies are

available for the volume relaxation of the precipitates and that the lack of
vacancies for balancing the lattice mismatch is unlikely to be the limiting
factor controlling precipitation. In addition, he pointed out that the dislocation
climb model neglects the long range diffusion of precipitate-forming atoms to
the precipitation sites. A different, moving dislocation model, was thus
developed by him. In this model, it is assumed that there exists an interfacial
reaction barrier which prevents nucleus growth unless another mechanism
becomes operative which either reduces the interfacial energy barrier or
increases the driving force. Such a facilitating mechanism is supplied by the
annealing of pre-existing dislocations. The moving dislocations sweep solute
atoms along and locally increase the concentration of the precipitate-forming
elements in this way. Particularly at locations where two dislocations react
with or annihilate each other, Cottrell atmospheres are united and a locally
enhanced supersaturation is created. Significant growth takes place only as
long as it is assisted by the arrivaI of mobile dislocations. Once the
precipitates have grown to sufficient size so as to pin the dislocation
effectively, the dislocation annealing process ceases.

2.2.4.2 Nucleation at Grain Boundaries

The presence of precipitates at grain boundaries has been widely
observed in both deformed anè undeformed steels)88.91J The nucleation ofsuch
precipitates occurs mainly on two types of defect:[77. 92J on grain boundary
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topographical defects such as steps, ledges and discontinuities, and on the
extrinsic grain boundary dislocations introduced by the interaction between
dislocations and boundaries during deformation. The first type of defect is
prevalent in aged materials, while the second is often present in quenched or
deformed steels.

The effects of grain boundary precipitation on mechanical properties
such as strength, toughness and hot ductility have been repeatedly
investigated by many researchers.193.961 A frequent observation is that grain
boundary precipitation significantly increases the creep resistance.197,981 Even
a small number ofsecond phase particles at grain boundaries can give rise to a
dramatic decrease in the creep rate, particularly at low stresses.'991

With regard to the morphology of precipitation at grain boundaries, it
has been found that such precipitates often have a cube-cube orientation
relationship with one of the grains. Usually a precipitate grows preferentially
into the grain whose crystal structure is coplanar with the particle,I871

2.2.4.3 Nucleation on Stacking Faults

This nucleation mode has also been investigated again and again.'8l, 85,
86,100,1011 With the help of vacancies from stacking faults, the nucleation of

precipitation at these sites becomes easier due to the lower local internai
stresses. Considerable experimental evidence reveals the presence of planar
arrays ofprecipitates in the stacking fault plane. This is largely explained in
terms ofrepeated precipitation on partial dislocations by the dislocation climb
mechanism. However, it has been concluded that stacking faults are less
favored sites for nucleation than undissociated dislocations because the
creation of stacking faults requires additional energy and therefore a higher

minimum supersaturation of the solute for nucleation.1771
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2.2.4.4 Nucleation in the Matrix

Random matrix precipitation has occasionally been observed in
metals.18l, 101·1031 By comparison with the other nucleation modes, however,

nucleation in the matrix is believed ta be the MOSt difficult. It has been shown
that this type of nucleation can only take place when the supersaturation of
solutes is very high or when very high concentrations ofvacancies are present,
which May have been introduced by quenching or by some other means,l102J

2.2.5 INTERFACE STRUCTURES BETWEEN PRECIPITATES AND
THEMATRIX

A marked feature of the nucleation of second phase particles is the
accommodation of the misfit between the nuclei and the surrounding matrix.
As stated above, this increases the probability of nucleation at lattice defects,
and thus is of importance ta the kinetics of precipitation. In general, the
lattice misfit can be described by the relative difference parameterll04J

(2.9)

where a p and aM are the precipitate and matrix lattice parameters,
respectively. According ta the values of the relative lattice misfit and the
crystallographic relationships between the particle and the matrix, the
interface structure can be classified inta three types: coherent, semi-coherent
and incoherent.

2.2.5.1 Coherent Precipitates

The interfaces associated with this type ofprecipitate are either strictly
coherent or quasi-coherent. In the strictly coherent interface, the two lattice
parameters are equal and the equivalent lattice directions are aligned. In the
quasi-coherent interface, described by Figure 2.5a, the lattice parameters
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differ slightly.II041 It can be seen from this figure that the misfit parameter li is
positive, which usuaUy applies to coherent precipitation from supersaturated
solid solutions.II05J

: :. ~t.; '.::' ~1;: :-f..r;' ~ ..1. --· .., ....
• • ',0.:.,. - ti• • i..,' ..C'o, .~.. I.~ ~ _e

• • • • • • • •. .-· .. .. .. . . . .
(a) (b)

-

Fig.2.5 Coherency of a precipitate: (a) quasi-coherent or coherent with a
positive misfit; (b) semi-coherent; (c) non-coherent.II04,I05J

The first electron micrographs of spherical, or almost spherical,
coherent precipitates were obtained by Phillips and Livingstonl106J and Bonar
and KeUy.II07J The most striking feature of the images of coherent precipitates
is a line of no contrast. This line passes through the center of the particle and
is paraUel t<. the diffracting planes. It is absent if the precipitate breaks away
from the matrix and eliminates the coherency strain. Thus, the presence or
absence of the line ofno contrast can be used to decide whether precipitates are
coherent or not,ll°8)

2.2.5.2 Semi·coherent Precipitates

As shown in Figure 2.5b, the precipitate and matrix lattices in this case
coincide along one set ofcrystallographic directions where both parameters are
closely similar. But nlong another direction, dislocations are needed in order
to accommodate the large difference in the lattice parameters.II04J
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Semi-coherent interfaces have been reported for many types of
precipitatesP09J such as Ti(CN)[77J and Nb(CN)[781 in microalloyed steels. Many

ofthese have been investigated by TEM but only a few have been observed ta

have regular arrays of misfit dislocations around them. The most regular
examples have been found by Weatherly and Nicholson.rllol They indicated
that interface dislocations relieve the misfit stress in a complicated way. For
example, the misfit dislocations around lath-shaped precipitates in aged AI­
Cu-Mg alloys reduce the misfit strain along two axes in the luth lattice but
increase it along the thirdP lOI

2.2.5.3 Incoherent Precipitates

In this case, the lattice of the particle has nothing in common with the
lattice of the matrix,!l041 as shown schematically in Figure 2.5c. Clear
examples of interface dislocations around incoherent precipitates have been
found in a number ofmaterials.[109J For instance, a commercial cast of Nimonic
80 A aIloy (Ni 20.0%-Cr 2.32%-Ti 1.48%-Al) which had been aged for 250 hours
at 930·C was examined by Weatherly and Nicholson.[1I0J It was found that the
precipitates were enclosed by hexagonal networks of dislocation lines.
Although aIl the dislocations had large edge components, they were not in pure
edge orientation.

2.2.6 KINETICS OF PRECIPITATION

2.2.6.1 Overall Kinetics

Having considered the two possibilities of a constant nucleation rate
and ofa fixed density ofnucleation sites, Avrami!llli suggested that isothermal

transformation can be represented by the general equation

(
f (1) = 1 - exp(-K IR)
u 0 (2.10)
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where fv(t) is the volume fraction transformed, Ko is a constant which depends
on the degree of supersaturation and the temperature, t is the elapsed time,
and n is an experimental constant. This equation is often used in the analysis
ofexperimental data representing the overall kinetics, and is generally known
as the Johnson-Mehl or Avrami equation.

Experimental results are frequently treated by fitting curves of loglog[l
- frit)]-z against log(tJ, giving straight lines of slope n when the Johnson-Mehl
equation is valid. For example, Harris and Nagl1l2J investigated the overail
kinetics of NbC precipitation in this way. They reported that "n" decreases
with an increase in either temperature or the volume fraction precipitated. It
varied from 2.6 to 3.3 as the temperature decreased from 750 oC to 650 oC when
the precipitated fraction was 10%. Above 10%, "n" ranged from 0.9 to 2. When
the steel· was defonned at 700 oC, they found that the nucleation of
precipitates occurred mainly on dislocations and stacking faults. In that case,
the "n" value was about 1 if the precipitate fraction was below 10% and was
around 1.2 for more than 10% precipitation. The formai treatment of the
nucleation of precipitation at grain boundaries is due to Cahn.11131 His results
indicate that the value of"n" is between 1 and 4/3 for such precipitation. The
values of the exponent "n" observed under different experimental conditions
were summarized by Christian in 1975,11141 and are presented in Table 2.2.
From these studies, it seems clear that the time exponent "n" depends on a
series of factors such as the temperature, the degree of deformation, the
chemical compositions of the steels tested, the types ofnucleation site, and the
nucleation and growth mechanisms. In what follows, we will first describe the
previous researches on nucleation and growth in more detail, and then
summarize the influence ofother factors on the precipitation kinetics.

2.2.6.2 Classical Nucleation Theory

As described above, when a new phase nucleates within a parent phase,
an interface is formed between the two phases. This notion serves as the basis
of the theory of nucleation. The interface creates a local increase in the free
energy when the first few atoms assemble in the new structure. The theory of
this process, which describes the interracial energy barrier to nucleation, was
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Conditions n

Interface Controlled Growth

Increasing nucleation rate >4

Constant nucleation rate 4

Decreasing nucleation rate 3·4

Zero nucleation rate (saturation ofpoint sites) 3

Grain edge nucleation after saturation 2

Grain boundary nucleation after saturation 1

Diffusion Controlled Growth

Growth from small dimensions, increasing nucleation rate > 2.5

Growth from small dimensions, constant nucleation rate 2.5

Growth from small dimensions, decreasing nucleation rat\:! 1.5-2.5

Growth from small dimensions, zero nucleation rate 1.5

Growth ofparticles ofappreciable initial volume 1-1.5

Needles and plates of finite long dimensions, small in 1
comparison with their separations

Thickening oflong cylinders (needles), e.g. after complete edge 1
impingement

Thickening ofvery large plates, e.g. after complete edge 0.5
impingement

Segregation te dislocations (very early stage only) 2/3
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originally developed for vapor to liquid condensation by Volmer and Flood.lIl51

The model was applied by Turnbull to the solidification of metals and
subsequently to solid-to-solid metallic phase transformations in the late
1940's. Since that date it has been fundamental to the qualitative and
quantitative understanding ofstructural changes in physical metallurgy. The
subject of solid-state nucleation has been reviewed on Many occasions, for
example by Christian,l1l41 Russell,IIlGI and Aaronson and Lee.11l71 Ail arrived

at expressions ofthe following form for steady state nucIeation:

• •J = Zp N exp (-/lG IkT) (2.11)

-

Here Z is the Zeldovich non-equilibrium factor, 13* the rate at which atoms are
added to the critical nucleus, N is the number of nucleation sites per unit
volume, ôG* the critical free energy for nucleation, k the Boltzmann constant,
and T the absolute temperature.

There are Many problems associated with the use of the above equation
to predict experimentally measurable quantities such as the precipitation
start times. These include the usual lack of knowledge of the interfacial
energy and nucleation site density and the difficulties involved in calculating
the strain energy term and in determining the driving force for precipitation of
the species of interest. By dealing with these problems in different ways,
Dutta and Sellars,IIlB! Xiao and Haaser"lIl91 and Liu and Jonasll201 have

recently modified this theory for the nucleation of carbides on dislocations,
with the conclusion that the theory is in good agreement with a large amount
of experimental data for both carbide and carbonitride nucleation. However,
there does not seem to be any work to date in which sulfide precipitation is

investigated in terms of the classical nucleation theory.

2.2.6.3 Growth and Coarsening Theories

Various researchers, Lifshitz and Slyozovl1211 and Wagnerl1221 in

particular, have examined the growth and coarsening ofan assembly of second

phase particles by considering the different rate-limiting mechanisms. It has
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been demonstrated that the theories developed by these researchers can be
adequately described by the fol1owing relation:

;n _ ;n = K t
a n (2.12)

where f and fa are the mean ~adii of the particles at time t and at t=O,
respectively. The value of "n" and the factors incorporated into the constant
Kn depend on the mechanisms controlling particle growth or coarsening.

There are two general equations for the growth rate of precipitates.l1l5.
1231 When long-range diffusion is rapid and atom transport across the interface

is slow, the resultant condition is usually described as interface controlled
growth. In this case, the value of"n" in Eq. (2.12) is equal to 1 and

K = M'a
1 (2.13)

If the interface reaction is much faster than the diffusion process, the opposite
extreme arises, Le. the situation of diffusion controlled growth. Then, n=2
and

(2.14)

(

In Eqs. (2.13) and (2.14), MOis the modified mobility of the interphase
boundary, 02 is a constant, Dm the effective diffusion coefficient of the slowest
precipitate-forming element in the matrix, and n the dimensionless
supersaturation.

Coarsening is the process during which the competitive growth of
particles takes place. This means that the total volume fraction of the
precipitates remains constant and the larger particles grow continuously by
consuming the smaller ones. In such a process, the kinetics are often
controlled by diffusion and the "n" value generblly increases. If the coarsening
is controlled by a bulk diffusion process,1121. 122. 124. 125) then n = 3, and
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(2.15)

On the condition that grain boundary diffusion is controlling during
coarseningp26.1281 n = 4 and

(2.16)

Finally, ifcoarsening is rate limited by pipe diffusion,1129, 1301 then n =5 and

2Dd, CyNqV
K

Il ni
=0

S S RT
(2.17)

In the above three fonnulas,

Q3' Q4' Qs = constants,
Dm, Dgb, Ddis= solute diffusion coefficients in the matrix (m), along

grain boundaries (gb), and along dislocations (dis),
C = concentration of the rate controlling element,
y - interfacial energy between the precipitate and the matrix,
Vm= molar volume of the particle,
li - grain boundary thickness,
N - number ofdislocations intersecting each particle,
q - the effective cross-sectional area orthe pipe diffusion path,
R - gas constant, and
T - absolute temperature.

2.2.6.4 Precipitation-Time-Temperature Relationships

The design of rational rolling schedules and of reasonable annealing
parameters requires knowledge of the precipitation start (Ps) and finish <Pr)
time:.. For practical reasons, most of the results are plotted in the form of
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precipitation-time-temperature (PTT) diagrams. Sorne of the important
fpctors that influtlnce these diagrams will now be summarized.

(a) 'femperature

The Ps and Prtimes are strong functions oftemperature, and are usually
associated with C-curve kinetics. This indicates that the precipitation kinetics
are controlled by supersaturation at the higher temperatures and by the
diffusivity of the precipitate-forming elements at the lower tempere'.ures. The
precipitation rate is slow at high temperatures due to the weak
supersaturation and is gradually accelerated as the temperature is decreased.
When the temperature is decreased still further, the diffusion of the metallic
clements becomes difficult and, as a result, the precipitation rate slows clown
again.m . 781 The competition between supersaturation and diffusivity is
responsible for the "nose" of the PTT curve.

(b) Alloying Elements

By changing either the activity or the diffusivity of the rate controlling
clement, alloying additions exert a significant effect on the position of PTT
diagrams. For instance, Wangl1311 found that Al addition shifted the Nb(CN)
PTT curve to the right. This was interpreted as being due to a complex
interaction between Al and N, as a result ofwhich the effective availability of
N in the matrix was reduced. In this way, the solubility of Nb(CN) was
increased and the chemical driving force for such precipitation was decreased.
The elTect ofB on the kinetics ofNh(CN) precipitation in HSLA steels, reported
by Djahazi, Hé and Jonas,178. 132) may be taken as another example. According

to their observations, the PTT curves for Nb(CN) precipitation on dislocations
were shifted to higher temperatures and shorter times when B was added to
their steels. These authors explained their observations by stating that "the
segregation of B and the presence of Nb-B complexes at dislocations lead to
higher concentrations of the precipitating elements at these sites and supply a
flux ofvacancies which is useful for both the diffusion ofatoms and the relief of

the strain energy created during precipitation."
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(c) Deformation

In general, the PIT curves obtained for deformed steels are located at
shorter times than those pertaining to undeformed steels.184, 88, 1331 The

acceleration of the kinetics by the increase in either the strain or the strain

rate is attributed ta the pl'esence of strain induced dislocations and vacancies,
which increase the nucleation site density as weIl as the diffusion rate.

(d) Recrystallization

The interaction between recrystallization and precipitation is always an
interesting subject for metallurgists. Because of the drastic destruction of

dislocations by recrystallization, some investigatars believe that precipitation
kinetics can be retarded if recrystallization begins before precipitation.178• 132,
134.1351 However, other researchers have either reported that recrystallization

has litt1e influence on the precipitation kinetics[133! or that it even accelerates

precipitation because of the grain refinement caused by recrystaIlization.'136J

2.2.7 METHODS FOR DETECTING PRECIPITATION

The existing approaches ta the detection of precipitation are based on

one of the following four techniques:
(1) electron microscopy;

(2) chemical or electrochemical extraction;

(3) the measurement ofelectrical resistivity; and

(4) the analysis ofmechanical properties.

2.2.7.1 Electron Microscopy

Electron microscopy has been extensively used for investigating the

presence of second phase particles due ta its high sensitivity and its ability ta
provide crystallographic information.179• 85, 134, 136·1401 When using this

technique, either thin foils or extraction replicas are employed. For examining

small precipitates, the sensitivity of the thin foil method is higher than that of
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the extraction replica method. However, the latter method has been shown ta
be snitable for measuring the mean size and distribution of precipitates. In
contrast ta the former method, the extraction replica method is easier to
perform and more accurate when the mean particle size is comparable with or
greater than the foil thickness.

2.2.7.2 Chemical or Electrochemical Extraction

In addition ta its time consuming nature, another great disadvantage of
electron microscopy 15 the large "sampling error": only a minute proportion of
each specimen can be examined when this technique alone is employed. In
order to obtain further information about the specimen, chemical or
electrochemical extraction methods have been used ta study the kinetics of
precipitation.! 69, 82. 133J The key step of this method involves the extraction of

the precipitates from the quenched specimens either chemically or
electrolyticaIly, foIlowed by a means of weight measurement, such as
spectrophotametry, X-ray diffraction, or electron microscopy ta examine the
residues. This method can provide some useful parameters pertaining to
precipitation, such as the volume fraction and mean particle size, as weIl as
information about the composition and structure of the precipitates. The weIl­
known shortcoming of this method, on the other hand, is its relatively low
sensitivity ta the occurrence of precipitation. As pointed out by Davenport et
al.,182J the use of this method will most likely result in missing particles that
are Jess than 10 nm in diameter.

2.2.7.3 Measurement ofElectrical Resistivity

This technique depends on the change in eJectrical residual resistivity
with solid solution content,l138. 139, 141·143J The residual resistivity, P" consists of

three terms:

P = pi + pP + pd
r r r r

(2.18)
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where p/ is the resistivity attributable to the impurities (e.g. Al, Si or Cr). pt
to the precipitate-forming elements left in solid solution and pr

d to the
dislocation density. Since p/ can be evaluated by an X-ray diffraction line

broadening technique, the corrected residual resistivity, Pc ' can be obtained
from:

so that

P _ P pd = pi + pP
c-r-r r r

p =A + B[M]c s

(2.19)

(2.20)

This is a unique function of the amount of the precipitate-forming element left

in solid solution, [M]s.

The electrical resistivity technique is, in theory, very sensitive to the
occurrence of precipitation. However, Many other physical phenomena affect

the electrical resistivity, so that its accuracy relies on careful

interpretation.1I43J

2.2.7.4 Mechanical Methods

Although aU the above techniques can be employed for investigating

precipitation kinetics, not one of them is entirely satisfactory. The use of

electron microscopy alone is often restricted by its significant sampling error

and time consuming nature. Chemical or electrochemical extraction is the

only technique which can provide complete information about the whole

specimen, but its sensitivity is, unfortunately, too low to detect the sma11

precipitates occurring in the early stages of precipitation. It has also been
provedl1441 that the sensitivity of the electrical resistivity method is, in

practice, very low when it is employed on complex aUoy systems. The

precipitation start times determined by this method have been shown to be

much longer than those measured by other techniques. Furthermore, a11 these
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techniques can only be used at room temperature on quenched samples.
However, the direct measurement of precipitation kinetics at hi'5h
temperatures is possible through analysis of the mechanical properties of the

specimens.

In view of the effect of precipitation on the microhardness ofmetals, as
weIl as on dynamic recrystallization and stress relaxation, three mechanical
methods have been devised to date to follow the progress of precipitation in
austenite: these are f10w curve analysisp44.1451 secondary hardening,1 135. 1461

and stress relaxation.[77· 1471 Compared with the other methods, these

mechanical techniques are preferred by plant engineers and laboratory
researchers for three reasons,l144-1471 First, mechanical testing can be

performed directly at the temperature at which precipitation takes place; thus
the technique is ideaIly suited to studying precipitation behavior in phases
which are unstable at room temperature. Second, mechanical testing
effectively "samples" the entire specimen; and third, the experimental time
and effort required to determine PIT relationships are much less than those
required for the other methods.

Among the current mechanical methods, the stress relaxation technique
is of particular interest due to its relatively high sensitivity, sman sampling
error, and experimental ease.1771 However, this technique (and the other two
mechanical methods) have, up to now, been employed only for monitoring the
precipitation events occurring in austenite,l147J An initial attempt by the
present author to use the stress relaxation method to detect MnS precipitation
in ferritic steels (e.g. electrical steels) was unsuccessful,11481 as will be reported

in Chapter 4. Thus, it was necessary to find a better mechanical method
suitable for measuring precipitation kinetics in both ferrite and austenite. For
this practical reason, a creep technique was developed in the present
investigation. In order to put this new technique into context, the main
principles of creep testing and the results obtained by this means will be
reviewed brief1y below.
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2.3 OVERVIEW OF METAL AND ALLOY CREEP

2.3.1 A SCHEMATIC DESCRIPTION OF THE CREEP CURVE

Creep may he defined as the time dependent deformation which occurs
under an applied stress.!'49, 1501 In general, creep tests on metals are carried out

by keeping either the applied stress or the load constant and noting the strain
of the specimen as a function oftime (or log(time».

The essential features of the creep curve exhibited by metals under
constant load conditions are shown schematically in Figure 2.6.1 1501 On

Tertiary
Creep

Rupture

Secondary
Creep

Primary
Creep

I+-----~---------~...----

Time, s

~

!

Fig.2.6 Schematic creep curve.1I50J



(

(

36

loading, an initial strain occurs. This is followed by a stage in which the creep
rate decreases with time, called the transient or primary stage of creep.
During the secondary stage, the creep rate remains constant; it begins to
accelerate during the tertiary stage. Finally, fracture takes place when the

rupture strain and time are reached.

A large number of empirical equations have been proposed[14~.151, 1521

which can express the strain-time relation at a constant temperature and
stress. Regardless of their differences, they may be classified as belonging to

one offour main types, each ofwhich is described below.

2.3.2 TYPES OF CREEP

The type of creep depends on the test temperature and the applied
stress. The temperature-stress diagram of Figure 2.7 indicates the region in
which each of these types is to be found.ll 511 In such a creep diagram, the
temperature and stress are usually plotted as Tfrm and ua/P rnther than
simply as T and Ua. Here T is the test temperature, Tm the melting point, Ua

the applied stress, and P the shear modulus.

2.3.2.1 Anelastic Creep or Recoverable Creep

According to the creep diagram presented in Figure 2.7, anelastic creep
will be observed below the critical shear stress Uess. In this case, the strain c in
a stressed specimen is well described by the following time-dependent
equation:11511

1
(- -)

c=c +c[l-erp t 1
• 0

(2.21)

(

where ce is the purely elastic strain, t is time after loading, and Co and "t are
constants. The last term on the right-hand side ofEq. (2.21) gives the non-
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elastic, time-dependent strain. It can be seen that this strain increases with
time and exponentially approaches the limiting value Eo.

The anelastic creep strain is recoverable. Should the applied load he
removed after the strain c' is reached, the strain at any time t after removal of
the load is given by:

t
1- -)

c=(c'-c)etp t

•
(2.22)

(

where Ce is the elastic strain presentjust prior ta the removal ofthe load. The
strain given by this equation closely approaches zero at times which are long
compared ta the decay time 1:.

2.3.2.2 Logarithmic Creep

When a sample is deformed at a stress ahove the critical resolved shear
stress and at a relatively low temperature, the creep is generally observed ta
he of the type:l77.78.1511

c = c + c + c /og(l + vi)
• p 0

which gives a creep rate

cv
• 0
c=--

1 + vi

(2.23)

(2.24)

(

In the two equations, Ce is the elastic strain, cp is the instantaneous plastic
strain, and Eo and v are constants. The creep strain depends logarithmically on
time and is ofa transient nature, since the creep rate decreases ta zero with the
inverse of the time.
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2.3.2.3 Andrade Creep

Around 1910, Andrade canied out a series ofcreep tests on metals in the

region of the creep diagram which corresponds to high temperatures and
moderate te high stresses.ll49.153.1541 He established that, in this region, creep

under constant stress and temperature follows the law:

c = c + c + (lt n + Kt• p
(2.25)

where Ce and cp have the same meanings as before, and n, ~ and K are

constants. Indeed, the schematic plot of the strain shown in Figure 2.6 is

predicted by Andrade's equation, except for the accelerating stage at the end of

the test. Ifa time derivative is taken ofEq. (2.25), the following creep rate is

found

é= n(ltn- I +K (2.26)

The first term on the right-hand side of this equation represents transient

creep, since it approaches zero after a certain time (note that n is less than 1).

The second term on the right gives rise te a constant or steady state creep rate.

2.3.2.4 Nabarro-Herring-Coble Creep

A special kind of steady state creep is labeled liNabarro-Herring-Coble

creep" in Figure 2.7. This type of creep can occur in specimens which are

either very small or consist ofvery fine grains. The dimensions of the grains or
ofthe sample have te be approximately 0.1-0.01 mm or less.1I50.155.1561

It can be concluded from the above that the occurrence of one of the four

well-defined types of creep shown in Figure 2.7 is a function of the stress,

temperature and material structure. To obtain a full understanding of the

creep behavior, it is necessary te review the mechanisms of creep deformation

that have been proposed te date.
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2.3.3 MECHANISMS OF CREEP DEFORMATION

The literature concerning the mechanisms of creep deformation is
vast,u49, 151, 157·159J thus only the well-established mechanisms will be reviewed

in this subsection.

2.3.3.1 Motion of Point Defects

The motion of point defects, such as vacancies and interstitials, always
takes place during any kind of creep in metals and alloys. Although,
macroscopically, only relatively small deformations can be produced in this
way, this mechanism can still dominate the creep process under some very
specific conditions, one ofwhich is considered here.

The stress-assisted diffusion ofvacancies and atoms

The diffusion ofvacancies and atoms is thought to be rate controlling in
Nabarro-Herring-Coble creepP56. 1601 At high temperatures, the energy
required to form a vacancy at the top or bottom surface of the grain pictured in
Figure 2.8a is different from that required at the side surfaces if a vertical
stress is applied to the grain. A gradient in the vacancy concentration is thus
set up and gives rise to a vacancy flux from the tensile-stressed to the
compression boundaries within the grain, as shown in this figure. Ifthere is a
net flow ofvacancies in one direction, there must be an equal net flow of atoms
in the opposite direction. Atoms are removed from the side surfaces of the
grain in this way and deposited on the top and bottom surfaces, leading to the
change in shape attributable to this kind ofmass motion (see Figure 2.8b). A
det.ailed analysis ofdiffusion creep has been made by Raj and Ashby.11611 It can
be concluded from their results that diffusion creep becomes the controlling
prccess at very high temperatures and relatively low stresses.
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--.-. Motion of atoms

-----+- Motion ofvacancies

Ga

(a)

Final shape

------- Initial shape

----------------

Ga

(b)

Fig.2.8 (a) Mass motion ofvacancies and atoms across a small grain
at a high temperature. (h) Change in the shape of the grain
as a result orthe mass motion shown in (a).115I,156)
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2.3.3.2 Motl.>n of Linf' Defects --- Dislocatilln Ml)vement

Particular attention is generally given ta the motion of line defects,
mainly dislocations, during creeppso, 162, 1631 as this is the mechanism

responsible for most of the practical conditions. The dislocation theories have
been developed to such an extent that they can predict the deformation with a
considerable degree of success.1151.164) These theorie& are similar in the sense

that a dislocation pinned by a barrier is slow moving. Sorne of the more
familiar theories are reviewed briefly belo"".

(a) Glide

Creep deformation by dislocation glide occurs at stress levels which are
high relative to those normally considered for creep deformation.llS0l The

movement of a dislocation in this case is impeded by obstacles such as solute
atoms, other dislocations, grain boundaries and precipitates. The resultant
strain rate, t, May be written asl165l

(
•• Ilb
c = c e:rp[(-bA (- -0 lIkTl

o a A. a
(2.27)

(

on the basis that the creep rate due to dislocation glide depends on
temperature in accordance with Boltzmann statistics. In the above equation. b
is the Burgers vector, Àthe interobstacle spacing, p the shear modulus, Aa the
activation area, Oa the applied stress, k is Boltzmann's constant, T the absolute
temperature, and t = ta when 0a "" pb/À.

(b) Cross slip

Cross slip is one of the few processes taking place during creep that is
associated with reasonably low activation energies.l166l The ease of cross slip
depends primarily on the stacking fault energyj the higher the stacking fault
energy, the narrower the stacking fallE, and the greater the ease of cross
slip.11501 'l'he activation energy associated with cross slip is weil below 1 ev for

fcc metals which have high fault energies such as aluminum, but it rises
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sharply with decreasing values ofthe fault energy.[167J In bcc metals, cross slip
takes place very easily because ofthe availability ofmany slip planes.

(c) Jogdragging

Au offset in a dislocation line which has a component normal ta the glide
plane is called a jog. A jog in an edge dislocation is generally mobile and sa
will not impede the dislocation mobility. However, ajog on a screw dislocation,
which may for example be produced by the intersection of two screw
dislocations, is sessile since the jog itself has an edge character. When it is ta
be moved, it must be dragged through the lattice creating a row of point
defects, as its Burgers vectar does not lie in c. suitable slip plane.I1SOI Thus,
such ajog mustdimb from one slip plane ta the next by non-conservative (non­
glide) motion.

Experimental support for the operation of the jogged screw dislocation
mechanism was recently provided by Liul771 and by Djahazil781 in terms of the
creep and stress relaxation data they obtained on Ti and Nb steels. They found
that a logarithmic dependence of creep strain on the stress relaxation time is
displayed when the motion of jogged screw dislocations is likely ta be rate

controlling:

Q

C = Eln(l + vi)

The creep rate exhibited by this mechanism was expressed by them as

QV 00 °0
é= -exp(--) exp(-)

E Q Q

(2.28)

(2.29)

In the above two equations, E indicates the elastic modulus of the specimen, 00

the initial stress during stress relaxation, and a and v are constants for a given
material under isothermal test conditions.



(

(

44

(e) C1lmb

It 18 loglcal ta postulate that the rate-controlling process in the high
temperature creep of metals is often the c1lmb of dislocations having an edge
component. This suggestion was first made by Mottl168J and was later
consldered in more detail by J. Weertman and J.R. Weertman.l 151 ) Since
vaconcies ore commonly generated during straining at high temperatures, the
c1lmb motion of edgc and mixed dislocations is certainly assisted by vacancy
diffusion.

The rate ofvacancy flow between dislocations, and thus the velocity of
dislocation c1lmb, depends on the actual arrangement of the dislocations in a
crystal. Weertman estimated the average c1lmb velocity for a group of N
straight dislocations, aIl of which have the same sign and are c1lmbing in the
same direction.ll5l ) Let L represent the average distance which a dislocation
moves in a direction parallei ta its s1lp plane between the time it is created and
the Ume it is annihilated, d the average distance a dislocation c1lmbs in a
direction normal ta its s1lp plane before it is annihilated, and Xv9 is the
equilibrium number of vacancies per unit volume of the crystal in an
unstrained meta1. Such an average ,.limb velocity can be expressed
approximately by the formula:

v =< NdkT
(2.30)

where Dy indicates U.e coefficien: fdiffusion for vacancies, and 0a. b, k and T
have the same meanings as in Eq. (2.27

ln general. ifdislocation c1lmb is rate 1Imiting, the stress dependence of
the lteady .tate creep rate can he described by the empirical power law:[I50,154)

(,

i: = Ba'a (2.31)
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where B is a constant and n is the stress exponent, the value of which depends
on the temperature and the properties of the material being tested.

2.3.3.3 Motion of Plane Defects .•• Grain Boundary Sliding

Grain boundary sliding is another possible creep mechanism for
stressed metals at high temperatures,!169. 1701 There has been evidence that

such gliding is not necessarily restricted to the boundary plane itself, but that,

at high temperatures and stresses, a considerable layer may be involved in the
deformation,ll491 'rhe thickness of the layer increases as the misorientation

between the grains is decreased, and such a thickening results in a slower rate

of creep. Gibbs, after investigating the role of grain boundary sliding in high

temperature creep, pointed out that the grain coherency conditions require
grain boundary sliding to be accompanied by other grain deformation
processes and that the latter generally determine the rate laws for creep.,'711

In a subsequent analysis, it was suggested by LeMayl1501 that the

accommodation takes place by means ofdislocation climb.

The occurrence of grain boundary sliding has been evaluated in detail
by Ashby et aJ.l172.1 741 The models developed to account for this process lead to
equations orthe type:1I61.1751

(2.32)

where Ugb is the average grain boundary sliding rate, Cgb a proportionality

factor, and n ::: 1 the GBS (grain boundary sliding) stress exponent. If grain

boundary sliding is controlled by diffusional accommodation at asperities in

the grain boundaries, or by the climb of a constant number density of

dislocations close to, or in the grain boundaries, we have n = 1. If the

dislocation densi ty is proportional to the stress, then the sliding rates are no

longer linear with stress and the exponent n increases to 2. Finally, if grain
boundary sliding is controlled primarily by dislocation movement in the

vicinity of the grain boundaries, a stress exponent n = 3 to 5 similar to that

observed in power law dislocation creep can be expected,ll751
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2.3.4 CREEP IN PRECIPITATION·HARDENED MATERIALS

Although the metallurgical changes which take place during the
deformation of dispersion-strengthened materials have been repeatedly
studied because of their practical importance, a great many remain
unidentified. When the creep of precipitate-hardened materials takes place at
high temperatures, the dislocations must attempt to cut through the
precipitates,l1761 ta bow out between neighboring particles,l1771 or ta surmount

the particles by climb or cross slip.l15lJ The manner in which the dislocations
by-pass the particles under any specified creep condition then depends on the
ease of deformation of the particles, their volume fraction, size and spacing.
When dislocations can cut through small precipitates, the strength increases
with increasing particle size to a maximum value determined by the
interparticle spacing, which just allcws the dislocations ta bow out between
adjacent particles on the slip plane. The strength then decreases as the
particle size and spacing increase further. When the volume fraction and size
distribution of the particles is such that the creep stress is insufficient ta allow
the dislocations ta cut through or bow out between the particles, creep in a
precipitate-strengthened metal can only occur by the dislocations surmounting
the c"stacles by climb or cross slip. Indeed, a sufficient volume fraction of
closely-spaced particles can inhibit creep, irrespective ofwhether deformation
occurs by di~location movement or by grain boundary sliding or by the
diffusion ofva~ancies and interstitials.lI78!

Conventionally, creep testing is frequently carried out on materials
which contain a certain amount of precipitates. The volume fmdion and
distribution of these second phase particles often remain unchanged during
deformation. But, sometimes steels are creep tested in the solution treated
state. It has generally been accepted that in this case creep enhances the
kinetics of precipitation by providing nucleation sites at the freshly generated
dislocations which are then surrounded by a Cottrell cloud.1179J A hump in the

creep curve of solution treated steels has also been observed and first
interpreted as being due ta strain-induced precipitation by Saha et al.l1801

Subsequent research has further demonstrated the effects of strain-induced
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precipitation on the departure of the creep curve from its conventional
behavior.uSI.77. 7S1 After an initial strain, precipitation sets in and the creep

rate drops to a minimum. When coarsening of the particles begins, creep is
resumed again,llSOI The precipitation hardening effect decrea~es with a

decrease in the initial supersaturation of the precipitate-forming elcments in

this dynamic case.11791

Enlightened by these existing theories and experimental observations,

a new mechanical method for detecting precipitation start and finish times
was developed in the present investigation. This technique is based on the

analysis of creep behavior at hot working temperatures. As this study

demonstrates, it is very sensitive, is not time consuming, and is more effective

in ferrite and at high temperatures than the previous methods. Moreover,
since the specimen continues to strain in the course of precipitation, industrial

rolling operations are more closely simulated when this technique is employed.

This method will now be described, together with the results obtained on four

Si steels and a Ti steel.
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CHAPTER

MATERIAL8 AND EQUIPMENT

3.1 EXPERIMENTALMATERIALS

3.1.1 STEEL COMPOSITION

Four S-bearing electrical steels were used in the present work for

investigating the MnS precipitation behavior during hot deformation. These
steels, in the form of 13mm thick hot rolled plates, were provided by Dofascn

Incorporated, Hamilton, and the Metals Technology Laboratories of the

Department of Energy, Mines and Resources, Ottawa. Their chemical

compositions are listed in Table 3.1. The sulfur concentrations ranged from

0.004 ta 0.028 in weight percent, with the manganese content varying from

0.042% ta 0.125%. The silicon level in the family ofmaterials under study was

approximately 3%, which causes these 3teels to remain ferritic at ail

temperatures up ta the melting point.l31 A Ti steel, which was used in a
previous investigation,l77, 1201 was also employed for the purpose of comparing

the sensitivity of the present technique with that of the stress relaxation
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Table 3.1

Chemical Composition in Weight. Percent orthe Steels Tested

Steel C Si Ti Al Mn N P S

Si Steel A 0.025 3.13 - 0.003 0.070 0.006 0.006 0.021

Si SteelB 0.030 3.04 . 0.004 0.085 0.004 0.003 0.028

Si SteelC 0.029 3.00 - 0.007 0.125 0.003 0.003 0.015

Si SteelD 0.029 3.06 - 0.003 0.042 0.005 0.005 0.004

Ti Steel 0.050 o.n 0.25 0.01 1.43 0.007 0.005 -

~ ~

~
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method. This steel had a titanium level of 0.25%, with a base composition
typical ofmicroalloyed plate steels.

3.1.2 SPECIMEN PREPARATION

Compression samples 12.0 mm in height and 8.0 mm in diameter were
machined from the as-received plates, with their longitudinal axes parallel to
the rolling direction. The aspect ratio (height-to-diameter) was selected as 1.5
to promote homogeneous deformation.ll82. 1831 In order to reduce the friction

present at the sample/anvil interface during testing, concentric flat-bottomed
grooves 0.15 mm deep, 0.36 mm wide and spaced at 0.46 mm intervals were cut
into the end faces of these specimens to accumulate the powdered glass
lubricants.11841 The lubricants employed in the present work were
manufactured by the Corning Glass Co. Ltd. A viscosity of about 104 poise at
the testing temperature was chosen, according to the suggestions offered by
AIder and Phillips.1185J Figure 3.1 illustrates the sample dimensions and

groove geometries in detail.

3.2 EXPERIMENTAL EQUIPMENT

The experiments were performed on a computerized materials testing
mr-Itine set up for hot compression/tension testing. This machine is basically

made up 0:an automated MTS testing system and a Centorr high temperature,
high vacuum furnace. An external view of the experimental apparatus is
shown in Figure 3.2.

3.2.1 AUTOMATED TESTING SYSTEM

This system is of the single control channel type. It consists of a load
frame, a hydraulic power supply, an analog control loop and a computer
subsystem.



SPECIMEN DIMENSIONS (mm)
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L
LENGTH(L)

12.0

DlAMETER (0)

8.0

"111

D

GROOVE DIMENSIONS (mm)

DEPTH SPACING

0.15 0.46

1 TOLERANCE 1 0.02

'l7r--

Fig.3.1 Specimen geometry and groove design.
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Fig.3.2 An extemal view oft} - !iigh temperature compression testing system: (1) MTS
load frame; (2) Centc. acuum furnace; (3) temperature and vacuum control
console; (4) PDP 11/04 computer; and (5) Tektronix terminal.

"

en
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3.2.1.1 Load Frame and Hydraulic Power Supply

The load frame is rated at 100 kN under static loading conditions. It
serves as the mount for the hydraulic actuator, load cell, servovalve,
transducers and hydraulic service connections. The hydraulic power supply
(HPS) provides a source of hydraulic fluid at a pressure of 3000 psi to the
servovalve and the hydraulic service manifold (HSM) for actuator operation.
The output flow was adjusted to 38literslmin.

3.2.1.2 Analog Control Loop

The analog controlloop or "test controller closed loop", shown in Figure
3.3 in its simplest form, is a continuous path of interacting elements. As
illustrated in this figure, closed loop control compares a command signal (what
the actuator is supposed to do) with a feedhack signal (what the actuator is
actually doing). The polarity and magnitude of the DC error signal derived
from this comparison causes the servovalve spool to open in a direction and by
an amount necessary to cause a suitable actuator response. As the ,'duator
responds, the feedback approaches the commando When the command and
feedhack are equal, the DC error is reduced to zero and the servovalv~ spool
closes.

In the MTS servohydraulic system, the command signal for the test
system is generated by an MTS function generator. A valve controller
converts the DC error signal to the servovalve control signal that causes a
force, stress or displacement to be applied to the specimen. To generate the
control mode feedhack, this quantity is measured hy the associated
transducers; Le. the load cell and the linear variable dilTerential transformer
(LVDT). The two transducers are Iinked to their respective conditioners which
supply excitation voltages to them and condition the transducer output to
generate the control mode feedhack signal. The control mode feedback is
compared with the input command at the summing junction in the servo
controller. The resultant DC error output of the servo controller is applied to
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Fig. 3.3 'l'~st controller closed loop control functionaI.
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the valve controUer where it is amplified 10 become the servovalve control
signal that drives the servovalve and causes the actuator 10 respond.

To select the operating range most suitable for an individual test, range
selector switches on the transducer conditioners offer the four available
ranges; 100,50,20, and 10% of the capacity of the transducer. In the present
tests, the capacity of the load ceU employed was 1000 lbs and the range
selected for it was 100%. The gauge length of the LVDT was 100 mm and the
range selected for it was 10%.

3.2.1.3 Computer Subsystem

The "automation" in the MTS automated testing system is made
possible by the computer/433 subsystem which forms an outer, supervisory
loop around the analog controlloop. This subsystem performs the functions of
command generation, data acquisition, real time decision making and other
various system control functions (run/stop, mode switching, etc.). In order 10
accomplish these functions, there must be communication between the user
and the subsystem. This communication is achieved by means of the Digital
Equipment Corporation PDP-ll/04 minicomputer which has a core memory of
32 k in 16 bu words, the Tektronix 4631 hard copy device, the series 433
processor interface unit, the DEC RXll disk system with RX02 floppy disk
drives, and the system software known as MTS-BASICIRT-11.

MTS has implemented a number of real-time routines written in
assembly language which interface the MTS 433 hnrdwJ.re interface unit and
the Tektronix graphies terminal with the MTS BASIC-ll programming
language, and other special devices. These routines take the form of external
function caUs from a mainline BASIC-ll application pl'ogram using the

following format:

10 CALL "function name" (argument 1, argument 2, etc.)

Once initiated by BASIC-ll, the Hardware Segment Generator and Data
Acquisition functions are driven.
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3.2.2 CENTORR HIGH TEMPERATURE VACUUM FURNACE

For high temperature operation in vacuo or a controlled atmosphere, the
MTS system is equipped with a 17 kVA Centorr model M60 front loading
furnace. This facility consists of the furnace chamber, the Centorr control
console, the semi-automatic vacuum pumping system, temperature
instrumentation and a helium quenching device. The entire furnace,
including the diffusion pump, is mounted on the pillars of the MTS load frame
after proper positioning ofthe furnace and alignment ofthe tooling.

3.2.2.1 Furuace Chambor

An interior view of the test chamber of the furnace is shown in Figure
3.4. Water flow between the double walls of the furnace chamber assures
uniform cooling. A split, vertically oriented, cylindrically-shaped hot zone
within the chamber is resistance heated and is surrounded concentrically by
the multilayer tungsten and molybdenum radiation shields. The top and
bottom ends of the furnace are similarly shielded.

The upper and lower anvils, which are made of the H'olybdenum alloy
T:ldI, 150 mm high and 32 mm in diameter, are fixed to the actuator pH:;n and
load cell respectively through internally water cooled stainless steel extensian
rods. The specimen is placed coaxially on the lower anvil.

3.2.2.2 Centorr Control Consoles

The Centorr control console contains controls and instrumentation for
monitoring and operation. Silicon controlled rectifiers (SRC) provide accurate
v 'U'iation of the power into the hot zone. System and operating protection are
provided by failsafe component operations, proper sequencing, interlock of
coutrols, and water flow interlocks.
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Fig.3.4 An interior view of the Centorr high temperature, high vacuum furnace:
(1) vacuum chamber: (2) tungsten mesh heating elements; (3) shields; (4)
TZM anvils; (5) thermocouples; (6) specimen; and (7) specimen pusher.
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:1.2.:1.:1 Sflml·automatlc Vacuum Pumplng System

The ~eml-automatlc vacuum pumping system, mainly a 0.1 m high
speed diffusion pump backed by an 8.6x10·3 m3/s mechanical pump, enables a
tl!llltively high vacuum or 10-6 to 10-5 torr to be attained in the testing

("Amber. The pumping system is controlled by a runction switch which is
i"llerlocked to assure the proper sequentlal operation or the valves. Ail the
p,r~~ntexperiments were carried out in a vacuum better than 10·5 torr.

:J.i.:r. i TemperAture Instrumentation

AJ-type plaVplat·1()'t, rhod thermocouple was placed close to the center

" 1:''' rurnace chamber and Iinked to a Leeds and Northrup (L&N) current
IIdjusüng type ICAn temperature recorder and controller. The CAT controller
supplied an output c:urtent proportional to the temperature deviation rrom the
!lO!!t pHnt. To control the temperature in the rurnace chamber, the current

"utput or the controllllr was translated into a power input appropriate tu the
rurn ..." by means or 1Ir. SRC lsilicon controlled rec:tiner) power package.

ln order to menure the spec:imen temperature in the present
in"....ütaü"n. hm K.type Chromel·Alumel thermocouples wlI!re used. One or
lM~ wu employed .. the o~raling thermocouple and i'iaced in contact with
lM .....imen The oOIer WIlS used (or rererence and verification. and WBS not
.n <t>I'\wt with th. !!ample. The purpo18e o(using a rererence them\O(f)uple wa"
ln \..... f...r (ailure or the o~f1Ilin. thennoc:ouple or ror the lack or contact with

lM 'r-.. inwn and. there(ore. to c:h«k whether the indicaled temperatufe i.

To".,.,.wb ...m~"'" r.w euminllt.ioa oltheir Iltwtura by mic:rowflPY. Il

".1, "1I,,"~h'!I' ....ic..... dnipd .nd installd ror th. pru«nt
i aiptiooft T~ .._tM'toN"~. C*tIitb 01. _pl4r pu.th<rr .nd • p .•
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quenching cup. The pusher was mounted on the wall of the furnace chamher,
and designed to push the sample down inte the quenching cup. The quenching
cup was fixed onto the internally water cooled !lange outside the hot zone of
the chamber. One of the shields on the bottem of the furnace was replaced with
a new one which has a hole to allow the sample te pass through.

The quenching procedure used in the present experiments can he
descri::>ed as follows:

(1) shut off the furnace power on completion of the test;

(2) close the valve between the chamber and the diffusion pump
immediately after the above procedure;

(3) push the sampie down by turning the pusher while opening the
elcctrically operated valve te introduce high purity helium into the
quenching cup.

A cooling rate greater than GO ·C/s was achieved in the present samples by

using the quenching device in this way.
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DEVELOPMENT OF THE CREEP METHOD

4.1 SOLUTION TREATMENT

As reviewed at the end ofChapter 2, it has frequently been reported that
precipitation ~kes place during defonnation when creep tests are carried out
on solution treated materials. Such strain-induced precipitation has a great
influence on the shape of creep curves. In view of these experimental
observations, a solution treatment was performed immediately prior te the
testing ofeach specimen. This treatment led te:

1) the complete dissolution of the sulfides in the electrical steels and of
the C-rich carbonitride in the Ti steel;

2) about the same initial grain size in a11 the S-bearing electrical steels
tested; and
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3) stable microstructures in the tested steels before the application of
the load.

4.1.1 THE DETERMINATION OF SOLUTION1'EMPERATURES

4.1.1.1 Evaluation of the Equilibrium Dissolution Temperatures

In order to select the experimental conditions for solution treatment, it

is essential to have information about the equilibrium dissolution temperature
of each steel. Referring back to the previous resuits described in §2.2.2

regarding the MnS solubility product in electrical steels, the expression

9,800
log (L MlIS) =- T + 3.74 (2.8)

,~

was selected for this purpose because its predictions, as demonstrated by

Petrova et al.pO! coincide satisfactorily with the experimental observations for

a wide range of manganese and sulfur concentrations. The equilibrium

dissolution temperatures evaluated by using this equation for MnS in the
electrical steels tested in this study were 1031 oC for electrical steel D, 1218 oC

for electrical steel A, 1242 oC for electrical steel C and 1249 oC for electrical

steel B. For the 0.25% Ti steel, the equilibrium dissolution temperature ofTiC

was already ralculated by Liu177! to be 1208 oC.

1'0 ensure the first objective of the solution treatment, the complete

dissolution of the particles present in the as-received plates, the actual

solution temperature should be raised approximately 50 oC above the
estimated equilibrium dissolution temperature.m . 1481 This is why the

following solution temperatures were at first selected in the present work:
1300 oC for electrical steels Band C, 1270 oC for electrical steel A, 1260 oC for

the Ti steel, and 1080 oC for electrical steel D.
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4.1.1.2 Temperature·Grain Size Relationship

For the second and third purposes of the solution treatment, Le. to
produce the same initial grain size and stable microstructures prior 10 loading
in the four electrical steels, the reheating temperature versus Mean grain size
relationship was determined for these materials. Individual samples were
reheated 10 different temperatures, held at temperature for half an hour and
then water quenched. The information concerning the grain growth rates and
equilibrium microstructures was acquired by means ofoptical microscopy.

Two sets of typical micrographs showing the same areas in two
specimens are presented in Figures 4.1 and 4.2. The first specimen was taken
from the 0.085% Mn-0.028% S steel and the second from the 0.070% Mn­
0.021% S grade. Both specimens were first pho1ographed before starting the
heat treatment (see Figures 4.1a and 4.2a) and then inspected again after
reheating at 1200 oC for half an hour (see Figures 4.1b and 4.2b). By
comparing the two micrographs, it is apparent that grain boundary migration
and grain growth took place during the heat treatment. As a means of
measuring the grain size and grain growth rate in these microstructures, the
linear intercept method was applied to twenty micrographs of each specimen.
The dependence ofmean grain size on reheating temperature for the four steels
obtained in this way is presented in Table 4.1 and Figure 4.3. It is clear that
the mean grain size increases as the reheating temperature is increased. In
general, this situation arises because the grain boundary mobility increases as
the temperature is increased. In the present case, the increase in the mean
grain size is also associated with the temperature dependence of two of the
inhibiting features:

1) the dissolution and coalescence of the dispersed MnS particles at
elevated temperatures;

2) the decrease in the equilibrium amount of sulfur segregated at the
grain boundaries as the temperature is increased.
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(a)

(b)

Fig. 4.2 Grain boundary migration during reheating in the case of the
0.070% Mn-0.021% S steel: (a) at room temperature, and (b) afLêr
reheating at 1200 oC for 30 minutes.
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Table 4.1
The Dependence ofGrain 8ize in the Electrical 8teels on the Reheating

Temperature

Temperature
Grain 8ize (mm)

(OC) 0.004%8 0.015%8 0.021%8 0.028%8

1100 1.7±0.19 1.3±0.16 1.0±0.12 0.7±0.11

1200 1.9±0.21 1.5±0.18 1.4±0.18 1.1±0.15

1300 2.4±0.28 2.1±0.25 2.0±0.23 1.9±0.21

1350 3.2±0.38 3.0±0.32 3.0±0.31 2.9±0.29

These findings are illustrated in Figure 4.3, which shows that, at a

given temperature, the mean grain size decreases as the sulfur concentration
is increased. However, when the temperature reaches 1300 oC and above, the

difference in mean grain size in the three steels containing 0.015, 0.021 and

0.028% 8 is not large and falls into the error interva1. This can be clearly seen

from the data listed in Table 4.1. 8ince increasing the grain size means

decreasing the grain-boundary area and hence decreasing the total grain
boundary interfacial energy per unit volume of the specimen, the residual

driving force for further growth will automatically decrease with grain

growth. Thus, the above observations indicate that the driving force for grain

growth in each ofthese steels is no longer sufficient ta sustain further growth

when the microstructure attains a certain size. In other words, the

thermodynamic stability associated with the largest possible practical grain

size in these steels can be obtained after half an hour of reheating at this

temperature. The mean grain size of the 0.004% 8 steel at 1200 oC is

compl\rable ta those of the three other electrical steels at 1300 oC.

Taking the above experimental results into account, only three different

solution temperatures were finally chosen in the present work: 1200 oC for

electrical steel D (0.042% Mn-0.004 %8), 1260 oC for the 0.25% Ti steel, and
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1300 ·C for the other three steels. The solution time employed in the actual
tests was also half an hour, since it was considered ta be long enough to
dissolve the small particlesl77J and ta stabilize the microstructure.1I48J

4.1.2 MEASUREMENT OF THE COOLING RATE AFTER SOLUTION
TREATMENT

After solution treatment, each specimen was immediately cooled to the
test temperature by switching ofTthe furnace power supply. The time required

for the specimen to cool from its solution temperature to different test

temperatures was repeatedly measured by means of the operating
thermocouple. The results revealed that the temperature can be expressed as

an exponential function oftime in the range from 1300·C to 800 ·C:

T =A exp(- al) (oC) (4.1)

where T is the temperature, t is the cooling time, and A and a are constants

which depend on the initial temperature, or the solution temperature. The

repeatability ofthis function was excellent as long as the thermocouple was in

good contact with the specimen. As an example, some typical results showing

the temperature-time relationship for a specimen cooled from 1300 ·C ta the
test temperatures are presented in Figure 4.4. The nonlinear regression

fittingofthese resultS led to the followingequation:

T= 1300exp(-O.0021) (oC) (4.2)

For simplicity, the mean cooling rate of each specimen can be taken as

approximately 2 ·C/s in the present experimental range.

4.2 STRESS RELAXATION TESTING

As previously mentioned, the stress relaxation method is particularly

weil suited for following precipitation in austenite because it is relatively
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accurate, not very time consuming, and does not involve large sampling errors.
Indeed, in the early stages of the present investigation, an initial attempt was

made ta employ this method ta determine the kinetics ofMnS precipitation in
electrical steels A, Band C. The thermomechanical treatment schedule for

this purpose is shown in Figure 4.5. Before prestraining, solution treatment
was carried out on each specimen at 1300 ·C. After such treatment, the

specimen was immediately cooled to the test tempe rature along the
exponential ofEq. (4.1). The test temperatures employed in these experiments

were 800 ·C, 900·C and 1000 ·C. As soon as the test temperature was reached,

a prestrain of 5 percent was applied at a true strain rate of 0.1 s-I. Following
such a prestrain, stress relaxation was begun and monitored by the program

previously developed by Liu and Jonas for the case of precipitation in
austenite.1147J

The stress relaxation data obtained in this way should result in a

combination of the basic logarithmic curve and a stress increment caused by

precipitation, 6.0; Le. inl771

a = a - a ln (l + pt) + Aaa (4.3)

According ta Liul77J and Djahazi,17BJ the first point at which 6.0 starts ta differ

from zero, and the point where 6.0 has its maximum value can be taken to

represent the precipitation start and finish times, respectivdy.

However, the stress relaxation results obtained on the present electrical

steels showed that the stress decreased sharply to near zero about one second
after prestraining, as illustrated in Figure 4.6. This indicates that the

internai stress in the specimens was almost entirely relaxed weil before the

start of MnS precipitation and thus the stress increment 6.0 could not be

detected in the later stages of the relaxation. As a result, neither the initiation

nor the completion of MnFl precipitation could be detected by the stress

relaxation method in the electrical steels. A detailed explanation of why this

Method is not effective for investigating the precipitation events occurring in

the ferrite phase is given in Chapter 8.
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4.3 A NEW CREEP TECHNIQUE FOR INVESTIGATING
PRECIPITATION DURING HOT DEFORMATION

After the failure of the stress relaxation method to detect MnS

precipitation in the electrical steels, an elTort was made ta find an alternative
mechanical technique suitable for investigating the progress of precipitation

in these ferritic steels, as weil as in other austenitic steels. The method of
creep testing described below was developed in response ta this objective.

4.3.1 THERMOMECHANICALTREATMENT SCHEDULE

The thermomechanical treatment schedule used for the present creep

tests is presented in Figure 4.7. As in the schedule outlined above for the
stress relaxation tests, each specimen was solution treated prior to the

application of the load for halfan hour at the solution temperature selected for

each steel and described in §4.1.1. As soon as the solution treatment was

completed, the specimen was cooled ta the test temperature by shutting olT the
furnace. The test temperatures ranged from 800 oC ta 1100 oC for the electrical

steels and from 900 oC ta 1100 oC for the Ti steel. On attaining the test

temperature, a holding interval of 1 minute was employed to permit the

specimen temperature ta become uniform. A constant stress was then applied

ta the specimen for up ta 1 hour and the strain was recorded continuously. A
detailed description is given in §4.3.3. During each creep test, the

temperature was held constant ta within ± 1°C.

4.3.2 CALIBRATION OF THE TOOLING CONTRACTION

Since cooling from the solution to the test temperature is involved in the

current experiments, the machine tooling unavoidably contracts as the

temperature is decreased. Hence, the creep data from unmodified tests would

contain a contribution from the temperature-induced contraction, which would

obviously interfere with the determination of the precipitation kinetics during
the first few hundred seconds of deformation. 1'0 correct for the length change
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contribution from the cooling, the ram displacement due to the temperature
decrease must first be acquired as a function of time. This problem was solved
by using the so·called "dummy test piece method", which was first devised by

Liu and Jonas for stress relaxation testing.l1471 However, it was modified in the
present work. The most important features of the method inc1ude:

1) A ceramic (Alz03) dummy specimen with the same dimensions as

the steel samples was used so that the contraction of the specimen

due to cooling could be ignored.

2) The tools passed through the same temperature cycle during
"dummy testing" as during an actual creep test.

3) A constant load ofonly 1 kg was applied to the dummy specimen.

4) For each test temperature, the measured ram displacements were

stored as axial contractions of the tooling. These data were employed

for correction of the raw creep data by subtracting the tool length
decrease from the apparent creep strain.

The software used for the above operations during stress relaxation

testing was separate from the master program, thus unnecessarily

complicating the procedure. The improvement introduced by the present
researcher consists of simplifying this software so that the correction routine

can be incorporated directly into the master monitoring program. This

modification is described in more detai1 in the next subsection. For simplicity ,

only the corrected creep data are reported below.

4.3.3 COMPUTER MONITORING AND DATA ACQUISITION

The computer monitoring of and data acquisition for the present creep

tests were programmed in MTS BASICIRT 11 (see §3.2.1.3); this program is

listed in Appendix 1. A number of real·time routines, such as mode switching

(MSW1), dump circuit (EDMP and SDMP), analog command output (FOl),

data acquisition (DACQ), data saving (AOUT), data recalling (AINP) and
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certain graphics functions (PHYL, SCAL, AXES, LABL, CPOS, CNTR and
COMM), were written in assembly language and also used in this program.

The f10w chart of the creep test monitoring program is illustrated in
Figure 4.8. As soon as solution treatment of the specimen was completed, the
tE:st was automatically carried out by inputting "yes" on the keyboard of the
Tektronix terminal. As shown in this figure, the MSW1 routine was switched
to the stroke control mode in the present program. Before cooling, an
automatic dump check was carried out to prepare for the application of the
load. When the cooling operation began, "yes" was input simultaneously with
the shutting offof the furnace power. The cooling time was recorded from this
point en. This elapsed time was compared with that required for the specimen
ta cool from its solution temperature to the test temperature plus 1 minute for
temperature stabilization (see §4.3.1). During this period, the positioning loop
was continuously in operation so as to keep the surface of the upper anvil in
contact with the specimen.

As soon as temperature stabilization was achieved, the program exited
from the positioning loop and a constant preset stress Os was applied to the
specimen. It is important to note that the preset stress must be carefully
selected if precipitation is to be detected by the present creep technique. A
more extensive account of the determination of the stress will be made in the
next subsection. During straining, both the current stress and the true strain
were continuously measured and read into the computer by calling the DACQ
routine. According to the value of the measured stress, i.e. whether it was
smaller or 1 percent greater than the preset stress Os, or was within 1 to 1.01
Os, argument 1ofFG1 was replaced by a new value, i.e. 1=1-1, 1=1+ 1, or 1=1,
respectively. Consequently, the piston was made to move down 1 machine unit
(11204.7 mm), or up the same distance, or was maintained at its original
position. As a result, the applied stress increased, decreased or maintained its
previous value. The same procedure was repeated continuously so that the
applied stress did not differ by more than 1 percent from the preset value
during the whole period of the test. In this way, a total of 125 pairs of stress
and true strain data points were sampied and recorded during each test. To
save memory space in the computer and distribute the Mean values of these
experimental data points smoothly along the log(time) scale, the length of the
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datum interval was designed so that it increased with elapsed time. When
these experimental results were printed, several graphies routines interfaced
the program with the Tektronix 4010 graphies terminal and the Tektronix
4631 hardcopy device for scaling the X, Y ranges, labeling the X, Y axes and
plotting the X,Y coordinate related data.

4.3.4 DETERMINATION OF THE PRESET STRESS FOR EACH
EXPERIMENT

As mentioned in the preceding subsection, the level of the preset stress
must be carefully selected if precipitation events are ta be investigated by
means of the present creep method. On a trial basis, it was found that the
creep rate is sensitive ta the occurrence of precipitation when the applied
stress corresponds ta the steady state stress of the step.I hot compressed at a
strain rate of about 10.4 S·I. Thus, preliminary tests were first carried out ta
determine the flow curves of the steels at a strain rate (lf 10.4 S·l directly at

each temperature of interest without employing any prior solution heat
treatment. The computer monitoring program for these tests is listed in
Appendix II. As an example, one of the true stress-true strain curves
established in this way at 900 oC is shown in Figure 4.9 for electrical steel A.
Here, the steady state stress in the region in which the net rate of work
hardening is approximately zero is readily seen. The values defined in this

way were employed as applied stresses for each test temperature ofinterest.

4.3.5 CONVENTIONAL CREEP TESTING

In order ta define the basic shapes of the creep curves for the electrical
steels, conventional creep testing was carried out. Sorne results for electrical
steel A are illustrated in Figure 4.10a. In this case, the thermomechanical
treatment shown in the inset was carried out. The test was performed at 900°C
aCter half an hour of aging at the same temperature so that no precipitation
took place during deformation. During such tests, the steel was stressed at
900°C for as long as one hour. Figure 4.10a shows that, aCter a primary stage
of creep lasting for a few hundred seconds, the creep rate remains



20
1 1 1 1 1 1 1 1 1

78

15 1-

0.021%8
0.070% Mn

è = 10.4 S·1
-

10 1-
....

•..
5 -

................................... -

.

-

o
o

1 1 1 1

.1 .2 .3 .4

1 1 f f

.5 .6 .7 .8 .9 1

True strain

Fig.4.9 Typical flow curve obtained at a strain rate of 10.4 S·l in eleclrical
steel A at 900 ·C.

approximately constant during the secondary stage of creep until the end of
the test. When the data are plotted in terms ofstrain vs log(timel, as in Figure

4.10b, it is evident that the true strain increases smoothly as log(timel
increases, and no plateau is present on this curve.
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4.3.6 A TYPICAL EXPERIMENTAL CURVE

Figure 4.11 illustrates some typical creep data acquired by the present
technique on electrical steel A at 900°C when precipitation is taking place.

From this figure, it can be seen that the creep curve recorded under these
conditions departs from the generally observed, Le. conventional behavior.

The slope of the creep strain vs.log(time) curve first increases during loading

and then decreases after about 15 s ofcreep. The slope begins to increase again
at about 420 s. The points on the curve at which the plateau begins and ends,

as will be demonstrated in more detai! in the next chapter, can be attributed to
the occurrence of precipitation during creep. By identifying these two points

as Ps (pr~cipitation start time) and Pr (precipitation finish time), the

precipitation-time-tempel'ature re!ationships for MnS in the four electrical

steels and Ti(CN) in the 0.25% Ti steel were established in the present
investigation. The mechanical test results are presented in the next chapter,

together with some illustrative photographs obtained by means of optical and
electron microscopy.
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EXPERIMENTAL RESULTS

5.1 MECHANICAL TEST RESULTS

5.1.1 FLOW BEHAVIOR DURING PRELIMINARY TESTING

5.1.1.1 Case of the Electrical Steels

The four sets of true stress-true strain curves that resulted from the

preliminary tests ( see §4.3.4) on the electrical steels are presented in Figures

5.1 - 5.4. These curves were determined at a constant strain rate of about 10,4

s,lover the temperature range from 800 oC ta 1100 oC. The curves can be

divided into three regimes of behavior: a pre-yield region, a work hardening

region and a steady state region. The first region is that of the microstrain

deformation which takes place during the interval when the plastic strain rate

in the specimen increases from zero ta the approximate strain rate of the test,
i.e. 10-4 S·I. The second region begins when macroscopic yielding takes place

aCter the microstrain interva1. This region is characterized by a rate of work
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hardening which decreases with increasing strain. In the third region, steady
state flow is observed where the net rate of work hardening is nearly zero, a

condition which is similar te secondary creep. The steady state stresses in this
region were used as the applied stresses for each electrical steel in the present

creep tests, the exact values ofwhich are listed in Table 5.1.

Table 5.1
Applied Stresses (MPa) Employed in the Creep Experiments

-
Temperature

Steel

(OC)
0.028% S 0.021% S 0.015%S 0.004%S 0.25%Ti

800 15.8 15.0 16.0 14.8 -
-

900 12.9 11.8 12.5 11.6 7'-

950 10.6 9.2 10.1 9.0 68

1000 8.9 7.6 8.3 7.8 56

1050 - - - - 42

1100 7.6 5.6 6.0 5.6 27

5.1.1.2 Case of the Ti Steel

The flow curves determined at 10.4 S·l in the temperature range from

900 oC to 1100 oC in the Ti steel are presented in Figure 5.5. It is clear from

this figure that the occurrence of dynamic recrystallization modifies the

appearance of the flow curves. A region of work hardening is displayed

immediately after the yield is exceeded. The flow stress rises te a maximum at

the peak strain l:p, where the rate ofwork hardening is equal te zero. Then, as
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a result of dynamic recrystallization, the net rate of work hardening becomes

negative and the flow stress diminishes to a value between the yield and peak

stresses. ExperimentaBy, this value was taken as the preset stress applied in

the creep tests carried out on the Ti steel, as shown in Tablt! 5.1. It should be

mentioned here that the initiation ofrecrystallization, which can influence the

kinetics of precipitation, was avoided during the present creep tests because

the total applied strain was weB below !:p.

5.1.2 QUASI·EMPIRICISM IN CONVENTIONAL CREEP

The essential features of conventional creep curves exhibited by

electrical steels were already described in §4.3.5. As revealed in Figure 4.9b, a

logarithmic function cannot represent the relationship between the strain and

the creep time. Logarithmic creep is not therefore taking place. Neither is

anelastic creep, as the strain is not recoverable in the present case. Similar

conditions apply to the Nabarro-Herring-Coble types ofcreep. This is because,

as stated in Chapter 2, this type of creep only becomes dominant at very high

temperatures, undervery low stresses, and when the grain size of the specimen

is very fine. Since a mid level of stress was employed on the specimens during

testing, and the grain dimensions of electrical steels are quite large (about 2

mm at 1300 oC, as can be seen from Figure 4.2 and Table 4.1), only Andrade

creep is considered in the analysis below.

Fitting the creep data obtained on the electrical steels into the Andrade

formula:

& =pt" + Kt (5.1)

the empirical parameters il, K and n were determined by means of a least

squares method. The values established in this way for electrical steel A are

given in Table 5.2. We are thus led by the experimental data to the following

two conclusions:
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Table 5.2
Values of the Parameters in the Andrade Equation Detennined for

Electrical Steel A

Andrade Parameter

Temperature (OC)
(x 10~, sl-n)

Kn (x 105)

800 0.34 1.26 1.88

900 0.36 1.44 2.20

950 0.37 1.56 2.33

1000 0.38 1.68 2.47

1100 0.41 1.89 2.78

(1) The transient period of creep in electrical steels is quite short

because the exponent n is much less than 1 (refer back to §2.3.2.3).

(2) Both Il and K increase with an increase in ternperature, which

indicates that the strain is an increasing function of temperature
during such tests.

The strain rate-tirne relations are cornputable if the experirnental

pararneters Il, K and n are inserted into the rate equation of Andrade creep:

è=npt·- 1 +K (2.26)

:f
':". As a result, the tirne dependence of the strain rate for electrical steel A tested
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Fig.5.6 Strain rate estimated from the experimental Andrade parameters
for the conventional creep of electrical steel A at 900 oC.

conventionally at 900 oC takes the form illustrated in Figure 5.6. It is evident
from this figure that the strain rate first decreases and then gradually
approaches a constant value. In consideration of the semi-log plot of strain

versus creep time shown in Figure 4.9b, the slope of this curve was also
estimated, the results ofwhich are sketched in Figure 5.7. This diagram shows
that such a semi-Iog slope increases with increasing log(time).
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Fig.5.7 Change in the slope of the strain - log(time) curve estimated from
the conventional creep data for electrical steel A at 900 oC.

5.1.3 PRESENT EXPERIMENTAL CURVES

<.

In sets of live, the true strain-Iog(time) curves acquired by the present
creep technique on the live experimental steels are presented in Figures 5.8 ­
5.12. Clearly, the higher the testing temperature, the larger the creep strain

observed on these curves. By direct comparison with the conventional creep
data given in Figure 4.9b, it can also be seen that the resultant strain-
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log(time) curves display departures from their conventional creep behaviors

when these steels are stressed after solution treatment. Such departures
indicate the occurrence of precipitation during testing. On further

examination ofthese experimental diagrams, it can be observed that the strain
decrement or strain plateau becomes more marked as the testing temperature

is decreased. Clearly, such a temperature effect is associated with the

variation in the volume fraction of the precipitates formed during creep, since
the latter is a decreasing function of temperature. As a matter worthy of note,

the plateaus disappear entirely at 950 oC and above on the curves for the
0.042% Mn-0.004% S steel, as shown in Figure 5.11. This indicates that no

significant precipitation takes place in this steel when the testing temperature
is above 950 oC.

The plateau on the strain-Iog(time) curve, or the change in creep rate, is

evaluated further in Figure 5.13, where the slope of the present experimental
curve for electrical steel A at 900 oC is plotted against log(time). In contrast to

the curve presented in Figure 5.7, this plot shows that the slope first increases,

then, as will be demonstrated in much more detail later when electron

microscopy results are introduced, decreases immediately after the initiation

of precipitation and increases again when the latter is complete.

Consequently, the two points on the present experimental curves at which the
plateau begins and ends can be identified as Ps (precipitation start time) and

Pr (precipitation finish time), respeetively. These two points can also be

evaluated more precisely in terms of the second derivatives of the strain with

respect to log(time). The latter, according to Figure ::;.13, change from positive

tu negative at Ps and become positive again at Pro Thus, Ps and Pr can be

defined by the fol1owing equations:

a2(e) 1 cf(e) 1
-- =0, and -- <0
a(ln 1)2 t =P iJ(ln 1)3 t =P• •

(5.2a)
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(5.2b)

where c is the creep strain and t is the creep time. The precipitation start Pg

and finish Pr times determined in this way are indicated by arrows in the
above experimental diagrams. We will return ta the analysis of these two
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Fig.5.13 Change in the slope of the strain - log(time) curve estimated from
the creep data obtained by the present technique for electrical steel
Aat900·C.
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points in the second part of this chapter where the experimental results
obtained by means ofelectron microscopy are presented.

5.1.4 PRECIPITATION-TIME·TEMPERATURE DIAGRAMS

In order ta col1ect the experimental results in a single location, the Ps
and Pr times determined on ail the tested steels are listed in Table 5.3. The
results for the four electrical steels are also presented in Figure 5.14 in the
form of precipitation-time-temperature (PT!') diagrams. It is apparent from
this figure that the curves for MnS precipitation in these ferritic steels are of
the classical C-shape, with the nose at a minimum time of about 9 seconds at
1000 oC for the 0.085% Mn-0.028% S steel, at 12 seconds and 950 oC for the
0.070% Mn-0.021% S steel and at 14 seconds and 950 oC for the 0.125% Mn­
0.015% S steel. Since both the Ps and Pr times for the 0.042% Mn-0.004% S
steel are detectable solely at and below 900 oC, the PT!' curve for this steel is
based on only two experimental points and is thus represented by a dotted line
in Figure 5.14.

As mentioned in §2.2.6.4, such C-curve kinetics indicate that this kind
of precipitation is controlled by the supersaturation and diffusion of the
precipitate-forming elements Mn and S. Above the nose, with increasing
temperature, the supersaturation continuously decreases until it reaches zero
at the equilibrium dissolution temperature. Accordingly, the nuc1eation rate
for precipitation becomes increasingly slower as the temperature is increased.
On the other hand, longer times are also requil'ed below the nose to start
precipitation when the temperature is decreased. This is due ta the slower
diffusivities at the lower temperatures.

Detailed examination of these PT!' curves makes it evid··· . that the Ps
curve for the 0.085% Mn-0.028% S steel is located at the highest temperatures
and shortest times, even though it approaches the Ps curves for the 0.070% Mn­
0.021% Sand 0.125% Mn-0.015% S steels at very high temperatures, e.g. at
about 1100 oC. This indicates that the driving force for MnS nucleation in this
steel is the highest among the four steels. Comparison between the latter two
Ps curves reveals that there is littie difference in the precipitation start times



Table 5.3
Ps and PrTimes Determined by the Creep Technique

Temperature
Time (5)

Steel (OC)
Ps Pr

800 42 920
0.070% Mn- 900 15 420

0.021%S 950 12 350
1000 20 380
1100 76 1410

800 26 600
0.085% Mn- 900 12 240

0.028%S 950 10 180
1000 9 170
1100 58 800

800 40 440
0.125% Mn- 900 16 150

0.015%S 950 14 110
1000 21 120
1100 68 430

0.042% Mn- 800 150 1900
0.004%S 900 80 960

900 32 760
950 25 410

0.25%Ti 1000 12 250
1050 17 340
1100 55 950

102
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between the 0.070% Mn-0.021% Sand 0.125% Mn-0.015% S steels. The
similarity of the Ps times suggests that the driving forces in the Lwo materials
are nearly identical. In addition, a general trend can also be found on ail the Pr

curves. That is, the Pr times are shifted to shorter times as the Mn

concentration is increased.

The PIT rurves for the Ti bearing steel, together with the results
obtained from the earlier stress relaxation techniquel1471 (represented by

dashed lines), are shown in Figure 5.15. It is important to note that
experimental points were readily obtained by the creep method at 1100 oC.

conditions under which the stress relaxation test is too insensitive to detect

changes in the state of precipitation. The reasons for the higher sensitivity of

the creep technique are ofconsiderable practical interest and will be discussed

in more detail in Chapter 8.

5.2 MICROSTRUCTURAL RESULTS

5.2.1 EVOLUTION OF PRECIPITATION DURING CREEP

5.2.1.1 Preparation of the Carbon Replicas

As shown above, an alloy in which a second phase is precipitated

displays departures from conventional creep behavior. Direct structural

evidence for this phenomenon was obtained on electrical steels A. B, and C

with the aid of extraction replicas. The samples used for this purpose were

tested under the experimental conditions described previously and were

helium ..uenched after increasing creep times. One of the quenching schedules

employed is shown in the first diagram of Figure 5.16. Samples band e were

helium quenched close to the Ps and Pr times defined above. while samples c
and d were quenched between Ps and Pro Sample a was quenched prior to ps•

sample raCter Pro and sample g at the end of the test. Complete information
regarding the quench times selected at different temperatures for each steel is

provided in Table 5.4.
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Table 5.4

Identification orthe Samples Used for the Microstructural Examinations

Steel Temperature Creep Time Before Quenching
(OC) (s)

0.OS5%Mn- SOO 26,60,240,600,1200

0.02S%S 900 12,60,240,1200

1000 9,60,170,1200,3600

0.070% Mn- SOO 42,420,920,3600

0.021%S 900 5,15,60,200,420,1200,3600

1000 42,200,3S0, 1200

0.125% Mn- SOO 40,120,440,1200,3600

0.015%S 900 16, 150, 1200

1000 21,120,1200

The helium quenched samples were first cut parallel to the compression

direction with a low speed diamond saw operated with a coolant. The resulting

pieces were then mounted in bakelite and the sectioned surfaces were ground
using silicon carbide papers. They were prepared by mechanical polishing

with 6 llm diamond paste and 0.3 llm alumina, and by electrolytic polishing in

a 50-50 solution by volume of 30 pct HzOz-S5 pct HaP04. The polished samples
were lightly etched in 1 pct HNOa-99 pct CzHsOH. Subsequently, the

polished-and-etched surfaces were coated with a carbon layer about 30 nm

thick in a vacuum evaporator. The carbon layer was then cut into 3 mm x 3

mm squares with a scalpel blade, released by an electrolyte containing 10%

perchloric aeid, 70% ethanol, 10% butanol and 10% distilled water, and linally

placed on TEM copper grids.
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5.2.1.2 Progress of MnS Precipitation

In order 10 establish the state of the microstructure, particularly the

evolution ofMnS precipitation during creep, the freshly precipitated particles

in the carbon replicas were examined in a JEOL-100 CX scanning
transmission electron microscope fitted with a PGT system IV energy

dispersive X-ray spectrometer (EDS) for the chemical analysis of individual

particles. For the sake ofbrevity, only the results obtained on electrical steel
A at 900 oC will be reported here in detail.

In Figure 5.1G, electron micrographs are presented for electrical steel A

undergoing creep at 900 oC. The size distribution of the particles in each

sample is also shown in this figure. The detailed description of the procedure
used for determining these size distributions will be given in the next

subsection. No sign of fresh precipitates was found in the sample which was

quenched prior 10 Ps (Figure 5.16a), while very small precipitates ranging from

about 2 10 25nm were occasionally observed after 15 secQnds of creep (Figure
5.16b). Noting that this is the Ps time identified by the present technique at

this temperature, the above observations thus support the interpretation that

it is the formation ofthese precipitates that arrests the creep rate.

As the creep time was increased 10 GO and further 10 200 seconds, the

density ofpreciilitates increased significantly and the particle size distribution

broadened 10 cover the range from 2 to BOnm, as illustrated in Figures 5.1Gc
and 5.16d, respectively. When the creep time was prolonged 10 Pr, the mean

size of the precipitates increased continuously, but the density of the particles

decreased, as shown for 420 seconds in Figure 5.1Ge. This indicates that Pr is

associated with the start of the dissolution of small particles and the
coarsening of the large precipitates, as in the case of stress relaxationI77.781.

The significant particle coarsening taking place after Pr is illustrated in

Figures 5.16fand 5.1Gg.

It should be added here that similar observations with respect 10 the

progress of precipitation were made at the other testing temperatures and/or
for the other steels.



108

--- .1 1 1 1 1

.08 f--
0.021% S -0.070% Mn
SOLUTIONTEMP.1300·C

s:l TEST TEMP. 900·C

0-;'-.- .06 - -<Il.....,
tI.l ,
<li •
2 .04 C2 .'- •• -

E-< c e .-

.02 - -

0 .L_~I 1 1

10.1 10° 101 102 103 10'

Time, s

".,
r

-'

...~ . ". ... ;-.'
jO ...' • .'.'\

.,
, l ,

;

(a)

.'
• l,l,".. -~. \

~ ..
• l· \

~ 1 \...

'.. . l ;

Fig.5.16 Carbon extraction replicas showing the progress ofMnS precipitation in
samples of electrical steel A undergoing creep at 900 ·C: (a) 5 s, (b) 15 s,
(c) 60 s, (d) 200 s, (e) 420 s, (0 1200 s, and (g) 3600 s.



109

500nm

- ! -! d = 11.2 15s1

- ;!r"'~' -.. , ..........
·1· ....• ........................1·......·.. .........

-- ............................. ;1;;;:;........ .........••••••• :1:::::.........
'---

......... :J::::: -•••••••........ u:::::•••••••........ ••••••• ..........•••••••• ........ n::::: ••••••••......... ••••••• ••••••••
~

•••••••• ••••••• :1::::: •••••••• -•••••••• .,..,.... ••••••••......... ........ :n:::: .................... ••••••• •••••••••••••••• ..""•.. ......... '1> ................. ••••••• :1::::: .•.."....•••••••• ••••••• .................... ........ :1::::; ........... -1-- ......... ........ ..........•••••••• ••••••• :1::::: ...........•••••••• •• 'u.... ......... ,"........... ••••••• ••••• '1,,' .................... •••••• '1> :1::::: .. ...... ,,"
""""""", """'"'' '''''''''''''' "''''''''''''"""""'''' ""'"'''''' "l'''''''' '"'''''''''''' '"''''''''''.... """"'''''' """'''' , '"'''''' """""" "'''''''''''' -'"".... ,''' "" .. ,""" , '"'''''' '"'''''''''' ''''''''',..",....".. ,"'" ""'''''' " """'" " ...... ,,"" ""...."... ,,'........,., ..,,, .... .......,. """'" ''''''''''.......,"'" ............. :1::::: ..........."... ......... , ......".,....... ".. """ .. ,, ...........".. ......... "."'''''''"...... ......,,'''' :a::::: .. , ........ ," .. .. "" .."............"" .. "......".." ........... ,,' ", ... ,,"'"

(

40

30

20

10

o
o 5 10 15 20 25

Particle size, nm

(bl

Fig. 5.16 Carbon extraction replicas showing the progress ofMnS precipitation in
samples ofelectrical steel A undergoing creep at 900 oC: (al 5 s, (bl 15 s,
(cl 60 s, (dl 200 s, (el 420 s, (f) 1200 s, and (gl 3600 s.



110

....
~

: ... 500nmi •,
1 " ...."... ,

,~

, ", '.
,

1
,

"
,~

."'"'
i ., ..'
1

"
, •i 1 ,

~'r ,J, , .,'.
!I -
i.

~" •,,- ,

:.- .. ',
r' _

;,.

"
~.

, •,
~ - ".

- -
60s

1 -1-- 1 d 25.1-1
... '1> .......

1..............- ............. -............... 1............
i.................".................." 1..............

- .............. ............. -Il'' •• '''. .......... 1
11 .......... ......"............. ........ 1.............. .................... ... 11 .......

!........ ,,'Il •••••.....". ..........- ......... ......... 1 -.......,. ...... '10 ....... ............"....... ....... '10 ••
:::~:::

.. .. Il......
••• 11> •• '10 ."....., ••••••••...., .., .... .,....... :::)::: ....................... •• 'I> ....... 'u .. ................... .......... :::u:: ...,.......

1-- •• 11>,.'10" .... _...... ............" -........... ........... ............ ............... ................... ........... ,
:::~:::

............. ..........., .."... .......... .......... .................. .... ........ :::)::: ~~~~"" ~""'"'''''''''' "'''''',~'''' """""""" """"'"""lolo"" """,""" :::1::: """""""" ""'"'''''' """'"''''f- "'''''''' ""'"'''''' """"""" """'"'' -""""""" "'''''''''''' '"'''''''''' """'"'''' """'"'' "''''''''''''""""""" """ '"~''' :::~::: """""'"'' "'''~'''''' """'~"~''"'''''''''' """" .. ,,"" ".,,"""" '''''''''~'' """""~'"~lI"U'" """~"""" ::n::: """"""11" ""...". """..,,""
:::::::~,,,.,, ...,, ..."..." """"'"'' ."..... "..""...

~ .. "."""-,, ."" .. ".. ,," :::~::: ..."""",,. .""",,.. ""..... ,,""",..... """""""" ~"""""." .."""".,, """'''''". .""."".

40

30

20

10

o
o 10 20 30 40 50 60 70 80

Particle size, nm

(c)

Fig, 5.16 Carbon extraction replicas showing the progress ofMnS precipitation in
samples ofelectrical steel A undergoing creep at 900 oC: (a) 5 s, (b) 15 s,
(c) 60 s, (d) 200 s, (e) 420 s, (0 1200 s, and (g) 3600 s.



(

111

- 2005 -

d
1

- 47.9 !
- 1 ............. -..........

••••••••..........·..····1· .................... .. .............,......... .................... .. ............ ................... .........;;:::n: .......... ...........
r- ........... ......... -.........!. ......... .................... .......... ................. .. .......... ...................... ........ .. .......... ••••••••......... ......... .......... , .... 11I .............

::::::~:
.......... ••••••••••••••• .......... ,................... ..·····1.. .,...... •••••••• ................. ......... .. ......... .......... •••••••r-- ........ ........ Il .......... .......... ........ -...... '1>. ....... .. .....".. .......... •••••••........ •••••••• ......... •••••••• .................. ::::::1: ......... ............ ...."........... ..........,," ..."....... ....".."....:::::::" ...."....".. .. ~ ~ ......J.. ........,,""" .."""".... ,, .........."......"... ".... .. ~ ....... " .."""...... ,, ...."" ....." ...., .... ,"".., ..".., ........ "c. .. .. "' .." .... .. ....".."... ...".....".. ..........".......... "'" .., .... ...... ,,,. " ..", .."..... .....,......" ..............,.." ...... ......".... ....,..... .. .....,..... .. .......""..... .........".. ...........

r- ..........".. ....,,, ..... ..,..........
:::::::~: ..,..".. ,," "............ ...."....... -...."" ..... .. ......... ............... .." .."......" ......"" .. ,," ..................... ........".... ................. ............J.. ...."......... ................ ............."........... .. .....".... ............... .. ....".... .. .............. ..........".. ..........."...."..... ...."....".... ........"...... ............ .. .." ...."..... .......".... ..............Ir........... "........... .. ..."...... ......"..... ""."... ......."." .. ...".....""... ...."........."...... ........... .. ........... .. .......... .............. .."......... ............. ....."..""......"". .."......... .. ........... ,............ .............. .." ...."",, .. ..""."." .. ...........".....""... .............. ...."..... ,.............
::::::~:

.. .....".... •."......... ....".."........"...". "...."." ........... .......... , ... .,.......,," .""....... •••••••

<:

30

o
o 10 20 30 40 50 60 70 80

<.

Particle size, nm

(d)

Fig. 5.16 Carbon extraction replicas showing the progress cfMnS precipitation in
samples ofelectrical steel A nndergoing creep at 900 oC: (a) 5 s, (b) 15 s,
(c) 60 s, (d) 200 s, (e) 420 s, (0 1200 s, and (g) 3600 s.



112

- -
420s

- 1 -d - 64.6 1

1

- 1 -.1'........ ........ ......... ......·r··..·.... ....... ..........
- .. ...... ........... -.,..... .............. ........ ........... .....". ._.......... ....... ................... ...........

:~::::: ......".............- .}..... ......... -........ ..........
III ••••• ••••••••,.... ,..,' " ....... ••••••••.......... ·t····· .................... .. ..... .......... •••••••.......... .. ....". .......... .,,,.11>,,.,

i-- .......... .)..... •••••••• ........ -............ ........ ........, ..".............. , .. ..... ....,...... ....."......,.... .. ...... ......... ........... '"... •••••••• ·1····· .......... .....,............ ......... .. ..... ."....... .. ..".............. ......... .."....". .. ...... .,...... .........
f- ... ... ........ ,.- ......... ... 'Il ••••• ..,..... ......... .. ............ -.............. ................ .............. ................ ............ ................ .. .......................... ................ .............. ................ .. .......... .. .............. .. .......................... ................ .............. ................ .. .......... ................ .. .......................... ................ .............. ................ ..1........ ' ............ , .. .. ......, .... .. ..........U, ............ ................ .............. ................ .. .......... ................ .. ........... .. ........................ .............. ............ .. ........... :;:........ ............. .. .......... .. ........................ .............. ............. ................ . ........ ............... .. ........... .. ...........

40

30

20

10

o
o 15 30 45 60 75 90 105 120

Particlc size. nm

(e)

Fig. 5.16 Carbon extraction replicas showing the progress ofMnS precipitation in
samples ofelectrical steel A undergoing creep at 900 oC: (a) 5 s. (b) 15 s.
(c) 60 s. (d) 200 s. (e) 420 s, (0 1200 s, and (g) 3600 s.



, ..

t

113

d
1

- = 87.1 1 1200s -
1

'~~!'"""1··........ ........
Il ........

- .... ...".. -..........
:n::::
"'1""'".", ......'Il' ......... ......."....... ......,....

- .,........ ::t:::: ............ -........... ·..1..·..·.. ... ,,,...
'........... .... "'". •••••••• •••••••........... .. """, .......... .. .. __ .....
.. '1>•••••• ... .... 11 ......... ................... "t"H" ........... ..,.............., ,..... .''', ....... .........

...... '1>. .......... .. ...,.. .,......,.. .................... ...(...., ..... '1> ..... ..........••••••• ..........
..... """ .." .....,.. '1> ........

:-- ..,..... .....,.. ....... ..... 11 ••• ........ -'.... 11> .... ....... ,,,.. ... '1> ...... ........... ..................... .....,..... .. ·t·· .., ............. .............,.",. ........... ........i ..... ......- ......,.... ..."......" ....... ............ ,'II .".... ........ ,.... ................................ ............ ............" .. ..f......·" ......... ,...".... .............
................. ........... ................ .....".... .............,.... .. .. "........................ ............. .."........... ..... .. ...... ..........."...... ......................... ........ ,.... ........... ......... ....."....... .. ........................... .............. .. ,............... •·..1..•• .. ............ ,... ............. .. ..........

f- ......,........ .............. ................ ............. ............,.... ............ .. ........... -............. ........... .............. .... ........ .. ,...... ,........ .. ........... .. ...........
................. .............. ................ .... f· ...... ................ .. ........,.... .......................... ........ ,....... ................ .... ......... ....,.......... ." .... ,...... .. ...,........................ ............. ............... ... ......... ..,........... .. ........... .. ...........ftr......... ................ .........,.... .............. .... ......... ...,................. .............. .. ...................... ................ ............... ............... .. .. t........ .. .............. .. ............ .. ......................... ................ .............. ................ ... ..,.. ,. ............... .. ............ ....................... ............... ............. ........... .:;:..... ................ ............. "........

............... ................ ............ .. ................ .. .......... .......... ,..... .. ............ .. ............

30

o
o 20 40 60 80 100 120 140 160

Particle size, nm

(f)

Fig. 5.16 Carbon extraction replicas showing the progress ofMnS precipitation in
samples ofelectrical steel A undergoing creep at 900 oC: (a) 5 s, (b) 15 s,
(c) 60 s, (d) 200 s, (e) 420 s, (0 1200 s, and (g) 3600 s.



• , .-
". , 500nm

114

- 36005 -
d 120.2

1
= 1

1 ..............
1 ...............- .............. -......................... ..................... .."'.....;;:::::r .... '1>.11>•• ••••••••....".... .. ........:;:::::t ........... ..................... ............

:::::::t ......... ..........•••••••• .............e- .......... .'1> ....... .. .."....... -:::::::r .......... "............"....... 11> ..............··••..1.......... ........"........ ..."....... .................. ........."................... ........ ............. ."...........,... ......... ••••••••••••• '1>. :::::::t ........... .. ......"...
1--

........ •••••••• •••••••• -........ ·_·····1 ............ ..........

.. '1>••••• ......". .......... .................. 1:::::::: ......." .....".... .................. ..."....... ......... ......... ............... "'. ............ ............ ............... .. .............. ........................... ................ :::::::t ............... ................ .. ......................... ............... ................ ................ .. ............................ ............... ............( ............... ................ .. .......................... ................ .............. ................ .. ............. .. ............
e- ............. ............... .............. ................ .. .............. .. ........................ ............... .............. ................ .. .............. .. ........... -• ....... ............. ............... .............. ............... ............. ....................... ............. .. .............. :::::::t .. ............ ............. ........................ ............. ............... .. ........... ............... .. ......................... ............ ................ .. ......·....1.............. .............. .. ........................ ............. ................ .. ........... .. ............. ............... .. ....................... ............. .............. .. ............ ............... .. ........... .. ...........1;· ....·...... ............ .............. ............... ............. ................ ................ ..................... ..... ........... ............. ................ :::::::; ................ ............... .. .......................... ............. .............. ............... .. ............. ............... .. .............

30

r;; 20
s:l

~
QI

~
QI
>
~ 10

~

o
o

"

.~.'

25

"

.' ,

50

:: ......

75 100 125

•

'.

150 175 200

Particle size, nm

(g)

Fir,.5.16 Carbon extraction replicas showing the progress ofMnS precipitation in
samples ofelectrical steel A undergoing creep at 900 oC: (a) 5 s, (h) 15 s,
(c) 60 s, (d) 200 s, (e) 420 s, <0 1200 s, and (g) 3600 s.



f

{

115

5.2.1.3 Particle Size Distributions

In an effort 10 understand the influence of testing temperature and steel

composition on the progress ofMnS precipitation, the particle size distribution

was determined for each specimen. For this purpose, the resulting

micrographs were enlarged 10 a magnification of at least 100,000 and the

diameters of the particles were measured with the help of a 7 power monocular

capable of giving a precision of ± 0.1 mm. It is worth noting here that the

relatively large particles, especially those precipitated at the later stages of

precipitation, are not easily extracted by the carbon replicas. In order 10 avoid

missing these large particles, scanning electron microscopy was also employed

in the present investigation. Some examples of these micrographs will be

presented in §5.2.3 below.

The size distributions determined on electrical steels A, Band C at 800
oC, 900 oC and 1000 o~ dre summarized in Figures 5.17 to 5.19, respectively.

Aiso displayed in these graphs are the mean particle diameters compu ted from

each distribution. It can be seen from these figures that all the distributions

are in the form of normal probabilities. They tend 10 shift 10 the right and

become wider with increasing test time. On doser examination, it is found

that both the mean and the variance of the distribution increase as the test

temperature is increased. For instance, the mean diameter of the particles in

electrical steel A at 800 oC is about 66 nm at the end of the test, while this

value at 1000 oC is as large as 140 nm after only 1200 seconds of creep. This

indicates that the growth and coarsening rates of the precipitates are greater

at higher temperatures.

An important point which she lld be mentioned here is that the size

distribution and the related mean va.ues reported in Figures 5.17 - 5.19 are

surface quantities. Using the equations given by Ashby and Ebelingl186J:
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S.D· ls )
S.D·1 = ---=-

01 S.D.
I

)
1+(~)2

d
s

(5.3)

(5.4)

the surface mean diameters ds and standard deviations S.D.(s) were converted
into the corresponding volume quantities dv and S.D.(v). The values of the
measured ds's and S.D.(s)'s as well as the calculated dv's and S.D.(v)'s are listed
in Tables 5.5 - 5.7 for the above three steels, respectively. These tables make it
clear that the mean particle sizes and standard deviations of the distributions
are functions of time and temperature. They increase with an increase in
either the testing temperature or the time.

To determine the influence of steel composition on the progress ofMnS
precipitation, the mean diameters pertaining to the three steels are plotted
versus creep time in Figures 5.20 - 5.22 for 800 oC, 900 oC and 1000 oC,
respectively. Examination ofthese figures leads to the following conclusions:

1) Each log(dv)-log(time) curve consists of two parts, both of which are
approximately linear.

2) The transition times observed on these curves are close to the
precipitation finish times measured in the creep tests (noted by the
arrows in these figures). This observation again demonstrates the
validity of the new technique for monitoring the progress of
precipitation at high temperatures.
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Table 5.5

Surface and Volume Mean Particle Sizes and Standard Deviations

Pertaining ta Electrical Steel A

120

Surface quantities Volume quantities
Temperature

(OC) Time (s)
ds dvS.D.(s) S.D.(vl(nm) (nm)

42 9.5 3.2 8.5 2.9

420 30.2 7.4 28.5 7.0
800

920 50.1 9.2 48.5 8.9

3600 66.1 11.8 64.1 11.4

15 11.2 3.8 10.0 3.4

60 25.1 6.5 23.5 6.1

200 47.9 8.9 46.3 8.6
900

420 64.6 11.5 62.6 11.1

1200 87.1 15.2 84.5 14.8

3600 120.2 24 115.6 23.1

42 27.5 6.8 25.9 6.4

200 67.6 12.4 65.4 12.0
1000

380 97.• 18.3 94.4 17.7

1200 139.8 27.5 134.6 26.5
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Table 5.6

Surface and Volume Mean Particle Sizes and Standard Deviations

Pertaining ta Electrical Steel B

121

Surface quantities Volume quantities
Temperature Time (s)(OC) ds S.D.(s) dv S.D.(v)(nm) (nm)

26 8.9 2.8 8.1 2.5

60 13.8 4.3 12.6 3.9

800 240 29.8 7.3 28.1 6.9

600 47.6 8.8 46.0 8.5

1200 56.2 9.8 54.5 9.5

12 15.8 5.1 14.3 4.6

60 35.5 7.9 33.8 7.5
900

240 69.2 12.9 66.9 12.5

1200 109.6 19.8 106.1 19.2

9 15.5 4.9 14.1 4.5

60 47.8 8.9 46.2 8.6

1000 170 75.8 14.4 73.2 13.9

1200 151.2 38.6 141.9 36.2

3600 199.2 44.8 189.6 42.6
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Table 5.7

Surface and Volume Mean Partic1e Sizes and Standard Deviations

Pertaining ta Electrical Steel C

122

Surface quantities Volume quantities
Temperature

(OC) Time (s)
ds dvS.D.(s) S.D.(v)(nm) (nm)

40 14.4 4.6 13.1 4.2

120 25.7 6.6 24.1 6.2

800 440 51.3 9.4 49.6 9.1

1200 63.1 10.8 61.3 10.4

3600 89.1 15.7 86.4 15.2

16 20.4 6.1 18.7 5.6

900 150 64.2 11.3 62.3 11.0

1200 95.5 17.8 92.3 17.2

21 28.8 7.1 27.1 6.7

1000 120 72.4 13.6 70.0 13.1

1200 144.5 31 138.1 29.6
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3) The mean particle sizes corresponding ta the transition (or Pr) times

at a given temperature increase with increasing Mn concentration.

4) Although the different curves go through their transitions at

different times, the first and second portions are approximately

parallei ta each other. This indicates that the growth and coarsening

mechanisms ofMnS pr~cipitationare much the same in the diITerent
steels.

5) The first parts of the curves have higher slopes (from 0.51 ta 0.54)

than the second ones (from 0.28 ta 0.31), indicating that the growth

rate is greater than the coarsening rate for such precipitation.

6) Finally and perhaps more interestingly, the first slope of about 0.5

indicates that a diffusion process rather than an interf9.re reaction is

controlling the growth of the particles (see §2.2.6.3l. The second

slope of about 0.3 , on the other hand, reveals that coarsening of the

precipitates may be control1ed by both bulk diffusion and grain

boundary diffusion.

The above features of the curves will be discussed in more detail in Chapter 7.

5.2.2 IDENTU'ICATION OFTHE PARTICLES

The freshly precipitated particles in the electrical steels were identified

by examining their X-ray spectra. Two typical results are presented in

Figures 5.23 and 5.24: the first was acquired on a carbon extraction replica and

the second directly on a quenched specimen. Both reveal the strong Mn and S

peaks associated with most of the particles formed in these steels. Il should be

pointed out that the Si peaks visible in the second EDX spectrum are due ta
this element's presence in the matrix and the Fe ~eaks are from the matrix

itself. Thus, it can be concluded that the manganese sulfide precipitates are

responsible for the hardening effect observed during the creep of the four

electrical steels tested. As for the Ti steel, sorne previous researchl77.120.147) has

already confirmed that TiC plays the key role in strengthening the steel
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during defonnation. In order to save time, the EDX technique was not applied
to this steel.

5.2.3 NUCLEATION SITES FOR MnS PRECIPITATION

As mentioned above, in addition to the carbon extraction replicas, direct

observations were also made of the quenched specimens by means of scanning
electron microscopy (SEM) for measurement of the particle size distribution.

Two micrographs acquired for this purpose are shown in Figure 5.25. These
photographs were obtained at the end of creep testing, one of electrical steel C

(0.125% Mn-0.015% S) at 800 oC and the other ofelectrical steel B (0.085% Mn­
0.028% S) at 1000 oC. These pictures not only provide infonnation regarding

the particle size distribution, but also about the nucleation sites. The
micrograph at the top of Figure 5.25 demonstrates that some precipitates are

nucleated within grains. From this picture, as weIl as those presented in

Figure 5.16, it can be seen that the particles are not randomly le cated within

the grains but are, instead, heterogeneously distributed in a cell-like manner.
As reviewed in §2.2.4, this type of distribution suggests that the MnS

precipitates are nucleated on dislocations or on the sub-boundaries formed

during deformation. In addition, the photograph at the bottom of Figure 5.25

clearly shows that grain boundaries are also nucleation sites for this type of
strain-induced precipitation in electrical steels.

In order to investigate further these two types of nucleation sites, two

kinds ofspecial observations were made on each steel. The first was performed

on some heavily etched specimens that can reveal subgrain structures. A good

example is shown in Figure 5.26, which illustrates the dislocation

substructure present in electrical steel B after 1200 seconds at 800 oC.

Although some particles may have been removed by the heavy etch, it is also
explicit in this micrograph that the sub-boundaries act as nucleation sites for

precipitation. The second kind of observation was focused on the precipitates

nuc1eated at grain boundaries. Typical morphologies of such precipitates in

electrical steel B after 1200 seconds ofcreep at four different temperatures are

presented in Figure 5.27. By comparing these photographs, it appears that
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(al

(bl

Fig. 5.25 Distribution of MnS particles revealed by SEM after testing
(al electrical steel C at 800 oC, and (bl electrical steel B at
1000 oC.
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Fig. 5.26 Micrograph showing the MnS partic1es nuc1eated on the
substructure ofelectrical steel B after 1200 seconds ofcreep at
BOO·C.

more and more precipitates nuc1eate on grain boundaries as the testing
temperature is raised.

Finally, it is worth mentioning that phenomena similar ta those shown
in the above micrographs were also observed in the other electrical steels and
thus they will be given further consideration in the chapters that follow.

5.2.4 GRAIN DEIo'ORMATION AND GRAIN BOUNDARY SLIDING

As demonstrated above, both grain boundaries and dislocation
substructures are favorable sites for the nuc1eation of MnS precipitates. To
investigate the influence ofeach nuc1eation mode on the creep behavior, and ta
understand the mechanisms that influence the present precipitation-
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(bl

Fig.5.27 MnS particles nucleated at grain boundaries in electrical steel B
after 1200 seconds of creep at (al 800 oC, (bl 900 oC, (cl 1000 oC,
and (dl 1100 oC.
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(c)

(d)

Fig. 5.27 MnS particles nucleated at grain boundaries in electrical steel B
after 1200 seconds of creep at (a) 800 oC, (h) 900 oC, (c) 1000 oC,
and (d) 1100 oC.
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monitoring technique, it is necessary to have some knowledge of the
microstructural changes taking place during testing. In this context, sorne

experimental evidence will now be provided regarding grain deformation as
weB as grain boundary sliding.

5.2.4.1 Grain Deformation

During creep, the deformation occurring within grains is so obvious that

the deformed grains can be readily observed on any specimen by optical

microscopy. An example ofthese observations is given in Figure 5.28, where a
grain in a sample of 0.070% Mn-0.021% S steel is presented twice. In this

figure, the upper picture shows the state of this grain immediately after
solution treatment, but before deformation, while the lower one illustrates the

condition of the grain after testing at 950 oC. It should be pointed out that, to

preserve the original boundaries of the grain, the specimen was not repolished
before taking the second photograph. This is why this picture is less clear than

the first. However, comparison of the two micrographs demonstrates that

considerable deformation takes place within the grains during testing. Thus,

we come to the conclusion that deformation of the grains makes a great

contribution towards the overall creep strain in the electrical steels.

5.2.4.2 Observations of Grain Roundary Sliding

In a manner similar to the one used for the examination of grain

deformation, the grain boundary sliding occurring during creep was studied in

rather more detai1. The sampling schedule employed in this investigation for

electrical steel A undergoing creep at 1000 oC is shown in Figure 5.29. In these

tests, aIl samples were helium quenched and observed after solutionizing but

before loading. In order to reveal whether or not grain boundary sliding takcs

place during creep, and, if it does, to estimate quantitatively the amount of
grain boundary sliding occurring during each stage of testing, the positions of

sorne grain boundaries were marked by lines. Subsequently, cach specimen

was again reheated to the solution temperature and tested under the
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Fig. 5.28 Grain deformation occurring in a sample of electrical steel A tested
at 950 oC: (a) before straining, and (b) after testing.
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experj~ental conditions Ci••he previous tests. After increasing creep times.

the specimens were requenched and rechecked by optical microscopy.

Some results typical of this group of experiments are presented in

Figures 5.30 to 5.35. The upper micrograph in each figure reveals the original

state of each specimen prior to the application of the load. To mark the

position of the specific grain boundary, a line perpendicular to the boundary

was carved on the surface of the sample. In sharp contrast to the top pictures,

the lower photographs demonstrate the occurrence of grain boundary sliding

during deformation. As can be seen, the amount ofgrain boundary sliding is a

function of the creep time. If creep has occurred for only a few seconds, grain

boundary sliding has not yet begun (see Figure 5.30). Since grain boundary
sliding, as described by LeMay(150J and Ashby et al.(1721, can be regarded as

Newtonian viscous in nature, such a process necessarily requires time before it

can be observed. Once it starts, however, its extent increases with increasing

creep time, as illustrated by the lower photographs of Figures 5.31 - 5.35,

where specific grain boundaries are presented after increasing creep times. A

detailed evaluation of the rel!ltionship between the amount of grain boundary

sliding and the creep time is given next.

5.2.4.3 Evaluation of Grain Boundary Sliding

Since it is very time consuming to measure the amount of grain

boundary sliding that occurs during each stage of creep, the present work was

restricted to electrical steel A deformed at 1000 oC. In this investigation, the

grain boundary contributions were evaluated quantitatively, and more than

20 boundaries on each specimen were analyzed in this way. The displacement

of each boundary after a specified creep time was carefully measured on the

resulting micrographs.

McLeanl1871 once carried out an extensive investigation of grain

boundary sliding in pure aluminum during creep. Based on the assumption

that the grain boundaries were planes inclined at 45° to the compression (or

tension) axis, he proposed the following equation to relate the measured

displacements ofindividual boundaries to the creep strain:
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Fig, 5.30 Grain boundary sliding in electrical steel A tested at 1000 oC:
(a) before deformation, and (b) after 5 seconds ofcreep.
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Fig. 5.31 Grain boundary sliding in electrical steel A tested at 1000 oC:
(a) before deformation, and (b) after 20 seconds ofcreep.
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Fig. 5.32 Grain boundary sliding in electrical steel A tested at 1000 oC:

(a) before deformation, and (b) after 200 seconds ofcreep.
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(a) bcforc dcformation. and (b) after 380 seconds ofcr~()p.



142

;' :

",' -:.

•.: ;. . :

•

. '.

•
" '/ l1

, •
/

.'.,.
40011m

:

'.

~. .

. '

.'

•

' ..
" ....
.r-

...-...
'.' .'

.,
..' ..... .

. ~'..

..
.,' .•." ......_--.. ',.:.- ,"

'.
.',

.'. .

l', .
\.. ' .

-:

(a)

1

(b)

Fig. 5.34 Grain boundary sliding in electrical steel A tested at 1000 oC:

(a) before deformation, and (b) after 1200 seconds ofcreep.
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(5.5)

where Egb is the overall strain due to grain boundary sliding, ng the number of
grains per unit ofaxiallength, and Ii the mean displacement of the boundaries.
Eq. (5.5) is somewhat of an oversimplification, involving as it does the

assumption that all the grain boundaries are at 45° to the compression axis.

Geometrically, sorne grain boundary displacements can occur without
contributing at all to the overall strain, so that the mean boundary

displacement is not exactly indicative of the strain contribution made by the

boundaries. By considering the contribution made by each boundary,
McLean's model was taken a little further in this investigation. For this
purpose, we have taken

& =sb

nl/
-Ep. cos(6)
n 1 1

gb

(5.6)

where ngb is the number of grain boundaries measurements made on the

specimen, and Pi and Si are the displacement and angle to the compression axis
ofindividual boundaries, respectively.

With the help of the above equation, the values of Egb at different creep

times were estimated for electrical steel A stressed at 1000 oC. The resulls of
this analysis are presented in Figure 5.36, together with the total strain

recorded during the creep test. From this figure it ap :Jearg that, unGer this

experimenLal condition, grain boundary sliding contribl. '.':S about one·sixth to

one·tenth the total strain. This is prohably true, but sorne uncertainty still

arises l'rom the fact that the orientations of individual boundaries relative to

the compression axis are not fixed during testing. Fortunately, the present

study was only aimed at investigating the influence of precipitation on grain

boundary sliding, rather than on the process of sliding itself. Thus, our

attention was drawn to the difference between the sliding rates ofpartic1e·free

and of precipitate·containing boundaries. The results of sorne eXtJerimenls

which were specifically directed towards this objective are now presented.
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Using the procedure described above, the strain contributed by grain
boundary sliding during conventional creep (see §4.3.5) was also evaluated.

This group of experimental results is given in Figure 5.37. For purposes of

comparison, the Egb data of Figure 5.36 for the solution-treated tests are
reproduced here, but, are presented on a linear instead of a semilog scale.

Although the absolute values of Egb are, as discussed above, somewhat
uncertain, the differences in sliding behavior revealed in this way are

believable. As is readily evident from the figure, the Egb - time curve obtained

in the absence of precipitation, the case ofconventional creep testing, is linear
after a brieftransient. According ta the experimental results, the values of the

sliding-induced strain, Egb, in the two cases, are almost identical for the first 20

seconds, as shown in the inset. After this time, the Egb - time curve determined
in the presence of precipitation deviates from the conventional curve, and the

slope of this curve decreases, even though the value of Egb continuously
increases. Since 20 seconds is the precipitation start time previously detected

by the present technique for this experimental condition (see Table 5.3), it can

be concluded from the above observation that precipitation (perhaps, grain

boundary precipitation in particular) can arrest grain boundary sliding.

To reveal more clearly the influence of precipi tation on the process of

grain boundary sliding, the sliding rate was calculated from the current

measuremp.nts. These results are plotted againsL log(time) in Figure 5.38. It

can be seen from the lower curve in this figure that the sliding rate decreascs

after the Ps time. But, it tends ta recover its value slip:htly when the creep time

if' further increased to 380 seconds, the precipitation finish time in this casc.

Another important point involves the re:3ults acquired beyond the Pr time.

That is, although the sliding rate increases after this time, it is stilliower than
the one evaluated in the absence of precipitation (upper curve). This suggests

that the coarsened particles also have a blocking effect on grain boundary

sliding. even though their influence is weaker than that of the finely-dispersed

precipitates.

Ali the experimental evidence presented so far confirms the view that

the creep of electrical steels is not a simple process. In practice, grain

boundary sliding is accompanied by deformation within the grains.
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Considering the findings regarding the nuc1eation and evolution of
precipitation, it becomes apparent that the two deformation processes are both

afTected by MnS precipitation. In the chapters that follow, the nucleation,

growth and coarsening ofMnS precipitation will be discussed, followed by an
analysis of how MnS precipitation influences the creep behavior of electrical
steels.
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CHAPTER 6

.,.>-

NUCLEATION OF MnS PRECIPITATION

In the present study, the precipitation ofMnS in electrical steels during
hot deformation was investigated by means of both a new creep technique and

electron microscopy. As described in the preceding chapter, l, was found that

the precipitation-time-temperature curves are C-sh'\ped in ail of the tested

steels. The nose of th!' PIT curves shifts to higher tempera~u(esand shorter

times as the S and Mn concentrations are inrreased. Further observations

indicated that the precipltates nucleate on both dislocations and grain

boundaries. These results raise two interesting questions:

1) where does the nucleation of MnS precipitation Iirst begin, on

dislocations or at grain boundaries? and

2) which nucleation mode is responsib1e for the precipitation start

times determined by the present technique?
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These questions will be discussed in this chapter in terms of nuc1eation
thermodynamics and nuc1eation kinetics. The experimental results will be

compared with the predictions of these theories, and the differences between
nuc1eation on dislocations and at grain boundaries will be analyzed. An

attempt will also be marie to explain qualitatively how the positions of Pa
curves are influenced by the chemical compositions ofthe steels.

6.1 THERMODYNAMICS OF MnS NUCLEATION

6.1.1 GENERAL

The nucleation ofa second phase in solids has been extensively analyzed
by many metal1urgists, physicists and physical chemists.l120.188.1911 Regardless

ofsome detailed differences between these models, the thermodynamics of this

process can always be understood in terms ofthe free energy change associated

with the formation ofa nuc1eus:

( IlG
t

t = V(IlG h + IlG + IlG ) + Sy + Wo c em t vac (6.1)

v,s

where

LlGchcm

LlGvac

- the chemical free energy change (often termed chemical driving

force) associated with a unit volume ofprecipitates,

- the elastic strain energy per unit volume of precipitate when

nuc1eation occurs in the absence ofa dislocation or a vacancy,

- the volume free energy change due to the presence of n"'I­
equilibrium vacancies

y = unit interfacial free energy of the nuc1eus-matrix interface,

W = the interaction energy (Le., the additional energy change

produced when precipitates form in a high energy area such as a

grain boundary, dislocation or dislocation substructure), and

= volume and surface area of the nuc1eus, respectively.

(

Nuc1eation can proceed at a perceptible rate only if the total free energy

change LlGtot < O. The chemical driving force LlGchem is the difference in
chemical free energy between the product and parent phases,I771 which always
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benefits nucleation. The strain energy ~Gc, arising from the size misfit
between the nucleus and the matrix, always diminishes the net driving force
and hence the rate ofnucleation. As indicated by Russell,1116J the strain energy

associated with a solid state phase transformation is essentially irrelevant to
incoherent nucleation. In this case, the effective driving force is obtained by

summing the chemical and vacancy terms with the surface and interaction
terms. On the other hand, excess vacancies do not contribute directly to the

driving force for coherent nucleation because the coherent interphase
boundary is neither a source nor a sink for vacancies. However, vacancies may

markedly accelerate the mass transport involved in coherent nucleation and,

thus, increase the nucleation rate through the quicker transfer of atorns to the

critical nucleus. As it lies between the coherent and incoherent cases, serni­
coherent nucleation is by far the most difficult to analyze. Both strain energy

and excess vacancies play parts in the total free energy change in this case.

Vacancies may annihilate at the disordered parts of the interface and relieve a
part of the strain energy. The therrnodynarnic driving forces, if there is

supersaturation, rnay then be altered in this way.

In Eq. (6.1), the interfacial energy y always has a positive value and,

like the strain energy, is a barrier to nucleation. The interaction energy W

behaves as a driving force for nucleation. As the interactions between a
nucleus and a dislocation or grain boundary are rather cornplicated, the

interaction energy is often assurned to reduce the interfacial energy as a result
ofthé presence ofa dislocation or grain boundary.IIlBJ On the basis of the above

assumption, Eq. (6.1) can be rewritten in the following sirnplified forrn:

tlGt t = V(tlG h + tlG + tlG ) + S ~ yo c cm & vac (6.2)

. :.}o

where !; is a factor, the value of which is always less than or equal to 1. The

change in interfacial energy due to the incorporation of the interaction encrgy

may be quite significant in sorne instances. These rnatters will be considered

in more detail later when the nucleation kincticf. are discussed. AlI of the

other factors in Eq. (6.2) will be evaluated individually in the subsections that

follow.
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6.1.2 CHEMICAL DRIVING FORCE FOR MnS NUCLEATION

The chemical driving force enters into Eqs. (6.1) and (6.2) in a central
way and must be known with sorne accuracy if the thermodynamics and
kinetics of nucleation are to be calculated or even estimated. As just defined,
the chemical driving force is the chemical free energy change when unit
volume of a precipitate is formed in the parent phase. For the formation of
MnS nuclei in one mole of a ferrite matrix, the decrease in the Gibbs free
energy can be evaluated from the criterion proposed by Aaronson and
Kinsman:1190)

(6.3)

where fm is the mole fraction of MnS nuclei, and GMnS, Ga and Gao represent
the molar free energies of MnS precipitates, the remaining ferrite, and the
original matrix, respectively.

On the assumption that the MnS nuclei are in equilibrium with the
matrix, the following formula was derived from Eq. (6.3) for evaluating the
chemical driving force for MnS precipitation in ferrite:

RT [(a~n) (a~)1fiG = ln-+ln-
chem 2V~nS a::

n
' .ac;

(6.4)

Here, VmMnS indicates the molar volume of MnS, ai ., and aie. are the activities

(or the thcrmodynamic concentration::;) ofi in the original mat\" ,. and in fflrrite
at equilibr:um with MnS, respectivcly, and Rand T have their usual
meanings. The details of this derivation are presented in Appendix III and the
application of th~ above equation to the present steels is described below.

6.1.2.1 Activities of Mn and S in the Original Matrix

ACl."Jrding to Eq. (6.4), the chemical driving force for the nucleation of
MnS precipitates in electrical steels can be calculated if the activities of Mn
and S in both the equilibrium ferrite and original matrix are close at hand. A
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number of investigatarsl1920197J have shown that alloying elements influence

the thermodynamic activities of Mn and S in iron. Usually, the activity is
proportional ta the respective concentration:1198J

a. = y.x.
l "

(6.5)

where Yi is the activity coefficient of component i (i = Mn and S) and Xi is the
mole fraction of i in iron. In many instances, it is convenient ta use weight

percent as the composition coordinate. In this case,

a. = (.lil
l , (6.6)

Here fi is the activity coefficient of i based on the weight percent coordinate,

and li] is the weight percent of i in iron.

Both Yi and fi are frequently obtained from the formulations first
proposed by Wagner,11991 and extended subsequently by Lupis and Elliott,1211111
Sigworth and Elliott,l2011 and Pelton and Bale:12021

ln(y.) =ln(y~) + ~{ci X.} + higher arder lerms
l & l J

lnif.) = ~{ei lil}+ higher arder terms
1 1

(6.7a)

(6.7b)

Here Yio is the value of Yi at infinite dilution, and ci and ci are first order
interaction parameters based on the mole fraction and weight percent

composition coordinates, respectively. The transformation of the interaction

parameters from one composition coordinate to the other can he accomplished
by the equations developed by Lupis and Elliott:12ool

M. MF.-M.
ci = 230 _J ei + e J

1 M 1 M
Fe Fe

(6.8)

",~

where Mj and MFe are the atamic weights of elementj and iron, respectively.

Ideally, all the alloying elements dissolved in the matrix should he

involved when the above equations are employed. For simplicity, however,
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AmI hecRuse of the IRck of internction pnrnmeters in the liternture, only the

clements C, Mn, S Rnd Si present in the electricnl steels were taken into
Rcrrmnt in this investigntion. Neglecting the higher arder terms in Eqs. (6.7a)

Anr! 16.7hl, the internction pnrnmeters fMn and fg , nnd subsequently the

Rctiviti"5 in th.. original mntrices nMn"n nnd ns
on were calculnted for the four

.. ll'ctricol stl!els af interest. The thermodynamic dntn utilized in the

cnlculRtion, including the ci ond l'il found in the liternture, ore summnrized in

Tohl.. 6.1. Figures 6.ln and 6.1b show the calculated relntions between
t..mJH'rature and activity over the rnnge from 700 oC ta 1200 oC for Mn nnd S,

rl'sJH'ctively. As indicAted in these ligures, the two activities arc expected ta
d"JH'nd directly on their respective overnll concentrntions in the steels and

nnly slightly on the tcmperature. It oppenrs, however, that the activity ofS is

mor.. sensitive ta tempernture thnn thnt of Mn.

Tabl.. 6.1

Int"rAction ParAm.. t.. rs ";mployed in the Thermodynnmic Analysis

l'uh!i~hi'd ln Terms of the Weight Percent Coordinate Ref.

c~~ = 23JJT· 0.153 [201]

c/ = 0.11 [201]

"'v ..,. = - O.Oi [201 J

.. ... - .0.0039 [201]t. \1.

l'uhlishl'd in Tl'rms orthe Mail' Fraction Coordinate

~ -"6 [202]r~ :._.,

\II. . '\ . :.l1W1S1' ... 1:.l.S [2U.3]t.. _ [ ..... =

<v.
v. _ 1";:;.6T'" 2.,(06 [771

• .:""1"'11..<1 fmm tl\t' rdntinnship:

t'v." = t' ... v'(:\l v, :\1 ... '



.'

156

20

15

.. - .. 0.015%8
0.125% Mn

0.028%8
0.085% Mn

0.021% 8
0.070% Mn

0.004%8
0.042% Mn

...
o....
X

10

5

.'-'-'-'-'-'_'_'_0_0- 0 _ 0 _ 0-' •

----------------------

............................................

o
700 800 900 1000 HOO 1200

Temperature, oC

Fig.6.1a Mn activities in the original matrices of the four electrical

steels.



157

8.-------,----r----r---r-----,

0,028%8
0.085% Mn

..- .. 0.015%8
0.125% Mn

0.021%8
0.070% Mn

...... 0.004% 8
0.042% Mn

6

'"o....
X 4
cr

----------------------

-
1

-----'--'-'-'-'.. _._._0-'-'-'
2

.. '.........................................

120011001000900800

0'"--_--'- -'-__---'- -'-__--'

700

Temperature, oC

"

Fig.6.1b 8 activities in the original matrices of the four electrical

steels.



158

6.1.2.2 Activities of Mn and S in Equilibrium

By assuming that the nucleus/ferrite equilibrium is closely approached
during the nucleation of MnS precipitates, the concentrations of Mn and S in
equilibrium can be estimated from their solubility product:

9800
log lMnla,[S]oe =- -'- + 3.74

'f
(2.8)

where the parameters in parentheses are the concentrations of Mn and S in
equilibrium.

The mass conservation of Mn and S during nucleation entails the
following equalities:

XOD = ( xMnS + U-( lX""
Mn m Mn m Mn

X OD = ( X MnS + (1-( lX"'
S m S m S

(G.9)

(G.10)

By simultaneously solving Eqs. (2.8), (G.9) and (G.10), together with the

following relationship

M
X. =[%il~

1 100M.
1

Ci = Mn, Sl (G.11)

the concentrations of Mn and S in equilibrium were first estimated in the
temperature range between 700 oC and 1200 oC for the four electrical stecls.

On multiplying by their respective activity coefficients, the activities wcre

subsequently calculated; the outcomes are summarized in Figures G.2a and

G.2b. 1t is evident from these calculations that the equilibrium activitics are

strong functions of temperature. As the temperature is reduced, less and less

Mn and Sare contained in the parent matrix; thus the values of aMn"" and as"

decrease. This result indicates that the supersaturation and, thercforc, the

chemical driving force increase with temperature decrease in this way.



159

12

--- 0.028% S
0.085% Mn

0.021%S
0.070% Mn 1

1
9 0.015% S ... _..

0.125% Mn 1

1
...... 0.004% S

10.042% Mn

'"
1

0
1.-<

X
6 1

c 1:E
<li

1 ;

r /
~

1 /
1 /

/
1 /

/
3 1 / •

/
/ / •

/ "" ••
/""

" " .. " ..."" ., .", ..., ......
0

700 800 900 1000 1100 1200

Temperature, oC

Fig.6.2a Equilibrium Mn activities in the four electrical steels.



2

--- 0.028%8
0.085% Mn

0.021%8
0.070% Mn ,
0.015%8 1..- ..
0.125% Mn 1,
0.004%8 1...... 10.042% Mn 1

1

'" 1
0 1.....
X 1 1

<Il 1
'" 1

.~

1
1

1
1

1 ,
1 •

/:
1 • •

/ " .'. •
" " .'"

. .,- .,- .
,- ,-

,- ,-,- ",,- ",' .
", . ....

", ..
, -'........

0

700 800 900 1000 1100 1200

Temperature, oC

Fig.6.2b Equilibrium 8 activities in the four electrical stccls.

160



C'

161

The chemical driving force for the nucleation ofMnS precipitates can be
evaluated from Eq. (6.4) if the molar volume Vm MnS is available. Indeed, this

factor can be calculated from[l201

a3

vMnS = N MnS
m 0 8

(6.12)

where No is Avogadro's number and aMnS is the lattice parameter of MnS.

Using the value aMnS = 5.226 Â given by Kiessling and Lange,l611~Gchem was
estimated for the four electrical steels and the results are presented in Figure

6.3. It is evident from this figure that, as expected, the calculated driving
forces for the four electrical steels decrease monotonically as the temperature

is increased. Except for the 0.042% Mn - 0.004% S steel, the driving forces for
the other three steels approach each other in the temperature range above

about 1080 oC. This feature corresponds to the almost equivalent precipitation
start times at 1100 oC determined by the present technique for the three steels.

The three curves divide into two branches below 1080 oC: the 0.085% Mn ­

0.028% S steel goes to the highest level, but the other two curves still bunch

tngether. This observation agrees very weil with the experimental results

presented in the previous chapter, where the Ps times of the 0.080% Mn ­

0.025% S steel are the shortest and those of the other two steels are nearly

identical over the whole testing temperature range. As for the 0.042% Mn ­

0.004% S steel, the driving force, as expected, remains at the lowest level.

6.1.3 STRAIN ENERGY ASSOCIATED WITH MnS NUCU~ATION

Another factor in Eq. (6.2), the volume elastic strain energy ~Gc, will be

evaluated in the present subsection. As is known, the formation of a

microc1uster, which is fully or partly coherent with the matrix, requires the
straining of both lattices,l204. 2051 except in the unusual case when both phases

have the same crystal structure and lattice spacing. Generally, a precipitate

first evolves from an initially coherent embryo. Whether the coherency is

maintained or lost during nuc1eation depends on the lattice misfit between the

two phases; in other words, on the strain energy created by the nucleu.s.
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As a basic case, the elastic strain energy associated with a coherent

particle, which means a one-to-one matching of atoms everywhere along the
precipitate/matrix interface, has been investigated by Aaronson and Lee,11I7]
Mott and Nabarro,12061 Laszlo,i2°71 Eshelby,120BI Christian,120B] and Barnett et

a1.1210.2111 Among these treatments, the model most commonly used was

proposed by Eshelby. This model deals with the dilation that accompanies

precipitation and gives the elastic strain energy per unit volume of

precipitated particle:

t6.13)

where

lin. Fe -
Va·Fe -
CT -,

shear modulus of the matrix,

Poisson's ratio, and

the stress-free transformation strain, equal to 1/3 the

transformation volume change. In the present case, eT has the

following value:

3 3
1 a - a_ (MnS n-Fe )

3 3
aMnS

(6.14)

:f
"
"

Here, aMnS and an•Fe are the lattice constants of the MnS precipitates and the
ferrite, respectively.

Applying the related physical data listed in Table 6.2 to the above

equations, the elastic strain energies accompanying the formation of coherent

MnS nuclei in ferrite were estimated over the testing temperature range of
800-1100 oC. The results of the computation are shown in Figure 6.4. In

comparison with Figure 6.3, it can be seen that the elastic strain energy â.Gc is

one order of magnitude greater than the absolute value of the chemical driving

force, â.Gchcm. This comparison shows why the nucleation of MnS in ferrite

cannot take place in coherent form: that is, the coherent nature of the embryos

cannot be retained in the later stages of nucleation. The possible structures
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Table 6.2
Values ofthe Parameters Used in the Analysis of the Volume Strain Energy

Associated with MnS Nucleation in Ferrite

Parameter or Variable Ref.

a~lnS - 5.226Â [61]

aQ_Fe - 2.86Â [212]

va_Fe - 0.3 [213]

Pa.Fe - 6.4X 10\OX[1- 0.81(T - 300)frM] J-m·3 [214]

TM - 1810 oK [214]

must therefore be incoherent or, at the very least, semi-coherent. Only in this

way, through the introduction of vacancies and/or dislocations into the
precipitate/matrix interface, can the strain energy of MnS precipitates be

relaxed simultaneously with nucleation.

The question may be raised at this point as to how much of the strain
energy is relieved during the 1055 of coherency. It is difficult to propose a

precise answer because the entire process is too complicated l'or analysis here.

In order to simplify the problem, the present study was restricted to just the

critical situation instead of the whole process. In this context, the term

"critical" refers to the turning point where the unstable microcluster becomes

a stable nucleus in the thermodynamic sense. By noting that the free energy

barrier goes through a maximum when the nucleus attains its critical size, a

successful nucleus will be created if the barrier can be overcome at this

moment. Thus, an appropriate alternative approach to the question of strain

energy 1055 is to evaluate its association with a critical nucleus/matrix

interface. A detailed treatment of this topic will be presented later in the next

section and in Appendix IV.
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Fig.6.4 Volume strain energy calculated by Eshelby's model for MnS
nuc1eation in ferrite.

6.1.4 VACANCY EFFECTS

As described in the previous subsection, the vacancies in thermal
equilibrium exert an influence on the relaxation of the elastic strain energy

nssociated with nuc1eation. Indeed, excess vacancies, which are continuously
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produced during creep testing, further enhance the driving force for MnS
nuc1eation in ferrite. This subsection describes the detailed investigation of

such effects.

6.1.4.1 Equilibrium Vacancy Concentration

The equilibrium concentration of thermal vacancies can be determined
from:1215!

~Sf _lilif
.~ u u
.II~ = exp (-k-lexp ( kT 1 (6.15)

where Xv9 is the equilibrium vacancy concentration, k is the Boltzmann

constant, !:iS} is the entropy change, and !:iH} is the activation enthalpy of

vacancy formation when one atom is taken from its lattice site and placed on

the crystal surface. The values of !:iS} and !:iH} in a-iron, measured and
reported by Schaefer and Matter et a1.,1216,2171 are liS} = (1.0 ± 0.5)k and !:iH}

=(1.60 ± 0.15)eV.

It should be noted here that the vacancies in thermal equilibrium can
relieve the strain energy on the nuc1eus!matrix interface,l 1161 Hartl2181 and

Holl,1219J however, have pointed out that the nr>n-equilibrium vacancy

concentration can further introduce a driving force into the nuc1eation

reaction as well as a chemical component. This concept was later put on a
quantitative basis for the case of incoherent/semi-coherent nuc1cation by
Russell.12201 This will now be discussed in relation ta the present experiments.

6.1.4.2 Excess Vacancies Generated during Deformation

Considerable experimental evidence indicates that plastic deformation,
like quenching, significantly increases the vacancy concentration.1215,2211 The

vacancies in excE'SS beyond those in thermal equilibrium depend on the amount

ofstrain according to the following relation:1221 ·2231
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{ (6.16)

f

Excess vacancy concentrations are known ta have a profound effect on
the nucleation rate, especially when the microcluster/matrix interface is
partially or wholly disordered.1218.2201 In the present tests, non-equilibrium

vacancies are continuously generated during deformation. This behavior is
quite unlike quenching, in which the excess vacancies are produced almost
instantaneously and then gradually disappear. In the present case, the
vacancy supersaturation is continuously being set up and is thus able to
enhance the thermodynamic driving force for the nucleation of MnS
precipitates in a continuous fashion. In addition, the non-equilibrium
vacancies can migrate ta and incorporate themselves inta the nucleus/matrix
interface, thereby relieving the transformation strains.

The increase in vacancy concentration due ta deformation before the
completion of nucleation can be estimated by integrating Eq. (6.16) from t = 0

ta t = Ps. However, it is important ta note that some of the non-equilibrium
vacancies can diffuse to the grain boundaries and be annihilated there before
precipitation occurs. Only those left within the grains contribute to the
vacancy supersaturation and thus to the driving force for MnS nucleation. In
order ta establish the effective excess vacancy concentration, the diffusion
distance ofa vacancy in ferrite was first evaluated from:12241

y = v(2D Il
u (6.17)

where t is the time, and Dy the vacancy diffusion coefficient in ferrite, whose
value was given by Schaefer et a\,l2161as

-1.28 eV
V = 0.5 exp ( )

U kT
2 -1cm s (6.18)

ApjJlying the above two equations ta the present test conditions, the
diffusion distance, y, during the time interval [0, Psl in electrical steel A was
evaluated to be about 0.05 mm at 900 oC. This is the maximum possible
diffusion distance for any non-equilibrium vacanr.y before MnS nucleation
occurs at this temperature. Bearing in mind that the average grain diameter
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(6.20)

Here E indicates Young's modulus, Cil represents the atomic volume of the

precipitates, and va_Fe and eT have the same meanings as in Eq. (6.13). The first
term in the above equation corresponds to the annihilation of vacancies to

relieve the volumetrie mismatch.11161 lt can be seen from this term that the
supersaturation of vacancies intensifies the thermodynamic driving force if
the nuclei have a larger atomic volume than the matrix (eT> 0), as in the

present case for MnS precipitation. The second term in Eq. (6.20) corresponds

ta the annihilation of the non-equilibrium vacancies not needed to relieve the
misfit.[116J

Using the equation given above, the driving forces due to the excess

vacancills generated during the deformation of the four electrical steels were
estimated over the temperature range from 800 oC to 1100 oC; the calculated

results are shown graphically in Figure 6.5. It is evident from the figure that

the vacancy supersaturation in the present tests is 50 large that D-Gvac has the

same magnitude in the electrical steels as the chemical driving force D-Gchcm.

The dependence on temperature of D-Gvac is different from that of D-Gchcm. As

the temperature is increaseà, the absolute values of D-Gvuc increase until near

the nose temperatures. Above these temperatures, however, they decrease

with increasing temperature.

6.1.5 INTERFACIAL ENERGY BETWEEN 'l'HE MnS NUCLEI AND

THE FERRITE

The last factor in Eq. (6.2), the interfacial energy y, will be evaluated in

this subsection.
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6.1.5.1 Chemical Component orthe Interracial Energy

Irnagining that the two phases, say the particle and the matrix, are first
separated and then rejoined to rorro the interphase boundary, TurnbuU'2251

presented a calculation for the energy increment required to form the

boundary:

y =c (6.21)

where

Ns

No
Zs
Z\

ilH

- atoms per unit area of the interface,
- A.vogadro's number,

- number of the bonds per atom across the interface,
- lattice coordination number,

- heat of formation of the precipitates in a dilute solution (the
matrix), and

XM, XP= concentrations of precipitate forming elements in the matrix and

nucleus, respectively.

As Yc is determined primarily by the enthalpy of mixing and the

composition difference between the two phases, it is often referred to as the

chemical component of the interfacial energy. It corresponds ta the difference

between the energies of the bonds broken in the separation process and of the

bonds made in forming the interphase boundary.

6.1.5.2 Structural Component orthe Interfacial Energy

For interphase boundaries accommodating the mismatch betwcen the
two crystal structures, TurnbuU'2251 considered the interfacial energy to be

made up oftwo components, one being chemical (Yc given by Eq. (6.21)) and the

other structural (yst), so that:
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(
(6.22)

Unlike Yc, the structural part, Yst, is related to the self-energy of the
interface dislocations. As the MnS nucleus has the same structure as the
ferrite, but a different lattice spacing,!G11 the structural component of the
interracial energy at the nucleus/matrix interface can be obtained from:122GI

(6.23)

<:

if, -

where 'II =2nll:1]/(1- v._Fe), and P.-Fe' a._Fe, 1:T and v._Fe have the same meanings
as before.

Using the above equations and the numerical values given in Tables 6.2
and 6.4, the unknowns Yc and Yst were first calculated. The total interfacial
energy y was then computed and is presented in Figure 6.6. As can be seen, it

Table 6.4
Parameters Used in the Analysis ofthe Interfacial Energy between MnS

Nuclei and Ferrite

Parameter or Variable Ref.

ôH - 205.2 kJ-mol·1 [212]

Ns - V2/a._F/ :j:

Zs - 2 :j:

Zl - 8 :j:

:j: Assuming that the interface is (110).
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is a weak function oftemperature, varying only through the shear modulus of
the matrix Pa-Fe. The total interfacial energy ranges from 0.563 to 0.614 J_m-2

at the current temperatures, which agrees with the typical interfacial energy
of0.595 J-m-2 between the sulfide and a-iron measured by Van Vlack.l2271
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Fig.6.6 Interfacial energy between MnS nuclei and ferrite calculated using

Turnbull's mode!.
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6.2 KINETICS OF MnS NUCLEATION

The various theories of nucleation kinetks appear at first to differ
widely. With few exceptions, however, aU can be developed from the foUowing

principies:

1) The probability ofnucleation is proportional to exp(-W*/kT), where

W* is the minimum work required to make the system unstable with
respect to transformation. Gibbsl2281 described the significance of

w* in phase stability and expressed it as the free energy offorming a

critical nucleus.

2) The decay of microscopie fluctuations can be described by the

macroscopic decay laws due to Onsager.l2291

3) The number of nucleation sites is specifie to the system and to the

type ofnucleation process being considered.l1l61

Two kinds of kinetic models will be proposed in this section. Since the
MnS precipitates in electrical steels, as shown in the previous chapter,

nucleate either on dislocations or at grain boundaries, one of the models was

developed for the former process and the other for the latter.

6.2.1 REDUCTION OF INTERFACIAL ENERGY

As mentioned earlier in this chapter, additional energy is produced

when nucleation occurs in a high energy area, contributing to the reduction in

the interfacial energy. Two reduction factors will be evaluated in this

subsection, one for nuc1eation on dislocations and the other for nuc1eation on

grain boundaries.
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6.2.1.1 Reduction Factor for Nucleation on Dislocations

It was concluded by Dollins,ll891 Barnett,!210\ Cahn,1230\ Gomez-Ramirez

and Pound,12311and Larché,!2321 that the nuclei in solid transformations are

formed preferential1y on dislocations due to the release of the strain energy

and the reduction of the interfacial energy. Larchél232\ used the formalism of

Eshelbyl8\ to show that the catalytic effect of the dislocation (for a spherical

microcluster) was to reduce the interfacial energy to the value

y-
" ~ b (l + v ~) leTI

Q-re' a..... t

9 n (l - v G-F)
(6.24)

In other words, the interfacial energy is reduced in this case by the fol1owing

factor:

(6.25)

In the above two equations, b is the Burgers vector and y the interfacial energy

estimated using Eq. (6.22); the other parameters have the same meanings as

before.

6.2.1.2 Reduction Factor for Nucleation on Grain Boundarics

Studies of solid-solid nucleation have shown that, in a number of alloy
systems, the boundaries between grains arc good nucltation sites.188.91.2331 The

most common situation is one in which two grains form an interface for the

nucleation of second phase particles. The grains on either sicle of such an

interface are generally assumed to be essentially oriented at random. Three

grains meet along a Hne, and four grains meet at a point. Since such locations

are particularly choice nucleation sites,I l161 here we only consider the case of

nucleation at the planar interface between grains (instead of at three-grain or

four-grainjunctions). Accordingly, the equilibrium angle between two grains,

<P, can be obtained via the modified Gibbs-Wulff construction,1234.235J as shown

in Figure 6.7. The result is the same as that obtained by the usuql force
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balance argument:

Ygb
000(<1» = ­

2y
(6.26)

where Ygb and y are the average values ofgrain boundary energy in a-iron and
of the nucleus/matrix interfacial energy. If we fol1ow Johnson et al,1236\ then

the reduction of interfacial energy is related to the angle .p, 50 that

(6.27)

where ~gb is the reduction factor due to the contribution of the grain boundary
energy, and the function f(.p) takes the form

((cj» = 2 - 3000(<1» + 000(<1»3

4
(6.28)

,-

Making use of the values ofb =2.48 A,1214\ Ygb = 0.76 J_m·2,1227\ and the

other physical parameters presented in Table 2 and Figure 6.6, the reduction

factors applicable to the present testing temperature range were calculated.

The results are shown in Figure 6.8, the mean value of which is about 0.57 for

nucleation on dislocations and 0.55 for nucleation on grain boundaries. It can

therefore be concluded that the reduction in interfacial energy is quite

signilicant in both cases. As described earlier, the rt~duction factor ~ is a
measure of the interaction energy between a nucleus and a dislocation or a

grain boundary, depending on the nucleation site. It should almost be

independent of steel composition or of the amount of deformation. It is also

worth noting that the reduction factor increases slightly with temperature

when nucleation takes place on dislocations, while it remains constant for

nucleation at grain boundaries. The change in the former is due to the

decrease in the shear modulus llu•Fe ' and the constancy of the latter is due ta the
equilibrium angle .p, which remains almost constant with temperature.

Recently, some researchers analyzed the nucleation kinetics of carbide
precipitation on dislocationsl78. 118. 120\ in terms of classical nucleation theory.
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Fig. 6.8 Reduction factors of interfacial energy between MnS nuclei and

ferrite.

The reduction factors reported in their investigations ranged from 0.35 to 0.55.

The dilTerence between the present work and their findings suggests that the

interaction energies associated with sulfide nucleation are smaller than those

associated with the nucleation ofcarbides.



179

6.2.2 DENSITY OF NUCLEATION SITES

In the case of nucleation on dislocations, the volumetrie nucleation site
density, Ndis, is proportional to the dislocation density p:11l61

p
(6.29)

In a stressed metal, pean be evaluated approximately from the
relationship:1151. 2371

1
2 no 1a ?

p - -
M b I1Q-F,

(G.30)

where 0a is the applied stress and M is the mean Taylor factor. If this value of

dislocation density is substituted into Eq. (G.30), the fol1owing equation is

obtained for evaluating the number of potential nuc1eation sites generated by
the dislocations:

(G.31a)

For grain boundary nuc1eation, the number of nucleation sites is
approximately:11161

(G.31b)

where dg is the average grain diameter.

With the aid of the current experimental data (sec Tables 4.1,5.1 and
G.2) and the values b = 2.48 Â,12UIand M = 2.74,123HI the number of potential

nucleation sites was calculated for the two cases: the outcomes are presentcd in

Figure G.9. It is clear that dislocations can provide many more sites for

nucleation than grain boundaries. From the figure, it can also be seen that the

density of dislocation sites decreases rapidly as the temperature is increased,

which is due to the fact that the applied stress Ou in Eq. (G.31a) continuously
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(

decreases and the dislocation density quickly diminishes with increasing

temperature. On the other hand, since grains reach equilibrium with each
other, as previously described, after the solution treatment, their average
diameter is constant at differel1t test temperatures. Thus, the density of the

grain boundary nucleation sites estimated using Eq. (6.31b) remains
esscntially unchanged as the temperature is varied.
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6.2.3 CRITICAL VALUES

Referring back to Eq. (6.2), it is c1ear that the effective driving force for

nucleation is the volume free energy change during transformation, which is

equal to the sum of the chemical driving force ÂGchcm and the vacancy term

ÂGvac, minus the volume strain energy ÂGe. The barrier to nuc1eation is the

effective interfacial energy ~y. Thus the total free energy change for the

formation of a spherical embryo can be divided into two parts; a volume

component which is negative, and a surface component which is positive. The

dismeter at which the contribution of the former is first able to prevent the

latter from further increasing the total free energy change, is termed d*, the

critical diameter; and the corresponding values are termed critical values. In

what follows, two important critical values, the critical interfacial energy and

critical free energy, will be evaluated for the formation of a MnS nucleus.

6.2.3.1 Coherency ofCritical Nucleus/Matrix Interface

As previously mentioned, predicting the strain energy associated with

the critical nucleus is valuable for investigations of nucleation

thermodynamics and kinetics. Since the experimental determination of this

value is extremely difficult, if not impossible, some theoretical treatments

have been proposed for this purpose.1239.2411 Of these approaches, the model

developed by Liu and Jonasl2411 is preferable because it is not only physically

realistic, but is also in qualitative agreement with the experimental results.

By employing the parameters required by this model, the critical value,

ÂGe*, pertaining to the MnS nucleuslmatrix interface was calculated. The

details of the calculation are presented in Appendix IV. As shown there, the

results predicted by the model reveal that the critical interface has very low

coherency, 50 that the strain energy, compared to the corresponding coherent

state, drops down to 1-3%. This indicates that the strain energy is

significantly smaller than the chemical driving force at this critical condition.

Such a critical strain energy is used for the analysis of MnS nucleation that

follows.
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6.2.3.2 Critical Free Energy

According ta principle 1 stated at the beginning of this section, the

critical free energy is one of the most important quantities influencing the

nucleation rate. This parameter can be found by differentiating the ~Gtot of

Eq. (6.2) with respect ta d, setting the resulting expression equal to zero,

solving for the critical diameter and substituting it back inta Eq. (6.2):11171

• 16n~3i
!:lG = -----'--'----:

3 (!:lG h + !:lG • +!:lG )2c em c vac

(6.32)

For nucleation on dislocations, pipe diffusion is likely ta play a role in

the very early stages of nucleation, but not after solute atams are depleted on

the dislocations. The diffusion ofatams from the matrix ta the dislocations, i.e.

bulk diffusion, can be assumed ta be dominant under these conditions. Thus,

the critical free energy for nucleation on dislocations can be written as

•
!:lGdi• =

3 (!:lG h + !:lG • +!:lG )2
c em c tlac

(6.33a)

In the case of nucleation at grail". boundaries, on the other hand, there

should be enough solute atoms for the formation of nuclei on the grain

interfaces. As a result, the transportation of atoms along grain boundaries

greatly aids the nucleation process. According ta Russell,I1161 ~Gvac =0 in this

case. The equation for evaluating the critical free energy for nucleation at

grain boundaries therefore becomes

•!:lG =sb 3 (!:lG h +!:lG' )2
c em c

(6.33b)

f
'.!'.
~.

The critical free energies within the present test temperature range,

800 oC to 1100 oC, were predicted using the above two equations. As an

example, the results obtained for electrical steel B are shown in Figure 6.10. It
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Fig. 6.10 Critical free energies predicted for MnS nucleation in electrical
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is ofinterest that the values are higher for nuc1eation at grain boundaries than

for nuc1eation on dislocations. The difference between the two quanti tics is
mainly caused by the presence and absence of 6,Gvac in Eqs. (6.33al and (6.33bl
and indicates that the energy barrier (or the minimum work requircdl is larger

for nuc1eation at grain boundaries than on dislocations.
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6.2.4 MODELS FOR PREDICTING Ps TIMES

In terms of classical nucleation theory (see §2.2.6.2), the C-shaped PIT

curves obtained in the present investigation indicate that the following
equation can be used for describing the nucleation rate J of MnS per unit
volume:11l2.115.117)

• •J = zp N e:.cp(-àG IkT) (2.11)

where Z is the Zeldovich non-equilibrium factor and 13* the rate atwhich atoms
are added to the critical nucleus, the product of which was written by
Russellll16J as:

• Di\.Zp =-
a2

a-Fe

(6.34)

Here D and X are the effective diffusivity and concentration of the element
which is rate controlling the nucleation process. Since the diffusivity of S is
much faster than that ofMn in a_iron,1242J the latter has been assumed to be the

rate controlling element for MnS nucleation in the present study. The
nucleation rate can thus be expressed as follows:

(6.35)

As precipitation proceeds, the untransformed portion in a unit volume of
ferrite, Ilu' is continuously reduced from 1 to O. As a result, the number of
nuclei formed during a time t can be represented by

El = JIll} dt
o "

(6.36)

In the general case, the transformed portion is considered to be so small at the
early ~tages of precipitation that Ilu = 1. In this way, the critical number of
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nuc1ei which must be formed for precipitation to be detected at Ps can be
writtenas

e' = JP•

The combination ofEqs. (6.35) and (6.37) leads to

r •
P = exp (fiG IkT)

• N Derr~
l'rln Mn

where

(6.37)

(6.38)

(6.39)

.~

Two different models were deve!oped from the above expression for the
precipitation start time in order to tnke into account the two different

nuc1eation modes. The first describes nuc1eation on dislocations and is given

by

p di • =
•

r •
d

, exp (l1Gd, IkT)
N Il Dm ~ ,.

Mn Mn
(6,40)

where DM.mis the effective diffusivity of Mn atoms in the deformed matrix. It

is worth noting that non-equilibrium vacancies markedly accelerate the

diffusion process. DM.min the present case is, therefore, much higher than its

equilibrium value DM.' and was estimated from the following relation:

x·rr xeff Q
= _v_ D = _v_ D exp ( _ ~)

X9 Mn X9 v RT
v v

2 -1cm s (6.41)

Here, X:ff and X,9 are the effective and equilibrium vacancy concentrations,

respectively, Do is the frequency factor, and QMn is the activation energy for

the diffusion of Mn in ferrite in the absence of excess vacancies. A detailed

explanation of the reason why the above relation was adopted will be given in

the next chapter.
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The second model is for nucleation at grain boundaries and has the form

(6.42)

where DMngb is the effective diffusivity of Mn atoms along grain boundaries.
Because of the absence of data regrading DMngb, the following treatment was
adopted, which recognizes that the total diffusion barrier QMn includes two
components, the activation enthalpy ofvacancy formation and that associated
with the translation ofthe atom:

IJl!b = D e:xp(-
Mn 0

Q _ !:.Hf
Mn u

RT )
2 -1cm s

(6.43)

The above treatment is based on the assumption that the total barrier QMn can
be reduced to (QMn - IlHvl) because a grain boundary is an excellent vacancy
sink.11l61

The coefficient r in Eqs. (6.40) and (6.42) can be determined by
employing the experimental results measured at Ps for 0*. The other
parameters, Le. Ndis, Ngb, IlG'dis and IlG'gb' were evaluated above using Eqs.
(6.31a), (6.31b), (6.33a) and (6.33b) and were presented in Figures 6.9 and 6.10.

As regards the unknown quantities, Do, QMn and t.H/, their values have been
reported by previous investigatorsI216.217.2421 as Do = 0.35 cm2s·1, QMn = 52.5

kcal-mole·1and IlH/ = 1.60 eV.

Both of these models can be employed for predicting the start of MnS
nucleation in ferrite. By this means, the Ps times in electrical steel B were
estimated in the present work. The results obtained are compared with the
experimental data in Figure 6.11. As can be seen from this figure, at higher
temperatures, the nucleation-at-grain-boundaries model is in good agreement
with the experimental points. But, at lower temperatures, the nucleation-on­
dislocations model is closer to the measured values. Similar conclusions can be
drawn from Figure 6.12, where the Ps-temperature curves calculated by the
two models are compared with the respective experimental points for the other
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three electrical steels. The general conclusion can therefore be drawn that the

nucleation of strain-induced MnS precipitates on dislocations is more

important at lower temperatures, while nucleation at grain boundaries

becomes more dominant as the temperature is increased.

The strong tendency for nuclei ta be formed on dislocations at lower

temperatures is clearly because the dislocation density is higher at lower

testing temperatures, and thus the nucleation site density is higher. On the

other hand, the observation that nucleation at grain boundaries is preferred at

higher temperatures is probably due ta the difference in the diffusivities for

the two processes. Diffusion along grain boundaries is faster in this range

than matrix diffusion. Thus, when the testing temperature is so high that

dislocations can only provide slightly more nucleation sites than grain

boundaries, nucleation at grain boundaries is more rapid. This is supported by

literature evidence that MnS precipitation takes place preferentially at grain

boundaries in the absence of deformation.l611 The micrographs shown in

Figure 5.27 of the present study also support this interpretation.

Figures 6.11 and 6.12 also indicate that the present technique is

suitable for the detection of both nucleation modes: precipitation on

dislocations is detected first at lower temperatures and, as the temperature is

increased, nucleation at grain boundaries becomes measurable at an early

stage of the creep test.
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GROWTH AND COARSENING OF MnS
PARTICLES

After nuc1eation, the new MnS partic1es grow inta their surroundings

by draining manganese and sulfur From the iron matrix. In Chapter 5, it was

pointed out that the dimensions ofMnS precipitates increase as the square root

of the growth time between Ps and Pro After Pr, however, the growth rate

decreases so that the slopes of log(dv) - 10g(time) curves decrease ta about 0.3.

This observation indicates that the evolution of growing MnS partic1es during
hot deformation can be divided inta two stages: growth and coarsening. In this

chapter, the general nature of each stage is discussed. Accordingly, much of

this chapter is devoted ta a comparison between the theoretical predictions and

the experimental results obtained in the present investigation. It will become

apparent that the basic ideas of the existing theories are valid, but sorne

modifications are also required, principal1y because of the complexities

associated with the dynamic case.
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7.1 GROWTH OF MnS P ARTICLES

The parabolic relationship between MnS partic1e size and time in the
growth stage indicates that the growth kinetics of MnS precipitates are

diffusion controlled. This is related ta the parabolic increase in the diameter of
the diffusion field around the partic1es during the growth period. As a

precipitate grows, the area around the partic1e is gradually solute-depleted,

Le., the concentrations of manganese and sulfur approach the local
equilibrium in this region. Any increase in the mobility of the interphase

boundary at such low supersaturation cannot accelerate the growth. The rate
of growth is thus controUed by the diffusion of either Mn or S atoms from the

matrix to the growing precipitates. The kinetics of such diffusion-controUed

growth are discussed below.

7.1.1 GROWTH RATE EQUATION FOR MnS PR\<~CIPITA'I'ION

7.1.1.1 Theoretical Rate Equation

Referring back ta §2.2.6.3, it will be recaUed that the fol1owing rate

equation can be employed to describe diffusion-controUed growth:

(7.1)

where

(7.2)

AU the parameters in Eqs. (7.1) and (7.2) were already delined in §2.2.6.3. lt is

worth noting that the growth of a stable partic1e can only occur after its

nuc1eation. Based on the assumption that each MnS particle has the critical

diameter at the precipitation start time Ps detected in the present study, Eq.

(7.1) can be modilied ta read:
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(
(7.3)

where r* is the critical radius ofa MnS nucleus.

Since the experimental results illustrated in Figure 5.14 indicate that

the Prcurve is shifted ta shorter times as the Mn concentration is increased, it
is reasonable ta assume that the diffusion of Mn controis the growth of MnS

particles. Thus, Dm of Eq.(7.2) can be replaced by the diffusion coefficient of
Mn in a-iron, DMn. Furthermore, according ta Doherty,1123J a2 and Q in this

equation can be taken as:

(7.4)

r..

and

Q=
x:. -X:.
xM • S _ ~

Mn Mn

(7.5)

where each X;i has the meaning described in the last chapter. Hence, the
average radius ofthe growing MnS particles at time t can be written as

xOD _ xo< !
~=[(r*l2+2D'1 M. M'(t_Pl]2

"• xM• S _ xo< •
Mn Mn

(7.6)

Using the approach employed previously in §6.2.3.2 for deriving the

critical free energy ôG*, the value ofr* ofEq. (7.6) can be obtained from the

following formula:

f".

2 ~y
r*=--:-::---':''--=-­

t.G
h

+t.G·+t.Gc tm c vac

The Mn diffusivity in a-iron takes the form:

(7.7)
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(7.8)

where Do is the frequency factor and QMn the activation energy for the
diffusion ofMn in ferrite, the values ofwhich have been reported by Askilll2421

as Do =0.35 cm2S·1 and QMn =52.5 kcal-mole· l •

This model was used to predict the mean radius of MnS precipitates
during diffusion-contro11ed growth. Unfortunately, the calculated results wcre

not in acceptable agreement with the experimental ones. A typical example is
shown in Figure 7.1 for electrical steel A tested at 900 oC. It can be seen from

this figure that the predictions are much lower than the experimental values.

In comparison with the measured data, the predicted mean particle sizes are
tao sma11 by factors of 2 to 5 in almost a11 cases.

7.1.1.2 Modifications Required for the Dynamic Case

It is not surprising that the growth rate predicted by the model is much

lower than that actua11y observed in the experiments. A reasonable

expianation for this may be that the model described above does not givc

consideration to the effects of deformation; that is, it is a slatic and not a

dynamic model. As it has been genera11y recognized thal plastic deformalion
can greaUy accelerate precipitation.184. 88. 1331 a modification of this model is

required under the present experimental conditions.

The nucleation kinetics discussed in the above chaplcr demonslraled

that the influence of deformation on MnS nucleation can be inlerpreled in

terms of the additional driving force associated with the excess vacancies and

the greater nucleation site density provided by the higher densily of

dislocations. The question arises at this point as to how diffusion control1ed

growth is stimulated by plastic deformation. The same question can be asked

regarding the diffusion of the precipitate-forming elements under dynamic

conditions.
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Since the value ofDMn in Eq. (7.8) is generally measured under thermal

equilibrium conditions, the effects of equilibrium vacancies are taken into

account when this value is employed. Under the present creep testing

conditions, however, excess vacancies are produced by the deformation, as

discussed in §6.1.4.2. These vacancies make an additional contribution to the

diffusion process and their presence allows the Mn atoms to move more easily.

A quantitative estimate of the increase in the diffusivity is possible and is

given below.

With respect to self diffusion in metals and :!.lloys. the diffusion of an
atom in the matrix is considered to involve the following two operations:(2431

(1) creation of a vacancy next to the atom in the matrix, .. nd

(2) atom migration into the vacancy.

As the diffusion behavior of Mn atoms is similar to that of iron atoms, a

reasonable inference can be drawn : DMn includes two components, the

concentration ofvacancies, Xv9, and the mobility ofatoms, M. That is,

D = X9 M
Mn li

(7.9)

If the interaction energy between vacancies and Mn atoms is neglected, :l

similar expression can be given when de formation vacancies are present in the

matrix:

Dm = xeff M
Mn u

(7.10)

....

where DMnm was already introduced in the previous chapter; it is the effective

diffusivity ofMn atoms in the deformed matrix.

From Eqs. (7.9) and (7.10), we have
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(7.11)

In this way, the effective diffusivity can be estimated from the ratio (xyeIT!Xy9).

Accordingly, the rate equation for the diffusion controlled growth of MnS

precipitates can be specified as

where

1

r = [(,-*)2 + K;(I - PB) Ji!

(~ _ xOJ! )XCff Q
2D Mn Mn" exp(-~)

o (XMnS _ xOJ! )X9 RT
Mn Mn u

(7.12)

(7.13)

Employing the values of XyeIT and X y9 obtained from Eqs. (6.15) and

(6.19) in the above two equations, the growth rate of MnS particles was
recalculated in this modified manner. The results obtained for electrical steels

A, Band C at difierent temperatures are presented in Figures 7.2 to 7.4,

together with the corresponding experimental values. As indicated in these

figures, there is good agreement between the predictions and the experimental

data in every case. Thus Eq. (7.12) can be used to represent the growth

kinetics of strain-induced MnS precipitation. It also suggests that the

assumption regarding Mn diffusivity is a physically reasonable one.

Consequently, it can be expected that the above type of treatment could be

extended to other kinds of precipitation under dynamic condaions.
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7.1.2 MODEL FOR PREDICTING THE PrTIMES

7.1.2.1 Assumptions Made for the Pr Model

Let rr represent the average radius of the growing MnS particles at the
precipitation finish time Pr. The value of rr can then be calculated using Eq.

(7.12) because

1

Tf = [<,0)2 + K;'CPf - P.lP
Alternatively, Prcan be estimated from

ifrris known.

(7.14)

(7.15)

In ord~r ta apply this model to the prediction of Pr times for MnS

precipitation, the following assumptions were made in the present study:

(1) That the volume fraction of precipitate attains its maximum possible

value at the Pr time, i.e., 100 % of the available MnS is precipitated

out by the time the precipitation finish time is reached.

(2) That aIl the particles are nucleated at the Ps time, so that the

number ofparticles can be considered ta remain constant during the
interval [Ps, Pr].

Since Ps, r* and K2m ofEq. (7.15) can be computed from first principles,

Pr times can be predicted by this equation if rr values can be obtained

independently. For the purpose of calculating rI" it is necessary ta know the

equilibrium volume fraction ofMnS particles. In the subsection that follows,

the equilibrium volume fractions ofMnS particles are evaluated at the various

test temperatures used.



201

7.1.2.2 Equilibrium Volume Fractions of MnS Precipitates

According ta the analysis presented in §G.1.2.2, the equilibrium mole

fraction of MnS particles, fm, can be calculated using either Eq. (G.9) or Eq.
(G.10). Once fm is known, the equilibrium volume fraction fv can be derived

from

VolfnS

f. = fm v«~Fe =
m

(7.1G)

where VmMnS and Vma.Fe are the molar volumes of the MnS particles and of o­

iron, respectively, and aMnsand aa.Fe are their lattice constants.

Using the above equation, the dependence on temperature of the
equilibrium volume fractions of MnS in electrical steels A, Band C were

determined. The results pertaining ta the temperature range from 700 oC ta
1300 oC are displayed in Figure 7.5. A solution temperature can be observed

for a11 three steels (see §4.1.1.1). Below this temperature, the volume fraction

of equilibrium MnS particles increases with decreasing temperature. Above

this temperature, the volume fraction is zero.

7.1.2.3 Calculation of the Average Particle Size at Pr

Based on the first assumption made in §7.1.2.1 and considering a unit

volume of matrix, the average particle radius rr can be related ta fv in the

fo11owing way:

4
f=El-nr3

• 3 r
(7.17)

-';

where 0 is the number of MnS nuclei formed in unit volume of the matrix.

Furthermore, the second assumption made in §7.1.2.1 enables us ta substitute

for 0:
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(7.18)

0* in the above equation was defined in §6.2.4. Combining Eqs. (7.17) and
(7.18), we have

1

[ 3 ru 13 (7.19)
'r== 4n e'

It should be pointed out that the values of rr calculated in this way are

greater than those actually measured at the precipitation finish time Pro For
instance, the calculated results are 39.3, 42.4 and 38.4 nm for electrical steels

A, Band C at 900 oC, while the corresponding experimental data are 31.3, 33.5

and 31.2 nm (see Tables 5.5 - 5.7). This is partly due ta the second assumption,

which supposes that aIl the MnS nuclei are fully formed at Ps and that their

number remains unchanged between Ps and Pro Instead, it can be concluded
from the nucleation theories discussed in the preceding chapter that the

nucleation of MnS precipitation occurs gradually over a brief time period,

rather than suddenly and completely at t =Ps. This suggests in turn that

sorne of the nuclei were created after Ps. As a result, the average radius of the

particles at Pr should be smaller than that estimated from Eq. (7.19). In

addition, the first assumption, Le. that precipitation is 100 % complete at Pr, is
also an oversimplification. This is perhaps another reason for the larger

values of rr predicted by Eq. (7.19). A modifying factor, Ilm , is therefore

proposed in the present investigati.-m for calculating rI" as given by

1

[
3 ru 13'-lJ -­r- m 4n El'

(7.20)

Comparison with the experimental results indicates that Ilm in the above

equation is about 0.8 for MnS precipitation. As a result, Eq. (7.20) can be

further simplified ta

1

l [ ru 13'r= 2 ~
(7.21)
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7.1.2.4 Application of the Pr Model

By substituting Eq. (7.21) into Eq. (7.15), we have

1 [1 f ~ 1p = P + __ (-'!...)3 _ (r*)2

f • Km 4 8'
2

(7.22)

which can be employed directly for predicting Pr times. It is important to note
that the parameters on the right hand side of the above equation (Ps, r*, K2m

and fv ) can be evaluated theoretically from Eqs. (6.40), (6.42), (7.7), (7.13) and.
(7.16). This means that the model ofEq. (7.22) can be used without fitting the
experimental Prdata. With the help of the model, Prtimes were estimated for
eleetrical steels A, Band C at the different test temperatures. The calculated
and observed values are compared in Figure 7.6. It can be seen from this figure
that the Pr times determined in the above way are somewhat greater than the
experimental ones. As discussed above, these differences can be linked to the
assumptions made at the beginning of this section. However, the predictions
do not seem to deviate too far from physically acceptable values. Thus, the
model developed here is valuable as a theoretical means of estimating

precipitation finish times.

7.2 COARSENING OF MnS P ARTICLES

Following the end of growth by solid solution depletion, the MnS
particles attain their equilibrium volume fraction. However, this does not
mark the end of particle growth because the size distribution of the
precipitates is associated with a high interface area, which raises the free
energy of the system. To reduce this energy, the larger particles grow
continuously by consuming the smaller ones while maintaining a constant
volume fraction of precipitate. That is, the coarsening process results in the
redissolution of the smaller particles with higher free energies to the benefit of
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the larger ones. This process is commonly called "Ostwald ripening". In the
sections that foIlow, the characteristics ofMnS ripening will be investigated.

7.2.1 APPARENT ACTIVATION ENERGY FOR COARSENING

As reviewed in Chapter 2, the kinetics of precipitation during the
coarsening stage are weIl described by

~n _ ;n = Q ~ t
o T (7.23)

Here a is a temperature independent factor and D is the diffusion coefficient of
the rate controlling element, the values of which depend on the specifie
mechanism that controls the coarsening process (see §2.2.G.3l. For the
coarsening of MnS precipitates under the conditions of the present
experiments, Eq. (7.23l can take a form similar to Eq. (7.3)

f-L..
;n_ r" =

f (7.24)

where rris the average radius of the particles at Prand Kc is given by

K = aD = aD exp(- QIRTIc 0 (7.25)

f
'..-. "

A nonlinear regression analysis was applied to Eq. (7.24) and the
exponent n was found to be about 3.4 (as demonstrated by Figures 5.20 - 5.22).
This is between the value of 3 associated with the bulk diffusion mechanism
and that of 4 attributable to grain boundary diffusion (see §2.2.G.3). This
indicates that coarsening of the MnS particles is probably controlled by a
mixture ofthese two processes.

From Eq. (7.24), we also have
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(7.26)

-0"
--.>-

Fitting the current experimental data for t, rr and Pr into this equation yielded
values ofKc at different temperatures. The results are plotted in Figure 7.7 in
the forro of log(KcJ vs liT. From this plot and Eq. (7.25), the apparent

activation energy for the coarsening ofMnS was found to be 36.5 kcal-moleol
•

This is significantly lower than the value of QMn associated with the

equilibrium bulk diffusivity DMn, 52.5 kcal-moleol
, and even less than those

associated with the effective bulk diffusivity DMnm, values of which fall

between 45.0 and 50.0 kcal-mole"l. This again indicates that the coarseni ng of
MnS particles is not solely controlled by bulk diffusion. A possible diffusion

mechanism for the coarscning ofMnS particles will now be proposed below.

7.2.2 POSSIBLE DIFFUSION MECHANISMS FOR PARTICU;
GROWTH AND PARTICLE COARSgNING

In order to clarify the difference between the diffusion processes

operating during growth and during coarsening, two two-dimensional

representations of a particle distribution geometry are given in Figure 7.8.

The one displayed in the upper diagram represents a group of precipitates

undergoing growth by solute depletion. As can be seen from the diagram, sorne

of the particles (particles 1, 4 and 7) are located at a grain boundary and the
others (particles 2, 3, 5, and 6) are distributed within the matrix. The heavy

arrows indicate the motion of solute atoms (Mn and S atomsl to the growing

particles. Clearly, the growth of the particles in the matrix is controlled by

bulk diffusion. For the growth of the particles located at the grain boundary,

the solute atoms diffuse directly to the particles along the boundary in the very

early stages ofgrowth. When the boundary becomes solute depleted, the atoms

will first be transported from the iron matrix to the boundaries by matrix

diffusion and then move to the particles along the boundary. Since diffusion in

the matrix is much slower than along a grain boundary, the key step in this

transport process is probably bulk diffusion.
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The lower diagram in Figure 7.8 shows tb~ same group of particles
during the coarsening stage. In this case, precipitation has attained its
maximum volume fraction 50 that the solute atoms travel directly from the
smaller to the larger ones, also indicated by the heavy arrows in this diagram.
In this case, the diffusion mode depends on the exact path between adjacent
particles. For example, the movement ofatoms from pnrticle 3 to particle 2 (or
from particle 5 to particle 6) is accomplished by matrix diffusion while the
movement from particle 1 to psrticle 4 (or from particle 7 to particle 1) takes
place by diffusion along the grain boundary. It therefore seems reasonable to
conclude that the overall coarsening of these particles is controlled by both
bulk and grain bounduy diffusion.

To further clarify the diffusion mechanisms described above, the
following additional comments will be made:

(1) The excess vacancies generated by deformation are likely to enhance
matrix diffusion, both in the growth and coarsening stages, as

demonstrated above.

(2) During th\:: period of increasing volume fraction, the particles on
dislocations can be treated in the following way: the diffusion process
can be considered to involve two steps: il from the matrix to
dislocations, and ii) along the dislocations to particles. The first step
is expected to be dominant in this case.

(3) As will be analyzed in the next chapter, the dislocations become
unpinned from the precipitates in the ripening stage. Under these
conditions, the particles which were nucleated on dislocations lose
their effectiveness in pinning them. Thus, they can be treated in the
same manner as those in the matrix, and diffusion along dislocations
can be neglected. As a result, only matrix and grain boundary
diffusion play roles in the coarsening ofMnS particles.
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CHAPTER 8

CREEP MECHANISMS ASSOCIATED WITH
THE INFLUENCE OF MnS PRECIPITATION

At this point in the discussion, the influence ofMnS precipitation on the

creep behavior of electricalsteels will be analyzed. Only after completing this,

will it be possible to understand why the new technique is successful in

detecting the occurrence of precipitation at hot working temperatures. As

demonstrated by the experimental results presented in Chapter 5, both

deformation within the grains and sliding at the grain boundaries contribute

to the creep of electrical steels at high temperatures. This chapter will thus

concentrate on these findings by providing:

(1) an analysis of the interaction between dislocations and MnS

precipitates during hot deformation, and

(2) an investigation of the drag effects that the particles exert on grai n

boundary sliding.
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In addition, the applicability and sensitivity of the creep technique will

be compared ta those of the stress relaxation method.

8.1 INTERACTION BETWEEN DISLOCATIONS AND
PRECIPITATES

In the present work, electron microscopy was employed ta follow the

progress of MnS precipitation in samples undergoing creep testing. The
micrographs shown in Chapters 4 and 5 indicated that the plateau on the creep

curve, i.e. the decrease in the creep rate, is related ta the :lccurrence of MnS

precipitation. This observation is also consistent with the precipitation

kinetics described in the previous two chapters. Thus it seems reasonable ta
interpret this experimental phenomenon partly in terms of an interaction

between dislocations and precipitates, and partly in terms of the blocking

effects of the particles on grain boundary sliding. The former will be analyzed

here, while the latter will be discussed in the next section.

8.1.1 GENERAL CONSIDERATIONS REGARDING DISLOCATlON

PARTICLE INTERACTIONS

Numerous physical models have been proposed, as reviewed in Chapter

2, for dislocation-precipitate interactions. Depending on the characteristics of

such interactions, all existing models can be classified in one of the following
three groups:

(1) bowing,

(2) cutting,

(3) climbing or cross sEpping.

If several stable MnS precipitates are formed in materials which are being

deformed, these particles will serve as additional obstacles ta the motion of

dislocations. As a result, the latter will bypass the former in one of the above

three manners. Since the interaction between precipitates and dislocations at
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high temperatures, as in the present experiments, is complex, these

mechanisms must be considered and discussed one at a time.

8.1.2 IS THE BOWING MODEL APPLICABLE?

The bowing model was first proposed by Orowanll77 \ for the case of
coarse particles. He suggested that, as a dislocation approaches a row of

dispersed particles, it will bow out between them, reconnect with itselfbeyond,

and final1y leave a residual dislocation loop surrounding each particle.
Detailed calculations of the Orowan stress have been made by Orowan,lI771 de
Wit and Koehler,12441 Chou and Eshelby,l2451Brown,l2461 and de Chatel and

Kovacs,!2471 It was also demonstrated by Ashbyl2481 that if the particle is

incoherent, localized plastic flow May be generated at the particle-matrix

interface by the approaching dislocation. The stress necessary for this is of the
order !If one hnndrcdth of the shear modulus of the matrix. Thus the Orowan
process, as pointed out by Haasen,I2491 truly applies only for large coherent

particles. By contrast, the coherency of the MnS particie/matrix interface, as

described in Chapter 6, is very poor. According ta the above criterion,

therefore, the MnS particles do not satisfy the requirements for the Orowan
pivcess and thus, dislocations cannot simply bow out between these particles

in the present case.

8.1.3 CAN DISLOCATIONS CUTTHI<~ PRgCIPITATI<;S?

1'0 answer this question, the details of the dislocation cutting

mechanism need to be considered first. A dislocation moving on a slip plane
containing a distri'oùt:"n of precipitates May cut through the particles if the

applied shear stress exceeds the critical strength of the particles.I771 If this

model is ta apply, the particles must be very small and close ta one another.12501

During cutting, sufficient energy must be applied to break favorable bonds
within the particles, thus increasing their "surface" area.12491 If the

precipitates are completely coherent with the matrix, the energy E of the
interface produced is relatively small. It was estimated by Kelly and Finel2511
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to be about 0.1 J_mo2. At the other extreme, if the particles are incoherent, the
value of~ will be ofone order larger, Le. about 1 J_mo2 .{249J

l'.ccording to Haasen,I2491 the stress, a, to force an essentially straight

dislocation through a distribution of precipitate particles of interspace A. and

radius ris:

E r
cr = (-)(-)M

b À
(8.1)

Thus, the critical size above which the particle cannot be cut by a moving

dislocation can be estimated from

(8.2)

where bis the Burgers vector, 0a is the applied stress during creep testing, and

M is the mean Taylor factor. Substituting the experimental data for 0a and A.,
b =2.48 Â as reported by Frost and Ashby,!214! ~ =1 J_mo2 by Haasenl249J, and

M = 2.74 by Gilormini, Bacroix and Jonasl238J into this relation, the largest

possible particle radius which can be sheared is estimated to be 0.8 nm. This

value is even smaller than the size of the critical MnS nucleus evaluated using

Eq. (7.7). The mechanism of dislocation cutting can therefore be rationally

rejected under the present experimental conditions.

8.1.4 HOW DO DISLOCATIONS CLIMB OVER THE PARTICLES?

As described above, the activation energy associated with cross slip is

very small in bcc metals due to their high stacking fault energies. Thus this

process is expected to take place so easily under the present test conditions

that it cannot serve as a barrier to the motion of dislocations. ConSl:;quently,

the cross slip of screw dislocations is not considered as a possible rate

controlling mechanism in the present case, and only the theories based on

dislocation climb need to be treated instead.
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8.1.4.1 Modified Local Climb Madel

As stated earlier in this chapter, the decrease in creep rate after Ps can
be partly accounted for by the interaction between dislocations and

precipitates. Attempts were made in the present work to employ the existing
climb models ta explain such an interaction. Unfortunately, the theoretical

predictions were not in satisfactary agreement with the experimental results.

As an example, a local climb model is discussed below in more detai1.

This model was first proposed by Brown and Ham,12521 and later modified
by Shewfelt and Brown1253.2541 and Stevens and Flewitt.l251 In their

investigations, it was assumed that the dislocation climbs only at the

particle/matrix interface, while the dislocation segments between the particles
remain in their slip plane. In order to be able to compare our experimental

results with the predictions ofthis model, sorne refinements were made to their

original expressions. The details of this treatment are presented in Appendix
V and only the resulting strain rate equation for spherical particles is given in

this section:

(: = (8.3)

Here, Ca is the applied stress, M is the average Taylor factor, r represents the

average radius of spherical precipitates, Dsa and Qs are the frequency factor

and activation energy, respectively, for matrix self-diffusion, and the other

parameters have their usual meanings.

The strain rate was predicted by employing the present experimental

data for Ca and r, together with the other numerical values given in Tables 6.2

and 8.1 for llQ.Fe' b, M, Dsa and Qs. An example of the results obtained from Eq.
(8.3) is given in Figure 8.1 (represented by a dashed and dotted line), where the

measured and calculated strain rates are compared for the case of electricnl
steel A deformed at 800 ·C. It should be mentioned here that the uppermost

(dashed) line in this figure was based on the general climb model, which will be
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Table 8.1
Values ofthe Parameters Used in the Calculation of the Strain Rate

by the Modified Local Climb Model

Parameter or Variable Ref.

b - 2.48 Â. [214]

M - 2.74 [238]

D = 2.0XlO·4 m2·s·1 [214]
80

Q. = 251 kJ-mole·1 [214]

described in §8.1.4.3. Since grain boundary sliding is of little importance at

lower temperatures, the experimental strain rates shown in this figure

(represented by a dotted line) can be regarded as being solely due to

deformation within the g:ains. Clearly, these values decrease suddenly at

about Psand pick up slightly after a time close to Pr.

Unlike the experimental data, the strain rate predicted by the modified

local climb model (the dashed and dotted line) drops continuously with time,

leading to higher values than the experimental ones in the interval between Ps
and Pr, and lower ones after Pr. It is worth mentioning that the same types of

behavior were found at the other temperatures and for the other stee!s.
Moreover, when still further climb models were employed, still gr'2:lter

divergences were observed between Ps and Pr. For simplicity, only the :'esult!:

calculated by the modified local climb model are presented hre.

Consequently, it appears that precipitation in our case exerts a par'lcular

influence on the dislocation climb process in the interval [Ps, Pr]. Thl\ above

comparison also indicates that the local climb model is not consistent with the

effects ofparticle coarsening. These two problems are analyzed further below.
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8.1.4.2 Dislocation·Particle Interactions in the Interval Ps·Pf

Almost aIl the existing climb models are based on the geometry of the

dispersed phase (its shape, volume fraction and size distribution), but ignore
its physical characteristics, such as coherency. However, in our case, the

lattice mismatch between the MnS precipitates and the ferrite is known ta be
as large as 45%. The difference between the experimental observations and

the model predictions is, therefore, understandable. Thus it is necessary ta
examine the influence on dislocation climb caused by such incoherency.

Furthermore, the current climb models are designed for particle-containing
materials in which no fresh precipitates are produced dl'ring deformation, Le.

in which the volume fraction and size distribution of the particles remain
constant. By contrast, both the amount and size distribution of the MnS

precipitates were changing continuously during the present creep tests. This
dynamic feature must have played a great role in reducing the strain rates

observed in the experiments. Since the dynamic precipitation ofMnS in ferrite

has not been investigated ta date, dislocation-particle interactions under the

present conditions will now be examined in more detail.

(a) Attractive interaction

Srolovitz et aI.'2561 once suggested that there is an attractive interaction

between dislocations and the interface ofincoherent particles. The dislocation­

MnS precipitate interaction can also be influenced in this way.

Let us first consider an edge dislocation, during creep, originally

traveling toward a MnS particle on an intersecting glide plane. This

dislocation will end its trajec10ry at the incoherent particle-matrix interface.

Once the dislocation reaches and moves inta the interface, the change in

a10mic environment affects the nature of the dislocation. In contrast to its

character in the matrix, where the periodicity of the lattice keeps the

dislocation core small, the mismatch at the phase interface allows the

dislocation core 10 become delocalized. This delocalization allows the core of

the dislocation 10 spread out over the entire precipitate-matrix interface. As a

result, this dislocation segment is converted into an interface dislocation,

which helps to balance the lattice mismatch between the particle and the
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matrix. Even when a dislocation moves onto a glide plane that does not

intersect the precipitate, its trajectory may still be modified by the presence of

a nearby MnS particle. Since this mobile dislocation is attracted towards the
particle, the dislocation segment will lengthen and may even end up in the
interface after some climb plus glide motion.

Indeed, several researchers have observed, by electron microscopy, that
dislocations are pinned on the departure sides of incoherent precipitates.12571

Their observations indicate that such an attractive interaction between
dislocations and incoherent particles does exist.

(bl Effects of nucleation and growth

In addition to the incoherent nature of the particles, the dynamic

character of the precipitation can also modify the dislocation-particle
interaction. Recently, Liu and Jonasl1471 raised the possibility that the mobile

dislocations can be pinned by the precipitates nucleated directly on them. By

incorporating their idea into the present analysis, the following additional

explanation can be given for the reduced strain rate during the course of

dynamic MnS precipitation.

As described in Chapter 6, MnS precipitates prefer ta nucleate on lattice

defects to reduce their formation free energies. Thus, sorne precipitates will

unavoidably nucleate on mobile dislocations during deformation. The

dislocation segments involved first serve as nucleation sites, then are

gradually attracted by and incorporated into the new precipitate-ma1rix

interface, and finally are pinned by the fresh precipitl1i.es. Another possible

mechanism involves the locking of the mobile dislocations as a result of the

absorption of the vacancies required for particie growth. In such a case, the
edge dislocations act as vacancy sources and climb towards the growing

particles, around which a vacancy poor zone is created; subsequently, they are

converted into interface dislocations and are pinned.

The operation of the above mechanisms is expected to lead to the

pinning of the majority of the mobile dislocations by such dynamically­

precipitated incoherent particles. When the pinned dislocations escape from
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the particle by climb, additional energy is required ta unpin them from the
interface. The physical origin of this interaction is that the line tension of the
dislocation lying in the interface is lower than the matrix valuel1791. In this

case, the problem during dislocation climb is ta increase the dislocation length

and also ta re-create the line energy associated with the interface segment.
Since only the former, but not the latter, is taken inta account by current climb

models, the inapplicability of these models ta the present situation is not

surprising. This additionalline energy can be regarded as an internaI stress
increment, which opposes dislocation climb and thus results in a strain rate

which is lower than the theoretical value in the interval between Ps and Pr. It

seems likely that dislocation-particle interactions during this period are
characterized by such climb events with interfacial pinning.

8.1.4.3 Dislocation·Particle Interaction after Pr

It is clearly of interest ta clarify the dislocation-particle interactions
that are involved in particle coarsening (competitive growth). It is important

ta note from Figure 8.1 that the experimental strain rate (the dotted line) is

higher than that calculated by Eq. (8.3) (the dashed and dotted line) aCter the

precipitation finish time Pr. The failure orthe local climb model ta apply ta the

stage aCter Pr leads to the following two possibilities:

(1) Dislocation unpinning from the precipitate interface is accomplished

in the course of partide coarsening; and

(2) During this period, the creep behaviour cannot be interpreted in

terms of so-called local dislocation climb. Consequently, another

mechanism May influence the dislocation dynamics.

(a) Unpinning due ta coarsening

As described in more detail in the previous chapter, competitive growth
takes place during the coarsening stage in order ta reduce the interfacial free

energy. This means that the larger particles grow continuously by consuming

the smaller ones, while the total volume fraction of precipitate remains
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constant. Thus the dislocation-particle interaction is influenced by two

additive factors. On the one hand, extra vacancies are expected to flow

towards the small redissolving precipitates because of the reduction of their
volumes. Such a directional flow causes the edge dislocations to be freed from

the particles. Furthermore, the larger precipitates, as they are growing, are
continuously becoming more and more incoherent, so that less dislocations are
present at their interfacespsi As a result, both categories of precipitate lose

their effectiveness in pinning dislocations during the coarsening stage,
resulting in a distinct increase in the dislocation mobility and thus the strain

rate. In addition, since the volume fraction of particles is unchanged, the

interparticle spacing is enlarged, making dislocation climb easier, as discusscd
in the section that follows.

(b) Bypassing ofcoarsening particles by general climb

Because of the failure of the local climb model to describe creep during
particle coarsening, another type of dislocation model, i.e. a general climb

model, was considered. Unlike the local climb model, the dislocations in the

general climb model are not assumed to surmount the particles only at t:.e

particle/matrix interface. Rather, it is assumed that the line tension causes the

dislocations in the irnmediate vicini ty of the particles to unravel from the
particle interface by climb.1257.2591 Considering the density and rate of the

dislocations moving in the crystal, Ansell and Weertmanl2571 set up such a

model, which led to the following expression for the creep rate:

é = (8.4)

Compared to Eq. (8.3), the only new parameter appearing in the above

expression is 11., the dispersion spacing.

The predictions obtained from Eq. (8.4) are also presented in Figure 8.1,

together with the values predicted by Eq. (8.3) and the experimental data. It

can be seen that Ansell and Weertman's model always gives the highest straill

rate during the whole process. In the interval between P 5 and Pr, the deviation
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of the predicted strain rate from the experimental one is greater than that

associated with the local climb mode!. These values decrease significantly

during this period because of the continuous increase in particle size and
decrease in dispersion spacing. After about Pr, the rates predicted by this

model, unlike those obtained from the local climb model, increase again, which

is in accordance with the experimental observations. This agreement implies
that the rate controlling mechanism during the precipitate coarsening stage

could he the bypassing of the particles by the general climb ofdislocations.

The mechanisms responsible for the creep caused by grain deformation

are summarized in Figure 8.2. As can be seen from this figure, interfacial
pinning plays an important role in preventing the motion of dislocations over

MnS precipitates between Ps and Pr. Such pinning is due to both the

incoherent nature and the dynamic character ofMnS precipitation. After Pr,
the dislocations are unpinned and bypass the coarsening particles by general

climb. It is evident that, through the influence of such different dislocation

mechanisms, the present type of creep experiment is capable of following

precipitation kindics provided that the precipitates appear only on the
dislocations. However, sorne of the MnS precipitates nucleate on grain

boundaries. Thus, the question arises as to why this technique maintains its

effectiveness under such mixed conditions. An investigation was carried out to

answer this question and is described in the next section.

8.2 BLOCKING OF GRAIN BOUNDARY SLIDING BY
PRECIPITATES

A review of Gibb's investigation concerning grain boundary sliding was

given in Chapter 2. As mentioned there, the general conclusion drawn from

his work is that grain boundary sliding in high temperature creep is always

accompanied by deformation within the grains. Excellent confirmation ofhis

view was provided by the experimental observations presented above. In the

foregoing, the mechanisms responsible for grain de~ormationand the effects of

precipitation on such deformation have been clarified. The occurrence of grain

boundary sliding and the effect of the precipitates on the sliding process is
discussed next.
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8.2.1 GENERAL STUDIES OF l;;lAit! BOUNDARY SLIDING

The boundary between two grains is a region ofmisfit. The deformation

in this region differs froID that in the center of grains; it is more complex.ll491

Several experiments have suggested that such boundary deformation can be
considered as a sliding process)2601 Boundary sliding wns first regarded as a
type of Newtanian viscous flOW.[261. 2621 Gradually, the coincident site lattice
concept was used in the development of grain boundary sliding models.l263.2641

Further demonstrations indicated that grain boundary sHding is related ta
deformation within the grains.l265.2661 Because of the interconnection between

the two deformation processes, various mechanisms have been proposed for
grain boundary sliding.

For instance, many experimental results concerning sliding at high

temperatures have been consistently explained in terms ofdiffusion controlled
sliding.ll69, 175,2671 The mechanism ofsuch boundary sliding has been linked by

Gilkins and Snowdonl2681 and Raj and Ashby[1611 ta Nabarro-Herring-Coble

creep occurring within the grains. In addition, sorne models have been
presented by Kê[2691 and Raj and Ashbyl1611 for describing grain boundary

sliding with accommodation by anelastic creep. As regards the situation in

which we are interested, sorne mechanisms for boundary sliding accompanied
by dislocation motion have also been developed.1264,270, 2711 However, most of

the investigations have dealt solely with particle-free grain boundaries.

There have only been very few studies concerned with the presence of

precipitation. The first quantitative model regarding the influence ofparticles
on boundary sliding was developed by Raj and Ashby in 1971[1611and since
then, several refinements ta the original model have been proposed,l169,173, 2721

lt should be mentioned here that aU the models, like the dislocation climb

models, still assume that the volume fraction and size distribution of the

precipitates do not change during deformation. In what follows, only Raj and

Ashby's work will be examined because later researches yielded expressions
similar ta theirs.
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8.2.2 EXAMINATION OF THE PREVIOUS WORK ON PAR'I'lCLE

BLOCKING DU RING BOUNDARY SLIDING

Assuming that the grain boundary has a shape that is approximately
sinusoidal, with a wavelength w and amplitude h/2, Raj and Ashbyl 1611

considered the role of the second phase particles in the boundary in impcding

the sliding motion. They treated this problem with an electrostatic analogy.
Their approach resulted in the following equation for the average sliding rate

of a grain boundary containing an unchanging distribution of cube-shaped
particles ofside sand spacing 1:

8liD bOl' À
2

R a

kTé
(8.5)

Here Il is the grain boundary thickness, Dgb is the coefficient for boundary
diffusion, Cl) is the atomic volume, ta is the applied stress, and k and T have

their usual meanings.

In the same article, the above researchersl1611 also presented an

expression for the sliding rate ofprecipitate-free boundarics:

(8.6)

where h is two times the boundary amplitude. In order to examine whether

Eq. (8.5) can be applied to the case of dynamic precipitation, we compared this

equation with Eq. (8.6). It is evident that if the size of the particlcs is small

enough that

(8.7)

.';

then we have
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1
(8.8)

l',

This result is obviously contrary te any experimental observation, even te the

original expectations of the authors themselves. Indeed, it has been pointed
out by theml1611 and other investigatersl169.173. 2721 that partic1es inserted in a

boundary always slow down the sliding rate. Furthermore, since the
interparLic1e spacing A is much larger than the partic1e size s, Eq.(8.7) can be

generally satisfied. Only for extreme situations where large second phase

partic1es are c10sely spaced in the grain boundaries can Eq. (8.7) become

logical and effective. Apparently, this condition cannot be met by dynamic
precipitation, especially during its early stages (fine partic1es) and during the

coarsening period (sparse distribution). Thus, an alternative model must be
developed for describing the blocking effects of dynamic precipitation on grain

boundary sliding.

8.2.3 AN ANALOGY FOR GRAIN BOUNDARY SLIDING

Before proposing our own model, let us first c1arify the basic physical

concepts that we will employ. Consider a system, as shown in Figure 8.3, made

up of two blocks; the lower one, on a horizontal frictionless table, is attached te

a spring, the upper one is pulled te the right with a force Fa, and, between
them, there is a viscous fluid layer. Resembling the case of grain boundary

sliding, the blocks represent grains, while the fluid layer between them can be

imagined te be the grain boundary. Then, the force Fa is representative of the

applied stress for creep deformation and the spring can taken as the elastic

accommodation during sliding due te the existence ofboundary steps or second
phase partic1es in the boundary.

Once Fais applied to the upper block, both blocks move te the right, the

upper one at a higher speed. The elastic elongation of the spring obeys Hooke's
law
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(8.9)

where E is the spring constant and Fe < Fa is the force exerted on the lower
block by the spring.

When a steady state of motion is attained, in which the lower block no
longer moves, Newtonian viscous sliding between the two blocks proceeds at

the steady rate

u =q

F
a

lJ
(8.10)

It is worthy of note that, during such steady sliding, the total free energy
change of the system, dG, is only related to the work done by the applied force
on the upper block; which is to say, we have

1
dG = -dW = -F cJ:ca q (8.11)

where dW is the work done by Fa and dXlJ is the amount ofsliding bctween the
two blocks. Under these circumstances, Fa remains stable and èneti nut depend
on time. The total driving force for sliding is therefore the work done by the
applied stress. This indicates that, irrespective of the specifie events occurring
during sliding, the whole process can be evaluated in terms of the work
contributed by the applied stress. By employing this idea, the blocking effects
exerted by particles on grain boundary sliding can be estimated as follows.

8.2.4 ENERGY CONSERVATION MODEL

In this subsection, the relationship between the rates of sliding of a
particle-free and a precipitate-containing boundary will be quantified on the
basis of the energy conservation concept. For this purpose, we first examine
the work consumed in boundary sliding when particles are absent.
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Grain II

GB

Grain 1

Fig.8.4 Schematic illustration oftwo grains separated by their boundary.

8.2.4.1 Work Done in the Absence of Precipitates

Consider the two grains l and II separated by their boundary GB
illustrated in Figure 8.4. In this ligure, their positions are identifi,"d by the

points representing the centers of the atems. At Iirst, it can be assumed that

the structure of each grain far from GB is not influenced by the presence and

movement of the other grain. In order te determine the structural change in

the intergranular region during boundary sliding, let us treat a sector of

boundary of length 1and width w (1 > w), as shown in Figure 8.5. Regardless

of the mechanism responsible for the boundary sliding, it can be assumed that,
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under the application of a force Fa, an array of atoms on the upper grain
boundary moves to the left a distance a

Q
• Fe during the time interval dt, where

a
Q

• Fe is the interatomic spacing at the boundary. At the same time, the atoms

on the lower grain boundary, due to the same force Fa, are displaced the same

(Grain boundary)

1· w .\

Fig.8.5 Grain boundary sliding in the absence ofprecipitates.

distance a
Q

• Fe but in the opposite direction. As a result, the amount of sliding

between the upper and lower boundaries is 2a
Q

• Fe• 8ince the number of atoms
in the array is Va

Q
• Fe, we can write the following equation for the work done by

Fn on the atoms during dt:



"
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dIV =
1

-2a F =2/Fa o-Fe a a
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(8.12)

If the sliding distance during a unit interval of time is Kaa •Fe, then. according
ta our definition

IV =o

1
-- Ka F = KIFa o-Fe a a

a-F.
(8.13)

where Wo is the work done during unit time and K is a coefficient that
represents the amountofsliding.

8.2.4.2 Work Done in the Presence of Precipitates

Turning now to the case of a boundary containing second phase

particles, somewhat similar forms of the work done by the applied force Fa can

be obtained. Following Raj and Ashby[l611 and for purposes of brevity, only

cubic particles, oflength sand interparticle spacing À. are considered here.

Using the same procedure as above, we treat a (À x w) rectangular

boundary (À > w), as depicted in Figure 8.6. The sliding rate is now changcd

due ta the precipitates so that the boundary is displaced the relative distance

(KP a
Q

• Fe) in unit time. Under otherwise identical conditions, the work done by

the applied force on the boundary regions which do not contain the particles

takes a form similar to Eq. (8.13):

1 (A - s) p
IV=--Ka [<'=

o a a-Fc a
Q-F.

(8.14)

Assuming that the inserted particles are impenetrable, the coherency

conditions require that the atoms climbing over the particles move a distance s

along the particlelboundary interface, while others are sliding a distance au.Fe '

Therefore, the work done on these atoms is
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(8.15)

Here W.l indicates the work associated with the atorns unaffectcd by the
pa.rticles done in unit time, W.2 represents the work associated with the atorns

which climb over the particles during the sarne period, and KP is the sliding
rate coefficient for the particle-containing boundary.

8.2.4.3 Relationship between the Rate of Sliding of a l'article-Pree
and of a Precipitate-Containing Boundary

We can now consider the relationship between the sliding rate of a
particle-free boundary and that of a precipitate-containing boundary. If we let

1 equal h in Eq. (8.13), which means th:\t the two boundaries are of the sarne

size, the fol1owing relation is obtained:

(8.16)

We now substitute Eq. (8.13) into the left side and Eqs. (8.14) and (8.15) into

the rightside of the above equation,

52
K h F = KP

(A - 5) F + KP -- Il
a a a a

a-Fe

Thus,

Accordingly, we have

(8.17)

(8.13)
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(8.19)

where i:.gbP (UgbP) and i:.gb (Ugb) are the strain rates (sliding rates) associated

with boundary deformation in the presence and in the absence ofprecipitates,

respectively.

It can be seen from the above equation that when "s" is equal to zero

(precipitate free), we have:

(8.20a)

or

(8.20b)

These expressions describe the experimental results obtained prior to the

precipitation start time Ps (for details, see §5.2.4).

Since we always have s > a
Q

• Fe, on the other hand, it can be seen from

the denominator of the right side ofEq. (8.19) that

S2
~-s+-­

aa-Fe

s=h + S(-- - 1) > h
aa-Fe

(8.21)

Comparison between Eqs. (8.19) and (8.21) c1early indicates that the

precipitates deposited at grain boundaries always decrease the sliding rate.

Moreover, a decrease in the interpartic1e spacing and an increase in the

particle size further amplifies this drag tendency, which trend was indeed

displayed by the experimental data obtained in the interval between Ps and Pr.

Checking again the right hand side ofEq. (8.19), we can write that
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'l'. .
1=-----

s s
1 + -(-- - 1)

A ao-Fe

(8.22)

-.

It is apparent that the blocking effect of precipitates on boundary sliding is

weakened if the interparticle spacing is inr.reased. ThIs is in accordance with
the experimental results observed during the coarsening stage ofprecipitation,

in which the interparticle spacing increases due to the dissolution of the
smaller particles.

Although this blocking model (Eq. (8.19» has been shown ta be logical

and consistent with each stage of precipitation by the above qualitative

analyses, its quantitative reliability is now consirlered below.

8.2.4.4 Application ofthe Blocking Model

The sliding rate for a precipitate-containing boundary, Ugb", can be
estimated using Eq. (3.19) provided the sliding rate of the boundary in the

absence of precipitates, Ugb, is known. As stated earlier, several successful

models have already been developed for evaluating Ugb (or ègb) under various

experimental conditions. Thus Eq. (8.19) takes different forms for different

cases, depending on the models employed for Ugb and ègb. Since both ègb and

ègbP were determined experimentally ln the present work (see Figure 5.38, for
instance), we can simply compare the observed ratios ègbP/ègb with those

calculated using Eq. (8.19).

An example is given in Figure 8.7 for electrical steel A stressed at 1000

oC. It is of interest that the experimental values and predictions are in good

agreement, providing substantial evidence for the reliability of the present

mode\. It should also be mentioned here that sin Eq. (8.19) was replaced by s

= V2 r, where ris the measured average particle radius.
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Fig.8.7 Measured and calculated sliding ratios for 1000 oC for precipitate­
containing and particle-free boundaries.

Figure 8.7 also illustrates that the strain rate attributable to boundary
sliding is rcduced when precipitation takes place and that this reduction is
influenced by both the size and the density of the precipitated partic1es. The
deccleration takes place during the interval from Ps to PC. The amount of the
deceleration is reduced after about Pc because of the increase in the
interpartic1e spacing during the stage of competitive growth. The success of
this model demonstrates the sensitivity of the present creep technique to
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dynamic precipitation at grain boundaries. It can therefore be concluded that
this methd is suitable for investigating precipitation both on dislocations and

at grain boundaries. In the section fol1ows, the applicability and sensitivity of
the technique are com..: red further and compared with that of the earlier
stress relaxation technique.

8.3 APPUCABILITY AND SENSITIVITY OF THE CREEP
TECHNIQUE

8.3.\ APPLICABILITY 01<' THE PRSSENT CREEP TECHNIQUl<~FOR
DETECTING PRECIPITATION IN FERRITE

As mentioned in Chapter 4, attempts to use the stress relaxation

method ta detect MnS precipitation in electrical stecls have been unsuccessful

ta date. It is there:':.Jre relevant ta explore why the creep technique is more
sl';.table than the stress relaxation method for rollowing precipitation in

ferritic steels.

It should first be recognized that, during stress relaxation, the sum of

the elastic and creep components of the strain (ee and ee, respectively) are

equal to the initial elastic strain, eeo. Thus, neglecting anelastic effects,

Differentiating,

c = c + eeo e c

(
1 ) do

- ~+i: =0
E* dt c

(8.23)

(8.24)

where 0a is the applied stress during stress relaxation and E* is the combined

elastic modulus, defined in terms of the elastic moduli of the specimen (E) and
testing machine (EO) as follows:
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(8.25)

The analysis of stress relaxation phenomena in physical terms is not

simple, but a first approximation can be obtained by relating the creep rate te
the effective stress 0* by a power law:(150J

Substituting the above inte Eq. (8.24), we get

(
l ) doE. d: = - B· o·n

As

a = 0* + o.
Q 1

(8.26)

(8.27)

(8.28)

where ai is the internaI stress of the specimen during stress relaxation, Eq.
(8.27) can be transformed inte:

=-B*o·" (8.29)

By assuming that the in ternal stress ai is constant during stress relaxation and
integrating the above relation, the effective stress at any time t can be
expressed as

a •0" = 0'-- _

1

[l '-U.E.(n-llo .n-I1In - 1
Q

where 0
0
* is the initial value of the effective stress.

(8.30)
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The quantitative estimation of cri and cr* requires sorne input regarding
the initial conditions. For this purpose, we first assume that

o. '=0.50'0 ao
(8.31)

where cr io and crao are the initial values of the internai and applied stress,
respectively. At the very beginning of stress relaxation (t=O), we therefore
have

o • = 0 - o. =0.5 0o av la ao (8.32)

. ..,.

Employing the present eXt'erimental observations for crao, the data for EO
reported by Liul771 and for E, B* and n by Frost and Ashbyl2141 in the above

equations, the applied stresses for electrical steel A and th.:! 0.25% Ti steel

were calculated for stress relaxation after a 5% prestrain at 900°C. These are

presented together with the experimental results in Figure 8.8.

After comparing the predictions for the Ti steel with the experimental

curves obtained in the previous study,II 471 it is evident that the "':'sumption
that the internai stress cri remains approximately constant as stress relaxation

proceeds is consistent with the observations. For electrical steel A, however,

there is a large difference between the calculated and measul'ed va\lip.s of the

applied stress. Renee, the assumption that the internai stress cri is ton~tant

and equal to about half of crao during stress rehxation is scen to be ur. tenable

for ferritic steels. Such steels, like most bec metals, have higher stacking fault

energies than when in the austenitic condition, so that, after straining is
interrupted, more recovery is expected during the course ofstress relaxation.

The effects of such recovery can be readily evaluated by making sorne

assumptions about the kinetics of the process. For example, the recovery of

internai stress can be considered to follow zero-order kinetics, so that
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(8.33)

Here ko is a zero-order rate constant, and is given by the decrement of internai

stress per unit time. Alternatively, if the recovery of internai stress follows
first-order kinetics, (Ji takes the form:

where k l is the first-order rate constant. The substitution of Eqs. (8.33) and
(8.34) into Eq. (8.29) leads ta

and

respectiveIy.

do'
--k =_B'E'o,n
dt a

do'
- -k o. exp(-k tl =_B'E'o,n
dt l,a 1

(8.35)

(8.36)

The above equations were solved by the Runge-Kutta method. The

results obtained were substituted into Eq. (8.28), leading to the family of

applied stress cUI'ves presented in Figure 8.9. It is evident that the predicted

values match the cxperimental results when the recovery of internai stress is

described by the first-order kinetics model (but not the zero-m'der model).

Thus it appears that the recovery of internai stress is responsible for the rapid

decrease in applied stress in the first second in electrical steels. Furthermore,

the softening process develops so quickly that the internai stress almost

disappears weil before the initiation of MnS precipitation (15 seconds at this
temperature).

Such an exponential decay of internai stress supports the view that

dislocations in ferritic steels are readily annihilated during stress relaxation.

Bearing in mind that the detection of precipitation by the stress relaxation
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method relies on the interaction between precipitates and dislocations,I77. 147 J it

is clear that the rapid disappearance of dislocations in ferritic steels makes it

difficult to use this method in these materials. By contrast, the present creep
technique, by holding the stress constant during testing, maintains the
dislocation density at a high enough level that the progress of precipitation

can be monitored for as long as one hour in ferritic steels, as weB as in

austenitic steels at elevated temperatures.

8.3.2 COMPARISON OI<' THE SENSITIVITY OF THE CREEP
TECHNIQUE WITH THAT OF THE STRESS RELAXATION
METHOD

The PTT diagrams obtained in the present work for the 0.25% Ti steel
were already compared with those determined by the stress relaxation
methodl1471 in Figure 5.15 of Chapter 5. It is apparent from this figure that.

above 950·C, there is a slight shift to the le ft in the Ps curve determined by the

present technique. Furthermore. the stress relaxation method was not

sensitive enough to detect the start and finish of precipitation at llOO·C•
whereas the creep technique led to the ready definition of both the Ps and Pr

times at the latter temperature. The explanation of these phenomena is the

same as t' ,il presented above for why the creep method is able to handle

ferritic steels. After defol mation at temperatures as high as llOO·C. even

austenitic steds undergo significant static recovery, during which most of the
dislocations within the material are readily annihilated. This inherent

shortage of dislocations seems to be a shortcoming of the stress relaxation

method. By contrast, dislocations are continuously being generated and

recovered during creep. As a result. the creep technique can be employed at

higher temperatures than the stress relaxation method. even in austenitic

steels.
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CHAPTER 9

CONCLUSIONS

In the present investigation, a new mechanical technique was developed

te detect precipitation start and finish times in both ferrite and austenite at

hot working temperatures. With the help of this technique, PT!' diagrams

were determined for the first time for strain-induced MnS precipitation in

electrical steels, as weil as for Ti(CN) precipitation in a 0.25 % Ti steel. Using

TEM and SEM, the evolution of the size distribution of the MnS precipitates
was also followed. Furthermore, the progress of both grain deformation and

grain boundary sliding was observed and evaluated by means of optical

microscopy. The experimental results obtained in this way were analyzed in

terms of the separate theories ofnucleation, growth, and coarsening. Finally,

the influence of MnS precipitation on the creep mechanisms operating in

electrical steels was discussed, and the sensitivity of the present technique was

compared with that of the stress relaxation method. From this work, the

following main conclusions can be drawn:
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- 1) During creep testing, the creep rate is sensitive te the occurrence of
<li> precipitation; thus, the slope of the creep strain-Iog(time) curve

decreases markedly after the initiation of precipitation and increases on

the completion of precipitation. Accordingly, the left and right hand

ends of the plateaus on these curves can be identified as the
precipitation start and finish times, respectively.

2) The PTT diagrams determined by the present technique for MnS

precipitation in electrical steels are generally C-shaped, with the nose
at a minimum time of about 9 seconds at 1000 oC for the 0.085% Mn-
0.028% S steel, at 12 seconds and 950 oC for the 0.070% Mn-0.021% S

steel and at 14 seconds and 950 oC for the 0.125% Mn-0.015% S steel.

The Ps and Pr times for the 0.042% Mn-0.004% S steel are detectable
solely at and below 900 oC. In addition, the Pr curves obtained here are

found to be shifted to shorter times as the Mn concentration is increased.

3) Both deformation within the grains and grain boundary sliding take
..... place during the creep of electrical steels. The latter process con tribu tes
.~ about one-sixth to one-tenth the total strain under the current

experimental conditions.

4) The following formula c·'.n be used for evaluating the chemical driving

force for MnS nucleation in ferrite:

R'f [ (a~n) C~)\!lG = ln - + ln -
chern 2V~nS aCZn a;'

This equation shows that the driving force decreases monotonically as

the t~mperature is increased and increases as the Mn and S
concentrations are increased, agreeing weil with the experimental

results regarding Ps times.

5) Excess vacancies, which are continuously produced during creep

testing, further enhance MnS nucleation on dislocations. In the present

~,~
tests, the driving force due te the presence of the deformation vacancies

·'t" is orthe same magnitude as the chemical driving force.
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Comparison between the elastic strain energy and the chemical driving
force indicates that the nucleation ofMnS in ferrite cannot take place in

coherent form. The volume strain energy associated with the embryos is
relaxed simultaneously with nucleation, through the introduction of

vacancies and/or dislocations into the precipitate/matrix interface. The

value of strain energy pertaining to the critical nucleus was calculated.
The results reveal that the critical interface has very low coherency, so

that the critical strain energy is significantly lower than the chemical
driving force.

During hot deformation, MnS precipitates nucleate preferentially on
dislocations (or dislocation substructures) and at grain boundaries. The

reduction in interfacial energy is quite significant in both cases. For

example, the mean value of the reduction factors is about 0.57 for
nucleation on dislocations and 0.55 for nucleation at grain boundaries.

It has also been demonstrated that the critical free energy, or the

minimum work required to form a critical nucleus, is higher for

nucleation at grain boundaries than for nucleation on dislocations.
However, dislocations can provide many more sites for nucleation than

grain boundaries, even though the density of the former decreases

rapidly with temperature, while the density of the latter remains
essentially unchangr ' ., the temperature is varied.

8) The temperature dependence of the MnS precipitation start time can be

predicLed from the following two models:

pdi8 =
8

r •
d

" exp (AGd " IkT)
N.8 Dm ~ '8

Mn j\fn

for nucleation on dislocations, and

pgb =
8

r •
-N-g-b-~-b-~- exp (AGgb IkT)

Mn Mn

for nucleation at grain boundaries. Comparison between the measured

and predicted Ps values demonstrated that the nucleation of strain·
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induced MnS precipitates on dislocations is more important at lower

temperatures, while nucleation at grain boundaries becomes dominant
as the temperature is increased.

The mean diameter of MnS particles increases with the square root of
the growth time between Ps and Pro This indicates that the growth of

MnS precipitates is diffusion controlled. However, the classical ratc
equation for diffusion-controlled growth does not appear ta be vaUd for

such strain-induced precipitation. In this dynamic case, Mn diffusivity
DMn is increased ta (Xv·IT/XvO)DMn due to the presence of the excess

vacancies generated by the deformation.

10) The following expression can be used for predicting the MnS
precipitation finish time:

1 [1 r ~ 1p = p + __ (..!...)3 _(,-*)2
f S Km 4 El"

2

where

v.llnS

. r m =
i v = mVO-Fe

m

,-*=
liG h + liG " + liGc em c uac

11) The coarsening kinetics of MnS precipitates in electrical steels under

the present conditions are control1ed by both bulk and grain boundary

àiffusion.
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12) Based on the analysis of the interaction between dislocations and MnS
particles, the arrest of grain defonnation during the interval [Ps, Pel is

considered to be due to the attractive and pinning effects of the
precipitates on mobile dislocations. Such pinning arises from the

incoherent nature and dynamic character of MnS precipitation. After

PC, the dislocations are unpinned and bypass the coarsening particles by
generalized climb.

13) The pracipitates nucleated at grain boundaries always reduce the

boundary sliding rate. The drag effect exerted on sliding by finely­
dispersed growing particles is stronger than by sparsely-distributed

coarsening particles. The relationship between the sliding rate of a

particle-free boundary and that of a precipitate-containing boundary
can be described as

14) Recovery rates during stress relaxation obey first-order kinetics in the

present ferritic steels and are ïrluch higher than in the 0.25% Ti steel

tested in the austenite range. The high recovery rates r(~pidly reduce

the dislocation density ta levels which are tao low for the determination

of Ps and Pc times by stress relaxation. By contrast, the present creep
method, by maintaining the dislocation density at an appropriate level,

is capable of detecting the beginning and end of precipitation in these

materials. Comparison between the present technique _nd the stress

relaxation method also shows clearly that the former is more sensitive

than the latter when both are employed at high temperatures in the
austenite range.
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STATEMENT OF ORIGINALITY AND CONTRIBUTION '1'0

KNOWLEDGE

The thermodynamics and kinetics of MnS precipitation were

investigated during the hot deformation of electrical steels. The results

obtained in this work are of industrial as weB as academic interest, and
inc1ude the fol1owing original contributions:

1) Creep testing was cmployed for the first time to determine precipitation

kinetics under hot working conditions. No creep experiments have
previously been performed for this purpose. As this study demonstratcs,

this new technique is accurate and highly sensitive to the initiation and
completion of precipitation. Moreover, it is not lime consuming, and is

more effective in ferrite and at high temperatures than the previous

stress relaxation method. Since the specimen continues to strain in the

course of precipitation, industrial rolling operations are more c10sely

simulated when this technique is used.

2) P'IT diagrams for the strain-induced precipitation of MnS in fcnitic
steels ... ~re obtained experimentally in the present investigation. These

are useful for the design of steel processing routes, but, to the author's

knowledge, no other investigator has reported such diagrams to date.

3) Through the examination and comparison of the values of elastic strain

ene.'gy and chemical driving force, it was conc1uded that the nuc1eation

of MnS in ferrite cannot occur in coherent form. This theoretical
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evaluation is simple and avoids the necessity of carrying out electron

microscopy ta characterize the nucleuslmatrix interfacE:.

Based on the analysis of the nucleation thermodynamics and kinetics,

two physical models were derived for predicting the start times of MnS
precipitation, one on dislocations and the other on grain boundaries.
Although the model for nucleation on dislocations is similar ta those

proposed recently by Dutta and Sellarsl1181 as well as by Liu and
Jonas,lI20J the current analysis includes quantitative evaluations of the

chemical driving force and volume strain energy, as well as of the elTect

of deformation vacancies, the precipitate interfacial energy and the

nucleation site density. Thus it describes the physical situation more
completely. In addition, this approach does not require the fitting of

experimental Ps data, which is an advantage over the previous models.
Furthermore, the grain boundary model developed in this study appears

ta be the first one applicable ta precipitation taking place at grain

interfaces.

With the aid of electron microscopy and the above two Ps models, it was
demonstrated for the first time that MnS precipitates preferably on

dislocations at lower temperatures but at grain boundaries at higher

temperatures. This finding not only leads ta good agreement with the

experimental results obtained by the present technique, but also

suggests a practicable way of improving steel properties. As grain

boundary sliding becomes more dominant at high temperatures, the
met! ad indicates how the high temperature creep resistance of steels

can bl) improved by introducing suitable second phase particles.

It was shown in :1 qu".ntitative m:1nner that the classical diffusion­

controlled growth model is not suited ta MnS precipitation during hot

deformation. As a result, an elTective dilTusivity (Xv•fT/Xv9)DMn was
introduced in the present study. This new treatment can be of

considerable interest for investigating the growth kinetics of strain­

induced or dynamic precipitation, provided that diffusion is rate

controlling.
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A new type of model was developed to predict the finish time of MnS
precipitation. The predictions ofthis model are in acceptable agreement

with the present experimental data. Thus, this model may be of general
utility for estimating Prtimes for other precipitate species.

8) The coarsening ofMnS particles at hot working temperatures was found

to be controlled by both bulk and grain boundary diffusion. Such a
finding does not seem to have been previously published.

9) The interaction between MnS precipitation and dislocations was

investigated, leading to the conclusion that two mechanisms are
responsible for the observed behavior: il the interfacial pinning of

mobile dislocations by dynamically-precipitated incoherent particles.
which plays a key role between Ps and Pr; and ii) the generalized climb

of dislocations, which is important following their unpinning after Pr.
The deformati.>n behavior occurring within grains after the initiation of

precipitation was satisfactorily explained by the combination of thesc

two mechanisms. One of the impl)l·tant features of this analysis is thllt

additional energy is needed to recreate the line tension of the dislocation

segment lying in the interface. This additional energy acts as an
internaI stress increment and reduces the creep rate.

10) In an original analysis, an energy conservation model was proposed for

describing the blocking effects exerted on grain boundary sliding by

dynamic precipitation. By means of this model, the relationship

between the sliding rate of a particle-free boundary and that of a
precipitate-containing boundary can be estimated quantitatively.

11) It was shown that recovery rates during the stress relaxation of

electrical steels obey first-order kinetics. Such an investigation has not

been previously carried out on ferritic steels.
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APPENDIXI

LISTING OF THE COMPUTER PROGRAM FOR

MONITORING PRECIPITATION BY CREEP TESTING

....

MPC

100

110

120
130

140

150

160

170

180
190

200

210

220

230

240

250

260

270

280

290

300

310

320

330

MTS BASIC VOlB-02D

DIM A(250), B(150), K(150), W(150), H(20), XO(250), YO(250),
X1(250), Yl(250)

L$(O) = "TEST #"
L$(1) = "SOLUTION TEMPERATURE (OC)"

L$(2) = "TEST TEMPERATURE (OC)"

L$(3) = "STROKE RANGE (MM)"

L$(4) = "LOAD RANGE (KG)"

L$(5) = "TEST TlME (SECOND)"

L$(6) = "COOLING TlME (SECOND)"
L$(7) = "STRESS (MPA)"

L$(8) = "LENGTH OF SPECIMEN (MM)"

L$(9) = "DIAMETER OF SPECIMEN (MM)"

L$(10) = "LCM #"
PRINT "TEST (1) OR RECALL (2)"; \INPUT C

IF C<>2THEN 270
PRINT "DIFFERENCE (3) OR NORMAL (4)"; \INPUT D

IF D =4 THEN 270

PRINT L$(10); \INPUT M$

PRINT L$(O); \INPUT N$
PRINT "DAY,MONTH,YEAR:"; \INPUT H(17), H(l8), H(l9)

\PRINT
PRINT"C, MN, S, SI:"; \INPUT H(13), H(14), H(15), H(16) \PRINT

FOR 1= 0 TO 125 \Km = 0 \W(I) = 1 \NEXT 1

DO = 0.169 \TO = DO

IFC=l THEN370

GOSUB2090



f

f

340

350
360
370

380
390
400

410
420
430

440
450

460
470

480
490

500

510
520

530

540

550
560

570

580
590

600
610

620

630

640

650

660
670

267

IF D=3 THEN GOSUB 2160
H(5)=INT(H(5)*DO/100)*100

GO TO 400
FORI=l T09
PRINT L$(I); \INPUT H(I)

PRINT \NEXT 1
D = (LOGlO(H(5» - LOG10(DO»/125

FORI=l TO 125
Tl = 10l\(LOG10(DO)+ I*D)
K(I)=INT«T1-TO)/D0)+K(I-1)+1

TO=T1 \NEXTI
H(5)=DO*K(I)

K(O)=O
MSWl(2)

GOSUB1670
IFC<>lTHEN 1080
PRINT "CHECK: STROKE CONTROL .. DC ERR=O .. RIL=R ..

SPAN 1=0"

INPUTF$
REM DUMP CHECK

EDMP
SDMP(l, A) \IF A=OTHEN 570

PRINT "DUMP CARD PROBLEM"

STOP
FG1(0)

PRINT"TURN ON HYD=HIGH .. SPAN 1 =10 .. LOAD=ZERO"

INPUTF$
DACQ(O, QI, 0, 0) \DACQ(O, SI, 2, 0)

PRINTQ1

IF ABS(Q1)<5001H(4) THEN 630 \GO TO 580
PRINT "GE'!' INTO POSITION 5 MINUTES BEFORE TEST"

\lNPUTF$

FORI=l TO 500

12=SO-1
FGl(12)

GOSUB 1860
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..~;

" ..

680

690

700
710
720

730
740

750
760

770

780

790

800
810
820

830
840

850

860

870

880

890

900
910

920

930
940

950

960

970

980

990

1000

1010

1020

268

IF Q<-50001H(4} THEN 710
NEXTI

PRINT "CHECK THE SAMPLE" \STOP

TO=O \80=S
PRINT "RETURN AS COOLING STARTS"; \INPUT F$

T6=0
GOSUB 1860
IF Q<-10001H(4} THEN 760 \GO TO 770

IF Q>-100001H(4} THEN 790 \GO TO 780

12=12 -1 \GO TO 800
12=12+1 \GOTO 800

12=12+0\GO TO 800
FG1 (12)

T6=T6+0.169 \lF'1'6>H(6}THEN 850

GOT0740

GOSUB 1860
IF Q<-H(7}*20471H(4} THEN 860

12 = 12 -1 \FG1(12} \GO TO 830

GOSUB 1860 \SO = S
FORI=OTO 125

GOSUB 1860
IF Q<-H(7)*20471H(4} THEN 900 \GO TO 910

IF Q>-H(7}*1.01*20471H(4) THEN 930 \GO TO 920

12=12 -1 \GO TO 940

12=12+ 1 \GO TO 940

12=12+0\GOTO 940
FGl(I2}

TO =TO +1 \IF TO <K(n THEN 880

A(I) = S \A(126 +I} = Q

IF 1<>0 THEN 980 \TO=O \PRINT" *** TEST IS RUNNING

*** "
NEXTI

PRINT" *** TEST HASTERMINATED *** "\PRINT
DACQ(O, S4, 2, O}

FORI=S4TOO
FG1(1} \NEXT 1
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....
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r

1030
1040

1050

1060
1070

1080

1090
1100

1110
1120

1130
1140

1150

1160
1170

1180
1190

1200
1210

1220

1230

1240
1250

1260

1270

1280

1290

1300

1310
1320

1330

1340

1350

1360

1370

1380
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PRINT "TURN OFF THE HYD"

INPUTF$

FORI=l TO 125
A{I) = A(I) - SO

NEXTI

WO=l

~JY[ .-••--.-•••--••------------.------.--.-.---.---------.-----.----••--•••••---.-.

~JY[ DATA:MANAGEl\ŒNT

~JY[ ---.-----.-.------••---------.---.-••••-------.-------••-.-----.-.-------------

PRINT "TEST TIl\Œ" H(5)

PRINT "ENTER TIl\Œ SCALE"; \INPUT Xl, X8
PRINT "ENTER TIl\Œ INTERVAL"; \INPUT U1

PRINT "TRUE STRAIN" LOG(H(8)/(H(8) + A(125)*H(3)/2047»

PRINT "ENTER LENGTH SCALE"; \INPUT Y1, Y2
PRINT "ENTER LENGTH INTERVAL"; \INPUT V1

X$="TIl\Œ (SECOND)"\Y$="TRUE STRAIN"

J=O
FORI=l TO 125
PRINT A(I), B(I)

NEXTI

INPUTF$

GOSUB 1780

FORI=l TO 125
X= DO*K(I) \x0(1) = X
X1(1) = LOG10(X)

Z= LOG(H(8)/(H(8) + (A(I) - B(I))/2047*H(3)))

YO(l)=Z \NEXT 1

FORI=2TO 124

X = DO*K(I)
y =(YO(I+ 1) - YO(I-1))/(XO(1+ 1) -XO(l-l» \Y1(1)=Y

IF W(I) = 0 THEN 1350
CNTR(2) \PLOT(X,Y) \PLOT(X,Y)

NEXT 1\IF WO = 1 THEN 1370

CNTR(2) \PLOT (X1,Y1) \JO = 1

GOSUB 1940

INPUTP$



1390

1400
1410

1420

1430
1440

1450

1460
1470

1480

1490
1500

1510
1520

1530

1540

1550

1560
1570

1580

1590

1600

1610
1620

1630
1640

1650

1660

1670

1680

1690

1700

1710

1720

1730

270

PRINT ''ENTER 1ST DERIVATIVE SCALE"; \INPUT YI, Y2, VI
Y$ ="lST DERIVATIVE"

J = 0 \GOSUB 1780

FORI=126TO 175

X=DO*K(I-125) \Y =-1.5E -3*A(I)/2047*H(4)
XO(l)=X \Y1(1)=Y
CNTR(2) \PLOT(X,Y) \PLOT(X,Y) \NEXT 1

FORI= 176 '1'0224

X=DO*K(I-125) \Y =- 5*A(I)1I/20471I*H(4)
XO(l)=X \Y1(1)=Y
CNTR(2) \PLOT(X,Y) \PLOT(X,Y) \NEXT 1

FOR 1=225 '1'0250

X=DO*K(I-125) \Y =-2.5E -8*1*I*A(I)/2047*H(4)
XO(l) = X \Y1(1) = Y
CNTR(2) \PLOT(X,Y) \PLOT(X,Y) \NEXT 1

INPUTP$

FORI=l '1'0 250
PRINT XO(l), LOG10(XO(l», YO(l), Y1(1)

NEXTI

INPUTQ$

PRINT "DO YOU WANT '1'0 SAVE THE DATA?"; \INPUT F$

IF F$ = "YES" THEN 1630

PRINT "ARE YOU SURE?"; \INPUT G$

IF G$ = "YES" THEN 1640

GOSUB 2010

STOP
END

REM SUBROUTINE FOR CHECKING TEST CONDITIONS
CNTR(3)

PRINT "CREEP TEST FOR FOLLOWING PRECIPITATION"

\PRINT
PRINT L$(O); N$

PRINT L$(lO); M$
PRINT "c ="H(l3); "MN = "H(l4); "S="H(15); "SI= "H(l6)

PRINT "DAYIMONTHIYEAR:" H(17)"I"H(18)"I"H(l9)

PRINT



1740
1750

17GO
1770

1780

1790
1800

1810
1820

1830
1840

1850
18GO

1870
1880

1890

1900
1910
1920

1930
1940

1950

19GO

1970
1980

1990

2000

2010
2020

2030
2040

2050

20GO

2070

2080

2090
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FORI=l T09
PRINT L$(I) '1S"; H(I)

PRINT \NEXT 1

RETURN
REM SUBROUTINE FOR GRAPHICS
CNTR(3) \CNTR(O)

PHYL(lOO, 900, 80, 700)
SCAL(J, Xl, X8, YI, Y2)
AXES(X8, Y2)

AXES(X1, YI)

LABL(X$, Y$, Ul, VI, 0)

RETURN
REM SUBROUTINE FOR CHECKING PISTON POSITION

Q=O\S=O
FORJO=l TO 20
DACQ(O, QI, 0, 0) \DACQ(O, SI, 2, 0)

Q=Q+Q1 \S=S+Sl
NEXTJO

Q = Q/20 \S = S/20

RETURN
REM SUBROUTINE ROR COMMENTS
CPOS(XO, y) \D = Y2/25

CNTR(l)

COMM(L$(O), XO, y) \PRINT N$
COMM(L$(l), XO,Y - D) \PRINT H(l)

COMM(L$(2),XO, Y - 2*D) \PRINT H(2)

RETURN

REM SUBROUTINE FOR SAVING DATA
H(5) =INT(H(5)1D0 + 0.5) \R(G) =INT(H(G)IDO +0.5)

H(7) = SO*10 \R(8) =A(O)* 10
FORI=l TO 125 \A(I)=A(I)*10 \NEXTI

OPEN "DX1:" &N$ FOR OUTPUT AS FILE #1
AOUT(H, l, 0, El)

AOUT(A, l, l, E2)

CLOSE # 1 \RETURN

REM SUBROUTINE FOR RECALLING TEST DATA



2100

2110

2120

2130

2140

2150

2160

2170

2180

2190

2200

2210

2220

2230

2240

OPEN "DX1:" &N$ FOR INPUT AS FILE # 1

AINP(H, 1,0, El)

AINP(A, 1, 1, E2)

CLOSE #1

FORI=l TO 125 \A(I)=A(I)/IO \NEXTI

RETURN

REM SUBROUTINE FOR RECALLING LCM DATA

OPEN "DX1:" &M$ FOR INPUT AS FILE #1
AINP(H, 1,0, El)

AINP<B, 1, 1, E2)

CLOSE #1
FOR 1= 1 TO 125 \B(I) = B(I)/10 \NEXT 1

RETURN

FORI=OTO 125

PRINT K(I); \NEXT 1
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c,

MFS

100
110

120
130

140
150

160

170

180
190

200

210
220

230

240

250
260

270

280

290

300
310

320

330
340
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APPENDIXII

LISTING OF THE COMPUTER PROGRAM FOR

MEASURING FLOW STRESS

MTS BASIC V01B-02D

DIM X(25), '1'(1000), H(25), XO(140), YO(140)

L$(O) = "TEST #"
L$(2) = "TEST TEMPERATURE (OC)"

L$(3) = "STROKE RANGE (MM)"

L$(4) = "LOAD RANGE (KG)"
L$(5) = "STRAIN"

L$(6) = "STRAIN RATE (l/SECOND)"

L$(7) = "LENGTH OF THE SPECIMEN (MM)"

L$(8) "-" "DIAMETER OF THE SPECIMEN (MM)"

PRINT "TEST (l) OR RECALL (2)"; \INPUT C
PRINT L$(O); \INPUT N$

IF C = 2 THEN GOSUB 1770 \GO '1'0 230
PRINT "DAY, MONTH, YEAR"; \INPUT H(10), H(ll), H(12)

\PRINT

FORI=2T08
PRINT L$(I); \INPUT H(I)

PRINT \NEXT l

IFC=2THEN350

DO=0.0155

N =INT(H(7)*(1-EXP(-H(5)))*20471H(3))

N9=lNT(N/100)\IF N9< =1 THEN N9=N9+1

XO = lNT(NIN9 + 1) \YO = XO \N = N9*(XO -1)
FORI=l TON

TU) =LOG«H(7)*20471H(3) -1 + 1)/(H(7)*20471H(3) -1 -1»1H(6)
TU) =INT(T(I)IDO)

NEXTI



....,.
:4:>

.'

350
360

370

380

390
400
410

420

430
440

450
460

470

480

490

500
510

520

530

540

550

560
570

580

590

600

610

620

630

640

650

660

670

680

690
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GOSUB 1280
MSW1(2)

IFC<>l THEN 920
PRINT "CHECK: STROKE CONTROL ... DC ERR=O ... R1L=R ..
SPAN 1=0"
INPUTF$

REM DUMPCHECK
EDMP
SDMP(l, A) \IF A = 0 THEN 450

PRINT"DUMP CARD PROBLEM"
STOP
FG1(O)

PRINT"TURNONHYD=HIGH .. SPAN 1 =10 .. LOAD=ZERO"
INPUTF$
DACQ(O, QI, 0, 0) illACQ(O, SI, 2, 0)

IF ABS(Q1)<5001H(4) THEN 500 \GO TO 460

PRINT "GET INTO POSITION BEFORE HEATING" \INPUT F$

FORI=l TO 500

12=1-1
FGl(12)

NO=20\GOSUB 1450
IF Q<- 50001H(4) THEN 580

NEXTI

PRINT "CHECK THE SAMPLE" \STOP

TO=O
PRINT "INPUT HEATING TIME (SECOND)" \INPUT '1'9

PRINT "RETURN AS HEATING STARTS"; \INPUT F$

T6=0
NO = 20 \GOSUB 1450
IF Q <-10001H(4) THEN 640 \GO TO 650

IF Q>-100001H(4) THEN 670 \GO TO 660

12=12 -l\GO TO 680

12 = 12 + l'GO TO 680

12 = 12 + O\GO TO 680
FG1(12)

T6=T6+0.169 \IFT6>T9 THEN 710



(

(
,.
..

700

710

720

730

740

750

760

770

780

790

800

810

820

830

840

850

860

870

880

890

900

910

920

930

940

950

960

9'10

980

990

1000

1010

1020

1030

1040
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GOT0620

IF F$ = "OVER" THEN GOTO 780
PRINT "MORE TIME FOR HEATING" \INPUT F$

IF F$< >"YES"THEN GOTO 760
PRINT"INPUT THE EXTRA TIME" \INPUT T9

GOT0610
PRINT '1NPUT SOAKING TIME (SECOND)" \INPUT T9

F$ = "OVER" \GO TO 610

NO=20\GOSUB 1450\80=S

13=N9-1 \I4=0

PRINT" *** TEST 18 RUNNING *** "
FORl=l TON

13=13+1
12=12-1 \FGl(12)

NO=T(l)\GOSUB 1450

IF 13 < > N9 THEN 880

14=14+1

XO(l4) = S - SO \y0(l4) = Q\I3 = 0

NEXTl

PRINT" ***TESTHASTERMINATED *** "\PRINT
PRINT "TURN OFF THE HYD"

INPUTF$

REIVl -------------------------------------------------------------------------------
REIVl DATA IVlANAGEIVlENT

REIVl -------------------------------------------------------------------------------
L = H(7) + XO(l4)*H(3)/2047

PRINT L$(5); ":"; H(5)

PRINT "ENTER STRAIN SCALE"; \INPUT Xl, X8

PRINT "ENTER STRAIN INTERVAL"; \INPUT U1

PRINT "STRESS (1VlPA.)";

- YO(14)/2047*H(4)*9.8*LIH(7)1H(8)1H(8)*41P1

PRINT "ENTER STRESS SCALE"; \INPUT YI, Y2

PRINT "ENTER STRESS INTERVAL"; \INPUT VI

X$ = "TRUE STRAIN" \Y$ = "TRUE STRESS"

J=O

GOSUB 1370



....

.~.

1050
lOGO

1070

10S0
1090

1100
1110

1120
1130

1140

1150
llGO

1170

l1S0

1190
1200

1210

1220

1230
1240

1250

12GO
1270

12S0
1290

1300

1310

1320

1330

1340

1350
13GO

1370

13S0

1390

27G

FORI=l '1'014

L= H(7) +XO(I)*H(3)/2047
X = LOG(H(7)/L)

y = - YO(I)/2047*H(4)*9.S*LIH(7)IH(S)IH(S)*4IPI
CNTR(2) \PLOT(X,Y) \PLOT(X,Y)
NEXTI
CNTR(2)

GOSUB 1530
INPUTP$
CNTR(3)

FORI=l '1'014
L=H(7) +XO(I)*H(3)/2047
PRINT LOG(H(7)/L),

- YO(I)/2047*H(4)*9.S*LIH(7)IH(S)IH(S)*4IPI

NEXTI
INPUTQ$

PRINT "DO YOU WANT '1'0 SAVE THE DATA?"; \INPUT F$

IF F$="YES"THEN 1250

PRINT "ARE YOU SURE?";

INPUTG$

IF G$= "YES"THEN 12GO

GOSUB 1GOO

STOP
END

REM SUBROUTINE FOR CHECKING TEST CONDITIONS
CNTR(3)

PRINT L$(O); N$

PRINT "DAYIMONTHlYEAR:" H(l0)"/"H(l1)"/"H(l2)

PRINT

FORi=2TOS
PRINT L$(1) "IS"; H(I)

PRINT \NEXT 1

RETURN

REM SUBROUTINE FOR GRAPHICS
CNTR(3) \CNTR(O)

PHYL(100, 900, SO,700)



1400

1410
1420

1430
1440

1450

1460
1470

1180
1490

1500

1510
1520

1530

1540

1550
1560

1570
1580

1590

1600
1610

1620

163U

1640

1650

1660

1670

1680
1690

1700

1710

1720

1730
1740

1750
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SCAL(J, Xl, X8, YI, Y2)
AXES(X8, Y2)

AXES(X1, YI)

LABL(X$, Y$, Ul, VI, 1)

RETURN

REM SUBROUTINE FOR CHECKING PISTON POSITION

Q=O\S=O
FORJO=l TONO
DACQ(O, QI, 0, 0) \DACQ(O, SI, 2, 0)

Q=Q+Q1 \S=S+Sl
NEXTJO

Q=Q/NO\S=S/NO

RETURN
REM SUBROUTINE ROR COMMENTS
CPOS(XO, Y) \D = Y2/25

CNTR(l)

COMM(L$(O), XO, Y) \PRINT N$

COMM(L$(2), XO,Y -0) \PRINT H(2)

COMM(L$(6),XO, Y -2*0) \PRINT H(6)

RETURN

REM SUBROUTINE FOR SAVING DATA
H(9)=I4

X=24
FORI=l TO 12

X(I) = H(I) \X(I + 12) = 0

Xl =X(I) -INT(X(I)+ 1.0E -5)

IF Xl < = 0 THEN 1690
X(I) = X(I)l\lO

X(I + 12) = X(I + 12) -1 \GO TO 1650
X(l) = INT(X(I) + 0.5)

NEXTI

FORI= 1 TO 14 \XO(I) =XO(I)*10 WO(I) =YO(I)*10 \NEXT 1
OPEN "DX1:" &N$ FOR INPUT AS FILE #1
AOUT(H,l, 0, El)

AOUT(XO,l,l, E2)

AOUT(YO, l, 2, E3)



..
'-'

1760
1770

1780
1790

1800
1810
1820

1830

1840
1850

1860

1870
1880

CLOSE # 1 \RETURN
REM SUBROUTINE FOR RECALLING TEST DATA
OPEN "DX1:" &N$ FOR INPUT AS FILE #1
AINP(H, l, 0, El)

AINP(XO, 1, l, E2)
AINP(YO, l, 2, E3)

CLOSE #1
FORI=lT012

Hm = H(I)* 101\H(I+12)
NEXTI

I4=H(9)
FOR 1= 1 TO H(9) \x0(I) = XO(I)/10 \Yom = YOm/10 \NEXT 1

RETURN
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APPENDIX III

DERIVATION OF THE CHEMICAL DRIVING FORCE FOR

MnS NUCLEATION IN FERRITE

For a process at constant temperature and pressure, the following
substitutions can be made on condition that only pure MnS nuclei are formed:

a.
loS

= xMnS GMnS + xMnS a MnS
lt.. Mn Mn S S (m.l)

(m.2)

(m.3)

Here. XI and 01 (i = Mn, S or Fe;j =MnS, a or ao) denote the mole fraction
and partial molar free energies (or chemical potentials) ofelement i in the MnS

phase, the remaining ferrite or the original matrix, respectively, while GMnS,

Ga and Gao were already defined in §6.1.2. In addition, the following

relationships are always valid:

1
XMnS = x MnS =

AIn S 2

xOD = f X
MnS + (l-f lX"S m S m S

The substitution ofthese equations into Eq. (6.3) ylelds

(mA)

(m.5)

(m.6)
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(ITI.7)

Apparently, the second term of the above equation takes the form of the
ternary Gibbs-Duhem law and can thus be justifiably eliminated.\192\

According to Aaronson et al.,u91\ on the other hand, it can be reasonably

assumed that

G~ = G'W
1 1

li = Mn, Sl (ITI.8)

due to the fact that the mole fraction of nuclei is very small. Furthermore, if
the nuclei are in equilibrium with the ferrite after (fmXMnMnS) moles of Mn and

(fmXsMnS) moles of Sare transferred from the matrix to the MnS phase, it

follows that

aMnS = Gat
1 1

(i = Mn,Sl (ITI.9)

where Ott indicates the partial free energy of i in the ferrite at equilibrium

with the MnS precipitates. As a result, Eq. (TIr.7) becomes

(llLlO)

In consideration of the following more general statement:

(lII.ll)

wehave



f aCl!
m Mn

l!.G = -RT[/n(-) +
MnS 2 ao

QMn

aCl!
S/n(-))
ao

aS

281

(ill.12)

In Eqs. (ill.11) and (ill.12), G/ is the molar free energy of pure element i and

al the activity of the element in the designated phasej.
1

On the basis of a unit volume of MnS nuclei in ferrite, the chemical

driving force can be represented as

.,

RT [ (a:n) (aC; )1l!.G = /n-+/n-
.hem 2V:nS a:

n
a"; J

where VmMnS is the molar volume ofMnS precipitates.

(6.4)
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APPENDIXIV

EVALUATION OF THE COHERENCY OF THE CRITICAL

NUCLEUSIMATRIX INTERFACE

In this appendix, the coherency of the critical MnS nucleus/matrix

interface is analyzed and the respective interfacial energy is estimated on the
basis of the model proposed by Liu and J onas.12411

The model assigned a coherency loss parametE'r C to characterize the
interface between the matrix and a nucleus, as defined by

c = ôp

Ô
(IV.1)

.~ where S is the lattice disregistry, which was assumed to he compensated by two
components, one elastic Se and one plastic 8p• Thus,

ô = (l-Clô
e (IV.2)

By definition, the value of C varies from 0 to 1 and represents the fraction of
the lattice mismatch relaxed during nucleation. In this model, the cubic

dilatation eT ofEq. (6.13) is replaced by the following relation:

(IV.3)

As a result, the strain energy can be expressed as a function of the coherency

loss parameter, and thus the energy barrier opposing the formation of the

critical nucleus bears a relation to this parameter. Through the analysis of

these relations, it was found that the value of the parameter for the critical

interface, C*, can be determined by solving the following two simultaneous

equations:
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with the boundary conditions below

fiG 1 = fiG
0

C c = 0 c

and

fiG 1 = 0
C C = 1

(IVAa)

(IVAb)

(IV.5b)

(IV.5b)

(

where d denotes the diameter of spherical precipitates, flGtat the total free
energy change expressed by Eq. (6.2), and flGco the value calculated directly
from Eq. (6.13).

The values ofC* relative to the interface between MnS and ferrite at the
difTerent test temperatures were obtained by solving the above equations
numerically. The results are listtJ in Table IV.l. It is ofinterest to note from
this table that the critical coherence loss parameter depends only marginally
on temperature. According to the calculation, this parameter lies between
0.928 and 0.941 in the current temperature range. These relatively large C*
values indicate that the interface between ferrite and MnS nuclei is
predominantly incoherent.

The critical strain energy flGc* v:as also estimated in the same way.
The results are presented in Figure IV.1 in terms of flGc* versus temperature.
By comparison with Figures 6.3 and 6.4, it can be seen that the strain energies
associated with the interface between the critical MnS nucleus and ferrite are
less than 3% of the respective coherent values and are thus about an order of
magnitude smaller than the chemical driving forces. Such critical values are
employed in the analysis of the nucleation kinetics of MnS precipitation in
Chapter6.
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Table IV.1
Calculated critical coherency 1055 parameter C·

Temperature (OC) C·

800 0.928 == 0.93
900 0.932 == 0.93

950 0.936 == 0.94

1000 0.938 == 0.94

1100 0.941 == 0.94

4

~ ..,
..._... 'el 3...;,

'"S 2
X

*cS
<l 1

o
700 800 900 1000 1100 1200

Temperature, oC

Fig. IV.1 Calculated strain energy associated with the interface bctwccn the

critical MnS nucleus and ferrite.
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APPENDIXV

THE BYPASSING OF PRECIPITATES

BY LOCALIZED CLIMB

In order ta examine whether the experimental results obtained in the

present work can be interpreted in terms of the local climb model or not, the
creep rate equation proposed by Brown and Ham1252! will be refined in this

appendix.

Consider an edge dislocation approaching a particle of arbitrary shape

and finally climbing over the obstacle. Brown and Ham proposed the following

equation ta describe the strain rate in the above situation based on the
assumption that aIl the dislocations move in the same direction:12521

~.

cl".".' è=
pbL

f d: (V.I)

Here p is the dislocation density, b is the Burgers vectar, L is the line length of

the climbing segments of the dislocations, and l dulu is the time taken for the

dislocations ta climb around the particles.

The case of spherical precipitates was investigated later by Shewfelt
and BrownP53. 2541 The line length ofdislocation segments and the time for the

dislocations ta bypass the particles by local climb were given by them as

and

L = 2Br

f
UrdU

u. U
1

(V.2)

(V.3)
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Here r is the radius of the spherical particle, e is a measure of the character of
the dislocation segment, as shown in Figure V.l,1254] and ui and ur are the

initial and final positions of the dislocation on the particle. According te the

above authors, the bulk diffusion rather than the pipe diffusion of vacancies is

Intersection ofslip
plane and particle

Dislocation climbing
locally over a spherical
particle

Great circle on which
the climbing segment
ofdislocation lies

z _

y

Slip plane

-.
b

y

Fig. V.l The geometry oflocal climb for a spherical particle.12541
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rate controlling in such a case. Assuming that the total vacancy current to the
surface of the particle aids the climb of the dislocation, Eq. (V.3) can be
expressed as:12541

[
Urdu =
u. U

1

kTr [Ur r(B,hlr)__~--'------'---du
4 n N a2D (.1 b2 u. [(dL/du) - 2 cos(B/2)]

uuua-Fe l

(V.4)

where Ny is the number ofvacancies per unit volume in the neighborhood of
the c1imbing dislocations, ay is the area associated with one vacancy in the slip
plane, and Dy is the bulk diffusion coefficient of vacancies. Following these
authors,

(

and

((B, hlr) =
sin(",) cos2(tp)

- 2 sin(B) sin(lj/) cos(lj/) -[B - sin(B) cos(BlI _:..:...:..._..:.:...;.
hlr

dL sin(",)
du = - 2 [l - cos(B)] sin(B)

(V.5a)

(V.5b)

Here, 'l' is the angle of inclination of the particle/matrix interface when the
dislocation strikes the particle halfway between the mid-plane and the top of
the particle, and h indicates the position of the slip plane, as noted in Figure
V.l.

Using the geometrical relations shown in Figure V.I, it can be shown
that

and

h 2(-) =
r l + cos(B) - col(B)

(V.6)



(hlrl
cos(Ij/) = rosIe)
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(V.7)

Clearly, h must tirst be determined when substituting Eqs. (V.5a), (V.5b),

(V.6) and (V.7) into Eq. (VA) for calculation of the climb time. If the value orh
is taken as r/2, 6 is 48° and 'li 42 0. Then Eq. (V.4) becomes

f
Uf~U =
u. U

1

•0.035 k Tr-

3
n D,l'o_Fe b

(V.8)

By combining Eqs. (V.I), (V.2) and (V.8), the equation for calculating the

strain rate in the case ofspherical precipitates is

e= (V.9)
kTr

In this equation, the substitution 0112521

and 011254\

D = N a bD
, li li li

was made, where Ds is the matrix self-diffusion coefficient.

By further substitutingl2141

Q,
D = D e:rp(--), '0 RT

and[151.237\

(V.IO)

(V.11)

(V.12)



(
[

2 no 1
p = Mbl'a-:. 2
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(6.30)

inta Eq. (V.9), the final strain rate expression, based on the local climb model,

can be given as

f

(:

é = (8.3)


