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ABSTRACT 

A numerical schema to predict precj.pitation amount on a computer 

has beel1 developedoand put into routine use. It operatcg in se~u6nce 

~th a baroclinic model based on the potential vorticity equation. Large 

scalo and small scale precipitation amounts are predicted every hour for 

each of three layera of the atmo3phere. Tbe large scale amounts are 

computed from "wet" vertical motions, which are b<!.sed on "dry" vertical 

motions made lwai1able by' th.e bal'oclinic model, and explici t forees.sts of 

temperature ·and. dew point depression. Tbe amall scale amoullts are comput~d 

froru three empirical fODmllae. 

In Borne recent experiments the precipitation scheme ~~d the 

baroclinic model were integrated in parallel. The filain innovations were 

in the baroclinic ~odel. They included a coefficient of eddy diffusion 

of potcntial vorticity which depends on the baroclinicity, seasonal 

va.riations in the linkaee3 between the levaIs, ar..d the inco!'poration of 

latent heat, radiation, and ocean heating effects. 
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This li st contains the definitions of sYlllbols 'Hhich 
are standard or appear frequently in the texte 

s (~ T - Td ) is the clew point depression 

< F > is the finite difference approximation to F. Note that 
this is a general symbol used Hith sone avnbieuity that has 
to be resolved by the contexte For instance, the symbol 
:L tself does not SJ.Jecify l'Thether a first order or a second 
order fini te difference approximation is to be uS.3d. This 
:Lnformation is provided by the contexte Note also tr:.at 
Appendix B contains defini tions of part:Lcular fini"è,e 
difference approximations and other numerical ope.L'at.ùl'sc 

(x,y,p,t) is the co-ordinate system, attached to the Barth ar1 
rotating Hith it. 

" " " ( bibl!.) is the set of unit vectors parallel to the x, y, and z 
directions respectively. 

z :Ls the height of a constant pressure surface. Hotc that 
( x, y, z) constitutes a right-handed system. 

" A " " .:r d V;: dx i . .J... dy; r.':'t u _:L i' v ; ::. _v .. ~ V_ :Ls the horizontal l-iind. - ëIt-, at:.l..- .l4 

t = ~ X R" ~I :Ls the rotational part of the horizontal l·rind and 
'. l'" 0 

~~ is the corresponding stream function. 

d y. = f V,X :Ls the divergent part of the horizontal Hind and 
o 

:c :Ls the corresponding velocity potential function. 

:Ls the vertical motion. 

d - è> .+ V.g .J. VJ () at- :;t - l 'bji' 

D - () ~)- t·V fffi' - (5t' 
.~ 

~ .-t- y.v D _ 

D't-

~= ~è -1- ~~ 
-êX 'J..Oy 
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is an arbitr~ variable. 

-- the Jacobian operator .. 

is the acceleration due to gravity. 

is the aneular velocity of the Earth. 

is the latitude. 

is the value of f at latitude h5 N. 

is the temperature. 

is the deH point. 

is the density of air ( including moi sture l-mere ap:->ro~tia.te ). 

is the gas constant for unit rnass of dry air. 

is the specifie heat of dr,y air at constant vol~~e. 

1s the specifie heat of dry air at constant pres::mre. 

R/Cp 

is 1000 T.1b. 

K 
T(po/p) , 

1 è9 
'~àp 

the potential temperature ( see also (Al.7) ) 

, the static stability (see also (Al.15) ) 

l is the ShOiV'al ter Index. 

L is the amount of latent heat released when one gram of vater vapour 

condenses into liquid l'Tater. 

~ 1s the amount of latent heat released \rhen one gram of vater vapour 

sublimes into ice. 

is the amount of latent heat released 1-Then one gram of liquid water 

freezes into ice~ 
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is the unit condensation rate, i.e. the èondensation rate pet' 
unit ascending vertical motion, for a saturated la~rer of air 
of central temp0rature T and defined so as to haye a 
central pressv.re p, l'Thich may be 850, 700 or 500 rob. 
The layera centred at 850 and 700 mb are taken to be 150 rob 
thick, and the one centred at 500 mb is taken to be 250 rab 
thick. 

*) . 
S is the unit precipitation rate, i.e. the precipitat:!.on rate 

pel' unit ascendine vertical motion, for a layer of air of 
central temperature T, central delV' point depression S, 
and defined so as to have a central pressure p, "ihich may 
be 850, 700 or 500 mb. T'ne thicknesses of the layers are 
the sa"lle as for Up (T). 

i5 the threshold devT point depression at l'Ihich the ons8t oi 
large scale precipitation occurs. 

is the large scale precipitation • 

is the frontal precipitation. 

is the air mass sh01~er precipitation. 

is the induced instability shouer precipitation. 

is the lnap scale factor. 

is the horizontal grid spacing on a map based on a 
polar stereographie projection. 

is an incrernent of F. 

15 the surface drag coefficient. 

" ~72. 
Q = ~. ~X ! + f = t V ~I -l- f 

~ 0 

is the absolute vorticity. 

1s a non-integrable increment of heat added to unit mass of air. 

H - -- R dq i5 a special heat functiori defined for mathematical 
Cpp ar convenience. 

• 

is the special heat function associated 'l'Ti th the change of water 
vapour eithcr into liquid Hater or into ice. 

is the special heat function associated Hith the tharr.i.ng or 
sublirné4tion of ice particles falling into a particular layer 
of air from the layers above, or the freczing or evaporation of 
liquid l'Ta ter droplets falling into a perticular layer from the 
layers above. 
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is the special heat function associated with ocean heating. 

is the special heat function associated iVith radiation effects. 

is the water vapour m:ixing ratio. 

is the sél.turated "Tater vapour mixing ratio. 

is the gas constant for water vapour. 

is the specifie heat at constant volume for \-Tater vapour. 

is the specifie heat at constant pressure for 1'1arer vapour. 

is the specifie heat at constant pressure for saturated \-Tater vapourc 

is the gas constant for moist unsaturated air. 

is the specifie heat at constant volume for lnoist unsaturated ajr • 

is the specifie heat at constant pressure for moist unsaturated air. 

(~ 0.62 ) 
~ .. 

is the molecular vTeight of vrater vapour. 

is the effective molecular lvcight of dry air. 

is the partial pressure of rlater vapour. 

is the partial pressure of saturated l'Tater vapour. 

is the density of saturated vrater vapour. 

:i.s the density of liquid l'Tater. 

is the liquid l'Tater mixing ratio. 

i5 the ice mixing ratio. 

i5 the 'Ootential Het bulb tenperature, i.e. the wet bulb temperature 
the air- l'1ould have if moved dry or moist adiabatieally to 1000 mb. 

is the specifie heat for li.quid "rater. 

is the specifie heat for ice • 
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A:8STRACT 

A numerical scheme to predict precipitation at10unt on a computer 

ha.s been developed and put i~to routine une. It operates in se~uence 

with a. baroclinic model based on the pot~ntial vOl~icity aquation. Large 

scale and small scale precipitation amounts are predicted every hour fol' 

each of three layers of the atmosphere. The large scale amounts are 

computed from "\vet" vartj.cal motions, which are based on "dry" vertical 

motions made a,railable by the baroclinic model, and ex.plici t forecasts of 

temperature .alld dew point depression. The amall scale amounts are computed 

from thrae empirical fOl~lae. 

In sorne recent experiments the precipitation scheme ~~d the 

baroclinic moiel were integrated in parallel. The main innovations \7ere 

in the baroclinic model. They included a coefficient of eddy diffusion 

of potential vOl'ticity which depends on the baroclinicity, seasonal 

variations in the linkagos botween the levels, and the incorporation of 

latent heat, radiation, and ocean heating offects. 



RESUME· 

Un procédé numérique destiné à prédire la quantité de précipitation 

à l'aide d'un ordinateur a été développé et utilisé de façon régulière. Il 

fonctionne à la sui te d'un moclèle baroclin~ se servr:.nt de l'équation du 

tourbillon potentiel. Une prévision des ~uC!.ntités de préc:i.pitation et à la 

grande et à la petite échelle ost faite pou:.' chaque heure et pOUl' trois 

couches de liat:nosphèl'9. Les quantités à la erande échelle sont calculées 

à l' eJ.de de mouvements verticaux tenant compte de l' humidi té. Ces derniers 

sont dérivés des mouvements verticaux du modèle barocl:i.ne traitant l'air 

comoc étant sec et de prévisions e:x.J~1ic:i tes de la tCJIlpératul'1il et du décalaee 

entre le ternpératu:re et le point de rosée. Les quantHés de précipitation à 

la petite échelle sont calcuHes selon trois fO:C;·JT~l.les empiriques. 

LOJ~sd e exp3ricnlces récentes la me3thoàe de prévision pour la 

préCipitation et le modèl~ b~rocline furent utilisés parallèlement. Les 

innovations principales se trouvèront da!13 le modèle b3.roclinité, d.es 

variations saison!1ières da.n::: le couplage des couches, de la chaleur latente, 

de la radiation et des sOUJ'ces ou puits océ:n:liques de chaleu:!.'. 
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PART l : n~TRODUCTION 

1. C-eneral Aims 

l 

Nu.rnerical Ueather Prediction is a relatively young science 

which has gro~-m up since 1945. Nevertheless much progress has already 

been made and there are ma~ numerical models of the atmosphere in 

routine use. So far the main emphasis has been on the prediction of 

the heights of constant pressure surfaces for the na~t one or two d~s. 

The amount of effort that has gone into predicting the clouds and 

weather associated rd th these florr patterns is small by comparison. 

The present thesis describes a modest atte~t te correct this imbalance; 

it presents an atmospheric model in 't-1hich those physical processes 

involving moisture are given something of the prominence accorded to 

then by Nature. In other words, this doctoral dissertation is concerned 

~ith the problem of putting the weather into numerical weather prediction. 

Three things are needed to set the present l-Tork in perspective. 

First, 2. brief revieH' of the historical highlights of the development 

of numerical 'l-1eather prediction. Second, a su:"1ITlary and some discussion 

of the basic problems now faeine researchers in the field. Third, 

a technical account of all closely related previous r10rk including 

a fairly detailed treé'.tment of those ~.spects of direct relevance. 

2. Historical Highlights 

Meteorological text books state that the physical laws which 

govern the motion of the atmosphere are l'Tell knOioffi. They are the 

classical principles e~~ressing the conservation of momentum, of mass, 

and of energy, supplemented by the equation of state for agas. 

Of course, even a cursory reflection reveals that this is not quite 
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the l'1hole story. Changes of physical state and changes of chemical 

composition have also to be taken into account rihen such processes 

occur to a significant extent. In the troposrhere the moisture 

budget is an important additional factor because it is the one most 

directly involved Hith the l'leather. Nevertheless, if one chooses 

to omit the complications arising from the presence of moisture, the 

existence of these classical principles means that the motion of the 

at~l1osphere may be described by five differential equations and the 

gas la1-1. 1.F. Richardson attempted to manually integrate these 

equations by mu~erical methods during 1<Torld t-Jar 1. He failed because 

sound and gravi ty 'Waves violatecl the cri terion for computational 

stabilit,y enunciated by CouréL'"lt, Friedrichs, and Leuy (1928). 

Charney (1948) ShOl-Ted that 1.."1 theory this problem could be overcone 

by using the vorticity equatioll to fil ter out non-meteorological 

'Waves. The practicality of this a~proach was then demonstrated tr3 

Charnay, Fjortoft, and Von IJeumann (1950), l'Tho successfully int~grated 

a geostrcphic barotropic mode1 on an electronic computerusing one-hour 

time-steps. By 1955 a stream function ba.rotropic model, deve10ped 

by Cressman (1958) (1960), lias in routiI".e use at the Joint Numerica1 

ltTeather Prediction Unit in l'lashington,; it. included an empirical 

Helmholtz term to control 10ng-wave retrogression. Seven years 1ater, 

in 1962, a three-leve1 baroclinic mode1 came into routine use at 

Washington,; it l'las é'J.so deve10ped by Cressman (1963). Ueanwhi1e, with 

the appearance of raster cor.~uters, it had become reasible to integrate 

the siX basic equations directly, in their undifferentiated or primitive 

form,. using time-steps of ten minutes. Consequently, in 1966 the 

lIational !,reteorological Center (i·n·rC), ~'Tashington, 'Was able to put 

a six-layer prirri.tive equations modal, developed by Shuman and 



Hovermale (1968), into routine operational use. Each time a more 

sophisticated model became operational, or even l'1hen a major innovation 

was introduced into an existing model,o there 'Has a marked improve:llent 

in the verification scores of the predicted charts issued by Hashington. 

The trend of events in other countries has follololed the pattern 

set by Hashington. In Canada, Kwizak et al (1960) carried out 

preliminary research in the Operational Development and Evaluation (ODE) 

Unit of the Central Analysis Office (CAO) in the years 1955-62. This 

l'laS done using the computer facilities of HcGill, University. The CAO 

obtained the fil1 st computer of its ovm, a CDe G-20, in 1962. Soon 

aftert-1ards a Canadian version of the barotropic model made i ts 

operational debut. A three-level baroclinic model was also developed 

at the CAO, but in practice it was not feasible to fully incorporate 

this into the operational run until a faster cOMputer, an Iffi1 ,360-65, 

l'TaS installed in 1967. In 1968 the CAO b8xoclinic model finally did 

go fully operational. At the sarne time a three-Iayer precipitation 

scheme also went operational. This scheme l'laS the one developed by 

the author and reported. on in some depth in this thesis. 

One ~~ortant feature of the 1968 CAO baroclinic-precipitation 

package anticipates the plans of the Horld l·Ieteorological Organization 

(\'1HO) for establishing the \"lorld Iveather \'Tatch C·r.M) in the 1970s; 

see (1967a). All integrations are carried out for a limited ---
area on the basis of the early radio-sonde transr.ti.ssions of mandatory 

level data up to 500 rob, 'knOi-1n as RA.DAT, from stations in North lunerica 

and adjacent ocean areas. Precipitation forecasts can thus be 

transmitted over the operational facsirr&le circuits 3 hours and 5 

minutes after observation t~ne. This is more ~~ three hours earlier 

than transmission could OCClU' if computatiolls 1l."ere to arrai t all the 
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Uorthern Hemisphere traffic. The plans for i-1VJt-1 ca11 for the 

establishment of a three-tier hierarchy of Heather Centres. At the 

apex of 'this system '\-Till be three Horld Ueather Centres '\-Thicn '\-Till be 

located in \'lashington, 110sco1'1, anu. Canberra. Below the :'Torld Heather 

Centres '~dll come the Regional Ueather Centres, and belOl'l them ldll 

come the National \'Teather Centres. Each Uorld ~"eather Centre will 

be responsible for providing the. Regional lveather Centres, in its 

area of juriscliction, with hemispheric or global forecasts. Similarly, 

each Regional Heather Centre v1iJJ. provide National "Te2.ther Centres 

~Tith regional forecasts which will have a morc detailed fine structure. 

And in all probability, at least for a decade or t1'lO, the regional 

forecasts Hill be issued before the hemispheric forecasts because 

they can be based on RADAT data. It appears, therefore, that the 

main function ot the hemispheric forecasts issued by the ~tIorld ~'reather 

Centres, i.e. hemispheric forecasts prepared from data mainly collected 

at some particular observation time, 'N'i11 be to provide boundary 

conditions for more detailed regional forecasts prepared fro~ d~ta 

mainly collected at thp- ncxt observation tiPle. This state of affairs 

will likely exist tor as long as radio-sonde ascents continue to be 

the main and the !:lost reliable method for observing meteorological 

conditions alott. 

T'ne CAO in 110ntreal will undoubtedly become one of the Regional 

Weather Centres under the jurisdiction of the ~'1orld 1,Teather Centre 

in :'lashington. As has already been pointed out, the existing CAO 

baroclinic-precipitation package contains a strong element of the 

\vorld l1eather 1-latch philosophy. This ne ans that it only needs a 

satisfactory cOWImlnication link betueen ~'lashington and Hontreal 
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to make the techllological dream that is the lvorld vleather ~vatch come 

true. For then the six-layer primitive equations model in Washington 

could provide bounda.r;r conditions :for the baroclinic model in Hontreal. 

In fact this is a1ready happening to a 1imited extent, and the two 

offices are becoming joined together in a de facto symbiosis of the 

type envisaged for a ~"or1d lveather Centre and 2.n associated Regional 

l'leather Centre. 

3. CUrrent Prob1ems 

3.1 The prob1e~ of predictability 

The UJo10 has set up a Global At:nospheric Research Program (GARP) 

to investigate the scientific problems underlying the Ï-llIplementation 

of the 1'Tor1d Ueather ~'Tatch; see (1969). A planning committee 

liaS estc1.b1ished in 1966. In the follo1'1ing year, 1967, this cOITllllittee 

pub1ished a S~Gatement enunciating three main problems; ___ (1967b). 

Tne first was predictability. The second was ocean-atmosphere 

interaction. The third was lack of knowledge concerning tropical 

meteorology. l1hi1e there is no doubt that the last tl-10 problems are 

o:f great ~~ortance, they will not be discussed further here because 

they are not of direct relevance to this thesis. Predictability, on 

the other hand, is of such f'undamental importance to all liork in 

numerical weather prediction that so~e remarks on the subject are 

appropriate. 

Errors in forecasting m~ arise tram various sources. Some of 

these are: 

(1) Errors in initial analysis (also errors in verifying ana1ysis). 

(2) Numerical errors such as truncation and round-off errors. 
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(3) Errors due to approximations in the applications of knolm 

physical lal'l's. 

(4) Lack of lmOlo7ledge concerning physical lalV"s such as those 

underlying the precise rnechanisms of condensation. 

(5) Errors arising due to interactions with very sma11 scale 

phenomena "Which occur in the atmosphere but are not resolvable 

by a finite difference grid net'l-Tork. 

(6) Real uncert.ainties in the future of the atmosphere. 

It is conceivable that real uncertainties in the future of the 

atmosphere could arise as a consequence of the amplification of qurultum 

events. The existence of macroscq)ic ~stems having this type of 

non-unique future is well-recognised by the scientific community. 

The author -- Davies (1966),(1968) -- has attempted to outline a 

mathematical argument that such uncertainties might also arise in 

situations governed by classical physics. Briefly, the case that 

the atmosphere has a unique future in situations governed by classical 

physics depends on the assumption that all meteorological variables, 

such as temperature, and their spatial derivatives are continuous 

in a strict mathematical sense. It can be argued that tile continuity 

assurnption May break dmm in a turbulent regime, and hence that there 

is no particular reason l-1hy the classical - but molecular -

atmosphere should have a non-unique future. Essentially this argument 

rests on the idea that the concept of continuity and the concept of 

scale are not independent of one another for a physical variable such 

as temperature which is rea1ly a statistical property of the air 

Molecules. Since in a turbulent Dow the motions on a:ny scale can 

be affected by non-linear interactions l-dth srnaller scale phenomena, 

it can be argued ldt..'1 full mathematical rigolU~ that this is equivalent 
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to the breakdolm of continui ty 0 Real uncertainties of this type 

are not yet recognised by the scientific conununity. Hm-lever" it is 

interesting to note tllat among meteorologists in recent years a new 

school of thought has arisen l~hich recognises a source of error 

hall -tlay between (5) and (6), viz: 

(5i) Errors arisinr; due to int,eractions Hi th unknown and unknovlable 

small scale phenomena tlhieh oeeur in the at."11osphere. 

The recognition of (5!) has come about mainly on pra."tJi1latie grounds 

due to the realisation that no matter hoVI small a grid length is 

adopted for a numerical model there will still be smaller scale 

phenomena in the reaJ. atmosphere whieh will interact with the motions 

on a scale resolvable by the grid. Recognition of error source (Sl) 

implies a certain ambivalence Hith regard to the question of fThether 

a classicêl atrnosphere may have more than one future. This ambivalence 

arises because in discussing the problem it has becOPle custOlllary te 

use rlOrdS and statements carefully chosen so as to avoid the issue 

of rmether or not a classical atmosphere can have more than one future. 

Several workers" e.g. Lorenz (1969), Smagorinsky (1969)" have 

taken up the study of the problern of predictability and their main 

conclusion to date apnears to be that in prineiple the atInosphere 

should oe predictable for about three weeks in advance. In coneerning 

thEl!llsel ves ~Ti th the problem of predictabili ty the scientists of the 

GARP cO!ll!i1i ttee have generally vie • .;ed the tapie in a pessimistie light. 

They have regarded pre die tabili ty l:ir.rl. ta t.ions as being the ul tima te 

barrier to ueather foreeasting. l-1hat does not seern to have been 

realiseà heretoÏore is that a pessiii1Îstie outlook for forecasting the 

occurrence of nattl.ral l-reather has a very important corollary. The 



• 
8 

corollary is an optilU.stic outlook for lveather control that is 

econœrl.cally feasible. In other l'lords, pessimism for forecasting 

natural ~-ather ne ans optimism for forecasting man-made weather. 
!bis rollONs because an atmosphere rdthout a predictability problem 
must be relatively insensitive to all snall man-made disturbances. 
On the ~Jher hand, an atmosphere 11ith a predictability limitation 
must he relatively sensitive to small man-ma.de cl5 .. sturbances and 

in pr.i.nc:iple i t should be possible to judiciously ChOOS6 the location 
~ artificié"~ disturbances so as to induce clesired large-scale 

cbaracterlstics at some time in the future. 

3.2 Pr.L~~tive ecuations models vis-a-vis filtered equations models 

Bistorically, of course, filtered equations models came into 

use to remit numerical integrations using one-hour time-steps. 

FX1L~tive e~1lations models came back into favour for ~~ree reasons. 
First, c~ter technology advanced sufficiently to permit ten-minute 
time-steps. Second, in practice nobody has had much success with using 
the cornp1ete form of the vorticity equation in a filtered model. 

]Wen vnen inserted, such tenns as the twisting-tilting term do not 
seem to benefi t fil tered models. Third, many physical effe cts can 
be banUed in a straiE;htfonlard manner by a primitive equations 1ilodel, 
but can on1y be :incorporated into filtered equations models t-1Îth some 

dif.ficu}:ty. 

In vief or the tre!'lendous success of N'Hels six-layer primitive 

eqaations nodel, and the fact that no filtered equations model has 

yet IJaIJ.a.ged ta ~erforr.t nearly so uell, it has cone to be generally 
believed t..bat filtered models have had their day. This attitude has 

been reinf'orced by the successful experiments of KvTÎzak (1970) with 

-
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the semi-implicit method of integration, which permits time-steps 

of one hour even l'lith primitive equations models, though at the cost 

of introducing an iterative relaxation procedure into the integration 

cycle of m11lti-level models. 

However, tHO assumptions underlie this faith in primitive 

equations models. The first is that filtcred models ruld pr~~itive 

equations moclels are equally ~Tell adapted for fine-f,Tid integrations 

over small areas for rrhich time-dependel1t boundél.ry conditions are 

supplied by a hemispheric or global model working on ~~e standard 

grid. The second is that there are no j_lllPortant physical effects ~lhich 

can be handled more naturally by a fil tered Jllodel. The second assump°tion 

will be discussed in this thesis. 

3.3 Potential vorticity equation models vis-a-vis omega equation model~ 

There are tl-lO alternative l-lays of integrating filtered equation 

models based on simplified forms of the vorticity equation and the 

thermodynamic equation. This situation arises because at an] tline-step 

these t\-10 equa tions have tl-10 uIL'.(nowns, the stream function tendency and 

the ver""ical motion (omega). Thus one may first eliminate the vertical 

motion by deriving the potential vorticity equation. Or one may first 

elir.nnate the stream fUnction tendency by deriving the omega equation. 

In the former case the potential vorticity equation is a three-dimensional 

Helmholtz equation \0711ich can be solved for the stream function tendency 

directly. In the latter case the orlega equation i5 a three-dimensional 

Poisson equation ,·rhich can be solved for the vertical motion. Once 

the vertical notion is knmm, its vertical derivatives can be coznputed, 

and hence one can solve the vorticity equation for the stream function 

tendency. 
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The three-lcvel model in operational use at NHC from 1962-66 

utilised the omega equation approach. It ha1 the advantage that, once 

a relatively s:iJn!:>le form of the omega equation had been solved at some 

particular t:i.rne-step, SOli1e att.empt, could be made to take the more 

complicated terms of the vorticity equation into account at the sarne 

time-step, instead of sir,lply droppine them. For instance, inclusion 

of the term representing advection by th0 divergent part of the vTind 

improved the forecasts. A disadvantage rTas that essentially three 

sets of three-dilllensional Poisson equation relaxations ha.d to be 

carried out, although tHO of these l'lere convenient1y separated out 

into tHo-dimensional relaxations. 

The three-level Model in operaticnal use at the CAO utilises 

the potential vortici ty equation approach. In its adiabatic fonn i t 

has the advantage that i t only requires one three-dimensional Helr.ù'1.01 tz 

relaxation, thO'ilgh apparently, as will be secn, this no loneer holds 

true uhen diabatic effects are included in the model. 

4. General Revieu of Precipitation Forecasting bl Computer 

There are t110 l"I.ain nuT'lerical techniques for predicting precipitation 

amount in operational use. One of these is the technique developed 

by Shuman 2.nd Hovermale (1968) in conjunction 1dth the mIC six-layer 

primitive equations model. Tt is an adaptation or a graphical 

technique developed earlier by Younkin, Larue and Saunders (1965). 

Subjective anenQlllents have to be made to the computer produced forecasts 

before they can be transrûtted to users. The other technique is in 

use at the CAO. This is the one dcveloped by the author -

Davies (1967a), Davies and O1so11 (1968), KHiza.l{ and Davies (1969), 
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and Davies (1970) and reported upon in this the sis • The cGr.lputer 

produced forecasts are transmitted to the users without any subjective 

amendments being made. Another techniQue that shou1d be ment.iolled 

here is Olle deve10ped by G1ah.n and Loury (1967), (1969) at the 

Techniques Deve10pment Laboratory of the Systems Development Office, 

US lveather Bureau. Tt is essentially the sarne as the NI'~C technique 

except for three things. First, al1 moisture computations are ca..ryied 

out over a fine grid mesh one quarter the standard 8ize. Seconà, the 

initial moisture analysis i5 based on multiple regression equations 

which specify sat'lI'ation thickness as a function of surface deH 

point, sky condition, ueather and station elevéltion. Third, the 

actual observed precipitation 3.!1l0Ullt l.s used as the predicted a.-nount 

for the first six-hour period of a 2h-hour i'orecast. 

There have a1so been several 1imited studies on predicting 

precipitation amount reported in the literature. These include 

studies by Collins e.nd Kilim (195h), DéUlard (1963),(1964),(1966a), 

(1966b), Estoque (1956), Har1ey (1963),(1965), Kuhn (1953), Pedersen 

(1963), Smagorinsky and Collins (1955), Smebye (1958), Spar (1963), 

St-1ayne (1956), Thompson and CoJ.lins (1953), and Vederman (1961). 

Of these, as 'Hill be seen later, the l'10rk of Daf1.EXd bears the closest 

resemblance to that of the author. 

Nore recently, 3ushby and Timpson (1967) have developed a 

ten-layer priIl\i tive equat.ions model 'uhich rans over a fine l7lesh grid 

and includes a technique for predicting precipitation. ";'1hile the 

published restùts of this lvork appear to be ver.,.. impressive, it is 

not yet feasible to r11n the model on an operational basis. 
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PART Il 

5. The History of the CAÇ> Baroclinic Hodel 

5.1 Introductory remarks 

The objective of this Section is to provide a general accou.nt of 

the history of the sequential version of the baroclinic !'lodel nm'l in 

operational use at the Central Analysis Cffir.e. The Sections that 

folloH l"ill contain detailcd discussions of a more technico.l nature. 

The operat:i.onal baroclinic model is referred to as the sequential 

version becausc it runs in sequence with the operational precipitation 

scheme. And this j,s the principal fe:ature ld'dch distinguishe~l the 

operation~,l baroclinic model from the exper:i.mental baroclinic model 

reported upon Inter in this dissertatj.on. The e:>:perj ment.al baroclinic 

model, bl' contrast, runs in parallel \-lith the pr.:lcipitation scheme. It 

will be rcferred to, nn.turally enough, as the parallel version. Briefly, 

::in a 'sequentia1 operation the baroclinic model is integr?ted right out 

to the end of the forecast period before any precipitation computations 

commence. This means t.hat the sequential version of the baroclinic 

model has to be completely indp.pendent of the precipitation scheme. ·.'In 

a parallel operation. on the other hand, the baroplinic. model and the 

precipitation scheme are integrél.ted sir:lUltaneously. This permits the 

precipit::l.tion scheme to interact back .dth the barocBnic model. For 

instance, the effects of release of latent heat can be fad back in this 

manner. The origins of the sequential approach are discu.ssed more fully 

in Section 12. This is bec<'.use the y are tied in more closely to the 

precipitation sch(lm~ than to the baroclinic Madel. 

\ 
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The histor:i.cal highlights 1.n the developtl1e·mt of numerical mo1els 

of tho atmc>sphcre Here revieHcd in Section 2. Briefly, b;:.r the eal~ly 

19505 it had been establishod that usefu1. barotropic forecast.s of the 

.500 mb floïol pattern could be abtaj.ned by doing nUTilcrical integrations 

of a simple form of the vorticity equation uf;ing time stops of one hour. 

By the latc 1950s, with barotropic models already in l'cutine use, 

develcpmcnt 'Hork vias uncleI't-lay on bnroclinic models based on si.-nplified 

forros of the vorticity equation and the thermoc1ynamic equatio~l. As 

mentioned 5.n Section :3.3, two appro~.ches vlere open ta investigators. 

One of thesEl, the omega equation approach, l'TaS adopted by the NHG in 

lriashingtO!l. It u1tiroate1y led to tbe developl1lcnt of the moderately 

successful Gressman model (1963) which saH or13rOlt:iol1al serv:i.c'? from 1962 

to 1966. The other approach is the one ;.:M.ch uses the potent:i al vorticity 

equ~tio!l. This i5 the approach adopted in the GAO baroclin:i.c modal. 

.5.2 Godsop's ~roposed m9Q91 

The CAO "Uaroclinic model 't-~as conceived at the Stanstead Seminë..r 

Sn 19.57. For it uns on this occasion that Godson (19.580) pl'oposed a 

ne",r k:\nd of foul'-level baroclinic model. This modcl t'TaS to ba based on 

a finitc diffcrence forol of the potontinl vorticity equation in "'hich 

the vertical derivatives. l-1ere to.be evaluated by a semi-statistica1 

mcthod. lt appears that, at the time, the semi-statistical t~c:hn:i..que 

for hancU1ne vertical derivativcs v:as rega.rded as the cM.ef novel featura 

of the proposed model. There lvere tvlO raasons for tbi::,. First Charney 

(1948) had carlier suggcsted that a nUiilerical model cculd be based on 

the potentiétl vorticity equatioll. Second, the proposed sûmi-statistical 

, 



o 

technj que appeared to be such a promj.sing Hay of evaluating vertical 

derivatives that it could be applied at 1000 mb as 'l'lell as at upper 

levels; this implied that the 1000 rnb sl1.rfa(;e could be incorporated 

into the baroclinic modol as a full working level. In retrospect, 

however, it is clear that the real significance (lf Godson's papel' lay 

in tho fact that it gé.l.ye a considerable :i.mpetus to Charney'sidea that 

the potential vorticity equatioll could be used as th(:! basis for a 

numerical model of the atmospher~. The scm:1.-statistical technique for 

evalua'ting vertical derivatives, which had originally seem~d 50 promising, 

turn0d out to Ce of secondary impor.tance because it did not lead to 11luch 

in the way of practical bE'mefitsc In particular, it nev('~r became poss~.ble 

to incorporate the 1000 mb into the model as a full "lOrking level. And 

it 'l'laS not found advantageous to use anything more complicated than a 

.simple first order formula for the vertic::ù finite difference approximations. 

HOi>.,sver. the statie stab'ilities at the various levels are to sorne extent 

arbitrary quantities in a potential vor-ticity equation model, and approprla'te 

optimunl values for thern can best be .obtained by appl~~ng a procedure rat~er 

sj.milar to that used in Godson' s serni-statist.ieal technique. 

5.3 The pr'ototype !IlodeJ" 

In 1959 the Operational Development and Evaluation Unit obtained 

aecess to the HeGill IBM 650 computer. This enabled four experimental 

projects to bc urdertaken 'l':i th a vieH to establishin~ an op'~rational 

numeric~l \omaU.er prediction pl"ogram at tlle Centra.l Ana] :,!s5.s Office. In 

one of these projects. Eddy et al (1961) carried O'J.t Gom'? preliminary 

research on objective analysis. In a second project t KHl?,aK and Robert 

(1963) suecessfully integrated a b1rotropic r,lo~131 ba.s8d on a stream 
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function t~ind. The other b10 projec.~ts, "lhich began in 1960, both involved 

baroclinic modele. Strachan (1962) investigated a threc-level omega 

equation !110dGl. And, finally, the CAO baroclinj.c model was borne Robert 

(1963) did sorne experiments "ri th a potentinl vorticity equation model. 

He preparee! five 48-hour forecé:.sts and carried stream function information 

at 1000, 850, 500 and 200 mb. The objective of carrying out two prototype 

baroclinic model cX}Jerim~nts simultaneous1y l'laS to enable a comparative 

evaluation of the tHO approaches to be m'lde. On thE: average both models 

perforn.ed about the same and proc!uced sligbtly botter forecasts than the 

barotropic model at 500 mb. 'fhe results of the tHO projects vIere therefo:ce 

sufficiently conclusive to suggest that bath typ8s of bnroclinic model.· 

had som~ mcrit, but not to inclicate vrhich of the two ,,;as superior to the 

ot.her. This vIas ?ll tbe information one could really exp(!ct te acquire 

from thcze pr31imim.ry expcriments as they l'!el"e neccs::.arily very limited 

in scope. Consequently, no c1earcut guidance about Hhich aI=Pl"oa.ch Y~as the 

better one emergcd from compara.tive evaluHt.ions of the forec:ists produced 

by the prototype integrations. Nevertheless the value of this eA.rly "rork 

shou1d not be underrat~d. For the first time the fcasibi1ity of a bllro~linic 

modc1 based on the potential vorticity equation approélch l'ms fully 

demonstrated. The feasibility of a baroclinic model bas cd on the omega 

equation was successful1y confirmed. And a considerable amount of technical 

expertise ' .. as acquired in the proces~. 

't]hat did emerge from the prototype integrations was tllat each trIodel 

appeared to have one inherent advant.age over the other. This was not very 

helpful information. The tHO apparent ad'.rantagr:!5 bnJ.::tnced each othor out 

llh~n discus:::;ions \·~ere hcld on the relative merits of the tHo l7lod'3ls. In 
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retrospect this was perhaps just as l<1t~11. Naithcr app;trent advantage 

turned out to be rea1. The first apparent advantar:;e arose in connection 

"1ith the vertical nlOtion. Long range plans called for the GAO to issue. 

numcrical forecn.sts of precipitation amount, and it "ras realised that 

this could not be done Hithout vertical motion fiel:is. Vertic3J. motions 

are computed explic:\.tly in the omega equ:\tion model, bu.t not in the 

potential vorticity equation model. This l'ms not thou[;ht to he greatly 

to th9 advantage of the omega equation model. In principl.:!, at 1east. 

it "TaS. easy to sec that vertic;-tl motions \-1ere implicitly available from 

the potential vorticity equation modal. For once the stream function 

tendencies are Imcmn i t should be possible to sol'Je the thermod:rn'?mic 

equation for the yertical motion. In practice, as it subsequently 

turned out, this procedure runs into certain cOlnplications Nhon one 

tries to allo~'l for latent hoat effects. These complications Here 

evel1.tually overCOrle, "rith SOrle 1085 of elegance but, apparent1y, "1~ th 

no loss of acc~acy. So they pro',ed to be only a tel'lpOrary handicap. 

This aspect will be discussed more fuJ.ly in Section 16. The second 

advant~~:e concerned pr3dicted charts of 1000 rob height. H:i.storically, 

oporational rneteoroloGists have ahlays attachcd consider:th1c importance 

to their prognostic surf:Jce charts. This meant that there 1I1ould be a 

stronr, demand for machine-produced for~cast 1000 rob chél.rts. The prototype 

model b::l.Ged on the potential vorticity equation undcniably produced 

SOlitething that l'13S easily r0cognisable as a forecast chart of 1000 mb 

height. The prototype omega equ",tion modol l:ad not do ne 50. 'l'his 

difference in performance \-las magn5.fied by th~ suspicion th3t the orl~ga 

cqu'3.tion could never produce prognostic charts of 1000 mb height :in a 

" 
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straightfor'/Tard manner. Hh~reas, of course, by virtue of Godson' s 

(1958b) proposed semi-statistical method for evaluating vertical finite 

differences, there appeared to be no reason Hhy the 1000 mb should. not 

be incorporated as a full workint; level of a model based on the potenti~l 

vorticity- equ'1.tion. In practice this supposed ad'mntage turned out to 

be entirely an Hlusion. The protot;~/"'pe integr;!tion of the model based 

on the potential vorticity equation foreshador~ed ,vhat ioTas to come. 

Robert (196,3) VT~S not able to incorporate the 1000 mb into the modc.-l 

as a ftlll "iorking level. He did not allou the 1000 lOb stream fnnction 

to affect the stream functions at the other l~vels in any way. Nor did 

he t.akc into account the 1000 mb vorticity. So, in effect, the prognostic 

1000 mb chart.s of the prototype model were obtained by a derived field 

technique which aJT10unted to nothing nlore than using a l\eighted meun of 

the advections of stream function thickness for the layers 1000 to 850 mb 

and 1000 t.o 500 ~b. Superficially, Robert's (196,3) published 1000 mb 

charts of forcc~st height seem~d to indicate that even this nerived fi~ld 

technique lad 1.0 acceptable results. It ,vas therefore thought that 

further j.nvi.3stieation, either by trial and error, or along the lines 

suggested by Godson (1958b), \olOuld laad to inpro'rements. Unfortunatcly, 

this vi~v turned out to he over-optimistic. It has not been possible 

to improve on the prototype derived field technique for obtalning 

pro~nost.ic 1000 mb charts. This derivcd field technique is. at least 

in principle. cornpletely j.nde~endent of the main integration cycle .of 

th~ model. And it l-:111 vTork just as ~·~ell. or jl.1st as poorly, tdth an 

omega equ~~tion ;Jlod~l as it dons ~'1ith a potenti.!ll vorticity equation 

model. Consequently, a potential vorticity equation model does not 
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have any natural adyantage over an omega equ3.tion modol when it comes to 

dOing 1000 mb predictions. In retrospect, therefoi'e, it can he seen that 

both apparent acivantages l-rere unreal. It is fortunate that neither 

supposed ad-vant.Rge played a very great roln in dete:rTi1:!.ning the appro!lch 

to be used in the CAO baroclinic modcl. 

The ulti.mate rlecision to base the CAO b:1roclil1ic model on the potential 

vorticity eqU"l.tion ,·];15 taken in 1962. It l-ràS justified as follù'lS. The 

results of the prototype baroclinic nJon.el experiril~nts had not inciicated 

a great.deal beyond the fact thRt the o'mega equ1.tion approach and the 

potential vorticity equation appro~ch vlere both e:qll3.ll~r foasj.ble. But 

it ,;as kno~m that t.he NHC j.n '.'!asMngton had already carr5.ed out a grcat,. 

dea1 of rescarch on an omega equation modal. '!lhnreflS nobody e1se H?S 

knoun to be working on R. model based on the pot?ntial vorticity e1uation. 

The cho1ce >-Tas therefore bet~\'een duplicating N~~G '5 ~-lOrk and breald.ng ne\·r 

ground. General1y spcak:i.ng, sci~ntjfic research is more valuable ï·:hen 

it is orlginal than '"hen it 15 a repeat of ear1ier efforts. Consequent1y, 

a CAO model based on the potential vorticity equation was like1y to 1e.::.d 

to greater returns thanone based on the omeg~1. equat~.on. 

5.4 Thc J~,~t.?.E.Qn .. ~Q.9.~~l 

A cne G-?O cornpltter WOlS inst<t11ed at the CAO in 1962. ]:t'or the next 

couple of years much effort ~!as devoted to the tas!< of establishine; and 

improv~tng a rudimentnry operational l'un. This conrdsted of four mn:tn 

featurcs : autom~tic cl'ita extracti on de~ign'?:cl by Stré'tchan (1965) , objective 

analysj.s develop~d by Krl.leer (1965), (1969), (1970) and Kruger and Asse1in 

(1968), the solllti ... m of the balanC/3 equ;l.tion dev~loped by Asselin (1967), 
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and a barotropic model checked out by Simla (1964). All lTork vIas done 

using a 1709-point octagonnl grid. Fo1101'1'ing the 1cad of N:1C, the stream 

function b~rotropic mode1 was subjected to threc successiv~ improvements. 

First, terrain effects v:ere simulated by the inclusion of a mountain and 

friction term of the type proposed by Cresmnan (1960). Second, the 12-

hourly smoothlng operatl.on 'ilaS expanded to j,nclud~ an unsmoother as well 

as a smootter as suggested by Shuman (1957). This reduccd the damping 

of short t..;avelength feattl.rcs of synoptic importance "rrhilst retaining 

control over bTo-gridlength noisp.. Third, the stand:),l'd first order 

finite difi'erence Jacobian operator 'toms replaced by the second order 

finite difference Jacobian cl.esigned by Shuman and Vanderman (1965). 

This speeded up the sho!,t uave advection rates ",.nd made them !1!or~ 

rea1istic. Nearn-:hill'! a 1709-point grid version of the baroclil1ic mode1 

was being program11led and tested. As in the prototype, the 1000, 850, 

500 and 200 mb pressure surfaces t'lcre chosen as the i-lOrking leve1s at 

which to carry stream function information. Because the barotropic modal 

had so clearly ben:~fited from the inclusion of 2. terrain turm, unsrnoothing, 

and the Shuman Jacobian, the sa.J11e three features vlore carricd over into 

the baroclinic model. In 196JJ. a s'~ries of test c:J.[·es ~·~a~:; run ',yith control 

coefficients corresponding to standard atmosphere valu~s for. th3 static 

stabilities. The results ~ .. ere very disappointing. Ovcrdcvelopment Has 

rampant everytlhere. Systems moved too slo~11y at 850 mb and too rapidly 

at 200 rob. In 1965 the control coefficients were reset at values 

prescrib~d by an optimisation procedure uhich roinimised the RMS:!; verification 

scores for a nU.mb~r of selc~ted cases. The net effect ,,:a5 to reduce tha 

linkage bch'een the levcls and make the t3roclinic l'lodel much more 



barotropic in nature. The overdevelopment problem 'Was cured, but at the 

cost of almost prohibiting arry baroclinic development at a}l from takine 

place. 'Unfortunately, phasing problems at 850 rnb and ,200 mb Here Horse 

than ever. The iTe<lk linkage betrreen the leyels meant that 850 mb systems' 

tencled to move alone barotropically l'rith the 850 rob flml. Sirnilarly, 

200 mb systems tencled to move along barotropically 17ith the 200 rob floH. 

At fuis stage Robert and OIson (1966) undel'toolc a careful reapprA.isal of 

each step of the integration procedure. The moin conclusion of theiY.' 

investigation l'las that t,he unslnoother sho111cl not have been carr5.ed over 

from thé barotropic model. Sure. enough, once the unsmoothc:.. ... 'Has dropped 

it becrune possj.ble to restore sorne of the linkage betm,::on t 11e levels and 

increase the haroclinicity of the model. The optim:i.znM.on procedu:!:'a used 

earlier l'Tas then repea ted. It yielded an entirely nei-/' set of control 

coefficients "7hich minir.1ized the Rl'ISE verification scores for soue selected 

cases. This time the outcoI1e l'Tas more satisfactory. The stat.ic stabilit,y 

values correflponding to the final control coefficients lTere more realistic. 

Sorne dcgree of baroclinic deepening .... Tas permi tted by the model. And al though 

the phas:i.ng problems bet~'Teen the levels 'VTere still plainly evident, they 

tended to be less pronounced than they hadbecn eal'lier. "Jhile t.his 

opti:mzation procezs 1';2.5 eoine on 5everal other aspects of the model 

.... lere also examincd in sorne detail. For instance, the enpiricaJ. constants 

used to control long-Have retrogrcssion \Tere reset at new values ''l'hich gave 

s1ightly better verification scores. And several minor variants of the 

'terrain term l'Tere tes'ted. In addi tien, evsry effort was made to incorporate 

the 1000 mb stream function into the model as a full ll'orkinr:; level. But 

this part.icular venture did not meet l'rith any succsss. In 1966 thiz p3riod 

of intensive developMcnt finally bore fruit. A moderately successful 

--baroclinic Jllo1c1 becane available for routine use. Unfortunately, another 
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year lias to e1apse before it cou1d be incorporated into the operational rune 

The CAO baroc1inicmodel took too lont; to inteGrate on the ODe machine. 

5.5 The 1968 operational model 

An IBH 360-65 cOffi!,uter Has installed at t.he CAO in August 1967. Pléins 

called for the sequential baroc1inic-:rreci:ritation package to be introcluced 

into the operational run as soon as possible therertfter. Certain operational 

requirements had t.o be 1e.id d01-n1 in sorne detail. Accordingly, the baroclin:i.c 

ModAl and the precipitation SCheP13 had to be specially tailor-ed t.o nleet 

these requireT:1ents. Tais is 1'lhere the baroc1inic model rall into three 

neu problems c 

The first problem relél.ted to grid size. The 1709-point octagona1 

griel lIas dropred vihen the SI·T:Ï.teh-over "Has made to the In;.! mnchine$ Insteacl 

a 2805-point reetangular erid (55 x 51) nas made t.he \.rorking area for 

objective analysis. H01-1ever, the baroclinic model 1·: •• 8 O!Ü~· inteeré'.tecl 

over a l22l-point rectanenlar sub-nrea (37 x 33) of the :rr:aln gricl. Doth 

the full 2805-point gr id and the 1221-point erid arc sho,m in Fig. l J 

together Hi th sO!:le other grids ~\hich él.re used in the precipitation scheil1C 

and 1-dll be rûrerred to in PART III. Some experiments rTere therefore 

carricd out by KHizalc and OIson see Davies and OIson (1968) ru1d 

K1-1l.za1{ and Davies (1969) - to discover "r]hich erids should be usccl for 

the balance equation conversions fro:u hc:ight ·to stream runction .mG back 

again. Hhnt aprearcd to be the most satisfaetory procedure 'Has then 

adopted into routine use. T'ne initial t:ÏJne st.reaill i'unction fields 'Here 

obtainecl by b û lancing the hcic;ht fields over the 2805-poLï.t grid a'1d then 

extracting the required l221-point sub-r .. reas. In addit~.on, the initial tir,lO 

2805-poj.nt stream function fields "Here converted back into 2ô05-point hoig.'<1t 

f,ielc1s by tho reverse béùance proceclur8. The hcieht fields so obtainod 

\-Tere not qUi-G9 the sane as the orir;in:.ll hciCht fields. 'l'he slir;ht àiff.::n'cnccs 

-
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Fig. l 1 The various finite difference grid networks. The large 2805-point 

grid is used for the objective anE.lysis. The l22l-point grid is 

used by the baroclinic model. The lOl5-point grid, which has the 

bottorn left-hand corner in common with the 1221-point grid, is used 

for the temperature and dew point depression forecasts. The 661-

point grid is used for the diabatic effects ·in the parallel model. 

the 504-point grid is used for the precipitation forecasts. The 

378-point grid is used for the objective analysis of precipitation 

amount. The 238-point grid is a special verification area. 



''l'Tere due lna:i.n1y to t.he changes introcluced '\-1hen the' heieht fields l'Tere 

ellipticised to ensure that the solution of the balance equtl.tion l10uld 

be convergent, but therc !-Tas also a· small con-tribution fro:n an iPl1erent 

numerical bias vihich arises in the use of the balance equa t.iono See 

Asselin (1967) for a discussion of these t~-l'O prohlems. T'aere 't-jas, of 

course, a rE;ason for routinely reconstituting the initial ti.':10 2805-point 

hcigh t fields in this manner. The boundaries of the preclic: t-ed heieht fields 

had to be specified "T1"1en the l'everse balan~e procedure rTas applied to 

prognostic 'stream function fields at output times. T'ne best assumptiol1 

that c~ld be made in the 1968 model was that the he:i.~ht fields remained 

constant on the boundél_ry during the forecast p"'riçn_~ but constant at their 

reconstituted initial time values, not at thoso l'Iili~h '-Tere originally 

analysed. 

The second problem arose from the tact that the sequential baroclinic-

precipi tatioil package Has to be bascd on the early transI/lissions of the 

North N!1erican radiosonde reports, the R..WAT :ceports. 'l'hese only provide 

information up to 500 rob and so there is no data made aVélilable for the 

200 nb height analysis. T'ne trial field for the 200 mb objective analysis 

has therefore to be u8e1 for the initial tine ch::u't instead of the objective 

analysis :i. t8elf • This trial field "Ims obtainecl by the thickness advection 

technique dcveloped b~r HcClellan, Page, Robinson and YaCOHar (1966) ,.yhich 

used the C1U·J."'ent 500 !'lb he:tght chal't the one uhich had just been 

analysed froTil the ne1-7 RA .. 1)AT information - and the 12-hour old 500 and 

200 mb hei~ht charts. 

The third problem was the mont tmeÂ."}Jected one. Soon after the first 

successful precipitation forecasts had been proc.luced on the IBH computer, 

disaster strnck. The baroclinic mode1 be2éln to exhibit COY.lputational 

.. 
insto.bility éI.t 200 ",ib. 'Ibis 1-W_S cO::îple::tcJ.y contrary to previous experiel1ce 



as there had not been a sinGle instance of eomputational instahility in 

the many hundreds of cases l'un on the CDC machine. It turned out that. 

the eause lras the eri tieal position of one of the nC1-1 bounda:l.'ies rThich 

eut across the main Hesterly jct stream ovel' Japan. Fortünately, j~wizak 

and 01son see Davip,s and 01son (1968) [lncl KHizak und Davie::: (1969) 

l'lere able to devise a sil71plc methocl to prote ct conputatj.8n.:ù ::;t~bility. 

The Hind l'TaS tested at cach point of the 200 T.lb stl'cen i'un8tion chart at 

evcr"J time step. If i t HélS bccorrlng S1J.T.'01'cd:liic31 at some part.icuJ.ar 

point, then a local smoothing operator lIas ap~üied jus"ti at ·;:,ha.t point, 

to cut the "Tind dOim to a sub-cri tiea1 y.il.ue. In npplyi 11'; tbis proced.ure 

the cri tic al uind speed had to be t:ilœi1 sJ.ig;liJy 1ess th;~.n '~hi3 Y~.ue 

norm31ly civen fOl' th8 Cour::mt" Ji'riedric,hfJ, 2.nd Le"jY (J.92ô) e:t'it.crion 

for cor:1putational stahility ~ This 1'ra~1 bCC,,:ïtSc the Jv.cooia.'J. terH i·ms 

evaluated by ShUli1a.n H.nd Ve.ndCl'man 1 s (1965) sG(:oncl o:rJor sche;,:ü :L.l1st.eacl 

of a. simple first. OX·d.Ol' i'oraula. 

Once these three problGns ho.d beC':n sol v(~d th3re Hc:,e no more obsta.cles 

to be overcome.. In Fehruar-.f 1968 seC'J.uenti~ü versions of the bnrocljnic 

111oc1.el and the precipi t.atioi1 schej'1e rmre introduced int.o tha operational 

l'un. Highly succc.ssful height and precipitation forecél.sts ".~cre rcutinely 

produced tHice-a-clay by essentially the sar.le co:nputer progra..':1s for the 

llext t~·ro years. 

5.6 The 19'10 ope~~~on~_~?,:lel 

Fu.rther deve] o!lPient Hork Has cal'ried out in 1968 and 1969. During 

this period the se~w:mtiaJ. vers:lO:1 of the bôroclinic model evo1vcd slm'ily 

over the course of Many expsril'1ents. The end resul t 1-raS so:.lething l'lhich 

l'las indisputedly an improV'ed b:u'oc1.:i..nic model. This :-eplnced its 

p:i'edeccssor in t.he operationaJ. nm in li'c'0rual"Y 1970. 
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The 1970 operational model conta.ins four principal neH features. The 

first of these is ~he incorporation of time-dependent boundary conditions 

using a technique develop~d by Cresuick and OIson (1970). Variable lateral 

boundary values of stream function tendcncy and vorticity for the l221-point 

grid are generated in a strRightforHard manner by doing éI.n inteGration of 

the sarne basic forro of the baroclj.mc lTiodel ( except, of com'se, for the 

variable bounclaric[; ) over- the full 2f305-point gr5.d, but starting frOT!} éln 

initial time t.welvc hours earlier than the production l'un .• 'l'his hemispheric 

integration is car:ded ont j.n the "1:1OP UP RUJ~Il, about n:i.ne hOLlrs after 

observation t:iJnc, 1-7hen there is little operati.on;:!l clamand for cONputlng time. 

Production l'un integrations over the 1221-point el~icl arc then c3:a::r.ied out 

quickly, as before, as soon as the early -'liransmissions of the Nort.h hne:dcan 

radio-sonde repor't,s, the RADA~r reports, have be8n received. But the use of 

ti.me··dependcnt boundary conditions means that maxiï,rcT,l benefi ts are nm-T obtained 

fr'om the t-:-relve hours old hemispheric data. The ï.1ain advantage gained is 

that thore is a tremendous iI11prOvement in the qnali ty of the forecast. height 

patterns in thosc areas of the Pacific ocean l'/hich are dmffistrcam i'rom the 

inflo1'1 bounc1aries. By 36 hours t.hese impro-vements are SOi1etimes notice able 

over the Hest Coast of Horth America. 

The second major innovation in the 1970 model is the inclusion of 

eddy diffusion tenlls in the r.lodel equa.tions, thereby elilllinating the need for 

tHel ve~hoUl~ly smoothing procedures. CreS'.vic.k and Olscn (1970) ad opted this 

fen.ture from the étli.thor t ~ ~'lOrk see Kld.zak and Davies (1969) - on cddy 

diffusion in the !iarallel version of the baroc.linic nledel. AccordinGly, a 

!uller discussion ldlJ. be postpon8d until luter in the thesis. The cddy 

diffu.sion toms yiold prcdicted hcir,ht patterüs tri th more dctail than cou.ld 

be obtaincd U:L th t!1 G 19G8 maclcl. For inst3Ilce, J.:.he 500 mb 101'1 centres nt 
~ 

36 hom's Cf:il81'ally h.?V'c an extra contour arounci. thelTI l'rhich Hould have beeu 

lost. llit.h t.;1C olè. s:"'loot.'1ing procl~dures. Ani, l'1ost irlpo:t.:'tant, this e.xtl'a 



detail is obtained vrithout any deterioration in verification scores. From 

the vie.·rpoint of the precipitation scheme, ono of the najor adva.ntn~es of 

usin~ eddy diffusion is that the cOPlputed vertical motions, and hence the 

computed precipitation amounts, change eradua.lly from hour to hour. Jn the 

1968 model the computsd vertical motions ,·rould steadily build up and groH 

more noisy for tHelvo hO'J.rs" and then be drust.ically cut dmffi and flatt,ened 

out in the first ti;'ne stop after smoothing. In acldi tion" the cddy diffusion 

tel'ms help te keep the moving features at different levels in phase l'ri th 

one another. This is more evident betueen 500 and 850 rl!b than beù·reen. 

500 and' 200 mb because the 101·rer levels are linked together more stronely 

in the model. The net resul t is that in the 1970 mode]. there :i.s a slight 

speedine up in the ad.vection of 850 mb lOH centres, as compared to tJ18 ,. 

1963 model, and a sœneHhat less perceptible - at J.east due to this cause, 

see next paragraph slO1'ring dOlm in the advection of the 200 rob troughs 

and l'idees. Neverthe1ess, the control coefficients - ,·rhich rTere opti.iîlÎced 

for the 1968 model alloH' 50 little interaction betHcen 500 and 200 mb that 

eddy diffusion alone is not enouVl to enforce realistic 500-200 mb relationships. 

Consequently, the third change in t~e 1970 modej. is that the 200 mb 

advection speeds are slm·red d01'ffi by rTholly art.ificial means. The cœnputed 

lrinds at 200 n'b are nerely mtûtiplied by 0.75 uhen cO.;i.!'uting tho potential 

vorticity ad:\I'ection at this level. Incidenté.1ly, the ~cross-th8··boal·cl scaling 

dOim of the 200 rab 'tdnds, in conjunction uith the ecldy diffusion te:cl'ns, 

makes the 1970 model less prone to co"lput.a.tional inst:~bili ty -G!1éJ.n it.s 

·prcdecCSf;or. This probably elim.i.nates the need for the spcciel local sl'Tloother 

mentioncd in (~.~), altholl.gh it has actunlly be8n retéJ.ined in the 1970 

model as nn extra safe[,'uo.:rd against bl<n-T-'.1ps 0 

The 1ast of t~e princip0,l ne1'T fcatures of the 1970 mode1 is tl'laii, b.'l' 



special request, the 12-hour 200 mb heieht foreca:~ts produced by the 

six-level primitive equations l'Ilodel in Hashinr;ton aJ.'e transrnitted up to 

the GAO in diGital form over the teletype circuits. These are used unwnended 

as the initial time 200 mb height fields for the prcduction run inteGrati.ons. 

They replace the initial time 200 mb heiGhts used in the 1968 model l1hich 

nere à.eriycd by the thickness advection technique of lIcClelbJl et al (1966). 

In fact-, the 1970 model actually vIent operationa.l before it Has possible to 

finalize arrangements for the teletype tra.'1srùssions of the 200 mb heieht 

forecasts from ':,Jashington. There i-l'aS therefol"c a short intel'i1îl pel'iod during 

l-1hich the 12-hou1' 200 mb heightforecasts r-roduced by the he;,lispheric 

baroclinic model 1181'e used as initial time charts for the production TUno 

A cor.Jparison of the 12 -h01.tr 200 mb heiGht i'orecétsts fro:'] the tHO different 

l!lodels incl:icated that the main differences i,rcre usually oyer the Pacifie, 

due presmnably to the ~'1ashington obj ecti ve analysis ta.king into account 

rnllitary i'Tea.ther reports not generalJ.y a.vailable. In addition, i'Tith the 

baroclinic model sorne kind of bias probJ.em l'TaS encount8red uhich tended 

to perpetuate itself in no-data areas through the objective a.nalysis cycle. 

The 1970 model, by virtue of the inclusion of cddy diffusion -'(i81'l1lS, 

may be regarc1ed as interl~ec1ié!.te betHeen the 1968 model and the parallel 

model reported on later in this thesis. HOHcver, the 1970 modcl differs 

fro!ll the parallel model in tuo im!)ortant res!lects. First, it has no clia1;)atic 

effects. Second, it does not include the r/OO mb surface ES a full ,\-lor-king 

level at uhich strCé'Jn function information is carried. F'lJ.r"the!,;'iOre J the 

1970 model uses control coefficients 'Hhich 'uere optimi~cd for the 1963 

nodel. 
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This Section rJi'Gsonts a lUlii':i.od viorl of tho oaroclinic moclel as a 

\'Iholo and introcluccD the fo:cTl1..11 definitionG of primary and ecconrlar;'l 

constraints. The 118);:-1; Section irJCu'eates ho\',' ·Lho bm:oclinic n,odeJ. cqunt:i.o!lG 

arc dcrivecl. Section 8 exr~m:tne::: tho lJ:r.'obll-=:m of aflsicnir.g numc~.'icd valne3 

to tllG control coofZicicnts. A::/p:Jrdix C documents the nuuo:L'ical l'l'oecdures 

employocl in the r:mir1 intc~[;'ro/don cycle, and also summarisos the l:i.mi to.tions 

on these procedures. Appondix D dcals with the p:L'ir,lary cOl1::ltraints clue to 

terrain. Section 9 disCUSS8S the smooth:i.ng procedures of the earlier· . 
moelols, aml explainr1 horl thcse havc ocen replaced by primary and secondary 

constraints clue to ecldy diffusion in the 1970 model. Section 10 :i.s devotecl 

to the derived 700 mb Gtream function forecasts. Finally, Section 11 

providos some s·tatistics on verifiû,d:;ion scores. 

~'ho equations of tho baJ:oclinic model arc: 

In the sequentiéÜ moelel::> t)1C levols m ;: 1,2,3,4 corJ.'c:"31)0l1Cl to 1000, 850, 

500 and 200 mb respectively. Tho notation Dy(\ 
e-;.j''t .). . 
_V'\. 

the toteJ. horh:ontal timo à.erivativo in which the 

im}}).ies tho.t ;ç~_, i.e. 
"') :(. 
-~ ...... 

advection duc .to the 

di vel'gent ljart of tho Vlind is taken to be zerCo, is to bc cvo.lu:1tei ut JIt}:e 

m'th level. Tho characte:dstic3 of the moclel arc to a large 

detcrmined by the n\J.r:10rical values assignecl to the Cr.'\f\ • 
degrec 

The 

are therefore kno\721 &.3 the control coeffid.cnts. Any tcrm ,::hich appears 

on the n.H.S. of (6.1) in defincd to be a prip:.1.,r'y"'y_ol13tl::o.JEl on t!:e 

baroclinic Dodel. Thus the tcri:1S GY!, , E'f1' and Bi"t\, Y/hase phy:dc[~l 

.. 
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si[Snif.icunce will be rcvealecl in a later purucraph, ïlill all be rcforrcd 

moclal is clcvotod to the te.s1:: of sol vine (6.]) for tho tUllcno'.'!ll f;liroé'.l!l 

funotion tcnclencies, < ~~~!~\I~ ') ,[;'iven the VDJ.UGS of the stroam fUllCtiol1 "6.,-. " 
i'iclclG and the pl'imary conr.;"l;raints. Thj 8 j.f; a topic l'ihich ie tnkcn up in 

APPCl1dix C. 

Once the <~~~~\I are l::no'.'m, the actu2.1 intoGrat:tol1 in tim::: i8 (;arried. 2J '\. . 
out by apJ?lyin.:, thH th::c step eqtw,t:iO!.i: 

Equation (6.2) is easily l'cco,s11isablc as u sliChtly mo.:li:C'i6d version of 

the st~nc'.ard 0entr-ed. t:i.r:·!8 differonce fonml1a. (B16,1). Fol' the firsi timo 

stcp, instoaà. of (6.2), a corresponclinf,ly modifiecl fOl'lil of the forward 

time cliffe:ccnce fOl'mula (B16.2) j.s used: 

1 Il,_:-1-,6 i: _ \11 t -l- 1\;t [(È.~~l!~ 1 t -1- (E- )1 y 1 - ~'l\ Q "cl ~'rfI ) 

-l 1'1 ~ } 
)"(\ v_ ;-'- i :;>)' -l-

(6.3) 

The terPlS f \"1\ ,'rhioh appcar in (6,,2) ancl (6.3) are definod to be the 

,second8.2:Y conGtrainis 011 the bUl'oclinic noclel. As rrilJ. be noted in 

Section 9, sccondaJ'y cor.struints have to be allplicd \'/hen cQdy diffusion 

effects Ul'e iniroduced in'l;o tLe moclel. In all riork rcpol'ted in this 

thesis, Vii th the oxception of.' the recent fine e:'.'id investigutio118 of Paulin 
A ,J. (1969). , the time: otep, 1_\ 1\ , ,'!as takcn to be fixed at one hOUl'. Thic 

ho.n eCl1erally bcen sufficient to saticfy tho Courant, Freidrichs amI 
.. 



Lewy (1928) cl'Heriol1 for computo..tiom.l stabili ty. HO';:cvor, 301,18 

difficul tiss Vloro encountcrccl at 200 L1b in tho 1968 l!loclel clue to one of 

the 1atel'a1 bounàario8 cU'i;ting aCross the main jot s.ltireo..n over JaJ)ëm. 

Those difi'icul ties, and the simple technique ï/hicn .!é'.S cle,rolO:0CÙ to cape 

\'Ii th thorn, woro è.isCUl3scd in (5.5). 

The primo..l'Y and seCOl1dal'y constrü.ints reprecont c8~b.in physicéÜ 

effccts. 'l'he first prirJary constraints, Glî\' reprca8ni; tc:2·:., ... ain 

effects. Adaptations of Cressman' s (1960) mountélins <!.nC:. îi'intion tom 

have bc~n inc1udecl in tbe sequenti:ü Taoclels b~r Davic3 'J.I!,J. OIson (1966), 

Robert and OIson (1967), and Cl'es\'lick and Olson (1970). 1,s ~J.ready 

l!lcntionod, thesc are described in sOlOe detail in Appcnclix De li'ig. 2 

shOi'is tho relatively SJ!looth field of mO'.L'1.tain pr08sUJ~e-height, F9' \'Illich 

is ussd in the sequential model; this \'IêLS originalJ.y due to Ilcrkofs;~ and 

13ortoni (1955). For convenience of COHll)2.rison, }l'ig. 3 sho~':s the more 

dota:i.led ~ field used in the pal'allel model. ~'he second prima.:!.'Y 
~. 

constrnints, E'rl\ are eddy diffusion of potentiel vortici ty terl,1s. 

These a.rc applied in conjunction with secondD.r".{ constraints \'/hich are 

terrns representing eddy è.iffusion of stream :f\J::lc'liion. :Phe \1h01(; cddy 

diffusion procedure invol vinG primary ancl secondary const~:dnts \'Ta.S 

originally devoloped by the a.uthor - see Ki'lizalc ancl Davias (1969) - for 

use in the parallel mad.cl. HO"'!Gver, i t has a1so been incol'Porateè. in"to 

the most i'ecent seC].uontie,l moclel, the 1970 operatiœl:::.1 TJodel, by Creswick 

and OIson (1970). Connoqucntly, the fO:i:'mul:::.tion o~ th'3 ~dd~i diffusion 

telus is prescuted '7i thout diGcm:sion in Sec1.:ion 9. A fullp.r treatment 

is c1eferred untiJ later in the thesis. Tho thircl pril'1ary constraints, 

J3~'t" have bccn taken to be zero in tho sequc~tia1 T.io'lols. They 
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Fig. 2: Th~ standard field of mountain pressure height (Pg> 

which 1s used in the operat1onal rune 
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Fig. 3: The special field of mountain pressure height (Pg) 
wh1ch 1s used in the parallel model experiments • 

• 



reprGsont the ùiabatio affects v/hio11 are inc1uded in the pal'a1lel modal. 

l·t remé!.ins to J:lélko a fc\'! rer:lO.rks on the input and output proc0c1.ure8. 

Tho objective ana.lysiG sohol1lo ùovo10pcc1 by Kf.'1.1[;0J~ (1965) (1969) (1970) 

and Kruger and Asnelin (19G8) pro:luCGf3 hoiCht ck~r'[;8 of const.ant pressure 

su:cfacos for a homL-;phoric [Srid. '1.'ho field iil~tco:r.oloGist8 expect to 

recei VG predicteù heighi cha.rts. J3ut the baroolinic Inodel rrorles \li th streu.l.l 

function information, not hOlGht infol'mértiol1. '1.'115.8 is bec"'.;u3C spul'ious 

anticyclo[:;cmesin, 8. problem discmlsecl by lCwizal: c,ncl Hobert (J.963), arises 

in any r.1oclel wllich uses ceost:cophic \',::'ncl3 fOl' aLlvection purposeG. 

C0l1Bequen"li1y, at i111 ti~l timn il10 objectively an<üyr::Gù heie;ht fields have 

to be cOiwel'ted in'(;o ot~'oarn fU!lction fields bcfore they are fecl into tll!3 

model. And Hot output tirres the predictoù s·tre2.r:1 function fields htwo to 

bo convc:Jr"tccl back into heiGht fj old8. The COfl\T0rsion proceùUl"o i8 basE:d 

011 the bult:~n<:e equéltion (Al.ll), which is D. rlia['11ostic relationship bet\ï9E:ll 

heieht and str(~["r,l fm1(;·~ion. Stream function fields are ob·~o.inea. f1'om heieht 

fielcl8 by sol vine; tho "for;mrd" balance equation usine the opocial techniquo 

dovclopocl by Assolin (1967). Height fields a:1.'8 obtp.ined fro~ f::ôtream 

ful1ction fj.clds by solvin; the "reverse" balance oqtt;~tiOll, which in this 

case reclucc~s to a Poisson equatic.n. In the 1968 and. 1970 f.lodels SO:ile 

s}!ocial baIürtcc eC1.uation problf.:JJ:l8 arose due to the nfi.) of the 1221-point 

griil. The:::e \781'0 cliocuflsecl in (5.5) anc1 (5.6). 

A cleal.' ov81'o.11 picture of the b.:1roclil1ic l!lo(le~. j.n act:i.on no\'l 

CJ:lCrscso At J.nitü1.l tir:1,9 tit0 cbjGotiv.:Jly analyserl ~13iC;ht fields are 

cOllv0rted into stream functil)l1 fiolc1s by 1:Jp.anG of the for·;{2.l.'d ba.lance 

equat:Lon. ':1.\18 intcr..:ratiç·n then l'J.'ocnoc1s from timc s-l;",p to ti!:18 stell by 

-Che Icar l'roG r:m.l'chin,s p1'oce::w \"Illich has 'becO!:lo l'lO fa1.1Hia:r.' to rr;œ 
, 



spccialists" At tho beginninc of the eeneral til:1G step the stream 

function values fOl' the current hour und the prcceclinc hour a:;:'e klîoïm. 

This peJ.'mi ts the pl'imo.ry ànd secondary constrainta to bo eV3.1uatecl a3 

requÏJ.'cù. Tho main intcL,"1'ation cycle, \'Ihich j.a thn p~.'il1cil")al foature 

of the T:JOdcl, th en solves cquC!tion (6.1) fOl' ,\/f(~t~1!.ï'1ï\. Fin2,lly, the 
\ r: t 

nc\'lly compulied vn,lucs of < ~~K.D)') arc in8er'~ocl ~nto the tiEW stel' 
(. \.. / 

equa.tion (6.2) to produce prodicted s·i;reel.1 funct.ioll vûues for the next 

houl'. 11'11is COEJ})lctG3 the tir!le stop for the current hom.' an:l lerwes 

everythinc reac1y to embark on the t:ime step for the nezt hour, v!hich 

thus in turn 1l8comes the curl'ent hour'. InteC:l.'ations El:1zr oe c.::~rried out 

in this rTay fo~~ any lene;th of time by alternatinG al);)lications oi' (6.1) 

and (6.2). At the desired output hours, predic"!;ccl hcicht fields are 

obtaine:!. from j)rcdicted. stream functioi1 fielcls by sol vine the "x-eve::('se" 

If the pr:i.i;l3.·~'Y cOllEltra,intn are aIl taken ·~o bG zero, the bé',roclinio 

morlel eCluation:; (6.1) l'Geluc€' to: 

The purpose of tbis Section i8 to indicate ho',! (7.1) li12.y bo derived from 

a sir.\plii'icd fCù'Tn of the vortici ty equation (Al. 9) Ulld. a convenient form 

of the thO:cï:10d;/'ié'll:Ï.C G(luutio~1 (Al. 13 ). This deJ?i vation is based on the 

papeJ.'8 of Charnay (1943), GOd.UOtl (1958b), an cl Hobart (1953). III the ll8r!; 

Section thera \'rll1 be 801,10 discussion of the:: pl'obler:1 of assigninG nUr:lc::.'5.cal 

\ 
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valuca to the control coclYicients. 

'l'ho simr>l:i.fied fon.'1 of the vOj.'tici ty equa,tiol1 may be obtained fJ.'om 

(Al. 9) by nc[;lcctine th8 't':;isUnG-til tillf; tùr'j:1, the vertical advection 

tcrm, and the horizontal advGction torf.1 aS~1ociû.tod wi th the di vcrc;cn'~ 

part of the ïdnd, and by rcplacil1S the absolutc vOJ.'tici ty by fo in the 

diver{;once 'iïerm: 

p - ( 2. \l ~/J -t- fJ\ :;: 
D·~~ .C' • • ,A.. 1 Ci (7.2) 

Thc convenient form of thG thel'woctm~:-lic cquation i3 based. on the 8SSUml)tiol1: 

1-.. P- (p 'JL) ~ 
fo D1~, "p 

Irl the notation the presGnce or ~b3e~co of the stU1.' on the D/D~t operator 

denotes the presence or absence o:f al'} advection tenu duc to the di vergent 

part of the ':rind. Substitution o:f (7.3) into (.U.13) y:telds: 

1.]l (~)_,_ 
fo :Dt àp 1 

1)J 0-

f 
-- 1-1 .......... ;,-. 

f 
Under acliabatic con';.itions equation (7.4) l'educcs fur~hel~ to: 

o 

The potential vo)~tici ty cqü~tion i5 dcrivei by elir:linating l)·) bet'\'leen 

equations (1.2) and (7.5): 



'111liB aS::Iurap"li:ic,n implion that fiC' dependfl only on p. In the CAO . 
baroclinic morlel there are nominal1y four \"forking levaIs. Consequently, 

ut the m'th levol, thel'G mUGt exist the vel'tic2,1 finit8 diffe:rence 

al?proxirn~tion:; corrosponrling to "!~-(f1f ~~\f(.) which can bG expressed in 
c.,p 0- 6r~, 

the forra of a Iinoar co:nbination of the \.l/tl at aIl lovels, i.e. : 

-- ('{.8) -
l' 

where "~ho nUT!leriûal valuos assiel1ccl to the t"lY\fo depend on the actual choice 

of vertical fjnite differonce formula. In practice, as will be seen latex, 

cer'tain clifficuHios ar0 encountered in evalua"l;inc the control coeffiûicn"1;s 

if CL levol io not Cl. full \101'king lovel, or is not adjacent to tV!O full 

\'Iorkinc lev~ls; i.e. certain difi'iculticfJ are encountexed if a levc1 in 

not a true intexior lovol. Some of thcse difficulties may 08 overcomo by 

assiminG tho vortical boundary conditions to be LU = (J at the bottom and 

tho top of thn atmosphoro. Goclcol1 (1958b), "/hon he first proposed a 

baJ.'oclinic mod.el 1nsed on the potentinl vortici ty GQuation, attollll)"!;od to 

justify tbo Hue of (7.8) for both intorior and outer levols v:ithout recard 
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to vertical bouncbry comlition.'3. Drief1y, he proposecl that vertic~l 

interpolations tù the stream function fields shou1d be obt~ined by 

statistic~lly derivinc the polynomj.al curve8 \1hich givG the boat fit to 

the l::norm strea.m functions at the wor1::ing leve1s. This \1ou1-d 1f:?ective1y 

expross "lihe stree.In func"tions' p -dcpenclence in function:tl :forr::, conp19tely 

separate from 1;11(~ir x- and y-depl~nclencc, thUG en2.blin::: th3 control 

coefficients to be eW.ùuatod by nno,lyticu.l diffcrentintion of th3 L.H.S. 

of (7.8). Unf'ortunately, as discussed at sorne length in Section 5, this 

particular ap.pl'ouch did not fuJ.fil it::: eo.rly promise. 

Subr~iitut:i.ol1 of (7.7) and (7.8) into the finite difference vèr3ion 

of (7.6) yie1ds (7.1). 'l'hiscornpletos the del':i.vation of the baI'oclinic 

model OClaatiom: ':ri thou"li constrainto. 

The l:1ost satisfactory v,ay of assic;ning numorica1 values to the cor,tl'ol 

coefficients of the model io to lJl'oCecù as fo110\'ls. The fir.st step is to 

deduco a reaso11nbly accul'ate first [;uef~S set ot values by asslkiillG 

realistic physicu.l configur[~tion8 and vor'l;icé.:.l boun<l::..ry conditio!13. Fol' 

inst:lnce, at this stace one u8ually aSStH.103 the static stabilitie3 

cOl'reGponcl to a stanclarq atr.10Gl)here at lntituclo 45U , a.nd J~h3.t the vertical 

motj.on is zero at the tOl) ancl the botto:11 of the atmosphere. ~11lC second. 

step is to graclu2.l1y Optil,1iso thoso firat [;"U03S values by minir.1izinS t1:e 

Hl!S;5 verification 3COl'O:::: for a series of Galectcd test CD.ses. 

Robert (19S3) Cav0 the cletailed c<1].c1.11t.tio113 invol ved in the è.cri Vo.tiOlî 

of a typicaJ. fir3t-GUeS!'1 sot of control COG:.::ticioilt!~. He c:-~llGd. -;;}:o v.:.luo3 

ho obto.il1ocl th:~ Idyn:l:.1ical-cqtüv<11ent" control c03fficiont3 to oS;i::.a!';i:Jc 
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techniqu.e. 

Ii; is ".,Ol'th 11(jlntinc out thn"!; th.crc ,1rG cr.:)rtilin arbitCl.ry aspec"{; 

to he consic1o:l'9cl in the dCl'ivatioi1 of a fi;r.st·-~'Ucss set of control 

coefficient:;. Thiu will 00 aho':m hcrc by tlerivinc nnothAr lir::;-c eue;'J~J 

sot of control c08fficiont8 usinL; é1 procedure s1i5htly differ~nt to th<~t 

of HollCrt (1963). Consiclor a 1110(\.131 vith \ïorJdn::;. 1evcls ut 850 ( rJ = 2 ), 

500 ( m = 3 ), an(1 200 !!lb ( !:l :,: 4 ). The 1000 mb level ':liH he iGno:..~ecl 

for the l!1O::JnJ1"~ as it :Lnvol ves 3:980ia1 difficuHic3. Tho cor:;lmtation of 

the control ooefficü'3nts by a clirect al):plio.J.tion of (7.8) is s traicht-

forï/al'cl ut 500 mb bocausc it ir-; tho intorior level. A siraplG ex.:>ansion 

givos: 

.... -

Tho parabolic fit fOJ.'il1ula for the firGt (n13.2) and seconcl (BM.2) and 

second (]14~2) (le~~ivi:;';l;iv0S of. pi'ossure muy bo subs-!;ituted into (8.1) 

i'ror.1 Appol1dj.x J3 to gi va: 



C
3 

-;~ 
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'1 ~'. 1 li= ':")':;', ,;. 

At the out81~ ICVG1::J 5 850 and 200 ml>, ono normally lili.Û::C:)fJ usr~ of the 

boundary cOl1':1i tion tbat tU:.; 0 at the bottom aml at the tOl) of the 

atl:lOsphCl'Go Thus, insteacl of usine (7.8) d:i.roc·~ly to cvaluate the 

control coefi'ic:1.cmts) one has to retUJ.'l1 to the vertical filüte diffcl'cncc 

version. o~ (7. 2) und Gubotitute fOl' <%W> uninC a boundary VJ and DJl 

interior value of IJJ civc.m by (7.4). !Jatters a,ro sil:1jJlif:i.od j.f the 

boundary conditions are C1108811 more specifical1y to be LV;::.; 0 at 1025 P:!b, 

and LJJ ~:;.. 0 at 50 rab. This cives: 

f ( \ - . ...,2..--. .._,1-. ... ,. ) 
1 · .. ~'Sl ... ~~"l 
1 O •.•• · ... ~ .', J 1 .•. 'I .... ~ '-' 

C:22 .. -

N1.l1/10:cical va,lues can be asaigno:l to 
r 

and also to 9 and. 1êi from ',Pable 1. T<>l-l' n" '''ho O'" to llav'" nu" "'"T'J' c<>1 '-" .. \. (; li ... C. \... I.H.::_ •• c.;" 



and éllso taking -F::::.·ro , (8.3) and (8 0 4) yiel~ .the fOllm-rlng control 

coefficient matrix: 

? ? ? ? l 
C\1'\\1 

0 - 5.23 5.23 0 -3 -1 -1 - 10 d10n br (8.5) 
0 4.56 - 5,,68 1.12 

0 0 1.92 - 1.92 

By contrast, the control coef.ficient, rnatrix used by Robert (1963) in 

the prototype experiments ,·ms: 

- 3.28 > 2.625> 0.98~ 0 
X 10 x 10 xl 

CnÎ),,= 0 - 7.066 6.!ll 0 -3 .. 1 -1 
J.O dkm br (8.6 ) 

0 6.1~1 - 7.69 0.624 

0 0 0.>73 .. 1.234 

The optimised set 1'1hich Olson - see Davies and Olson (1968) - derived 

for use in the 1968 ol1erational model, and uhich :LS tiso usecl in the 

1970 model, is Qifferont aeain: 

- 5.0 t 4.> 4 0.5 4 0 
x 10l X 10 x 10 

e",,, = 
0 - 5.50 h.80 0 

10-3 -1 -1 
clion hl' (8.7) 

0 2.50 - 3.h5 0.>0 

0 0 0.27 - 0.62 

. ~'he large l1aeni tuc1e values for the first rOH coefficients in (8.6) and (8.7), 

together nith the A.ssociated zero o.ff-diagonal c08fficients in the first. 

colUl:m, mercly reflect the fact Jlihat the 1000 nb predictions are produced 

independen t.J y frol:1 tho other levels by r:eans of a deri veel field technique 

'\~h".i.ch c10cs Ilot t,-,.1~e th8 vorticity into account. As r,ientioncd in Section 5, 



Constant Value Units 

R 
? 

3.72 x'lO' 
2 -2 

dkm' hr / C deg 

g 1.2715 x 107 dIon hr 
-2 

." J.o 0.3702 hr 
-1 

Table 1 : JJu.!tlerical values of miscellaneous constants 

---
level (mb) c-

S 
( dIan2 mb-2 hr-2 

1000 1010 

850 1360 

775 1830 

700 1950 

500 3:570 

350 6800 

200 58000 

Table 2 : Values of the static stability, ':JS ,for the "dry" 
standard a~osphere. 

) 

this derived field technique is still retained in the operationaJ. ~10d81 

because thel'e is no satisfactory r1ay of evaluating -o~ (nf>t)at 1000 rob o -' 1·) ... '., 
~ v /)F' 

The PJL5E opti.rr.ization technique merely confirms that the best one can do 

is to drop the 1000 lnh vo:.:·tici"i:.y and the linkage :t'rom 1000 rob to the 

other levels. Anot~e!' llrlportant fcature CO~<1"':1cn to both (8.cS) and (8.7) 

is that, except at. JODO T'lb, an empirical correction féictor has becn 

Sllbtracted f~ ... om Cé1.C11 diél~on3.1 elcliH:mt to control spurious lonG 1-12ye 

retro:ressier... In Hobertts (196.3) prototypA set (8.6) this ei11pirical 
~ 



correction factor 'l-TaS taken to be - 0.656 x 10-3 dkm -1 hr-l at aU 

three. level;>. Th~ optimised set (8.7), on t.he other hanci., uses empirical 
. -3 3 3 

correction factors of - .0.70 x 10 J - 0.45 x 10- J and - 0.35 x 10-

dkm-
l 

hr-l at 850, 500 and 200 mo respectiveIy. Cressman (1958) first 

used an empirical correct.ion factor of this type to control spurious 

long W'ave retrogression in the barotropic model. Rober'G and Lafiamme (1962) 

and the author - Davies (1967b) - proved that empiricaJ. correction 

factors were also theoretic21ly necessary for the baroclinic model by 

doing a linear perturbation analysis of (7.1). That this is true in 

practice can easily be demonstrated by doing integrations ltithout empirical 

correction factors and observing the spurious behaviour of the long "Iiaves. 

The control coefficient sets (8.5) and (8.6) are both supposed to,be 

based on the straightfortfard application of finite difference techniques 

using "dryll standard atmos~here static stabilities. Yet there are other 

differences bet11een them besides the presence or absence of the empirical 

correction factors. These differences serve to underline the fact that 

there is no such thing as a uniquely defined set of dynamical coefficients. 

An unavoidable element of arbitrariness arises in the finite difference 

approximations. Consequently, the -best one can hope to do in a model such 

as this is to cone up with order-of-magnitude estimates of the indivj.dual 

control coeff.icients and then subsequently adjust them by optimisation 

over a series of test cases. 

9. The Change-over trOM Smoothing ta Eddy Diffusion Constraints 

The 1970 operational model contains primary and secondar,y eddy 

diffusion constraints. These eliminate the need for the ffinoothing 
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oporators Vlhich were applied every twelve hours in the earlier sequential 

modela. 

Except at initial time, the primary constraints, Em ' which 

appear in the baroclil1:i.c model equations (6.1) are given in analytical 

form by: 

EM = K;\]y~V~h\-:.f+ ~-~Cl1\l1 tK) 
. ~~. m=lf2,B,lJ-.. 

where • I~]) is the coefficient of eddy diffusion of potential vorticity. 

The finite difference form of (9.1) ia: 

-&(Ero)l~ k~WtKt~:-~f+ ~Cnn\V!-) 
'W\= ,,.2)3~ ~ 

whare K is defined by (Cl.3) and 

Equation (9.2) has been dividcd throughout by ~ ~ to make it suitable 

for direct substitution into (Cl.4). The secondary constraints, tn'l' 
which appear in the time step equation (6.2) are given in analytical form 

by: 

--
l'J!' '* Y/here '\d i6 the coefficient of eddy diffusion of stream functiol1. 

The finite difference form of (9.4) is: 

, 



.( Em)/ 
t 

were again k is defined by (Cl.3) and 

-- l,.. fo -----. 
9 

At initial time, as no previous hour stream functions are available, both 

primary and secondary constraints are taken to be zero: 

<E,'O>ft~o:: 0 
< E",> ("0 == 0 

yt\=- ',2., 3, ~_ 

The important thing to note about both (9.2) and (9.5) is that the finite 

difference evaluations have to be carried out using the previous hour 

values of the stream functions, not the current ones. This is because, 

as pointed out by Danard (1966a), the eddy diffusion constraints are 

dissipation terms of the type which have to be integrated by a fonrard 

time step in order to preserve computational stability. See Richtemeyer 

(1957) for a full discussion of this aspect o~ f~~te difference techniques. 

The foregoing procedure was originally developed by the author 

- see Kvdzak and Davies (1969) - for use in the parallel model. The actual 

values assigned to the eddy diffusion coefficients in the 1970 model are 

given in Table 3. These were determined by Creswick and Olscn (1970) by 

optimising the verification scores for a series of test caSeS. The 

optimisation integrations were done using the control coefficients (8.7) 

which were retained by the 1970 model although originally derived for the 



~ . "* level(mb) .K~ (10 7 dkrrl~ -1) ~ù(107dkm2hr-l) K]) (dlon) K'd (dkm) 

1000 0.429 2.147 0.5 2.5 

850 0.515 . 0.601 0.6 0.7 

500 0.429 0.429 0.5 0.5 

200 0.859 0.859 1.0 1.0 

Table 3 • Values of the eddy diffusion coefficients . 
used in the 1970 barocl:tnic model 

1968 model. CresHick and Olson (1970) found it simpler to specify zero 

. edqy diffusion constraints at initial time, i.e. (9.7), instead of using 

slip,htly different applications of (9.1) and (9.4) for the forHa.rd time 

step. Brieny, the main advantages of replacing smoothing vrith eddy 

diffusion constraints are threefold. First, the predicted height patterns 

contain more detail with the eddy diffusion constraints. This additional 

detail does not lead to any deterioration of the m5E verification scores. 

Second, there is an improvement in the vertical phasing of the predicted 

height patterns. Third, the derived vertical motion fields computed by 

the precipitation scheme change smoothly from hour to hour. In earlier 

models the vertical motion fields changed abruptly every tt·relfth hour 

'\orhen the smooth:i.ng operator \Tas e.pplied. A fu:p.er discussion of the eddy 

diffusion te ms vTill be deferred until later in the thesis. 

In the 1968 model, which of course had no eddy diffusion constraints, 

the follmTing smoothing procedure was applied after completi9n of the 12 th, 

24 th and 36 th tme steps. The Ilei-Tly predicted stream function fields for 
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the next hour and the current stream function fields of the time step 

just completed - whicb would bave served respectively as the current 

and. one hour old stream function fields in the time step about to begin 

- vere aIl smoothed by an application of the standard smoothing 

operat~r (B3.1). For instance, after completion of the 24 th time step 

aIl the 24-hour and 23-hour stream function fields were subjected to 

the standard smoother (E3.l). In addition, after the completion of the 

12 th time step the smoothed 12-hour and Il-hour stream function fields 

at 500-mb were unsmoothed by an application of the standard unsmocthing 

operator (B5.1). This was the only time step and the only level at which 

the standard unsmoother was applied. Finally, to provide more accurate 

first guess fields for use in the relaxation process (CI.IO) in the next 

time step, and thereby speed up the convergence slightly, the stream 

function tendency fields just computed wore also subjected to the standal~ 

smoother (E3.1). As mentioned in Section 5, in the earlier work on the 

octagon model the standard unsmoother was applied a~ aIl levels every 

twelve hours. Unfortunately, attempts to optimise the control coefficients 

with the utwmoother led to a pseudo-barotropic set that did not permit very 

much linkage between the levels. This paradoxical situation arose because 

several successfu1 features of the barotropic model checked out by Simla 

(1964), including the smoother-unsmoother cornbinatioll, had been carried 

over to the baroclinic model under the assumption that what was good for 

the barotropic must a1so be good for the baroclini~. That this supposition 

was an erroneous one was eventual1y demonstrated by Robert ~~d OIson (1966). 

They took the unsmoother out of the model and repeated the optimisation 

procedure. They ended up with a truly baroclinic sot of control 
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coefficients which gave physically rea1istic interactions between the 
levels. EJ.."}lerimentation along the vroy illdicated that it paid to retain 
the unsmoother at 500 mb at 12 ~ours. The smoothing pr.ocedures established 
by this work reraained a feature of the baroclinic model until they \Vere 
replaced by eddy diffusion constraints. 

The characteristics of the response curves of smoothing operators 

are well known. They have been discussed by Shuman (1957) and Asselin 
(1966). Brief1y, the s'tandard smoother (E3.l) eliminates two-gridlength 

Yr-aves entirely and severely damps other short wavesc The standard 

unsmoother (135.1), on the other hand, amplifies short waves. In 

combination, the two operators still eliminate two-gridleneth waves, and 
still damp other short wave~, but the degree of damping is much reduced 
especially for the longer short waves. The thing to remember, of course, 
is that these remarks describe what happens to the actual field which is 
supjected to the smoothing and unsmoothing operators, and on1y te thia 
actual field. Thus, when the smoother-unsmoother combination is applied 
to four individual stream function fields, the short waves in these stream 
function fields themselves are damped in the manner one would expect from 
the response curves. But the snag is that the response curves offer no 
guarantee about what will happen to the short waves in the associated stream 
function thickness fields. In fact the thickness short wavcs can and do 
amplify. So much so, as the early work on the octabon moèe1 so clearly 

demonstrates, that with physically rea1istiè control coefficients there ie 

a net generation of potential vorticity. 
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10; The Deri ved 700 mb Stream Function Forecasts 

The sequential version of the precipitation scheme requires hourly 

values of the 700 mb stream function field for the lOl5-poj.nt grid shown 

in Fig. 1. These cannot be provided directly by the sequential baroclinic 

model because the 700 mb surface is not one of its working levels. 

Consequently, the best that can be done io to carry the 700 mb stream 

function along in the RADAT RUn :i.ntegrations with derived field status. 

The actual derived field computations are discussed here in PART II because 

they co~stitute a natural adjunct to the baroclinic model. In practice, 

however, they have always been included il1 the precipitation sèheme. 

In the 1970 model the derived 700 mb charts are obtained by means . ~ 

of the following procedure. The initial time stream function field at 

700 mb i6 obtained from the initial time height field in the same way as 

at the other levels. The first step is to solve the ":Corwardlt balance 

equation over the full 2805-point grid. This results in a hemispheric 

stream fUnction field from which the 1015-point grid values can be 

extracted. The actual forecast equation is: 

,P.,°fap (t./J&S - q~o) -1- (1- Op) (~SO - 'f'70) 1 
D4: J (10.1) 

. *" '- ~:1 if '2 
+- Op f<'J)s;\7 ~~s+('-ap)Kl>So'V \[10 - ~<l>10 \lr-,o= 0 

~ 
where Qp is a constant and the l''(J> are eddy diffusion coefficients. 

Note that, except for minor differences in the eddy diffusion terms, 

equation (10.1) is formally equivalent to the Y'f\:: 1 component of (6.1) 

for the operational set of control coefficients (8.7). For a regular 

centred time step the finite difference form of (10.1) may be \vritten: 



where K ~ 
is defined by (Cl.3), the 1\p are related to J~~ as in 

(9.4), and as usual IJ. t is one hour. Along the bounda.ries of the 

1015-peint grid the values of the 700 mb stream function are made time-

dependent by applying: 

(10.3) 

For the corresponding fO~iard time step which must be dOlle at initial 

time the same formulae (10.2) and (10.3) apply except that the (t- 1) 
superscripts become t ,the (2. At) becomes (Il t) , and the eddy 

diffusion terms are taken to be zero to conform to (9.7). The constant 

Clp i8 taken to 0.615, a value originally obtained by subjective 

optimisation for the octagon model in which smoothing took the place of 

eddy diffusion. Table 4 lists the values of the eddy diffttsion coefficients. 
,( ftl ~.-I) 

These might seem a little high in view of the fact that '/1es' - 'f 8s-

l tf 1 t. .. ' ) . 
and ~/~O -~SO already reflect the primar,y and secondarJ eddy diffusion 

constraints on the baroclinic model itself. However, the resultant 700 mb 

height fo~ecasts do not appear to be relatively too smooth, or distorted in 

any way, in comparison vnth the height forepasts for the other levels. 
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Leve1 (mb) ~* (107 dkm 2}uo -1) RD (dkm) 

850 0.859 1.000 

700 0.752 0.815 

500 0.644 0.750 

200 1.288 1.500 

Table 4: Values of the eddy diffusion coefficients 

used in the derived 700 mb stream function 

forecasts and also in the vertical motion 

computations of the 1910 model. 

Consequently, it was felt wiser to retain the Table 4 values ra.ther than 

risk producing derived 700 mb stream function forecasts with too little 

effective smoothing. There is currently no operational demand for predicted 

700 mb height fields, and so none have been produced since March 1970. During 

February and March 1970 700 mb height forecasts were produced for the 

characteristic areas verification program which \r.ill be described in the 

next Section. The conversion from predicted stream furlction fields to 

predicted height fields was carried out in the usual zranner by applying the 

Itreverse" balance equation over the l015-point grid. ~his':required the 

specification of predicted 700 mb heights along the bounè.aries of the 1015-

point grid. As l.n the 1968 model, these VIere simply extracted from the 

2805-point initial time height field obtained by applying the "reverse" 

balance equation to the 2805-point grid initial tirne stream function field. 

No attempt was made to generate timo-de pendant bounda~y v~lues for the 

prcdicted 100 mb height fields. Obviously, there was an inconsistency here 
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as (17.3) does allow the boundaries of the 100 mb stream func'~ion fields 
·to be time-dependent. However, this is a sma11 difficulty which could 

easily be overcome if a demand arises for predicted 700 rob height fields. 

The derived 700 mb procedure used earlier in both the 1968 model 
and the octagon model was almost the same as that just described for the 
1970 model. As in the models themselves, however, twelve hourly smoothing 
operators were employed instead of eddy diffusion terms. This meant, of 

'X-
course, that aIl the l~~ in (10.1) were taken to be zero. The smoothing 
operatprs were slightly trickier to handle than in the models. In applying 
(10.2) the golden rule was that aIl stream function fields for the same 
level must have been subjected to identical smoothing procedures. 

instance, at the 23 rd time step the (t -r·l) values of the 850 

For 

and 

..... 

500 mb stream functions made available by the baroclinic model would be 
23-hour values which would have been subjected to the standard smoothing 
operator (i33.l). The t and (t- t) values of the same fields, 

hov/ever, would not have been smoothed by the baroclinic model. Accordingly', 
before cornmencing the 23 rd time step computations with (10.2) it was 
necessar,y to apply the standard srooothing operator (~3.l) to the 2l-nour 
and 22-hour stream function fields for aIl three levels, 850, 700 and 
500 mb. The Il th and 35 th time steps had to be handled in the sarne way, 
except that at the Il th ti/ne step the 9-hour and 10-hour 500 mb stream 
function fields had also to be subjected to the standard unsmoother (B5.l). 
Of course, this problem of mat chine up the smoothing of the stream function 
fields at different time steps only arose because the d~rived field prograrn 

was included in the sequential preCipitation scheme. If the baroclinic 
model and the derived field program ?lere integrated 9irm.lHaneously, the 
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smoothing cperators could aIl be applied at the sarne time step. 

In the early development work on the octagO!l model it Vias not . 
possible to objec"tive1y verify any derived 700 mb height forecasts. 

This was because these forecasts \Vere produced for a ha1f-octagoll grid 

for which there \Vas no "reverse" balanc~ equation program available. 

Consequently, the 700 mb stream function forecasts had to be assessed 

subjectively. In particu1ar, they Vlere carefully checked for horizontal 
and vertical consistency. As individua1 charts the 700 mb stream function 
roreca~ts appeared to be intermediate in quali ty betlveen their 850 and 
500 mb countorparts. They \Vere therefore considered to be reasonably 

satisfactol'y in the horizontal. In a11 cases the phasing oZ the 700 ml? 
i'eatul'es was intermediate between the corresponding features at 850 and 
500 mb. The vertical consistency was therefore rated as highly satisfactor,y 
as the baroclinic model Hself weuld permit. This was in mar~ed contrast 
to the lack of vertical consistency of the 1000 mb charte produced by 

essentially the sarne derived field technique. The crucial difference, of 
course, ls that the 700 mb charts are derived by interpolation, whereas 

thê 1000 mb ones involve an extrapolation. Interpolation ensures vertical 
coneistency, but extrapola.tion does note The sarne kirld of subjective 

assessments of the 700 mb stream function forecasts \Vere made when the 
1968 model 'lias introduced into the operationa1 rune The conclusions ware 
sirnilar to those drawn ea1'1ier for the octagon mode1. 

The first objective assessments of the 700 rnb height forecasts were 
made in March 1969. At that time a comprehensive verification progr;un ca.me 
into routine use. ThiG com,puted the RMS3 verification scores for the 

cha1'ac"te1'istic areas of the combinatj,oll of baroclinic model and precipitation 



scheme. The results confirmed the subjective assessments of the relative 

worth of the individual 700 mb charts. A fuller discussion of the RMSE 

verification scores is contained in the next Section. 

11. Verification Scores for the Forecast He~1ht Charts 

11.1 Standard A~~~ 

The root-mean-square errors (ruJSE) of the height forecasts produced 

operationaI1y by the baroclinic model in the RADAT RUU have been monHored 

by two.different verification programs. Tho first of these was designed 

to function on a 101~ term basis. It computes RMSE scores for the whole 

1221-point grid and also for the standard verification areas in use by 
\.,. 

the National r!eteorological Center in Washington, or at least for those of 

them which happen to fall inside tho l22l-point grid integration area. 

These standarà verification areas, five in nurnber, have come to be 

internationally recognised. Their positions are given by Holyoke (1965) 

who adds a sixth area more appropriate for Canadian interests. Essentially' 

the sarne verification program, with sorne extensions to handle the extra 

standard areas, is also used to monitor the height forecasts produced by 

the heraispheric model in the MOP UP RUn. 

The purpose of having a standard areas verification program is to 

permit direct comparisons between the performances of the CAO baroclinic 

model and the models used by other countries. To this end monthly 

summaries of the statistics generated by the standard areas verification 

prograrn are reported elsewhere by Creswick and OIson (1970), and Davies 

and OIson (1911). They are not givon here because they present an overall 

picture ~vhich is qualitatively very similar to that portrayed by the 



characteristic are as verification program which will be described next. 

11.2 Characteristic Areas 

Unfortunately, the standard areas do not match the CAO operational 

grids too weIl •. For instance, the eastern boundar.y of standard are a 2 

coincides with a characteristic boundar.y of the 1910 model, narnely the 

eastern boundar,y of the 1221-point grid, whereas the western boundar.y of 
. 

the same standard area falls weIl within the 1221-point grid. It is 

unaesthetic, and probably slightly unscientific, to base internaI value 

judgements at the CAO on verification scores for areas which do not have 

a reasonably symmetrical relationship to the characteristic areas of the 

main production rune Partly because of this consideration, and partly 

because of the need to verify other quantities such as the temperature 

fields, the author designed a second verification program to operate for 

a lirnited time. It computes RMSE scores for characteristic are as instead 

ot for standard ones. And it does this not only for the.height forecasts 

produced by the baroclinic model itself, but also for some of the predicted 

variables related to the precipit~tion scheme. More specifically, it 

verifies the RADAT Rtnl forecasts of height, including the derived 100 mb 

height, and the three levels of ternperature and' dew point 

depression for the interior of the 1015-point grid and the full 504-point 

grid shown in Fig.l. The exclusion of the boundaries of the larger grid 

means that the figures quoted for the IOl5-point grid are actually for 

the 891 interior pointsf this is a matter of convenience to avoid 

1ntroducing yet another grid-size into the dissertation. Unfortunately, 

because of the gro\rlh in the dernand for computer ti~e, no indefinite 



operational cOlnmitrnlmt could be made to this more comprehensive 

verification program. COl1sequently, it was run ou a routine basis for 

just over a year, from March 1969. to Mareh '1970, and then withdravm. The 

principal verification statistics which have been gathered in those 13 

months are sW!lIl1arised in thia thesis. They will serve as a rough gûidc to 

the general effec"tiveness of the forecasts produced by the sequentia1 model, 

and thereby provide sorne kind of background against which the forecasts of 

the para11e1 model may be judged. It should be noted that the m0l1th1y mean 

scores for March 1969 to Januar,y 1970 are for the 1968 model, and those for 

March 1970 are for the 1970 mode1. The chanee-over between the t\'lO 

'operational models occurl'od about one third the \Vay through Februal"'J 1970, 

and so the mean scores for this month are hybrid ones weighted 2 to l in 

favour of the 1970 model. 

Fig.4 is a diagram showing the monthly meall corrected root-menn-square 

error (CRI.iSE) verification scores for the 12, 24 and 36-hour 1000 mb height 

forecasts, both for the 1015-point and the 504-point grids, together with 

the corresponding persistence scores. As is customar,y for height charts, 

the individual scores which go to make up the monthly averages have been 

corrected to tru~e into account the difference between the mean of the 

forecast chart and the mean of the verifying chart; Le .. the CRMSE 

verification scores are computed from the formula (B17.2) which i3 given in 

Appendix B. Figs. 5, 6, 7 and 8 give the sarne information for 850, 700, 500 

and 200 mb respectively. It is clear from Fie. 7 that the baroclinic height 

forecasts at 500 mb beat the corresponding persistellce forecasts by quite a 

handsoIDè margine This is true even at 36 hours. Also, cOIl".paring the last 

two months with the rest, it i9 obvious that at 500 mb the conthly mean 
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verification scores for the 1970 moclel are about the sarne as for the 

t968 model. This is in spite of the fact that the height forecasts 

produced by the 1970 moclel exhibit somcwhat more detail than those 

produced by the 1968 model. Turnine now to Fies. 4, 5 ancl 6, it can 

be seen that the comments just made about the height forecasts at 500 rnb 

also apply to the height forecasts at 1000, H50, and 700 mb. Further, 

Figs. 5, 6 and 7 show that the monthly U1E:lan verification scores at 700 mb 

exhibi t patterns which are in every sense intermediate betw6cm the ones 

at 500.mb and the ones at 850 mb. This is evidence to sUGgest that the 

height forecasts at 700 mb do not suffer unduly in comparison ta those 

at the other levaIs because they are produced by a derived field technique. 

Although, of course, this does not mean that the promotion of the 700 mb 

field to the status of a full working level of the baroclinic model would 

not load to improvements at all levels. Fig. 8 shows that there was a 

striking irIll)rOVement in ~he CRMSE scores for thé 200 mb height fOl'ecasts 

when the 1968 model was replaced by the 1970 model. For the first eleven 

months the scores at 200 rob are not noarly so impressive as they ard at the 

other levels, but at least they do consistelltly beat persistence. For the. 

last two months, however, the scores at 200 mb beat persistence by a much 

more respectable margin, although still not to the sarne degree as at the 

other levels. 

The characteristic areas verification program also co~puted CilldSE 

scores for what might be called zero-hour forccasts. These were obtained 

by vcrifying the initial time "reverse" balance height field againnt the 

original initial time height fields. As explained in (5.5), the initial 

time "reverse" balance height fields wel'e used in the 1968 r.1oclel ta provide 
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bow1dary conditionn for the pr·edicted height fields. They are obtained 

by applying the IIreverse" balance equation to the initial time 2B05-point 

gr id stream function fields, which in turn.are obtained by applyir.g the 

"foI~"/arcl" balance equatioi1 to the original initial time beigil"~ fields. 

At 850 a'l1d 700 ml) the zero-hour height forccasts had CRJ;1SE scores which 

varied. frorn about 0.15 clJun in summer to abou·~ 0.25 dkm in win"ter. At 

1000 and 500 mb the correspondine ranGe was from 0.20 dkra in sum~'ler to 

0.35 dkm in winter. At -200 rob the ranee Vias from 1.0 dYJIl to 1,5 dlcm in 

the 1968 model, but those values appeared to he cut dovrn by more than 

half by the introduction of the 1970 r.1odel. There i3 a subtle inferÛl1ce 

. to be dre.wll frOt1 the figures just quoted. It is that evon aD idcalisod 

baroclinic l:lodel cou1d not produce 125 24, and 36-hour height forecétsts 

with zero vurification scores. Th~ best one could hope to do with the 

baroclinic model, at least wi thout changing the balance equation progl'arn, 

is to match the zero-hour scores. There are t'110 rcasons fOI' this. First, 

the height forecasts obtained frOID the stream function fo:recasts, by 

Bolving the "reverse" balance equation, must bc fully ellip"ticised. The 

vcrifyinB height analyses, 011 thc other hand, are objective analyses \'Ihich 

have not boen ellip~iciscd. Second, there is a small bias problern \'Illich 

arises in the solution of the balance equation. See Assc1in (l967) for a 

discussion of thc3e t'NO problems. In any cases the net result ts that the 

zero-hour scoros reprcscnt irl'educ:i.ble mtnirn:L bGyond \'Ihich the 12t 24 and 

36-hour ver:ifj.cation scores may not go. The· redllctiol1 of the zero-hour 

200 Dib scorcs by the 1970 model i~ not too difficult to explaLl. Ueither 

model sta:rtD from an objectivcly analysed 200 rab hoight field as no nei'l 

200 mb data is available for the RADAT RUN. As mcntioned in (5.6), 
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February and March 1970 \'lere pa.rt of the intcrim pcriod during which the 
. 

new moelel \Vas unable to use the 12-hour 200 mb heieht forecasts from thè 

Washington pri::ni ti va equations model. So for these two months the initial 

time 200 mb height charts that went into the 1970 L'lodel viere simply the 

12-hour forecasts frot'!] the hemisphcric baroclinic model. Thcse would 

automa"tically have been fully ellipticiseel because thGy viere produccel 

fl'OIO predicted stream function fields via the "reverse" balance equation. 

D..l:rlnc this period, therefore, the cntire zero hour 200 mb score of the 

1970 model must have been due to the bia.s problcm. In the 196ü model, on 

the othe).' hand, the initial time 200 mb height charts ",ore eonerated by" 

the thickness advection technique of M:cClella.n et al (1966). No special 

pre~autions \Vere takel1 to ensure that these ware elljptic:'sed. Consequently~ 

before computing the stream function fields, the "for\vard" balance eq,uation 

program \'Iould have had to make adjustments ta eHminatc any hyperbolic points" 

It 8eems reasonablo to assume that the bias contribution is about the SaJJ1C 

for bath 1970 and 1968 models. If this is the case, then the dHfcl'oncc 

in the zero-hour 200 rob scores is att-ri butablc solely to the elliptich1ation 

adjustments in the 1968 model. That, of course, raises the question of what 

kind of zero-hour 200 r!lb scoros are associated wi th the final vOl'sion of the 

1970 model. The 200 r!lb lwight fore:casts from the primitive equations model 

may not be completüly froe of hyperbolic IJoints. Dut they are produccd. 1y 

a highly sop}üsticated model, so thoy sbouJ.d require much less ellipticisation 

thë:m the 200 mb hcight fields eenerated by the thickness advection t.echnique. 

So, prest1.mably, one should expect the final 1970 model to have zero--hour 

200 mb scoros with é1. SUIcmer to y/inter l'ange of sOr:1cthinc l:ike 0.6 dleu to 0.9 

dkm. This estir.,ate has not yet. been checked. 



PART III: THE SEQU:m~~,lIAL Vl!;RSI01'l OIt' 'J'HE PRECIPrPATION SCHI!..'11E .. 
12. Origin.s of the SeQ,uential Approach 

The authol' has developed a. fully automatic scheme to produee three-

layer muncric:al forecasts of precipitation amount on a computer. FrOï.l the 

beginlling the sche:ne was spGcia,lly designed ta worI;: in conjunction wi th 

the CAO be.l'oelinie model. N'evertholcss, many of its features are suffieiently 

general j,n nature to be readily adaptable to a primi ti ve equations model Vlhen 

the t ime cames for such a chanee-over ta be m2.de. 

As mentioned in Section 5.1, the development \York has been carried out 

in two stages. In the fj,rst stage the baroclinic model and the prccipitation 

scheme are integrated in sequence ta OllC another; in the second stage they 

are intetrated in parallol so that the precipitation scheme can and do es 

interaet back wi th the baroelirde model. The sequential scheme was develorcd 

before tbe parallel scbe:ne for the follo\'ling three l'casons: 

(i) Nobody at the CAO haèl. h<ld B.ny previous experiencc whatsoever wi th tb:~ 

problem of ho\'/ to predict precipi tatj.on amount on a computer. N'or 

VIas thcre much in the \'Iay of guida.nce on the subjcct to be found. in 

the Iitcrature. U:':ldcr such cirCuClstancos H V/aS felt that it vlOuld 

be prLldent to scpal'ato out the pl'oblern of preclicting precipitation 

from the problem of predicting intera.ctions such as the feedback of 

effects du~ to the releR.sc of latent hoat. 

(ii) Durinc the time the original dcvelcpmcnt \'fork V/él,S beine; carricd out 

the C'onputcl' facilities ,',ore cOClparatively limited. Thoae V/0re the 

days beforc the installdion of th~) IBU 360/65 machine whcn the CAO 

had only a CDC G-?O computor. The lack of drum and disk otol'age 



dovices \'las in Hsclf a powerful inc1uccment to confine aIl 

• . 
research on the precipitation project to the sequ.ential mode 

of operation. 

(i:U.) Thcre \las a strong dcmand fol' computol'-produccd forccasts of 

precipi tation <i.IllOW1t from the }i'oreCe.st Services Divir:don of 

the lJcteorologiod. Bl'Bneh. ~his mean'L tJ:at every attempt ha.d 

to be made to deve)op un operational proaram as soon as possible. 

Subtlc though the point may be, note that the c1ecision to pl'oceed 

wi th rescarch into a l)recipi tation schurne opol'aUng in sequence vIi th thE) 

baroclinic model did not ünply a dccision to concentl'atc on the development 

of a pu~cly diasnostic precipitation scheme. In fact a purely diaenostic 

stage of the development \'las cèlt'efully avoi<lcd for three 1'O:).80n8. These 

(a) ft six-hour time period i8 the shortest one for \'/hich precipitation 

amoll11t::1 arc observed. So roeaninsful evaluations of a prccj.pitation 

scheme cannot be carricd out unless it contains a predictive clement. 

(b) Oue of the major weaknes8es Ccr'lIr.on to rnany of the earlier graphical 

prGcipHation sch~Ir.cG \'1as that they tended to ie.norc the prediction 

aspects of the problem. For instance, in any diagnostic scheme it 

is soon recognised that a knowledge cf the tcmperature is essential 

in order to compute precipitation amount. This means that, before 

such él diagno::d.ic scheme can be a!)pliod to obtain prccipHaUon 

forecE<.sts, i t is nccessary to devise a method for obtained prcc1.ictcc1 

tempcratnres. So, in this rfspect 1 .thc soqucntial pl'ccipi tation 
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SC he me r.:u~t be more sophisticatcd than a purely diagnostic 

scheme, because it must predict temperatures and other C}.uantities 

as uell as precipitation. 

(c) The aSSUnl)tions made in the baroclinic model may affect the 

COfJI1utations in the pl'ecipi tation scheme. For instance, in the 

baroclinic nloo.el the assumption is macle that the statis stabi1i ty 

di vided by the Cori olis paramcter is a function of pres::ml'e only. 

This 1128 dire consequences if cal'riecl oval' too ] HcraJ.ly into th9 

precipi tation scheme, for 5.f no special precautions a1.'e taken i t 

resul ts ir. the ap:pearance of sineulari ties in the "\'jet" vertical 

motion fields. This type of prohlem is not encounturecl in a purcly 

diaenostic scheme. It only becomes apparent when one actually 

tries to use the baroclinic' mOGe1 as a basic toul for preclic·~:i.ng 

precipitation amount. 

In essence, then, the foregoilig rcrnarks test if y tothe fact that 

the decision to è.eve1op a sequential prClcipitation scheme ,':as a sound one. 

It \'las theoutcome of a micldle of the ronù policy bet\\'een, one the one hé!.l1d, 

a pUl'ely diagnostic scheme which might tend to overlook the predict:i.on 

aspe.:;t.s, al1d, on the other, a parallel scheme in which the problems of 

han:J1il1e inte:;"actiom .. might obscure the more IÏnmdane problems of predicting 

precipitation amount itsclf. 

130 Tables of Un:!.. t Conùens.?-tion Rat~ 

A unit mass of ascencling saturated a.:i . .r ha.s a most important physical 

propcrty. If supcr::::aturation does not occur, anè. if the moint adiabaac 
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assumption holds truc, thcn the rate of condensation of water vapour is 

l.miquoly detel'mined by the vertical veloci ty, the tcmperature and. the 

pressure. Because the dcpendencc on vel·ti~al veloci ty is a linear one, 

Fulks (1935) was able to prepare tables of condensation rate for varyillg 

temperature and pressure for a unit mass of ail' ascending with unit ve:è'tical 

velocity; sec also the Sm:ithsonian Tables (1958). The in.portant basic 

theory ullderlyine Fulks' tables is revle\'ted in Append i.x A. By making 

apPl'opria'te changes Di' uni ts, i t is po~sib1e to construct tabulaI' vc.:lUE;S 

of hourly condensation amount fol' the l'articulaI' satul'ated layers of the 

atrr.osphüre unc1.el' com.dderation. These wi1J. bc referrccl to as table3 of 

. unit condensation rate, l)p(-r). For tho vortical finite diffel'once schem0 

of Fig. 9, which is the one u.sed in tho prec:i.l!i tation scheme, thesf-) vaJ.ues 

are given in 'l'able 5 at interval::: of ]0 C doge AlI actuû computntions a.rc 

based on a more complete vürsion of Ta1Jle 5 giving values at illtel"VuJ.s of 

l C deg. 

Throe things have ta be knor/1'l Lef'ore the tables of unit condcnsat:i.on 

rate can be used to compute the large scala condensation amount. They are 

the largo scale vertical motion, the tcr!lpératuro, and some r.](~asure of the 

moistu!'c content of the air. For the first t\'10 of these quanti tics there 

is no ambiguity about what is actually wantod. But therc are several methods 

of· specifyinC the mointure content of tho air. So one of the first problol!1s 

facine somoon(~ about to embc.rk on the design of a precipitation scheme is 

the Ch01CC of n:oü;tl'.!,::; parametor. 



850 mb 700 rob 500 mb 

C deg (150 mb layer (150 rob layer) (250 mb layer) 

- 70 20 

- 60 22 38 30 

- 50 33 56 40 

- 40 44 75 123 

- 30 126 169 497 

- 20 270 366 1131 

- 10 511 714 2009 

- 0 812 1088 2815 

10 1098 1445 3830 

20 1313 1769 

30 1660 

" Up 1500 1500 2500 

Table 5: Tables of unit condensation rate, Up(r) in 10-6 

inches rain/bour, for layers 150 mb thick (except the 

layer centred at 500 mb which i8 250 mb thick) ascending 

" at 1mbfhour, Values of Up are also gi ven. 
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14. Choice of Moisturo Paral7letcr: De'w Point Depression 

The moisture content of the air may be specifie.ù. in many alternative 

ways. The most common ones 8.1'e the devl point depl'cssion, the de\\' point, . 

the mixing ratio, the spec1fic humidity, the relative humidity, the wet bulb 

tempcrature, the wot bulb potential temperatu:r.e, and the vapour pl'cssure. 

Provided that the temperature and pressure are given, a knowledgc cf any OI;O 

of those quantities allows aU the others to be cornputed~ As far as 

precipitatipl1 computations are concerned, the importa.nt thil"'.g one wishes 

to know 18 ho\'l close the air i8 to saturation. The choico of D10isttlre 

parallloter should thel'efore take into account the accuracy with which 

predictions of closeness to saturation can be made. Convenienc:e should also 

be taken into consideration. 

Moisture reports from the rad:io-sond.e ascents are transmitted in the 

form of dew point depression. Consequently, de\'! POh1t dep:roession i8 the 

moi::;ture parw.1eter that i3 objccti vely analysed in tho CAO operational progra.!II,. 

This is dons p:il'tly aG a catter of convcnience. But, also, it is donc bGcause 

in })rinoiple one should analyse directly reported qU:U1ti ties in preference to 

derivcd quantities, at least in caGes whert~ no good reason exi:Jts to do 

otherwise, simply to avoid any erJ.'oroJ \'Ihich mi[;'ht arise due to apP:l'oximél."tÏons 

made in the cleriv:.ttion proc(;l:.>S. As objectively analysed. fields of de., point 

deprcssion arc made an.iJ able on a routine basis at tho CAO, the natu.ral 

thine to do. i3 to carry OVOI' the dcm point depl'es:ü 011 into the precipitation 

schomo and r:mke i t the 1iloi8tilro pararnetol' to b9 uscd for predictio::l purpo:::os 

-- i.e. at t:he CAO tho deI'! point depl'e::wion i3 without a doubt the !.'Iost 

convr.micn~. moisturo parauetel' to use in a preci:?itél.tion scheme. 
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AIl techniques to predict a moü,ture parmnetor must be based on 

the cOl1fJorv:.J.tion of mass of Vluter vapoLu' in the atmospher0. HOY/Gver, a 

prediction of a moisture parLlmcter does not; generally constitute a 

prediction of closcness to saturation. In fact only tv/o of the nine 

moisture parameters listed at tho bcginning of this Section provide a 

direct measure of closeness to saturation \'Ti thou'~ a knowled.ee of the 

temperature field. l1'h080 are the dew point deproGsiol1 and the relati va 

huoidi ty. AU the others, including the r.üxing ratio and the potential 

\'let bulb temperaturo, require a specification of the tCffiperature field 

before any estirnate of closcmeas to sa.turation can be made. Fol' instance . , 

a predicted vaJ.ue of the mixing ratio doen not in itsclf' provide any 

information about closcness ta saturation. One must a1so have a prcdicted 

value of the tempc!j"ature in o:cd6r to COlnIlUte a pl'cdicted value of séJ,tul'a"Uon 

ml.xing ratio. The different:;c between the predictecl saturation mixing ratio 

and the predicted. rnixing ratio them cOl1stitutes a measure of closencss to 

saturéttion. So in such cases the acc;uracy of pl'eclidtion of c10scnes3 to 

saturation will depend on the accuracy of predj.ction of both the moü;ture 

paramcter and the temperature. In other words the accuracy of the 

precipi taticn for~casts will be v~ry sensitive ta errors in the preelic'~ed 

moisture pal'amcter and will also be very sGmli ti ve t·J error3 in the predicted 

tuopcrature field. i'li th the dew point deprension, on tho other hand, the 

accuracy of the precipitation forecasts will still be very sensitive ta 

cr~'ors in the pren.ictcd rnoisture parameter, but ralativcly insen3itive ta 

e1'rors in the prcdictecl. tcmpcratare field. This is because the temperature 

in 0111y useel to COr.111ll'ts the absolu te moisture content of 3i:Lturated air. Wi th 

the clcw poin'!. d,npresnion ono doe:, not use the temper'j,~ure explicitly ta test 
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fol' clo3eneGs to saturation, as one does, for example, \Vith tho mixing 

ratio. NOI1 i t is tru.8 that a knowlcdee of t]lf.~ tClnpcj~ature i8 nceded when 

one u0tually predids dûw point deprcssion, but thE.: dependcnce is agein 

one of lo-.t sensitivity. Iiurthcl'rnore, for any 8chemoJ basod on the vorticity 

equation, this de!)enclencc is not as cri tieal as the dcpcndonce ai' the 

vertical motion com~)utationG on the atatic st<:l.bUi ty, vlhich nU3t implici tly 

or explici tJ.y invoJ.vc the temperature i11 sorne way 01.' other. Even w::i:th a 

primitiv(:! cCluaLions approach the therlllodyna~{\ic equation, and hence the 

static stability, must enter into the intf)gration procedure in some \'!ay 

\'Ihich \":i11 ul timately affec t the prediction of the moisturc paramstcr. 

To summarise, there arc two l'casons why the dew point depl~essiol1 

should be selected as the moi:=:;ture pararneter in the CAO precipitation 

schume. First, pr'odictiollS of closenu:3s to saturation ar-<~ given clj.recUy 

by predictions of dew point depl'ession, but not by any of the other commonly 

user! moi:::tu::co paral;)oters except th(~ rGlative humidity. Second, the dew point 

deprossion is the m03t convenien-t moisturE:J pararneter to use for pl'erU6 ~i()n 

purpo~~cs. This i3 b8causc observations of the moisture content of the e.:ï.r 

are both rapol'tcd and objoctively analyscd in the form of dew point dcpressic..n. 

In the scqucr.tial prccipj. tation scheme the hourly umount of large 

,.., "" 
scal'3 pre0:i.pi tation, I.e ,v/hich is predicted to fall from a layei.' of 

centl'Sl.l pressure, p~ central temperature, T, and central de\'l point 

..... ("­

t f; 
J .. 

if 

• 'r~ 

UJ if ~V < 0 and S < .s' 

\JJ ~ () or 

(15.1) 
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where VJ i5 the "wet" vertical motion and U (T) is the unit condensation 
p 

,~<-
rate 'given by the tables dcscrlbcd in Gection 13. The quuntHy S i8 the 

thl'esho1d. dew point depl'ession at which the onoc"L of precipitation oceurs. 

The concept of a threshold dew point depression and the associatcc1. 
.;~ 7~ 

introduction of the factor (8 - S)/S in1;o formula (15.1) is probab1y the 

most important sine:le i tom cont:riblltin~ to the success of the prcc:lpi ta,tion 

scherne. SOille remarks on its origi118 are therefore in order. 

Conoidel' a VOlUI.1:'l of air v.ri th a vertical dimension corresponding to 

one of the three layers of Fig. 9, and with bath horizontal dimensio118 

equal to onn gl'idlength. Assume that the v8rtica1 motion, \)..) and the deY! 

point depression, S, of this volume of ail' ure completely homogenGous tn 

the sense that cach constituGnt parcel has the same ve:cHcal motion and 

the same dew point depres8ion as aIl other porcels. Assume also th~t U 

unifol'ill anù well-behuvod lapse rate cxists throughout. Them, prov).di:Jg 

supersaturatiol1 does not oceur, and providins the rloist adiabatic 

'lA f 
holds true, the lar'ge. scale condensation a,mount, ',Q ,is given by: 

f il (--\- \ l if " 1 < 0' and 
-- \./p 1 V.... "" .... 

Î ,,\ l V 
if or 5>0 

a.s~umpl;:ton 

In the first tests ut the CAO the c0!1:1ensdion amount \Vas ~sstU!led. -Lo he 

equal tu the pr8cipitation maount and formub. (15.2) 'ilUS ulled to prcdict 

prc.:;ipitation ru~OUl1t dir8ctly. The ra:mlts \'Iore totally unsatisfactory, 

'i'his Vias purUcularly tnw noar initinl tirne becaur:;e rcpol'tcd valueo of' 

dew };oint depI'ossion (H'C rare:i.y ZQro" Even i~ clouJ:> aTtd procipi tation 

rep01't')d valuo.3 of devi :O(lint depres:~ion u8ually l'un at 2 0:(' 3 deg C. 
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Naturally, the initial timc objective analyses of the dew point deproGsion 

fields are unable to })ortray featu:!~es not present in the reported ol)servationG, 

so they rarüly possoss grid point véilUt~S th:~:'u are saturatecl. If vortical and. 

horizontal aclvect5011 Vicre the only prOC83ses going on in the Pl't!c:ipitation 

scheme, SOIT.a aroas of th\:! chart ~'lOuld beCÙ!!IC saturnted early 011 in the 

_,,~ ... I.,_.l ..•• ll . ';s ) ... of thl"! order 
dPi :;. 

of 0.1 dog CI mb (se€' Tubla 14) 80 J.;ha~; u8ccnding vertjcal mot:i.ons o.t' 

integration. 'llhiu i8 cvidcnt from the fact that 

1~ mb;' hour V/ould "tç,ke (J.bout tbrRe hours to saturate air orieinaJ.ly posso,1siùg 

a deïl point dOI)ressiol1 of thr'oo deC:l'ces. Hm7evoJ': thes8 f'irst tes'~s shov.'ed 

that cv en 011 the p1'cdicted chartfJ the sa:liurated aroas are still far teo .srTlfLll 

to nc~o'.mt fol' tbe obsn:l'ved rcgiom~ of preoipita.tion. FÙ~"!;hol'mo:co, ver~:i.(;Al 

and hor:i.zontt:.:.J. advc(:tion are llot the only P1'OO(;,8803 going on in the opc::'a'L':'onuJ. 

version of the sequ(mtial p'1'0eip:i.tatiol1 SCh'3;110. 1.s ';;ill be selm later, a ·;;c:r.r.i 

l'epresentillG' t!1c oddy diffusion ot' de'l poin':; dep:-ession has to be inclucled in 

tho moistu~e prediction equat:i.on to ensu:'t) cornptltational stabHity. Thi;:: terr,) 

has the effect of reduc:!u6 the sbe of any saturatcd arOé;L to evan srnalls-r 

prOTlortions than it woul:l otherïnse bG. So it S~3mf; th'lt no pl'ecipitati.ox:. 

SChelllG based on dew point depronsion can prcdict realistic amounts of 

pl'ecipi taUon \'ii th fo:L'!lJUla (15 .. 2) ~ This conoluuJ.on wan dra,,'m im1.0pendci.ltly 

by the author 

It has all.'c<.~,dy bÜ311 nmntioncd that, p.ocoràine to :r.a.cUo-sonde repo:-ts, 

dew poi~t depresl:liof'..2. of r~bout 2 or 3 degl'ces C :no usue.lly obsû:c .... ~od Y/hal 

-precipitation i8 actually occurri:ng. This consideration lcd both the auttor 

ae;ain see Ihv:i.cs (190,,) 0.11:1 Danard (1966;:1.) to indepc~leni;ly prvpo~-;e 

the follo',iine r~vi.:;cd for:aulH. fo'C' the predict5.on of prccipitfd.j.on amouni:: 
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LJ '(- C ..... ~~) - -p ( ~ .... ) i' ~ , tAl 

o if t..'J :;;. 0 or 

eN where the concept of a th:reshoJ.d dew' point dcpression, .::> , is nON 

l 't'~ S ~.f) introduced, and L/p 1 ~ ,S is llOt a un:;.t condensation amount but a 
\. 
~'f wlit precipitation amount having a dcpendence 011 ... ) and S as weIl as 

on T . The author originally chose 

L} 1 (-r S" ç~~) 
P .. '- ~ .... , , -' for 5< (15.4) 

and this gave fair1y successfu1 forecasts. '"feanwhile, hO\'lcve'~, Danard 

(1966a) haà decided that it was not physically r~ali3t:i.c 100 allo\\' 8. suddlJn 

onset of precipitation equal to the full saturated condensation arnount 1:1.1: 

the instan'i; the dew poin'!; depressi0n becones 1e3s than the threshold va1u(:;, 

So he cho3e his unit predpitation re.te to be of the fom: 

for 

This allows the large scale pl'cr:ipitation aIilount to irlcrease gradually 

from zero at the threshold de\'{ point depreGsion ·~o the full vahte at truc 

saturation. The advantages of a graduaI ons et were int':1ediately obvious 

to the autÎlor ./l1on he bccamc m'lare of :Dam.T'cl'il \York. Consequently, a 

switch-over was made fl'oiTl fOTiil (15.4) ta for.n (15.5). ~Phis is ho\'l formù.la 

(15.1) carJe to be <in i'lll)Ortant fenture of the CAO precipitation schcmG at 

a fairly carly stagE') of the devclopment work. It is, of COUl'ile pObfJ:i.ble 
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that a non-linear expression for mieht give better 

results than Danal'd' s lincar form (15.5). However, even a non-lincar 

expression v/ould have to satisfy the two conditions: 

when 

and 

These restrictions, ûnd t br! consid eratiol1s the:', Ied UI) to thorn, m:ike i t 
f]\ /~ ... ~ /~\ unlikely tbat the opti~ll1Tl f.o:;:·:'!) Di' "pt I,~ 7') 1 devia tes mach t'rom a st:raight 

line. 

Vihan the concept of a threshoJ.d dew point depl'ossiol1 is étl)plied in .. \.: 
r'l'" ~ practice on8 has, of COil:cse, to :lssiga a numerical value to .) • Dam:.rd .. ,~ .... 

(1966a) used a value of ..... Ç ::: 7.5 deg C in his v/ork. In the limHed s0"C:i.en 

of tests Vlhich were ru..n ea!'ly on at the CAO with forro (15.-1), ioo" the 
. ~f "sudden onsd" threBb.old, the opti!llum value for S appeared to be abou'i; 

3 deg Co After the 8'1litch-·oV'er to fOl'm (15.5) a more extensive series of 

tests was carried. ou:t to deterlldne 
"..~f 

the approprj.ate value for S . '11he 

author found that the value roported by Danard, i.e .. 
,.,.,-

best reaults near in:i.tial ti.l'no, but that S"'= 5 deg 

S~\!:. 
::: 7.5 dog C, gav~ 

C gave test re~3UI tfJ 

near the end of a 48-hour forecast periode Consequcmtly, the final ver3,ion 
~)\i r of the sequcntial scheme incorporated a ti!r.c-dcpendent .,:J given by 

SJ·" ." 
,> 

(jS';'1t ,t 
......... ~ 
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is the number of hours which have elapsed since initial time, % 
deg C, /:). S = 2.5 deg C, and tl;.8 = 48 hours. One further 

sophistication Vias introduced into the 1970'version of the sequential 

* precipitation scheme. For the first time, S was made dependent on the 

moun"tain field, Pg ,but only at those grid points in the mj.ddle of 

mountainous areas. This is accomplished by testing the values of Pa st' the 
top, bot tom, left and right grid points. If any one of the se four values is -H ' g.reater than 925 mb, then no adjustment is made to the S given by (15.8). 
However, if Po has a value less thal1 925 mb at aIl four surrounding grid ~ ~{ , 

points, then S is deter.nined not from (15.8) but from the follovring 
formula instead 

(15.9) 

* lihere po ' = 1013.3 mb and 

700 mb when n = 850 mb P: - 500 mb when n = 700 mb (15.10) -
300 rob wh en n'= 500 mb 

. The objective of this small modification was to reduce the systematic over-
forecasting of precipitation on high mountain p1ateaus. Note that coasta1 
grid points are not affected by this change. 
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It romains to disCUGS the physical implications of Ui3ing formula . . 
(15.1) to predict precipitation al:lount instead of using formula (15.2) to 

predict condensation amOUllt and t.hen equating this to the procipita.tion 

amount. If the a!'10unt of precipitation prodicted at a g:cid point in to 

be l'eprcsentative of the surroundiug area, thcn it must be sorne kind of 

areal avera.ge of the precipitation p:ro:lictod for the regioll of roughly 

one square gritl-leng-th in dimension which ~.o contred at tuat grid point. 

Formula (15.2) can only be appJ.ied to p:..~ed.ic t such an ar.3a1 average whe.n 

the following three condition::.: are truc: 

,(i) If uniform~ or at loast psettdo-u.ni.fol'ffis cona,H:;'O~lS of vertical 

motion, dew point àcprc:ssion, and tcmper'a'hu'0 la,p::':G rate pl'avnil 

thrvughout this region. 

(li) If i t i8 1egitimate to equate r,ordol1satüm J'élte to prccipi tat:i.on 

rate, i.e. if thc Jr.o.:i.st adialJat:i.c a':lsumpt5.on holds tr'ue. 

(iU) If supersatul'ation does YlOt cccur. 

,In the real atrnosphere, of cou!':Jc, thosc throe condi t:Lons are simply not 

vaUd in the mGtcor01ogic~.lly active a.l'eas in \~hich prccipi tat.ion OCCUl'S. 

The first condition breaks doml b'3cau8c of 8c8.10 consià(n'ations. Even in 

h.rgo scale disturbances most pl'ecipi tation J11ûchanisms depend, at lea..st 

in part, on dynamic ;,Jhenomena of a scalo smaller- in dimension than the 

s:pacing of the standard finite difference Brid. In other \'lords the la.teral 

dimem:ions of the J r~:r.'eost quasi-·ho:noge1l00us :pl'ecipi tation coll associated 

wi th a cyclono are gencrally no larger than sorne distance botv/o0n one and 

two order;;) of magnitude amallor t1:Jan the laJ~oral dimunsions of the cyclone 

itoolfo ~.'his can be so(!n qu.ite cl.e:l.l'ly by stu<1yinC the structure of' clond 
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patterrm in sat.ellite phot.og.ra,phs. The second condition is impossible to 

. 
mod. Cloud formation is a nocessary intermediate step in the precipitation 

procl3:::S, Thr; third conclition dOGO not hold cithcr. Supcrsaturation does 

OCCUI' jn nature, and the dcgree to wtich it does so depends on the supply 

of condencatioll nuclei availa"Dlo. 

Suppose i t \·;ere pozsi ble to devise a numerical schelTI13 which 

aCC'.Ul·~~ely por'f;x'ayed the detail(j of a11 the phy~icaJ. pl'oeesses lcadin~ up 

to tIle pl'oduct.ioY! CJ'!: precipitation. 'Ilhat would such an idealiscd sclleme 

bc .lib)? ~IO'I! wculd i t account for the breako.owl1 of the three conditions 

nccc..'wary for the apl)Ucatiol1 of formula (15.2)? To begin wi th, it 'iloulrl 

pr()b,~"lJly have to uzo a horizontal grid V/lth a mLtch gr'eater xesoJution tr.an 

the ont) in standard U80. Ii viOuld a1so have to cal'ry a no'll "cloudiness ll 

variable a iong in thc inte[Srat:i..on Behemo. This "clouoiil1oss" varirl.blc 

"fould he.ve to bo ü. fairly accurate e8timate of the a!~ount of liqu:id water 

pr(';r.;on-~ in thE: fOl'In of cloud drOl)ldc~ And i t Y/ould h.1,ve to é:.llo.7 

supel'Gc1.tura1..icn to oocur. Oi ven a scheme \'Ii th theso throa sophistications, 

VlOllld it be POfls:i.bJe to know at what levol of supel'(>utu:ration condensation 

occurs? No Pl'E:ciS0 ~pecification.is possible, even in cases where th01'0 

are ample c.ond,on:3atiol1 nue lei availa'Jle.i becau.3e thore are no exact physical 

la\'ls' goverrdn::; supersattlration alld condensa..tion. At least no such law3 are 

kno\m. So the hù3t that cO:.l.ld be athünüd 18 sorne klnd of cillpirical 

rclaUonship r.et'{;'?en sUi1e:cnatu~atio~ ë,1.:lld conùensation. In such a sophistioatcd 

schetnc \'fould i t be pO'l.:;j ble to use fOl'm~l1a (15.2) to compute the cOi1dcH3b.tion 

amount 'ilhc:-! thcre i8 s;x:ficicnt SillK:j-satul'a'!;ion for conden:Jation to OCC111' ? 

It Idght bo pOGsible if the hCJrizol1bl Nsolution viere ::>ufficier.tly e)~cat 

to de~~crib<. aU the sC';Lln3 of motjon ... h:~t are sienific3.Ht to the l~reo scale 

aecumuliJ.tioll of eondcn~~:üloj) !J.!;wl'nt. Eut frol1l thcl very n<!.turo of the 
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condensation process this seem3 highly unlikely. At best one might hope 
. 

to achj.eve re:mlts that '.'iere loss and less unrealistic as one increased 

the resolution. So sorne approximate or empirical technique would pl'obably 

still have to bc cmploycd to estimate the amount of condensa.tion occ' .. n.':cing 

due to motions on a scale not rOfJolvable by the grid. And aIl this presupposes 

that eithcr ono would havc no difficulty computins amended unit condensation 

rates to take iuto aCCOUl1t the breakdov/l1 of the rnoist adia.batic assumption, 

or tho,t this brcakdown could be takcn care of by an empirical formula. Finally, 

would such a sophisticated scherne allow the precipitation rate to be compu-Led 

from the other knO\"/11 va::dables? This would have to be done by COJ:lputing the 

rate of conversion of cloud droplcts 01' icc particles into precipitation. 

Once again th(3l'e arc no known physical laws vrhich say prccisely when 

precilütation star-ts to gush forth from a cloud of non-precipitating droplets 

or icc particles. So, again, the bcst that could be done w.:luld be to rosort 

to some empirical formula. 

From the precodin~discussion i t can ba seen that any numerical schcn'IO 

tbat attcmpted to account directly for all the physical processes leading to 

precipitation would have to be an ~xtremely complicated one. It v/ould have 

to cmploy a different empirical formula at each of three or mor0 intermfldiate 

stages of the computo.tionu. This procedure r/ouldbc inelegant. It could also 

be wrong.. It could be wrong bccause the whole idea of usine an empirical 

formula i5 to express SO!'J8 ei'f'cct of great interest in torms of prima.ry 

q·_lOlntHics that are kno·.m. .By def'inition, such an empirical relationship 

must be open to dÏl'\Jct verification, i.e. the effect itsclf and the primary 

qurmtitics r:1'~st bc in som0 sense mcacurablc. .b'or instance, formula ~lJ.l) 

l'las incorporated inta the soqu(mtial precipita-L:i.on scheme bcom.wc \1ith the 

S~· 
specificd value of it. gave a better c,orrcspondence betweon observod 
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and predicted precipitation amount than did other :f'ol'ulUlac, or for that 

matter than did the SE-me formu1a with different values of In 
pri11ciple there is no intermediate empirical quantity in formula (15.1) 
beca.uso S is a primar;y quanti iy and, ).n princ:ipJ.G at Icaat, tl) is 

dirGctIy computable from prima:r.y quantities. Supposo the degrec of 

super'saturation ai; wllich condensation occu:re, sub-grid scale condensation 

proceSSE:S, é!.l'ld the ra.te of conver'sion of cJ.oud dr'opJ.ets or ice I,artie] f:g 

to p:r.ecipi taticn r;cre able to be reprc~r.entea_ by "crnpiric<ü Il formulae. 

The final pl'oduct, the precipitation amount, V:OHJ.r1 ther: be relu -ccd by élU 

"empirical lt fOl'illU}a. to an intermediate qua.nt:i.t.y, the anlount of water 

substance p:cesent in cloud fOl'm. ThifJ qU2.l1ti tv:thro li10f.!SUre of cloucl:incss 

woulà. in turn be related by an "er:lpirj.cal" f()rnJ1J.lF~ to a~ least ono other 

inte:rmcd~.ate que.ntity, the dccroc of ~lI.pcrf:lat'.l:réltion élt \',rhich cOndCl1.~él:tj,on 

OCOUTS, wh:i,ch would i tse;l:r be related by an " empiric,tl" for'mula to the 

primary quantities. l~one of the ilrtel'Illedillte quanti tics coulà. be verlfied 

by information obt.üned in routine metcoroloeical oè:servation::>. And DO 

there V/ould be no satisfactory way of hxliviclua] ly investigating the 

effectivcnecs of the "eIT.lür·ical" formula used at each in'ter1llûdiate sta~e. 

Only the fimtl product, the prccipi ta.tiOI1 nmo1"mt, could bo verified and 

so i t wouJ.d only be possi l>le to assess the col] ecti ve cffoc"tii vemess of a11 

i ntorrnediate "em:pirical" fOJ"I,iu}3.el' Th(~ eJ:lpidcism of sllch a. chaj.n of 

il:tcrmocliate "em}.d.rical" formulaG L1USt ulVla;ys be O}ien to doubt in cases 

where intex·mcd:i.ato verifications of accu:réLcy cannot be car:dod out. And 

th(! p:ropriety of a ohé.in p:r:'oco(~ure j.s é~lso qUEwtionablc: on the gro',l'1c1s of 

reclundacy. For tlIere v:ill é.h'o"<~ys rer:lain the suspicion that the fjnél.J. 

product could be directly rel<:ted to the pl'imary quantities l'y a tdllgle 

emp:i.l'icaJ. fQr:rluJ.a.. 
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In view of aIl these grave difficulties it se~ms unlikely that an 

accurate detailed representation of aIl the physical processes leading to 

the production of precipitation will be established on a computer in the 

near future. So it looks as if formula (15.l)"or something rather similar 

to it, will be an i~ortant feature of precipitation schemes for some time 

to come. This is because simplicity is not its only attraction. Formula 

(15.l) also gives excellent precipitation forecasts. And any errors that 

do arise are in almost aIl cases clearly attributable to sorne other source. 

This Section has explained how the sequential precipitation scheme 

converts large scale condensation amounts into large scale precipitation 

amounts. Section 14 gave the reasons for selecting the dew point depression 

as the moisture parameter. In Section 13 it was pointed out that three basic 

meteorological variables need to be knO\1.n before the unit condensation rates 

given in Table 5 can be used to compute the large scale condensation amount. 

These are the large sc ale vertical motion, the temperature, and a measure of 

the moi sture content of the air -- the dew point depression. The next four 

Sections describe how these three variables are obtained. 

16. The "Dry" Vertical Notion 

In baroclinic models based on the omega equation, such as those of 

Cressrnan (1963) or Danard (1966a), (1966b), the vertical motions are computed 

explicitly as part of the main integration cycle. The CAO model, however, 

is based on the potentia1 vorticity equation, not the omega equation. 

~onsequently, as mentioned in Section (5.3), the vertical motions are only 

impl1cit and a separate calcu1ation has to be carried out to recover them 

explicitly. This Section describes how "dry" vertical motion fields are 

actua11y computed fram the hour1y stream function fields by an application 



of the thermodynamic equation. They are referred to as IIdry" because 

adiabatic conditions are assumed throughout. The next Section will 

explain how the "dry" vertical motions are, converted into lIwet ll vertical 

motions b.Y taking into account the release of latent heat. In order to 

satisfy operational requirements the "dry" and "wet ll vertical motions are 

only computed for the S04-point grid of Fig. 1. 

In the 1970 version of the sequential precipitation scheme the 700 

and 500 mb "dry" vertical motions, Wd ' are based on the following 

analytical equation: 

u..JJ = -.9i {Jl.(~) - S. ( t{1J* "f ') + Ng Wg *" " o-fo 'Dit Op Op ï (16.1) 

*1 * where KJ) is an eddy diffusion coefficient and }t, tVj is an exp1icit 

terrain vertical motion component which will be exp1ained in a moment. 

Or, more accurately, (16.1) is the analytical counterpart of the finite 

'difference equations which are actua11y used to compute UJd at 700 and 

Soo mb. The first term on the R.B.S. of (16.5) arises simply enough by 

80lving (7.5) for omega. Equation (7.S), it will he remembered, ia the 

convenient forro of the themodynamic equation (Al.l) which was derived 

by assuming adiabatic conditions and the approximat~on (7.3). The second 

term on the R.H.S. of (16.1) had to he introduced ta accomodate the eddy 

diffusion terms in the 1970 baroc1inic mode1 .. The t.hird tem on the R.H.S. 
. N .., 

of (16.1) is an exp1icit terrain component, 9UJg- The oretically , one 

would expect the terrain vertical motion to ,be contained implicitly in the 

first tem on the R.H.S. of (16.1), since the terrain constraints (Dl.l) 

are inc1uded in the baroclinic modela In practice. however, it turns out 

that the 1mplicit terrain vertical Motion seriously.underestimates the 



actua1 terrain vertical motion. This is particu1arly true for the shorter 

wave-1ength components which, for reasons to be discussed 1ater, are 

undu1y suppressed by the chain of finite difference computations 1inking 

(DI.2) to (16.1). Consequently, something had to he done to ensure that, 

for instance, the amounts of precipitation predicted on the West Coast 

are consistent with the UJJ values cOl1lputed from (DI.2). The si.'Ilp1est 

solution was to augmant the "dry" vertical motions at each level "7ith an 
" "" ~ * 

explicit t~rra1n vertical motion, NgW
J 

• The symbo1 W,9 , which was 

tirst used in (Dl.l;), represents the terrain-induced vertical motion 

through the troposphere. As in (Dl.13), 1 t is assUtlled to be gi i7en by: 

= (P-200) LU 
(~-.200) 9 

The symbo1 ~~ mere1y denotes that fraction of OJ~WhlCh is to Ce 

reinserted.into (16.1). Origina1ly, in ear1y experiments on the octagon 

"model, a value of 0.33 was a~signed to ~ • This still seemed to 1ead 

to underesti~~tes of the upslope rainfa1l on the West Coast, compared to 

what would be expected from the W9 values COlllPut~d from (DI.2). so" Ng 
was boosted upvrards llntll i t became apparent "that Ng = 1 gave best 

results. Consequently, a value of unit y was used for ~9 in later work 

on the octagon model and also in the 1968 model, and this was carried 

over into the 1970 model. The discussion of the explicit terrain vertical 

motion will be ta:<en up again later on in the Section. 

At 700 and 500 lllb the flnite difference equation corresponding to 

(16.1) at the general time step is: 



~J) 
~ 

8.5 

'. 1 t UJ d y\ 

+. 
(16.3) 

'''(r= 700) SO 0 

* wheref,< is defined by (C1.3); KJ) is related to K~ as in (9.3); 

6t is as usual the tim9 step of one hour;" the superscripts (t .... ,) . t . 
. and (( - t) denote v~lues for the next. current. and preceding time steps; 

the vertioal derivative finite clifferenoe operators~-~:>I~ are 

evaluated by méans of the parabolic fit formula (B1J.2); and ~ is equal 

to unit y except when it premultiplies the 200 mb stream functions in the 
" t 

. finite difference evaluation of (~(Ni Y!.}\ 1. when it is taken to be 0.7.5 
" .~p / So " 

to compensate for the arbitrary across-the-board scaling do~nn of the 200 mb 

winds by 7.51> in the 1970 model, an improvisation \orhich was mentioned in 

Section (.5.6). In particular, note that the standard first order finite 

difference operator (Bll.l) is used to evaluate the Jacobian term. and 

not Shuman's second order fonu (B12.l). The i~plications of this will be 

discussed later. on in the Section. The facto~(-fl'cr) is assumed to depend 

on pressure only, and is evaluated at latitude 4.5 N qy taking the static 

stabilities to have the "dry" standard atmo5phere values given in Table 2. 

This i5 the same as what is purportedly done in the baroclinic model. 

The actual values used for the eddy" diffusion coefficients are given in 

Table 4. They are the sa.'ne as those used in (10.2) "for the derived 700 rob 
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forecasts. At initial time,. when a forward time step has to be used, 

Wd is cOll1puted from a modified fom of (16.3). A1l the (t- 1) 
8uperscripts are changed to t ,and the ,2 At is rep1aced by At. 
Further, to match the baroc1inic model, the eddy diffusion term is dropped 

cOl1lplete1y. 

Unfortunate1y, (16.3) cannot be used at 850 mb. Brief1y, as 

mentioned in Sect j,on 5. this is because the vert:S.ca1 phasing between the 

predicted stream functions at 1000 mb and those at the other levels is 

not sufficiently reliable. As will be exp1ained in more detail in the 

nen Section, the phasing inadequacies of the' 1000 mb charts were original1y 

discovered when (16.3) was used to compute the 850 mb vertical motions and 
, 

the results at initial time were. eOll1pared to the 850 mb vertical motions 

produced by the diagnostie scheme of Ha1tiner at al (1963). Instead of 

computing the 850 mb vertical motions by means of (16.3), the fol1owing 

(16.4) 

where 1",,:= 0.6 and the static stabilities are those of the standard 

atmosphere given in Table 2. As in (16.3), wi 15 given by (16.2) and 

Ni is unity. 

The preceding paragraphs have just desc~ibed how UUà is computed trom 

the hour1y stream funetions produced qy the 1970 model. In the 1968 and 

octagon mode1s there was no need to introduc'e the factor Nj . as there 

was no artifieia1 sea1ing down of the 200 mb winds. and so in effect ~J 
was invariab1y taken to be equa1 to 1. The only other difference was that 

12-hour1y smoothing was used instead of the ed~ diffusion terms. 
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Effe~tive1y. this meant that the values of ~p were taxen to be zero in. 

(16.3). And the golden ru1e about matching up the smoothing of the stream 

function fields for (10.2) a1so app1ied here. Thus at the 22 nd time step, 

which produced the "dry" vertical motion charts for 21 hours, equation 

(16.3) was applied in a straight-forward manner because the stream function 

fields provided by the baroc1inic mode1 for 20, 21 and 22 hours were 

homogeneous insofar as none of them had been smoothed. But at the 23 rd 

time step the stream fUnctions which were provided for 23 hours had been 

smoothed. Consequently, it was necessary to subject the stream functions 

for 21 and 22 hours to the sarne smoothing ope rat or before app1ying (16.3) 

to compute the "dry" vertical motion for 22 hours. As in the case of the 

dorived 700 mb, this technica1 prob1em of mat ching the smoothing only 

arose because the vertical motions were computed in the precipitation 

portion of a sequential operation, and not in the baroc1inic model part. 

However, it was an important problem because tota11y unrealistic vertical 

motion fields would have been computed if (16.3) bad been app1ied to 

unmatched fields. 

So far the discussion bas concentrated mostly on the actual mechanics 

of the "dry" vertical motion computations. It is nO\1 appropriate to say a 

few words about each of the following topics: 

(i) The implications of the use of the standard Jacobian in (16.3). 

(ii) The reasons why an explicit vertical motion component has to 

be inserted in (16.3) and (16.4). 

(iii) The role of the eddy diffusion term in (16.3). 

(iv) The evaluation of the fact~r ~ ,in (16.4). 

(v) The quandary presented by ~ in (16.3). 



Each ~tem will he dealt with independently of the others. Adnittedly. 

this is an oversimplification, but it is the only way one can hope to 

draw meaningful conclusions. 

The standard J acobian was a featl.!re of the "dry" vertical motion 

computations in the octagon model and has been retained in the 1968 and 

1970 models. There appeared to be no compelling reasons to change to the 

Shuman Jacobian, and in fact there was sorne evidence that such a change 

might yield adverse results until better baroclinic models become available. 

The mere fact that (16.4) has to be used instead of (16.3) at 850 mb 

JQeans that there is no hope of recapturing the full terrain vertical motion 

at this most important level. The use of the standard Jacobian and the 

terrain constraint in the particular form (Dl.l) May also contribute to 

the failure to reco"er the terrain vertical motions from the stream f\U1ctioîl 

fields. AlI these considerations serve to justify the use of the explicit 

terrain vertical motion terme 

The "dry" vertical motions implicit in the 1970 model do incl';1de eddy 

diffusion effects. Physicall:r. the derivation of the baroclinic model 

equations (6.1) complete with primary edqy diffusion constraints (9.1) 

can he done in only one \-Tay. Namely, by starting out from a more sophisticated 

forro of the thermodynamic equation (7.5) which itself includes an eddy 

diffusion terme In other words by starting out from. a thermodynaroic equation 

which looks very ruuch like (16.1) without the explicit terrain vertical 

motion component. So there is no doubt that the "dry" vertical motion from 

the 1970 model should contain an eddy diffusion terme There remains to 

'* *" decide what values to ass1gn to r(~ • and~hether ~) should appear 



inside or outside the pressure derivative operator. In practice, the 

edQy diffusion coefficients of Tabl~ 4 were obtained ~y adding the eddy 

diffusion coefficients associated with the secondary constraints to half 

those associated l-:ith the primary constraints, and simply interpolating 

between 850 and 500 rob to obtain the 700 rob values. Earlier numerical 

experience with smoothing operators in the baroclinic model suggested it 

wou Id be Hiser to stick to the golden rule, enuncia.ted in Section 10, that 

all derived field computations should employ smoothing or eddy diffusion 

operators .."hich are matched as closely as possible to those used in the 

'* baroclinié model at each individual leveI. Consequ.ently, the KJ> was 

kept inside the pressure derivative operator and this led to perfectly 

satisfactory results. It is clear that the eddy diffusion term may serve 

as a fine scale adjustment to the vertical motions near active centres; 

* increasing .l.-(j) reduces such motions and vice versa. 

The numerical factor, lO. ,which appea.rs in equation (16.4), is a 

somewhat arbitrary number representing, if anything, the hypothetical 

ratio of the "dry" vertical motion at 850 rob to that at 700 mb, in the 

absence of terrain effects, when there is no vertical variation in the 

static stability. Trial and error experiments with the octagon modal lad 

to the best precipitation forecasts when ~ was set equal to 0.6, so this 

value has been incorporated into the operational rune The l-Thole factor 

'ia ~170 therefore works out to 0.85. porhaps a trifle h1gher than 
0",$ SS 

might ~ expectcd on purely physical grounds. The major disadvantage that 

arises from the use of (16.4) 1s that the 850 rob "dry" vertical motions 

"Till al..,Tays tend to be in phase \jith those at 700 mb. The use of (16.4) 

15 justified hers because it perm1ts the atmosphere to be broken up into 



three layers for the moi sture computations, and the author - Davies (1967a) -

has demonstrated that this increase.in vertical resolution does lead to 

better precipitation forecasts than a similar s1ngle-l~yer scheme. 

Neverthaless, this i5 recognised as nothing more than an interim procedure 

which will be replaced when a better method for computing the 850 mb "dry" 

vertical motions has been developed. 

One of the least satisfactory aspects of the "dry" vertical motion 

computations 15 the necd to make Nj:: 0.75 when it premultiplies the 200 rob 

stream function in (16.:3). HOilever, this is the only consistent way of 

co~pensating for the 75% across-the-board reduction of the 200 mb windsin 

the 1970 model, and one is reluctant to '!I1ake cOV'lpromise adjustments when 

faced with these wholly artificial manipulations of the baroclinic model 

equations. 

The fcregoing discussions have examined a m~ze of detail about the 

"dry" vertical motion computations. Three important questions will serve 

to bring the overall picture back into perspective. First, how good are . 
th~ final UJd fields? In view of all the little idiosyncracies just cited, 

and in vicw of the fact that these presumably interfer~ l'lith each other in 

an unknown fashion, it May come as a surprise to the re~der to discover 

that the final Wd fields do in fa ct OOar a remar:<:able resemblance to 

those found in nature. Yet such is the case, As will be revealed in the 

next Section, there is ample evidence to show that the "wet" vertical 

motion fields, despite their imperfections, are worthy simulators of the 

atmosphere. This would be impossible if the "dry" vertical motion fields 

were not equally oatisfactory. The explanation for this success is as 

follmls. The many approximations and arbitrary procedures which enter 



1.nto .the computations are broadly li1T\ited on physical grounds. But physics 

alone is insufficient to specify the exact details of l-lhat should be done 

in a numerical simulation scheme of this tyPe. The exact details therefore 

become enmeshed in anfuiguities of one sort or another. If properly handled, 

these ambiguities do not lead to chaos. lnstead they offer opportunities 

to impose fine scale tU!1ing controls on the simulated characteristics. 

Adjustments can then be Irtade by trial and error, using synoptic experience 

.as a guide, to finrl the oost match \-lith the atmosphere. The second question 

i5 a more subtle one. J.lany of the techniques. such as the use of the standard 

Jacobian in (16.3), \olere orieinally developed for the octagon and 1968 models. 

These \-1ere simply amendC:!d for the 1970 model. they \o1ere not fully redesiened. 

ls it not possible that better results l-lould be obtained with current more 

advanced models if. the Shuman Jacobian \o:ere used in (16.3), and if a fe .. : of 

the other techniques \-rera sjmilarly redesigned7 As l'lj.ll be seen l~ter 1n 

this thesis. this question has been answereà at least partly in the affirmative 
1 

for the parallel moclel. 'Ylhile it is poss1.ble that some design changes 't-lould 

also prove bene fi cial for the 1970 model. any improvements are likely to 

'he of a more marginal nr-tture. Consequently, '1t se9ms wiser to deploy 

avai1able resources on the parallel model at this time. The third question 

i5 this. vfuy has the discussion on the ~ryn vertical motions been separated 

50 completely irom the discussion on the incorporation of latent heat efiects? 

The next Section suppliAS the answer. 

The "dry" vertical motions of the last Section are converted into "wet" 

vertical motions by taking the l'eleaae of latent heat into account. ln the 



92 

1970 version of the sequential precipitation scheme this is done in the 

follmring manner: 

A. S<S* VJw if and 

5< s* W - UJW· if and -
Wd if S~S* or 

11here 

A 
Y\ (\)f~) w* UJW : 

·W - O"s W, W - & - Q 

(0-' - H*fo/f) 

w* = 

0-'= 
.and 

A 

Wcl <0 and WW' Wvl 

vJd < 0 
/\ 

and WW>~VW (17.1) 

VJt1 >, 0 

w* ~ WI 

UJ,> W*>W,-

(17.2) 

(17.) 

(17.4) 

(17.6) 

(17.7) 
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The formulae (17.1) - (17.7) are valid for aIl three levels, 850, 700 and 

.500 mb. The qUant1tY~1.,) is the heat funct1on, H , defined by (Al.14). 

Or, more precisely, 1t 1s the special case" of this heat function ~h1ch 

arises when the d1abatic eff1cts are due to the release of latent hoat. On 

the R.H.S. of (17.5) the QUant1ty!Jp is the thickness of the layer surrounding 

the pressure level p t U~T) 1s the unit condensation rate defined in Section 
if 

13, ~ 1s the threshold dew point depression introduced in Section 15, and 

the remainj.ng symbols are standard ones lorhich are included in the list of , 
symbols which appears at the beginning of the thesis. The Quant1ty cr 1s 

the moist static stability which (17.6) defines to be a linear interpolaticn 

bet\oTeen the stat1c stabilities of the "dry" standard atmosphere, OS ' and 

an arbitrary rainy atmosphere, cr~ , to which tempe rature and latitude 

corrections have been applied. Values of qs and cr~ are given in Table 6, 

together loJith the values of H* for fully saturated air at 0 C deg and 

"'" 
- 10 C deg ~hich are listed for comparison purposes. The values of lJp 

are given in Table 5. 

Leve l 

8.50 rnb 

700 mb 

.500 mb 

-10 C deg 

920 

1570 

3710 

o C deg 

1470 

2390 

.5300 

Static ~tabil1ty 

Standard 

Atmosphere 

1360 

19.50 

3.570 

Arbitrary Rainy 

Atmosphere 

3000 

3100 

.5200 

if. 
Table 6: Values of the latent heat factor'~ at -10 C deg and 0 C deg, 

the static stability of the standard atmosphere, and the static 
stability of an ilarbitrary rainy atmosphere". The units are 
dlan2 rnb-2. hr-2 • 



Th(jy correspond to about the maximum values' of tJ,.(T)WhiCh w:S.ll be encountered 

in the North American region, exclusive of such abnormalities as hurricanes. 

Or at least they do at 850 and 500 mb. The 700 rob value has been deliberately 

overestimated by about l5~ to favour the latent heat amplification of vertical 

motion at this level. Superficia11y, formula (17.3) bears the sarne 

rclationship to the diabatic version of the convenient forro of the thermo-

dyn~rlic equation (7.4) as the "dry" vertical motion (16.1) bears'to the 

adiabatic version of the convenient forM of the thermodynamic equation 

(7.5). Hemever, the baroc1inic model is based on the assumptioll that (c-Ir) 
i8 equal 'to ( cs/fo) . This assumption can still be appliod in the "dry" 

vertical motion equation (16.1), but it cannot be carried over unambiguous1y 

to (17.3). The reason is that. as Table 6 ShO\oTS. when the 'air i8 saturated 

'* the magnitude of r-r can easi1y exceed the magnitude of OS • This means , 
that if 0" were taJ:.:en to be equal to C-s • th en (17.3) cou1d and wou1d 

. ~J 
develop sineularities when c:s = H To{f • 

in the real atmosphere. of course, because 

Such singularitip-s never occur 

[- IL(~)J · i.e. ;o*T .. 
Dt op 'Dt: 

(see(7.,3) and (Al.2». will pass through a zero and change sign at the same 

time as (0"_ H~q{~); and. if necessary. there will he convective adju8tments 

to ensure this. Under fully saturated conditions in the real atmosphere 

D~T 
'":Dt 

will be of the opposite s1gn t~ that of ascending vertical motion 

when the actual lapse rate 1s intemed:S,ate between the dry adiabatic and 

moist adiabatic. In the model, because dry conditions are assumed, 

T -~1J%t)J must ah,ays have the -- 01gn ao the vert1cal !notIon. 

So to ensure the correct sign for the vertical motion in the model. 

( (]'" - H~fo/f) must not be allcmed to b~come negative. Nor must it he 
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al1o~ed to approach ~oo closely to zero. For the sake of simplicity the 

foregoing remarks have 1~1ored the complications arising from eddy diffusion 

and terrain effects. This difficulty is avoided by introducing the concept 

of the static stability of an arbitrary rainy atmosphere, C7"'yJ • The values 

of this <i.uantity which are given in Table 6 are well im~ide the physically . 

realistic range, but they were actually chosen as tr1Uch for their numerical 

convenience as for their physical properties. Since ~J* has to include a 

(S~S)/S* factor to be consistent with large scale pl~cipitation fo~mula 
1 

<15.1), a moist static stability factor cr with a similar dependence en the 

( * "5* H* 5 -5JI · factor. has to be defined for use in (1'1.3). The term in 

(17.3) includes the fo/f factor because the static stability assumptions, 

bath in the baroclinic model and in the "wet" vertical motion computat~.ons, 

relate to the ratio (IS/f) and not to 0" alone. This is indicated mOl'e 

clearly by reto7riting (17.3) as: 

w . == as·r/fo .. U)d 

YI (osf/fe - H*) 
(17.8) 

The factor , tJpfr)l'lJp bu~lds a temperature dependence into the definit.ion 

of cr • (17.6), to take cognizance. of the fact that the threat of 

1 

singularities is considerab1lr reduced in cold air. t'lithout this temperature 
1 

factol' the value of cr would be suitable for warm air, but excessi.ve1y 

large for cold air. Sirnilarly, the factor fol'f' builds a latitudinal , 
dependence into the defin~.tion of cr , (17.6), 50 as to best accomodate 

the lati~udinal variation of{foH/f) in (17.3). Although (17.3) works 

quite 1-Tell \oThen the "dry" vertica.l motions are sma1l, it can sometimes 

lead to excessive amplifications when the "dry" vertical motions are already 

large. One loTay of getting round this difficulty would have been to insert 
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a "dry" vertical motion dependence into the definition of cr • However. 

it was simpler to prescribe maxinr.J.m allmred amplifications by means of 

(17.2) and (17.7). Note that the amplification limits are imposed not . 

* on the "dry" vertical motion, Wd ' but on the quantity W l-1hich is 

defined by (17.4). TM.s has the effect of making the restrictions de}:'9nd , . 

on telnperature, since (Jo is itself temperature-dependent. In fact this 

means' that the maximum amplifications allOt-led for the "dry" vertical motions 

are great~r for cold aj.r than they are fol' warm air. The quantities 01,1), hw 
and C\Il in (17.7) are chosen to make Y\(vf.J a quadratic function of ul~ 
in the rilgion UJI~ Vi~4' UJ2. , such that: 

on, when * W == OJ, 

ï"\ (UJ~) - i\~ when w*= UJ:z. (17.9) -
1"\) when w*::: 0)3 

The actual values of "(\I) "(\2" ')')3 ~ VJ,) uJ~ > W:,1 Q\Ul bw and C\.~ are 

given in Table 7. The complete formulae relating Ch.l) bw and '\oU t~ 'nt, Y'\2' 

1\3) W. • Wl. and \..\Ja. are gi ven elsetorhere by the autl.lor; see Davies (1967a). 

The octagon version of the "wet" vertical motion computations was 

a1most the saroe as the 1970 one just described. It differed, however, 

in that three factors were omitted. These l\ere the factor (folf) which 

multiplies H~· in (17.3), the factor (folr) which multiplies o-w in 

. the definition of r:t-' • (17.6), and the factor [Vp(T)/Op] which also 

appears in (17.6). This meant that all three factors were sèt equa1 to 

one everywhere. In the original development work it was realised that 

* to he consistent with the baroclinic model the ~ term should include 
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the factor (fol f) , but that this \oTould introduce an equatorial 

singularity into the equations. 

Constant 850 mb 700 rob 500 mb Units 

'1'\. 5 5 5 

""2. 1.33 1.50 1.33 

Yl3 2.5 3.0 2.5 

W, -4 -4 -4 mb br-1 

UJ,2. -36 -40 -36 mb br-1 

UJ3 -16 -16 -16 mb br-1 

GuJ 0.390 0.722 0.390 

bU) 0.0395 0.0509 0.0395 mb-1 br 

'w -60.5 -86 -60.5 mb hr-1 

Table 7: Values of the constants used in the maximum amplification 
restrictions imposed on the "wet Il vertical motions. 

1 
It was also realised that ~ should have some kind of temperature 

dependence, but it was not evident what form this temperature dependence 

should take. Needless to say, singularities were an anathema to be 

avoided at aIl costs, and the prospects of coming up with a sensible 
1 

teroperature var1.ation for cr were bleak at a. t1me when there were rnany 

other more urgent problems to solve. Accordingly, as an interim measure, 

the "wet" vertical motions were computed without allUJing for any variation 

in f . and loTi thout introducing any temperature dependence into 0-
1

• 

1 
Unfortunately. ",'1.th a Cl' independent of ternperature there "las not enough 

latent heat amplification over Canada, the ver.y area which 1s of central 

importance for the precipitation forecasts. Consequently. when the 



precipitation scheme was reprogrammed for the 1968 model the (fo/f) 
. . H~~' 
factor was included in the term, and v was made temparature 

depandent by introducing the[Up6-)/Op]factoro The particular factor 

[lJp (r)I'() p] was decided upon after studies of individual charts had 

indicated that the most consistent latent heat effects were obtained when 
, H''f 

the tempe rature dependence of 0' matched that of • These two changes 

1ed to impl'oved precipitation forecasts for Canada, but the (fc/f) factor 

1ed to excessive ''wet'' vertical motions in the south-lorest and south-east 

corners of the 504-point grid, which are ocean areas south of latitude 

'0 N. TheBe were controlled by the maximum ~mplification restrictions 

(17.2), but were still an undesirable feature of the precipitation scheme. 

Consequently, it loTas decided that ~t and J-1*ShOUld also have mat ching 

1ati tudinal variations. and this led to the introduction of the (fa / f ) 
factor in the Ctw term of (17.6) l'7ith the 1970 model. 

An interesting corollary to the 1970 method is obtained by substituting 

(17.5) and (17.6) into (17.3): 

Ct'.sWcl 

w ... , = 
w 0 - (~;~) ~~)J (17.11) 

It 1s slightly disturbing to note that (17.11) contains the essentia1 

1ngred~ents of (17.l0).Îor the ~_rO"w- ~9L Op] term can only play 
f r CppOp 

a i1larginal ro1e in determining the "wet" vertical motion. It actually 

worka out to be slightly positive at 850 and 500 mb. and slightly negative 

" at 700 rob. as can be se en by substituting numerica1 values for Up and O"yJ 



from Tables 5 and 7. This sugeests that the precipitation schema would 
probably work just as weIl with (17.11) rep1acing (17.J). 

The arbitrary assU!llptions regarding 0';." are not the only scientific 
ambiguities arisine in the "wet" vertical motion computations. There is 

also approximation (7.J), of which more will be said later in the thesls. 

H~ And the. latent heat ca1culation for ls for precipitation, as given 
by empirical formula (15.1), and not for condensation. Furtheriuore, as 
has already been remarked upon in the last Section, it is not strictly 

correct to use (7.4) to compute Uù , as (17.3) essenti~l1y does, unless 

the UJd' or more pre~lse 1y the P- (~~) , .have been CO!'iputed from a 'Dt ()p 
baroclinic model lvhich also takes H~ into account. This 15 because the 
stream function tendencies l'TOuld have been different if latent heat 

effects had been red back into t~e baroclinic model. General~ speaking, 
if latent heat effects l'Tere sOllleho\o1 included in the baroclinic model, 

one would expect the magnitude of 1L (~\v) in baroclinic short ~raves to . ot ~p 
increase where there is precipitation. In particular, if the actual lapse 
rate were interrnediate bebleen the moist adiabatic and dry adiabatic, 3.nd 
conditions were !Ully saturated, then in (16.1) the magnitude of the stream 
function tendency term would he greater than the magnitude of the advection 
tenn, and Wd 101ould work out to be positive in spite of the precipit~tion. 
Of course, in such a case, the conversion te> "wet" vertical motion would 
include a chanee of sign, and 50 reveal ~à to he more a quantity of 
num3rical convenience tr.an a me~nlngful physical variable. 

In splte of aIl the little inconsistencies, ~ppro~ations, and 

r~ther arbitrary procedures which characterise both the "wet" and "dry" 

phases of the computations, the final vertlcal motion fields are of a 
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very hieh quality. Unfortunately, it is not possible to support this 

assertion by directly verifyine the cornputed vertical motion fields. 

Direct measurements of the large scale vertical motions in the atmosphere 

are not made in the routine meteorological observation program. Instead 

it is necessary to rely on indirect evidence. Such indirect evidence is 

of three types. The first is elementary. The vertical motion fields do 

not eXhibit any obvious deficiencies. Or, at least, they do not exhibit 

any obvio~s deficiencies other than the fact that those at 850 mb are 

exactly in phase with the ,ones at 700 rob. This 101aS established by 

inspecting a large number ofindividual cases. The 700 mb vertical motion 

charts have been subjected to a particularly close scrutiny by field 

forecasters because they have been trans~itted over the facsimile circuits 

for 2î years. Freedom from obvious flaws is much stronger evidence than 

it sounds. Host of the development work on the vertical motion computations 

was actually concerned with the detection and eradication of obvious flaws. 

This type of research activity is by no means uncommon in numerical weathor 

prediction. The second type of evidence involves comparisons with vertical 

motion fields computed by other techniques. In particular, at one stage of 

the work on the octagon model sorne fairly detailed comparisons were made 

between the first hour ,"dry" vertical motions computed from the baroclinic 

model and the diagnostic "dry" vertical motions produced by the technique 

of Haltiner et al (1963). First hour values were used to avoid the 

. complications arising fram the use of a fonlard timestep at initial time. 

At that time the correlation between the two sets of vertical motion charts 

was very good at 700 and 500 mb. The patterns of the two sets of charts 

at these levels were recognisably the same when viewed from a short distance 
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away., although differences of detail were discernible in a close-up 

inspection. Hcmever, the corresponding correlations at 850 mb 'VTere 

initially ver,y poor. The cause turned out to be the 1000 mb stream 

function fields from the baroclinic model, as discussed in Section 5. 

Since those early days the vertical motion fields from the baroclinic 

model have been improved considerably, for instance, b.Y taking latent 

heat effects into account. More recent cOMparisons ~~th the diagnostic 

vertical motions produced by the technique of Haltiner et al (1963) 

shmr much greater differences. The vertical motion fields from the 

baroclinic model n~· not only have stronger maxima and reinima than 

their Haltiner counterparts, but they also contain more detailed patterns 

which appear to he meteorologically real. Conparisons with vertical 

motion fields from other sources have been made from time to timc. The 

conclusions dratm on such occasions have var:i.ed in degree, but usually 

they have bean sL~ilar in kind to those made for the recent Haltiner 

corn~risons. The vertical motion fields fram the baroclinic model tend 

to dis play both greater magnitudes and more detail than vertical motion 

fields fro~ otr.er sources. However, there is a limit.to the usefulness 

of carr,ying out comparisons of vertical motion fields. It does not take 

long for a discussion of the pros and cons of small differences to enter 

the realm of speculation. The third type of evidence comes from the 

direct verification of the precipitation forecasts against the reported 

precipitation amounts. This is tanta~ount to an indirect verification 

of the vertical motion fields because precipitation amount is linearly 

dependent on vertical motion. As will be.reported in Section 22, the 

predicted precipitation patterns almost always bear a reasonably close 
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resemb1ance to those which are observed. Consequently, one can justifiably 

infer that the vertical motion fie~ds are equal1y sat~sfactory. The three 

types of evidence, taken together, 1ead to the conclusion that the "wet ll 

vertical motion fields are high quality simulations of the large sca1e 

vertical motions in the atmosphere. 

Some of the general properties of the nwet" vertical motion fields 

were monitored by the characteristic areas verification program described 

in Section. 11. Most of the accumulated information, which covers just 

more than a year, is for the 1968 modela In digest form it provides a 

f8.i1'1y comprehensive picture of the type of nwet" vertical motion field 

one might expect to encounter. For instance, on an average kind of d~ 

during the winter months the 700 rob ""ret" vertical motion charts behaved 

as ~011mls. At the first hour the root-mean-square magnitude was about 

6 mb/hour. ,the maximum ascent l'laS in the range -:30 to -40 rob/hour, and 

the maximum subsidence was about 20 to :30 mb/hour. Resu1ts are quoted 

for the tirst hour rather than at initial time because this is when the 

tirst centred time step is taken. The magnitudes ot these values then 

increased by about 0.5% to 1% per hour unt1l the first, application of the 

standard smoothers at 10 hours. As mentioned in Section 16, the necess1ty 

of maintaining matched stream function fields meant that the vertical 

motion computations effectively passed through the smoothing operation 

tvl0 hours ahead of the baroclinic model itse1f. The values immediately 

'after smoothing were about lz% sma1ler than the corresponding first hour 

values, 50 this meant that the values just prior to smoothing were actua11y 

cut dovm by about 20~. The same thing happened as the torecasts progressed 

tram 10 hours to 22 hours, the next smoothing.time, and once again as they 
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progressed to the last smoothing time at 34 hours. Consequently, at 35 

hours the first-hour values had been reduced by about 1/3, so that the 

root-mean-square magnitude was about 4 mb/hour, the maximum ascent was 

in the range -20 to -30 mb/hour and the maximum subsidence 12 to 20 rob/hour. 
Natura11y, the general trends indicated by the foregoing reluarks May be 
masked by synoptic deve10pments in individual cases. One unsatisfactory 
feature that shol'Ted up moderately frequently, usually in the last twe1ve 

hours, was that uncoupling bev.~een odd and even time steps bec~ne evident. 
S ometimes the uncoupling variations \-muld be a barely discernible 2 or 3%; 
occasionally they would gr~l to a vast 15 or 20%. The corresponding 

-first-hour values at 700 mb for winter days that are meteorologically 
active, ~nd also for winter days that are meteorologically quiet, are 
given in Table 8. 

Type 

of day 

Active 

Avez:age 

Quiet 

. Table 8: 

. HINTER SUJ.1MER 

RHS }.~aximum MaximlL'I'l ms Maximum l-laximu111 

ascent subsidence ascent subsidence 

8/10 - 50/ - 62 25/35 4/5 - 25/ - 35 20/25 

6 - 30/ - 40 20/30 :3 - 15/ - 20 13/18 
4 - 15/ - 25 15/25 1/2 - S/ - 10 SIlO 

TJ~ical first-hour values for the root-ruean-square, maxDlu~ ascent and ma::dr.lUm subsid~mce of the 700 rob "wet" vertical mot1.on charts. The units are rob/hour. 1iinter and SUlllmer ranees are given for active, average, and ~uiet days. These values l'!ere obtained by monitoring the output from the 1968 model, but they should also be valid for the 1970 model. 

------------------



There were about a dozen winter cases for l-lhich the maximum ascent just 

surpassed -60 mb/hour. but in no instance did it get as low as -63 rob/hour. 

Table 8 also lists similar sets of first-hour values at 700 rob for summer 

days. A word of caution here. The nuroerical values appearing in the 

vertical motion charts transmitted over the facsimile circuits cannot be 

compared directly to those in Table 8. This is because the facsimile 

charts are contoured using the incredible unit of minus microbars/sec. 

The numbers 'appearing on the facs imile charts have therefore to be 

multiplied by a conversion factor of -3.6 to make them meaningful in 

terms of Ta~le 8. In aIl cases, winter and swnmer, the variation in 

,time after the first hour was rather similar to that for average liinter 

days; i.e. values increased by about 8% in ?et",een smoothing times, 

only to be cut down by about 20~ at each hour the s~oothing operators 

,were applied. Uncoupling problems were most coromon and Most severe in 

active winter cases. As is to be expected frOOI (16.4), the properties 

of the 8.50 mb "wet" vertical motion charts l-if'!re very si.'Ililar to tho~e at 

700 rob. In general. the root-mean-square. maximum ascent and roaxiIolum 

subsidence values at 8.50 rob were about 0.9 times their.counterparts at 

700 rob. This ratio is slightly higher than the Ta{CSbo/<OS)es factor of 

(16.4), which is about 0.8.5, because of the greater terrain contribution 

st 8.50 mb. At .500 mb the correlation with 700 mb was not nearly 50 great. 

At the first hour the root-mean-square, maximum ascent and maximum 

subsidence values at .500 mb were usually about 0.7 to 0.8 of the 

corresponding values at 700 mb. This ratio tended to be higher on quiet 

summer days and l~~er on active winter days. However, the net drop off 

with time was not so great as at the other levels. By 3.5-hours tho 
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500 mb "wet" vertical motions tended to retain about 3/4 ot their tirst-

hour a~plitudes. SO either the noise build-up between smoothing times 

was slightly greater at SOO mb, or else the smoothers themselves were 

slightly less effective at this level. In swnmer the mean "wet" vertical 

motions at al1 levels were in the range 0 to -0.5 mb/hour; in winter they 

were in the range -0.2 to -1.2 mb/hour. HUNever. the Mean at 700 mb was 

usually, but by no means invariably, about 1.5 to 2 times 1arger than the 

Mean at 500mb, whereas the Mean at 850 mb usua11y lay somewhere in 

between. 

After the 1968 model was rep1aced by the 1970 model, the following 

changes in properties l-rere inferred frOIll monitoring the "wet" vertical 

motion charts in February and March 1970. The most important change, 

of course, was the elimination of the adverse effects of smoothing. The 

tremendous discontinuiti~s in the time sequence of vertical motion charts 

every twelve hours completely disapppeared. There was also an unexpected 

side effect. The uncoupling problem has also been completely cured • . 
Getting doto/n to the details, the first-hour values of the "wet" vertical 

motion fields are about the sarne as they were beiore at 8S0 and 700 mb. 

Thereafter, as the forecast5 progress, there i5 generally a steady decrease 

in a11 values of about 0 .5~ per hour, so that by 35 hours they are dmm 

to about S/6 of their tirst-hour values. At 500 rob the first-hour values 

seern to be d~o/n by about 15%. Then there appears to he a more rapid fall 

orf than at the other levels for the first ti.:elve hours, perhaps as much 

as 1% pel' hour, until the rate slows dot~n to about the sarne O.S~ figure 

as at the other levels. This makes the 35-hour 500 mb "wet" vertical motions 

just under 80% of their first-hour values, which works out to be just under 

2/3 of the !j.rst-hour values tney \ol'ould have had in the 1968 model. The 



• precipitation grand totals for the 1970 model l.rcre about as for the 1968 

model at 850 and 700 rob, but about ~5% 10wer at 500 mb. From the preceding 

remarks it appears that at least part of this difference in behavi01.lr 

arises from chanees in the relative net decay characteristics at the three 

1evels. 

Besides monitor1.ng genera1 propert1.es t the characteristic 3reas 

verifica,tion program also compared predicted "wet Il vertical motion charts 

against first-hour "wet" vertical motion charts "rhich were produced in 

later l'uns, but which l'Tere valid for the sarne real time. Specifically t 

the 13-hour "wet" vertical motion forecasts were comparE:d to the 1-hour· 

"wet" vertical motion charts produced in the next rune the 25-hour 

forecasts \-1ere compared to the l-hour charts produced in the nen run 

but one, and the 35-hour forecasts l'iera cornpared to the l-hour charts 

produccd in the nen run but two. No 37-hour !l\vetU vertical motion 

forecasts p..ra produced in the operational l'un, 50 the 1a5t one avallable 

l'TaS used instead. Once aga~n corllparisons were based on the first-hour 

"wet" vertical motions because thef:le correspond to the first cent.red tim~ 

stap. These comp;lrisons only constit.ute akind of pseudo-verification 

procedure, not a true one. This i5 because.the verifying charts are not 

based directly on observations; they are themselves cOnlput.ed quantit:tes. 

Unfortunately, t.OO, miSE verification scores are practically meaningless 

for vertical motion charts because neither the gr1.d-point values themselves, 

nor their errors, have a normal distribution. 50 the oost that could be 

done l'TaS to compute the percent age of grid points at l-lhich the predicted 

"wet" vertical motion fields had the Sélme sign as the correspond~_ne 

first-hour fields. The results are ShOi-ffi 1.n F.ig. 10. The sign 
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FIG 10: Monthly mean values of the percentages of grid-points at which 
the i3, 25 and 35-hour forecasts of the "wet tt vertical motion 
fields have the correct signe The thick curves are the 13-hour 
forecasts, the thin curves are jhe 25-hour forecasts, and the 
dashed curves are the 35-hour forecasts. The lower, middle and 
upper diagrams are for 850, 100 and 500mb respectively. The 
verifying "wet" vertical motion fields are l-hour forecasts from 
subsequent runs. AlI values are for the 504-point grid. 



correlations are 8. bit t..igher in \-,finter than in summer, and a bit higher 
et ,500 rob than at the other levels. No doubt tbis is because the l'1eather 

. . systems are bettcr organised in winter, and because the advection speeds. 
are More realistically simulated at ,500 mb th an at the lmTer levels. The 
inrorrn~t~on in Fig. 10 may be quickly slunmD.rised by quoting averages fOl" 
the torhole year. At 500 mb the sign correlation l'7ith the first-hour "wet" 
vertical Motion charts is about 82~ at 13 hours, 76% at 25 hours e and 71% 
at :35 hours. The corresponding 1'ieures at both 700 and 850 rllb are 79% 
at 1; h~urs, 73% at 25 hours, and 68% at 35 hours. 

Over the torhole year, for the 1968 model, the average number of 
II1R,o.mum amplification restrictions (17.2) imposed on the "wet" vertical 
motions et each time step over tho ,504-point grid were as f~llows: at 
8,50 mb, 12 grid points; at 700 rob, 9 grid points; and at 500 mb,3 grid 
points. These figures are about 1/3 the maximum numbers of restricted 

. r.rl.d points as the distribution is skcw. The variations from month to 
month reflect changes in the objective analysis procedures more than the 
8oason. Further. the results are based on diagnostic totals for thè 
entire run, so there is no infom~tion available about ho,., they varied 
dU11ing the torecast periode Neither is there any information about 
geocraph1c distribution. Presumably, though, most of the restricted 
gr1d points were e1ther in the south-~est and south-east corners of the 
504 .. po:5.nt grid, l'thore the folf facto!" 01' (17.3) loTas a problem, or else 
in other ocean no-data areas where there was a lack of vertical consistency 
in tho initial time objective analyses. There has been sone reduction 
in the numbers ot restricted grid points in the 1970 model, but there is 
not yet enough information to decide how the averall figures ha,~ changed. 



This concludes a fairly comprehensive account of how forecasts of 

vertical motion are obtained in the operational run, and wl1at tl1eir general 

properties are. As was seen in Section 13, vertical motion is the first· 

basic meteorological variable needed to compute the large scale precipitation 

amount. The second i5 temperature. 

18. ~ Temoerature Forecasts 

The tcmperature forecasts in the 1970 version of the sequential 
. , 

precipitation scheme are based on the following analytical equation: 

al::: - y.~ \;1.T + w/.sJ1- QI) -1-' k;\l'1r -~ Hl (18.1) 
~~ ~~p op R ,., . 

# . 
where r~J) is an eddy diffusion coefficient, and H4- is the special heat 

function (Al.14). for net radiation cffects. Essentially, (18.1) is a 

version of the thermodynamic equation "Thicl1 serves as a prognostic equ~tion 

.for temperature. Under dry conditions it corresponds to (Al.17) so that 

dT - dit dp - ëtP e ; under saturated conditj,on it corresponds to (A3.9) 50 that 

fl:::!Ut · dp CJp ~w 

T~+,:e 1:~r~d;fZ;T~;(j?(;::~~+(VJ'l[et:-<~)(] 
+ t-h'2 1-\ P H J~.' 1 t) K KI> \V ~ - -- If + hs 

, R V\ n 

(18.2) 

"f\ = g S'O J 70 0) S 00 

where K is given by (C1.) and K,l) is related to K: as in (9.3). The 

time step,ll~ , is the same as that uscd in the baroclinic model, namely 

one hour. The term hs which appears ln 0.8.2), but not in (18.1), ls a,n 

eropirical correction factor which is applied only at 850 mb, and only when 
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,the Sh~Jalter Index, l, i5 less than seme cr1tical value. Hore specifically: 

0 if -n=700 or Yl= 500 or I ~Jh 
hs:' ~18.3) 

-[Qs + bsCt -9] y\= 850 I<Ih if and 

where (t - ta) is the ,time in hours wh1ch has elapsed since initial time. 
, 1 

Values of Os • bs and I~ are given in Table 9. The quanti ty UJ 1s a 

aamped' version of the "wet" vertical motion given by: 

w l 
-

1 + I~ 1 + be. (*) 
(18.4) 

'tolhere Wc' and DG are constants given in Table 10. 

Constant Value Units 

rh -:3 C deg 

Os 0.26 C deg 

bs 0.005 C deg hour-l 

Table 9: Values of the constants used in the adjustments to the 850 mb 
teroperature fields when spurious air maS5 instab11ity deve1ops. 

Predicted W Wc bc: 
level Quantity (mb hr-l ) (rob hr-l ) 

850 T all :3 0.2 

700 T aU 9 0.2 

500 T al1 :3 0.2 

a1l S W>O 35 0.2 

a11 S W< 0 40 0.2 

Table 10: Value3 of the constants used in the vertical motion daroping 
formula; bc. is ditl)ension1ess. The values given for W, are 
for initial time; .these are reduced by 1% per hour. 



The total pressure derivative is obtained from: 

(-ddT) ifS ~5* 
P a (18.5) 

(M' ~ -1_ (Al \ (s~ 5\ if 5 < S~'f 
dT ---dp 

dp/e 5* d p)&w s'*l 
As noted in Appendix A3. atirl at a given level depends only on the 

p g...., 
tempe rature and 15 obtained trom tables giving values at intervals of 

1 deg C. Table 11 lists a shortened fOI~ of these tables in which the 

interval is 10 deg C • 

Temperature . dI/ (10_1~ C deg mb-l ) 

(0 deg) 
dp ew 

850 mb 700 mb 500 mb 

-70 640 

-60 374 455 960 

-.50 561 683 1280 

-40 747 910 1287 

-30 750 913 1290 

-20 727 877 1190 

-10 643 790 1037 

0 .570 660 840 

10 .500 .540 667 

20 413 467 

30 363 

Table 11: Moist adiabatic lapse rate tables, dT 1 · 
dp ew 

By differentiating (Al.7), and converting from degrees Kelvin to degrees 



o 
Celsius, it fo11~lS that: 

.4I.1 = JL(T +,273,2) 
clp e cpp , (18.6) 

For convenience of application, this is rev~itten in the form: 

'Constant 850 rob 700 rob 500 mb 

4.08 

Table 12: Values of the constant used in the computation of ilj . 
dp G 

where values of be are given in Table 12. The partial derivative "Tith 

respect to pressure,/a-r), is eva1uated by me ans of the parabo1ic fit 
. \op 

'formula (B1J.l) at 700 mb. But siMple non-centl~d formu1ae have to be 

app1ied at 850 and at 500 rob because no temperature information is 
, 

avai1ab1e either at 1000 rob or at 200 mb. In practice, formula (B13.2) 

is app1ied at a11 three 1eve1s with appropriate sets of coefficients, 

Note that the standard Jacobian operator (B11.1) 18 used to eva1uate the 

advection terme And, as usual, ( hour - 1 ) values have to be used in 

the eddy diffusion tem. The radiation effect.(-f I-I~). "as adapted 

from the recent work on para11el operation. For this reason, and a1so 

because of sorne computer hardware complications invo1ving storage 

limitations in the operational run, the discussion of this term will 

be deferred until 1ater in the thesis. As'usua1, a forward time step 

has to be emp10yed at initial time to start off the leapfrcg marching 



process wh1ch characterises the integrat10n procedure. This is done by 
appl:Y1ng a slj.ghtly amended form of (18.1) in wh1ch the (t- l) superscripts 

t+' are replaced by t , and the 2 fJ t is repl~ced by At. The T", g1 ven 
by (18.2), and also the initial time temperature fields, are not al10wed 
to exceed the maxima and minima limits of Table 13. 

Leval 

(rob) 

850 

700 

500 

J.linimum 

Temperature 

Allc)V1ed 

(C deg) 

-60 

-60 

-70 

Maximum 

Temperature 

Allowed 

(C deg) 

:30 

20 

10 

. Table 13: Maximum and minimum restrictions on the temperature fields. 

This restriction is imposed by testing each grid point in turne If'the 
temperature is greater than the allol':ed maximum it is reset to tha.t maximum, 
and similarly if 1t 1s lower than the allO',;ed minimum it is reset to that 
minimum. 

As will be explained in Section 20, the Showalter ,Index, l , 1s 
used in the computation of small scale precipitation amount because it 
15 a reliable indicator of air mass instability. It 15 a quantity which 
can ba obtain~d quite eas1ly on a computer by a table look-up procedure. 
First, a parcel of air is lifted adiabatically from 850 mb to 500 mb, 
taldng saturation into account if it occurS. The 500 rob temperatura it 
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ends up with~ 1;0' depends only on the teraperature and dew point 

depression at 850 mb, and so its value can be interpolated from Table 14. 

The Sho .. ra1ter Index is then simp1y define4 by: 

l = Tso -T5; (18.8) 

-------------------_._--_ .. --------
S85 (c deg) 

o 10 15 20 25 30 

30 13.8 

5 

8.7 0.1 -3.9 -7.4 -10.4 

25 2.4 -2.3 -6.8 -10.0 -12.8 -llj·.9 

20 0.5 -4.5 -9.5 -13.5 -16.2 -18.2 -20.2 

T85 15 -7.0 -11.8 -15.3 -18.2 -20.6 -23.7 -25.0 

(C deg) 10 -14.0 -lg.2 -21.8 -24.6 -27.0 -28.2 -29.8 

5 -21.5 -25.2 -27.9 -30.2 -31.8 -32.5 -33.4 

o -30.0 -32.0 -33.7 -35.6 -36.4 -37.2 -37.8 

-5 -36.2 -38.3 -39.8 -40.5 -41.3 -41.8 -42.2 

-10 -42.5 -41~.2 -41~.9 -45.5 -46.0 -46.4 -46.8 

Table 14: Values of T~O ' the 500 rob tempe rature of a parcel of air 
lifted adiabatical1y from 850 mb, used in the computation 
of the Shm-ra1ter Index. The units are C deg. The Shovra1ter 
Index is not computed if Ta5 < ..: 10 C àeg. 

---------------------
The precipitation scheme carries temperature fields at 850, 700 anà 

500 rob for the 1015-point grid of Fig. 1. Hmrever, the full form of 

equation (18.2) can on1y be app1ied inside the 504-point grid of Fig. 1. 

This i5 because the "wet" vertical motions, the Shmla1ter Index, :.l.nd the 
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radia:tion terra are only available over the smaller grid. In the remainder 
of the lOIS-point grid, which constitutes a wide border around the S04-point 
grid, a truncated form of (18.2) has to be·used. This contains only the 
advection and eddy diffusion terms. A comp~ratively inactive border zone 
of this type is in any case necessary, and it has to be at least two or 
three grid points wide. Otherwise there is S0r.19 incomp.!ltibility betvleen 
the vertical motion term and the assurnption of zero temperature tendenc1es 
along the boundary of the 101S-point grid, and this results in the development 
of unrealistic distortions near the boundary. 

The tempe rature fore cast scheme has another minor feature which was 
originally designed as a safety device, but in practice has turned out to 
be a valuable diagnostic indicator of trouble with the input charts which 
are fed into the precipitation scheme at initial time. This feature is 
based on the follO",Ting approxim~te relationship betN'een the stream function 
thickness and temperature: 

àT -àx 

Equ~tion (18.9) is derived by operating on the hydrostatic equation (Al.2) 
with à • and then substituting the rotational part of the wind for .~ 
the geostrophic wind. Its finite difference counterpart is: 

(Tl(,d):: -(~~~)[ <:~>\J~6~=700tSOO (18.10) 

where the (rd) indicates the standard x-derivatives are to be taken over 
one gridlength instead of the usual two. The parabolic fit formula (B13.l) 
is used to evaluate the pressure derivatives. At 9, 21 and 33 hours the 
finite difference relationship (18.10) is enforced in the square nine-point 
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regi~n centred on "significant" maxima and minima. This is done by proceeding 

from left to right along each of the three linos in turne Of coursa. starting 

from a point to the left of. but not j.ncluded in. the nine-point area. one 

eventually computes a temperature for a peint to the right of. but not 

included in. the patched area. This new temperature will not generally 

be the sarna as the existing tempe rature at that point. To overcome this 

problem. the nerT tempe rature at this right-hand point is restored to its 

original value by co~puting the correction factor and distributing it 

equally among the amended grid points in that line. Equation (18.10) 

cannot be applied at 850 mb because of the phasing problems of the 1000 mb 

stream function field. Consequently. the best one can do is to apply the 

R.H.S. of (18.10) evaluated for n = ?OO mb to conpute the L.R.S. of the 

sarne equation evaluated for n = 850 mb. A maximum is deemed significant 

if the temperatu~ at a grid point is more than 1.5 deg C warmer than 

each of the eight surroundin~ grid points. And a minimum is deemed 

sienificant if the temperature at a grid point is more than 1.5 deg C 

cooler thé'.n each of the eS.ght surrounding points. The boundaries are 

never amended by th1s procedure and 50 the points adjoining the boundaries 

are not tested for significant maxima or minima. 

It will nœr be sho~m that (18.1). or at least its finite difference 

counterpart (1.g.2). does indeed alloH for latent heat effects in a 

reasonab~y realistic manner. 1\10 things have been accomplished by 

taking the moist adiabatic lapse rate into account. The vertical motion 

r~T o'J has been amplified. And Ldp -~ has been reduced. Superficially. 

remembering (Al.16) and (Al.?). it may seern as if the comp1ex manoeuvres 

of Sections 16 and l? had accomplished nothing more than producing the 
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quantity (nI -~) vJJ ~ cl e.. & .••.. à P 

(
dT _ ~) 
Tp Op. 

(18.11) 

and ca11ing it the "lolet" vertical motion. If this were the case, the 

capacity of (18.2) to handle latent heat effects would be entirely 

i1lusory. Fortunately, it is easy to demonstrate that this is not so. 

Under fully saturated conditions (~I - ~T) -.1111 be negative w-Then ,"P fJw ~p 
the lapse rate lies bebreen the moi st adiabatic and the dry adiabatic. 

Thus when the vertical motion is negative the whole tenn W fdI/ -$IJ 1-1ill Lap1el"ëP be positive. This represents a true si.mulation of the effects of the 

release of latent heat and sornething which could not he attained by the 
dry adiabatic equation. So Sections 16 and 17 did after allaccomplish 

something and the final "wet" vertica.1 motions are suffici'ëlntly realistic 
to have a useful application in (18.2) as weIl as in the actual prediction 

·of large scale precipitation. This point May be pursued further by re-

reading the discussion on the vertical motion computations. 

The advantages of using (18.1) as a prognostic equation for tèmperature 
can on1y be realised in practice i~ its finite difference counterpart, 
(18.2), is computationa11y stable. As bas a1ready been mentioned, the 

ed~ diffusion term is sufficient to prevent horizontal instabi1ity due 

to the amplification of two-grid1ength waves. The actual values of the 

ed~ diffusion coefficients at initial time are given in Table 15. It 
1s advantageous to have a larger coefficient at 850 rob than at 500 rob, 

and a1so to augment a11 values by l~ per hour as the forecasts progress 
in time. Vertical instabilitywas encountered in the first experiments 

"Tith the octagon model when moderat.ely strong inflm-1 conditions occnrred 
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at the outside leve1s. And it made no difference if "dry" vertical motions 
were used instead of "wet" ones. It soon became evident that the cause of 
the trouble was the non-centred finite difference approximations for -aT .-

ôp at 850 and 500 mb. 

---
Leve1 (mb) K; (107 dkm2 hr-l ) Kn (dkm) 

850 6.44 7.5 

700 5.15 6.0 

500 3.86 4.5 

. Table 15: Initial time values of the eddy diffusion coefficients used 
in the forec·?st equations for tempe rature and dew point depression; these are auemented by 1~ per heur. 

The cure turned out to be a simple one. The magnitudes of the "wet" 
ve~ica1 motion are damped by formula (18.4) before being applied in (18.2). 
The bast verification scores were obtained "Then heavy damping factors were 
app1ied at 850 and 500 mb, and a moderately heavy one even at 700 rob where 
there l-laS no vertical stability problem. The actual values of UJe and he: 
which are used in formula (18.4) are given in Table 10. The seve rit y of 
the damping can be judged from the fact that at 850 and 500 mb a "wet" 
vertical motion of 10 mb/hour is cut dOlln to about 1.5 mb/hour, one of 
20 rob/hour to about 1.25 mb/hour, and that nOlolhere does the magnitude of 
the damped vertical motion exceed about 2 mb/hour. At 700 mb the fieures 
are roughly three times these. Yet vertical stablflity is achieved with 
the Wc. values at 850 and 500 mb an order of magnitude larger than those 
cited in Table 10, and no damping at all of the "wet" vertical motion at 

". 



700 mb. Two other features of the temperature forecast scheme play minor 

ro1es in ensuring computationa1 stabi1ity. The thickness-temperature 

amendments (18.10) of nina-point areas sur~ounding significant maxima and 

minima are on1y app1ied at 9, 21 and JJ hours. They are a ho1d-over from 

an early attempt to control vertical instability in the octagon model. 

It ~1as an unsuccessfu1 attempt because the patched areas tended to 1ink 

together in chains \o1hen there was no damping of the vertical motion. 

'But in somecases the technique did slot\" da.m the deva10pment of cOlllputational 

instability. Consequently, it wns dècided to retain it as an extra safaty 

feature in the operatio~al precipitation sche~e. Quite unexpectedly, it 

turned out to be a va1uable diagnostic indicato~ of trouble with the input 

charts. At initial time the maximum a.nd minimu.."!l values of all the ch arts 

which enter the precipitation scheme have to satisfy identification checks. 

This is a precautionary measure to provide protection against a hardware 

'malfunction. For instance, if by sorne mischallce the precipitation scheme 
~ 

picks up a height field at 500 mb instead of one at 700 rob, it l·li11 
. 

immediately come out of an error exit. But the most common kind of error 

arising frOID a hardware malfunction 1s that yesterday's objective analyses, 

say of the temperature fields, are passed into the precipitation scheme 

instead of the current ones. ~:atural1y, these satisfy the identification 

checks and 50 when the precipitation forecasts come out looking a bit odd 

there is no direct clue as t,o "'That has happened. However. in a normal run 

the total number of maximum and minimum ame~dment5 i5 usually zero, a1though 

it i5 occasionally one, two or even threc. In an abnorma1 run, when there 

i5 something wrong with one or more of the input charts, such as an 1ncorl~ct 

initial time or an accidenta1 displacemcnt of the grid network from its true 



position, the total amendment count jumps to at least five and may rise 

to more than twentyaltogether. An interroediate figure. say a total count 
, , 

, , 

of four or five, May be an indicator of sorne lack of vertical consistena,y 

in the objective analysis. The absolute maximum and minimum restrictions 

of Table 13 were first incorporated into the' 1968 model. They were 

inserted to provide a rigid guarantee that the various table look-ups 

base~ on tempe rature would not pick up numbers from outside the prescribed 

table areae. They were not pr1."'I'larily intended to serve as a hamhanded 

kind of protection against computational instability. Nevertheless. they 

would in fact massiveJ.y suppress any strongly amplif'ying numerical 

phenomenon which could not be controlled by eddy dif'fUsion and damped 

vertical motion. 50, in this sense, they do serve as a second line of 

defence against computational instability. In practice. however. these 

restrictions are not called into play to provide stability control. 

Diagnostic' print-outs of the numbers of restricted points are made after 

each run as part of the operational routine. These show that no res,trictions 

whatsoever were imposed on the 700 and 500 mb temperature fields fram 

J anuary 1968 to May 1970. Nor ~ere any m1Î1imwn restrictions iInposed on 

the 850 mb tempe rature field for the same periode However. there were 

some maximum restrictions on the 850 mb temperatures. These start to 

occur towards the end of May, increase to about 20 or 30 corrections a 

run in July, and then gradually die down again until they disappear in 

·September. Or at least this happens for forecasts originating from OOZ 

initial times. Even in July there are usually no ma.xilIlum temperature 

restrictions at 850 mb for forecasts originating from l2Z. although one 

or two cases do crop up. These results are not dirficult to explain. 
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In SUMMer the reported 850 mb temperature do regularly exceed 30 deg C 

in the 1Il0untain areas of the southern ·U.S. at OOZ. So the maximum 

restrictions that are imposed at 850 mb are physical and not numerical ~n 

nature. The sets of 850 mb tables could, of course. 'he extended out to 

40 deg C to accomodate these very warm temperatures. But, on the other 

band, as 850 mb temperatures of over 30 deg C onlyoccur ~Then the ground 

1evel"is close to the 8501llb surface, it May actually be preferable to 

leave the present restrictions in force. The e~p1rical correction factor 

hs ,wh1ch is defined by (18.3), was not introduced into (18.2) to 

control computational instabllity. Instead it serves to compensate for 

the systematic underadvection of cold air b.Y the baroclinic model in 

certain critical areas of the 850 mb chart. Without hs ' ,spurious 

regions of highly unstable airwould sometimes develop along cold fronts. 

These would have large negative values of the Showalter Index associated 

'with them, , and so cause some difficulties for the srnall scale prcëipitation 

computations of Section 20. There is one further item which should be 

commented upon. Instead of (18.5), it would make more physical senSe to use: 

if 5~ , 
5~ or 

(18.12) 

if S< S~nd W< 0 

However. (18.5) gave better verification scores than (18.12). or at least 

~t d1d before the radiation term was introduced. The reason might have 

been that the Mean values of the forecast tempe rature fields were usually 

too warm, especially in winter, without the radiation tenn. Using (18 • .5) 

instead of (18.12) tends to cool down the Mean temperatures slightly, and 



so provide some small compensation for the lack of radiation. Further tests 

will have to be carried out to see if (18.12) works better than (18.5) now 

that a radiation term has been incorporated into (18.2). 

The tempe rature forecasts produced in the operational run from Y~ch 

1969 to March 1970 were monitored by the characteristic areas verification 

program described in Section 11. The ru·SE scores were the principal 

quantities actually computed. These provide a meaningful measure of the 

~ccuracy of the temperature forecasts because, as in the case of height 

forecasts, the errors have an approximately normal distribution. Fig. 11 

consists of six diagrams showing the monthly means of the RMSE verification 

scores for the 12, 24 and 36-hour forecasts of 8S0 ~b ternperature, together 

with the corresponding monthly Mean persistence scores. Theleft-hand 

diagrams are for the S04-point grid, and those on the right are for the 

101S-point grid. The thick curves are the forecast scores and the thin 

curves are the persistence scores. Figs. 12 and 1:3 consist of similar 

sets of six diagrams for the 700 and 500 mb temperature forecasts. From 

these three Figs. it can be seen that a11 the temperature forecast scores 

beat their persistence counterparts b.1 a fairly wide margine And this 

marg1n increases with time as the forecasts progress from 12 hours to 

36 hours. It ia gratifying to note, t·oo, that the differences betw~en 

the fore cast scores and the persistence scores are more marked for the 

S04-poin~ grid than they are for the 101S-point grid. This is to be 

expected since (18.2) is used as the forecast equation inside the S04-point 

grid, and only a truncated form of the same equation is used in the 

remainder of the 101S-point grid. In assessing the results one should 

note that the persistence scores for the 101S-point grid are lowered over 
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the Pa.cif~.c Ocean because only a smal1 amount of data enters the objective 

analysis cycle. Fies. 11-13 have two othor qualitative features ~lhich 

are \-lorth noting. The seasona1 variation in the forecast scores is 

invariably 1ess than the seasona1 variation in the corresponding perzist~nce 

scores, and the temperat.ure forecast.s at 850 rob ShOH 1ess skil1 than those 

at 700 and 500 mb. This latter trait l.S undoubted1y exp1ained by the fact 

that the net effects of the heat excho.nge proeesses between the atmosphere 

and the underlyj.ng surface are of mueh greater magnitude at 850 mb than 

they are at higher levels. 

The charaeteristic areas verification program a1so revea1ed systematic 

seasona1 errors in the roeans of the forecast tempe rature fields produced 

by the 1968 modal. In winter, over the 50l~-point grid, the means of the 

36-hour forecast fields wcre usua11y 1 to.2 deg C too warm. The corresponding 

figures in sutnmGr depended on \olhether the initial time l'TaS OOZ or 12Z. Th'3 

36-hour forecasts from OOZ were usual1y 0 to 1 deg C too warm, and those 

from 12Z were usual1y 0 to 1 deg C too cool. These mean errors ean 1argely 

be attrj.buted to the neg1ect of radiat:i.on effects, both in the form of long 

wave cooling and solar heating, and to a 1esser extent to the neglect of 

ocean heating effects. If the monthly mean errors at individua1 grid 

points had been monitored, instead of the m'3Hn errora of individua1 forecasts. 

these wou1d have shO'Nn errors of 1areer ma~nj.tude t.han the figures just 

quoted •. This is beeause heat~ng and eooling effects are usually takillg 

place simultaneously over different parts of the grid, arn so tend to 

cancel eaeh other out when the mean errors are computed for the 504-point 

grid. In the 1970 mode1 an attempt was made to reduce these systematic 

seasonal errors by introclucing the radiation tem into (18.1). UnfClrltm:::rtely, 
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because of haro'vrare cOflJp1ications in Febru:=!ry and Harch 1970, it has not 

yet been possible to jud{;e hOvT effc.ctive tho neV[ terrn. i5. 

Quantité?tively, at 500 rob the RHSE scores for 36··hour tempcrature 

forecasts over the 50l.!.-poj.nt grid range from about 3.5 deg C in ,·linter 

to about 2 deg C in sumrler. At 700 rob tlje corrüsponding range is from 

3.5 deg C in Hinter to about 2.25 deg C in summer, and at 850 rob it is 

front. 4.5 deg C in ",intel' to about 3 deg C in summer. In cons ide ring the 

acceptability of these verincation fieures, it. should b'3 ramemœred that 

the te!rJpernture forecasts are not produced for their a:m sa.he, but as an 

:1 nterrnedj.ate st.ep in the prediction of precipitation amount. Hore 

specificéùly, the 'forecast teroperatul'es ent.er into the co:nputation of 

large scale precipitation amount in three different 'toTays. They are mled 

to compute: 

(i) T.he unit condensation amount, u;tr), from 'l'able 5. 

(ii) ~tJp: ; i.e. (!lllCI')c from equation (18.7), and\f:.~~t f:'()!n Table ll. 
u (.,1'- Q "fJ I 1;;1'/ 

(i:i.i) d.C; ; i.e., as ~ill bo seen from the next Soc~ion, ,\ili) fram (19.5) _.- , .. "'\ 
clp ,.~ c 

In all t,hese instances, the accuracy of the temperature foreoast is not very 

critical. Errors of 2 or 3 deg C can be tolerated v:ithout any lllo.jr)r 

repercussions, and even orrors of 5 dec C are by no rueans disas"Grotls. 50 

the rnagnitudof: (}uoted for the RHSE scores are themselves very acceptable. 

But, of course, if the errors have an appro>O.m;).tely normal dj.stl':ihution, 

one has to bc prepal'ed to encounte1" err01"5 2 or 3 times grp.ater than the 

Rlt,SE values. So, frorn a purely statist.ical point of vicm, one m~y oxpect 

u!1acceptable e1"ror5, say of the arder of 10 àoe C, at someth1.ng like s% 

of the grid points :in the foroc8.st ch~l!"ts at 36 hours, and marein:llly 

acqcpté1ble orror8, 8ay of 5 to 8 deg C, at anclthei' 5% of tll0 gdd points. 



It ia easy to confirm these statistical expectations by examining samp1e 

36-hour forecasts of the temperature fields and comparing them with the 

corresponding verifying fields. Further, as so often happens, the charts 

themse1ves are more revealing than any statistics about their RMSE scores. 

From inspection, one notices immediately that the major errors occur when 

the disp1acements of warm tongues of air associated with baroclinic waves 

are incorrectly predicted. Unfortunately, these are the very areas where 

one expects to find precipitation. However, one also notices that the 

predicted positions of these tongues of warm air are broadly consistent 

vith the predicted height fields, and that the teroperatures inside a 

tore cast tongue match up very we1l with those inside the corresponding 

verifying tongue when due a1lmTance is made for the displacement error. 

So it seems that the major errors are attributable to the baroc11nic 

mode1, and not to the tempe rature prediction scheme based on (18.2). 

This is not to say that the temperature prediction scheme is perfect. 

But it does mean that the major errors can only he reduced by improving 

the baroc1inic mode1. As will he exp1ained in Section 20, fore cast 

temperatures a1so enter into the prediction of sma11 sèale precipitation 

amount. The unit condensation rates, lJp(r) , of Table S are needed once 

again. In addition, the Showalter Index and the horizontal temperature 

gradients are a1so used. As these quantities bath invoive taking 

derivatives of the temperature fields, either in the vertical or the 

horizontal, the accuracy with which they are predicted drops off quite 

rapid1y with time. The errors in the Showa1ter Index predictions tend 

to he more serious near cold fronts than they are elsewhere. This happens 

because ot the systematic under-advection ot cold air by the baroclin1c 
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model at 850 mb in these regions. The phehomenon is contro11ed to sorne 

extent by the introduction of the hs tem into (18.2). The situation is 

not quité so bad as it seems for the horizontal temperature gradients. 

The predicted tempe rature charts are a1ways much smoothcr than ~he 

corresponding verifying charts because of the re1atively high values 

which are used for the eddy diffusion coefficients and the ve:--t.ica1 motion 

da.":lping factors. But these high values were adopted because they 1ed to 

better verification scores. So, in gen~ra1, the suppressed detail, even 

if physica11y real, wou1d have been off position if it had been retained 

in the fore cast ch2.rts. Consequent1y, on1y tempe rature gradients which 

are associated i.n sorne \-Tay with large sca1e patterns '\-Ti 11 persist in trJe 

forecast charts for any 1ength of tiT'lle, and even these uil1 steadi1y 

weaken. The net resu1t i5 that those detai1ed features of the temperature 

gradient configurations Hhich are most diffi.cu1t to forecast are subjected 

to ;the most severe attrltion with time. And no neV1 features are predicted 

to deve10p. 

This Section has exp1ained the procedures for obtaining the hourly 

tempe rature forecasts and discussed the quality of the predicted temperature 

fields. The te:nperature and the "\-let" vertical motion are two of the threo 

basic variables required for the prediction of 1aree sca1e precipitation 

amount. The third is the dew point depression. 

19. The DaloT Point Depression Forecasts 

The de ..... poi.nt depression forecasts in the 1970 version of tbe sequential 

precipitation scheme are based on the fol10"'l7ing ana1ytical equat:J.on: 



) 

as __ VTnr + VJ[dS.-~J+ ~*V~-E.H,.- r; .~- _. v.:> dp oP . R .,. .Ii) 

sto 
* where KJ) is an eddy diffusion coefficient, Hy.15 the sarne special heat 

function (A1.14) for net radiation effects as that which appears in (18.1), 
and rs represents effects due to moisture sources. The condition 
~tipulates that supersaturation does not occur. Under dr,y conditions f= f' ; under appropriate saturated conditions ii::IM':: 0 · p (~pJe dp \~pJ8w Essentially, of course, (19.1) 1s an equation expressing the conservation of 
moi sture substance, and 1t 1s directly comprehensible from this point of view. 
Alternatively, though, one can think of the moisture conservation equation as 
be1ng: 

~::: - )'(~'V1d+ u)r!ITà- ~lI-I<JI*Q2ld +G . ~t ldp 'Op) 
Then one can go on to "derive" (19.1) b,y subtract1ng (19.2) from (18.1). 
However, there is a physical reason for regarding (19.1) as a more primary 
expression ot conservation of mo1sture than (19.2). It is simp1y that 
when and where saturation occurs 1s taken care o~ automatica11y by (19.1). 
but ·no 1nfonnation whatsoever about saturation is contained exp1icitly in 

(19.2). In tact, 1t was for this very sarne reason that the dew point 
depression l'TaS chosen as the moisture parallleter in Section 14. In a sense, 
or course, 1t 15 the standard symbo11sm which 15 a l1tt1e misleading here. 
One gets 50 used to wr1ting the dew point depression as a difference of two 
quantit1es, (T-1j) , that there are mental barriers to thinking about it as 
a single entity of some significance in 1ts own right. This 1s w~ the 
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present dissertation bas abandoned the standard symbolism for the dew 

point depression in favour of the ~in~le symbol, 5 .. 

S 
t+,The f't.:i dirrerenfce fo~t~·l~~\' 1. "trd.sJ~~\lt] 

Yl = Sl\ +2At - K~ \\}In '. l\J-I- ,UJJ LT? n \?Ji/ t\ . 

. 2 t .. , t-, t} (19.3) 
+ KKpW 5)1 -YsE.Ht,.fll -ç/ . 

R r. ra= €S'~ 700, Soo . . * where K is given by (Cl.3) and K'J) is related to K,l) as in (9.3). The , . 

quantity~ is still the damped version of the "wet" vertical motion 

given by "(18.4), but now the magnitude or Wc is set an order of magnitude 

higher than it "ras earller for the temperature forecasts. See Table 10 

for the actua1 values. Since 1 cJS)== 0, the total pressure derivative is 
obtained f'rotll: \ li P Br! 

dS -- -
if 

dp 
il S<5* 

where the temperature 15 in degrees Celsius and ad and bd are constants 

given in Table 16. The partial derivative with respect to pressure, 

. (~~) • 18 evaluated .t '700 mb lrJ means of the parabolic fit fonnula 
(B13.1). At each of the 850 arid .500 rob leyals, hOt-rever, one tenth of the 

700 rob value 15 used instead of resorting to a non-centred r!nite difrerence 
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formula. The factor 1$ • which appears in (19.:3) but not in (19.1). is 

an empirical reduction in magnitude. of the radiation ~ffect. 

Level 

Constant 850 mb 700 mb 500 mb 

Qd 8.71 9.56 1:3.4 

bd 2.42 2.83 4.10 

Table 16: Values of the constants used in computing 

. Units 

10-2 C deg mb-1 

10-4 mb-1 

Currently, 1$ is set equa1 to 0.3, but it may later be adjusted upwards. 

As rnentioned in the last Section, it is convenient to defer· the discussion 

of the radiation term unti1 later in the thesis. This is because it is a 

new featur~ which has just recently been adopted from the para11e1 model. 

The moisture source terln. G . is broken dam into two parts: 

r;:: ,-;'+ r;tI 
The first part, r;' , represents the net up.rard eddy diffusion of moisture 

fram the Earth's surface, and is given by: 

if 

if 

where the values of Cà and Sel are given in Table 17. The second part. 
Il 

(; • represents the net evaporation from precipitation fal1ing into 

a dry layer fram the 1ayers above. and is given by: 
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o if s"~ Slf (o~ n=oSOO) or" o_ 
'S -

(s;-S')(p~OS~ + ,S:s;o) if Sn>S* 

Level 

Constant 850 rob 700 mb 500 mb Units 

.5"" 15 20 25 C deg 

Ccl 0.1 0.1 0.1 hr-l 

Table 17: Values of the constants used in the term representing upward diffusion of moi sture from the Earth's surface. 

where 

, 0 
o Sm = (§'-oSW\' 

5* -1 

if ~m~S* or W~~O '* W'I= 700,~()O 
if Sm < 5 and ~lJrt\ < 0 

&170 S'O and the values of f"'n and Ptt are given in Table 18. 

m o(level) 

850 mb 700 IIlb 500 mb Units P: 0.1 0 0 hr-l 

fJ:: 0.1 0.1 0 
o -1 
br 

Table 18: Values of the constants in the term representing net 
evaporation from falling precipitation. 

Note that, as in the case of (18.2), the :;tandard Jacobia.n operator (Bll.l), 
is used to evaluate the advection tel"ill, and ( hour - 1 ) values have to 
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be used in the ditf'usion terme The forward time step that has to be taken 

at initial tiMe is handled in exactly the sarne way for dew point depression 

as it 15 for temperature. This involvesmaking slight amendments to equation 

(19.3) so that the (t- I) superscripts are replaced by t , and the '2~t) 
- ttl - - \ .. 

factor by(At). The Sn- given by (19.3), and also the initial time dew 

point depression fields, are never allmied to become negative. This 

restriction 1s imposed by testing each grid point in turn, and resetting 

aqy negativevalues to zero. 

As in the case of the temper~ture, the precipitation scheme carries 

dew point depression fields at 850, 700 and 500 mb for the 101S-point grid 

- of Fig. 1. Once again the full fom of equation (i9 .3) can only be applied 

1nside the S04-point grid of Fig. 1. This is because the "wet" vertical 

motions and the radiation term are-only availab1e over the smaller grid. 

In the remainder ot the lOIS-point grid, the part which lies outside the 

S04.point grid, a truncated form ot (19.3) has to b9 used. This contains 
-,. t 

the advection and eddy diffusion tenns; it also contains f S ,but nat 
rt • r; · !gain, a comparat1vely inactive border zone 1s in aqy case 

necessary. This guarantees that the assumption of -i= 0 along the horizontal 

boundar1es will not cause any distortion problems. 

The 1970 scheme for predicting dew point depress10n ditfered in only 

one respect from the 1968 version. The radiation term was added. However, 

there were several small improvements made at the time of the change-over 

from the octagon model to the 1968 model. First, the following relationsh1p 

was used instead of (19.4) in the octagon model: 

dS (~)e "if 5>0- or 'UJ~O 
(19.10) -- -dp 

0 if $=:0 and UJ~O 



a1though, of course, (dS) was still obtained t'rom (19.5). This was 
- dp e 

because no thought had been given to the possibility of using (19.4), 

and (19.10) seemed to give better results than: 

dS' --- if' or 

dp if' and uJ< 0 

Second, m the octagon model it was assumed that <%~)was zero at 

aIl levels. Third, in the octagon model there was no attempt made to 

'allow for evaporation frOl1l falling precipitation. Effectively, this 

" 1I1eant that G was ta ken to be zero. Fourth, several of the constants 

used in the dew point depression prediction scheme were reset. These 

are listed in Table 19, together with their old and new values. 

-
quantity condition level octagon 1968&70 unite 

U.lc: W~D a11 20 35 mb/hour 

WC c..u<:'O all 40 40 mb/hour 

Sd - 850 15 1.5 deg C 

Sd - 700 15 20 deg C 

ScJ - .500 1.5 25 deg C 

Table 19: SOMe of the constants used in the dew point depression 
~diction scheme were reset at the tiMe of the change-
over fram the octagon model to the 1968 model. These 
are 1isted here together with their oId and new values. 

Successfu1 forecasts of dew point depression can o~ be obtained 

1t (19.3) is cOMputationa11y stable. Horizontal instab i.tity due to the 

/ 



amplification of two-gridlength waves is contro11ed br the ed~ diffusion 

term in exactly the sarne way as in (lB'.2). In faèt, as indicated in 

Table 15, the ed~ diffusion coefficients have the sarne initial time 

values for both tempe rature and dew point depression, and they are 

augmented hourly by 1~ in exactly the same mannar. No problems were 

encountered with vertical stability in the development work with the 

octagon mode1. But this was because non-centred finite difference 

appr~xiInations were avoided by taking (~) to be zero everywhere. , ôp 
Neverthe1ess, SOMe experiments were carriad out with damped vertical 

motions, and it was found that better forecasts of both dew point depression 

and precipitation amount were obtained by applying a very light damping 

factor. Further, best resu1ts were obtained when subsiding, vertical motions 

were damped more heavily t~an ascending ones. By contrast, the optimum 

procedure for tempe rature forecasts invo1ved damping to a much heavier 
. 

degree. but made no distinction between up and dotm vertical motions. As 

can be seen from Table 16. (1;)9 1. of the order of 0.1 deg C/mb •• Over 

Most of the ""p (~~) will usually he an order of ..,.gnitude smaUer. so 

undez: dry conditions cannot be expected to' cçmtribute much to (19.3). 

Nevertheless. in the 1968 model 1t was decided to add the~~> te .... at 

700 mb, not because appreciable improvements in the forecasts "rere expected, 

but because this particular tenu could be computed quite easily. This 

small but natural innovation had a slightly perplexing ramification. It 

,was' not clear what. if anything. should be done to evaluate /os\ at the . \~pï 
other levels. Obviously, after the earlier difficulties with vertical 

instabi1ity in the temperature forecasts. it would have been an unsound 

move to suddenly start using non-centred finite differende approximations 
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at 850 and 500 mb. Eventu~lly, an interiM procedurewas adopted as it 

vas round to be saf~ to use one tenth the 700 mb value of /oS) at the 
. . ~ . p 

other leve1s, Meanwhi1e, of course, (19.4) had been substituted for 

(19.10), ~nd the term representing evaporation from fa11ing precipitation 

had been added to (19.3). At this juncture, studies of ~ndividua1 cases 

suggested that some of the constants should be reset at new values. The 

tvo .actua1 changes that "Tere made are indicated in Table 19. First, a 

variation lorith 1eve1 was incorporated into the tenn representing the net 

upward edqy diffusion of moisture. This ~ade it most effective at 850 mb 

and 1east effective at 500 mb. Second, the damping of downward vertical 

Notion was reduced to make it almost the sarne as that for upward vertical 

motion. Pre sum9b1y , this "Tas JIlade possible by the adoption of (19.4) in 

place of (19.10). AlI these changes, taken together, led to improvements 

in the dew.point depression forecasts. But the preservation of vertical 

stabilitylolas a necessary prerequisite to the achievement of this objective. 

It was accomp1ished with only a comparatively mild da~ping of the vertical 
• 

motions. For instance, an ascending vertical motion of 10 mb/hour is 

reduced to 8 mb/hour, one of 20 mb/hour is reduced to 13 mb/hour, and one 

of 40 mb/hour 15 eut d~m to 18 mb/hrur, And even this degree of damping 

18 probably not essential for vertic31 stability. After aIl, it vas 

originally imposed to obtain better ve~ification scores, not to remeqy 

vertical instability. Two other features of the scheme for producing 

dew point depression forec~sts play significant roles in ensuring 

CaI1putational stability. In bath cases the restrictio.ns that are imposed 

are pr1m~ri1y physical in nature. The numerica1 benefits they happen to 

bestow are side effects. One of these features, of course, is that 



supersaturation 1s str1ctly prohibited. Onder no circumstances whatsoever t.... -
1s the Sn of (19.:3) allC7.-1ed to become negative. In theory this souncis 

likea massive restriction. But in practive it is note Diagnostic counts 

of the number of times this restriction is enforced are printed out after 

every operationa1 rune At each of the ~50 and 500 mb levels, on the 

average, there are o~ about 5 grid points at which the restriction ia 

enforced. And this figure 1s for the who1e run. not just a single time 

step. At 700 mb, on the average, the corresponding count i5 about 9. 

So far, the maximum nuMher of restrictions enforced at any one level in 

a single 36-hour run 1s 145. There are only -a few counts at a single 

level, perhaps a dozen a year, over 100. The precipitation forecasts 

would not be very successful if they required: full saturation 1 There 

are two reasons why so few grid points need to have negative de'lIT point 

depressions corrected to zero. In the absence of other effects, the 

eddy diffusion term makes it impossible to maintain a single rully 

saturated grid point trall one hour to the next. Again in the absence 
• 

of other effects, the term wJ~ is generally insut'ficient to generate 
dp 

full saturation on its own when ~~ 1s evaluated by means of formula 

(19.4). 50, usual1y, full saturation can only be attained with sorne 

assistance fram the vertical and horizontal advection terms, which would 

have to more than compensate for the eddy diffusion drying as supersaturation 

1s approached. Nevertheless, as examination of tbe predicted dew point 

depression charts shows, there 1s no trouble at aU in getting d~m to 

with1n half a degree of true saturation, and tbis is more than 16 needed 

for the precipitation scheme to lo'ork very weIl. The remaining feature 
- ri 

which contributes to callputat10nal stabil1ty 1s tbe-term '5 ,g1ven 
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by (19.7). which simulates the net u~Tard eddy dif'fusion of moi sture trom 

the Earth's surface. The octagon model forecasts were perfectly stable 

witbout this term, but very dry areas would develop in regions of strong 

subsidence. The numerical properties of these dr,y areas were unremarkable, 

but trom a climatological point of view the degree of dryness did not make 

sense. And S:l 1t was to overcorne a physical weakness. not a numerical one. 

that the fs 1 
term was introouced. 1I01",ver. as the t&!t) tem was included 

in the 1968 model, but not in the earlier work, ft 1s conceivable that 

rs' nC1.,r serves a numerical purpose as lo1el1 as a physical one. This 1s 

unlikely, because of the precautions that were taken with the introduction 

Of<~Sp)' but it is not impossi'tle. The only way to check would he to 
ri " 

do some runs without the 1 S term and see what happened. To sum up. 

the situation regarding computational stability seems to be rather similar 

to that for the tempe rature forecasts. The primar,y stability controls are 

the eddy diffusion terms. the vertical motion damping factors, and the 

deliberately undorvalued"/9,.S)tenns at the outside levels. However, if 
\ap · 

by sorne mis chance these happen to fail, then there 1s a second line of 

defence against computational instability. This i8 proV1ded by the 
" 1 

prohibition of supersaturation and the presence of the rs term. although 

the primary role of both these features 1s a physical one. One last aspect 

of the scheme for predicting dew point depressions should be noted. 

Physically, it is a little puzzling that better results appear to be 

obtained "hen ~ 1s eva1uated by (19.4) rather than by (19.11). In 

Section 18 it ",:as seen that a similar small myster,y exists in the 

temperature forecast scheme. In the case of the ternperatures, the lack 

of a radiation term at the time the tests were carried out was suggested 



as a possible explanatj.on. ~"eak though this explanation is, no better one 

can be offered for the dew point depressions. 50, once again, it seems 

that the earlier tests should be repeated,.this time with the radiation 

term in, to see if the fOl~er conclusion about the sUl~riority of (19.4) 

still stands up. 

The dew point depress10n forecasts producedin the operational run 

from March 1969 to }~rch 1970 were also monitored by the characteristic 

al'eas verification program described in Sect.ion Il. Once again, the 

ID5E scores were the principal quantities actually coraputed. Unforlunately, 

these do not necessarily provide a reliable guide to either the accuracy 

or the value of the d9lo1 point depression forecasts. For one thing, to 

say that the errors have a normal distribution is not a very good 

approximation. The fact that supe!saturation is prohibited j.s bound to 

distort the error distribution curve in some ..,ray. Also, the objectively 

an~lysed dew point depression chart.s contain much more elaborate detail 

than the corresponding height and tempe rature analyses. But this initial 

time detail rapidly disappears in the predj.ction scheme. The forecast 

dew point depression charts, even at twelve hours, look comparatively 

smooth. Consequently, the ~E scores must reflect this great difference 

in sUloothness between predicted and verifying charts. In particular, 

they will be somewhat lareer than the corresponding ~$E scores for the 

forecast temperatures. For although the forecast temperature fields are 

aIso smoother than the objectively analysed.temperature fields, the 

difference is not nearly to the s~.me degree as it is for the dew point 

depression fields. The value of t~e dew point depression forecasts depends 
. 

on the use to l-:rhich they are put. 50 the only thing that really matters 
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for the large scale precipitation computations is the accuracy of the de\oT 

point depression forecasts in those areas which are relatively close to 
. ~~ 

saturation. An error of 2 or :3 deg C is of sorne consequence when S < S ~. 
But an error of 10 cleg C matters not a whit ",hen .5>/ S'*. Qué41itatively. 

the same remarks B.pply to the small scale p2'ecipitation computations. 

Unfortunately, the displaceI'lents and int.ens~.ties of the dry areas of U'9 

de.-r point depres~ion fields turn out to be the most difficult features to 

predict. 50 the R11Sg scores, which do not cliscriminate betwecn errors in 

dr.y areas and errors in moist areas, may be a pOOl' indicator of the value 

of the dew point depression forecasts. Nevertheless. in spit~ of aIl these 

misgSvings, the RMSE scores are not devoid of interest and so the reDults 

of monitoring the operational run are presented here. Fig. 14 consists 

of six diagrams shcrdng the monthly means of the m,fŒ veriflcation scores 

for the 12, 24, and :36-hour forecasts of 850 mb dew point depression, 

together l'7ith the corresponding monthly Mean persistence scores. The 

1eft-hand diagranlS are for the .504-point grid, and those on the right 

are for the lOIS-point grid. The thick curves ~re the forecast scores 

and the thin curves are the persistence scores. Figs. 15 and 16 consist 

of sirnilar sets of six diagrams for the 700 and 500 mb dew point depression 

forecasts. The fil'st thing that strikes one about· these three Figs. 1s 

that the monthly mean fore cast scores ~re invar1ably better than the 

corrAsponding persistence scores. This 15 a feat whieh the original 

development work on the octagon model did not manage to accomplish; 

see Davies (1967) p. 58. 50, prcs~troably, the changes made in the 1968 

model were indeed improvements. The second thing that Figs. 14-16 show 

1s that the seasonal variations are quite small. In fact in sorne cases 
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the ~easonal variations are so small that they are barely discernible. 

For exarnple. the curve shOt>ling the 12-hour scores for the 850 mb forecasts 

over the 504-point grid is practically a straight line. Third. it is 

interesting to note that the worst dew point depression forecasts are at 

500 mb. This was the level that had the best temperature forecasts. 

Fourth. a rather discouraging result. the forecast scores are quite poor 

at 12 hours. The oost monthly Mean 12-hour RMSE score for the dew point 

~epress1on forecasts 1s 4 deg C. This 15 only slightly better than the 

vorst monthly Mean 36-hour RUSE score for the tempe rature forecasts. On 

the other hand, the dew point depression forecasts do not seern to deteriorate 

very rapidly after 12 hours. This behaviour, as anticipated, reflects the 

tact that all the fore cast ch~rts are much smoother than the verifying 

charts. The m·rsE scores l-t"ill not he discussed 1'urther here because ~hey 

are an inadequate tool for evaluating d~l point depression forecasts. 

The characteristic are as verification program a1so monitored the 

Mean errors of the forecast dew point depression charts. Typical winter 

and suromer values for 36-hour forecasts originating at OOZ and 12Z are 

llsted in Table 20. These results', "Thich are for the 5b4-point grid, 

c1ear1y reflect the failure to account for radiation effects in the 1968 

model. 

Subjective assessments of individual de"T point depression forecasts 

lead to :bro main conclusions. First. the rnoist regions associated ",'1 th 

active weather systems are handled quite well in a broad sense. Hmlever, 

the detailed fine structure which is associated with a single cyclone at 

initial time is soon reduced to a homogeneous blob of moisture. Second, 

as in the case of the ter.~rature forecasts, the major errors in displacement 
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of the main moist regions seem to be associated l'ri th errors in the 

predicted height patterns rather than with errors in the' moisture predjction 

scheme. 

Leve1 

850 mb 

700 mb 

500 mb 

Summer 

OOZ 12Z 

- 0.3 1.8 

- 0.3 1.0 

0.0 1.0 

\-linter 

OOZ 12Z 

- 0.8 - 0.3 

- 1.4 - 0.9 

- 1.7 - 1.2 

Table 20: Typical l-Tinter and summcr values of the mean errors of the 
36-hour deloT point depression forecasts over the .504-point 
grid. The units are deg C. 

The foregoing discussion has not been a ,-rholly satisfactory one • 

. This is because the problem of scale has obtruded much more forcefully 

than it did earH.er with the other predicted quantities. .Although the 

problem of scale was present with the foreca~ts of height, temperature, 

and vertical motion, it a1"\o13yS seemed to be a seconda.ry consideration. 

In the case of temperature, for instance, there was certainly more detail 

in the objectively analysed charts than any of the forecasts. But the 

10ss of detai1 Ttnth time loTas a more gradual o~e, in the sense that the 

12-hour tempe rature foreeasts had a degree of smoothness which appeared 

to be roughly mid-way beb1een that of the ini tia1 time eharts and that 

of the 24-hour forecasts. One reason for this is that the objectively 

ana1ysed temperature fields are themselves reasonably s\1looth to begin 

with. Another is that obvious fronts are among the rtPre important details 
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appearing in the initial time teMperature charts, a.ndit 15 possible to 

follow the progression of these quite unambiguously in a series of fOl'ecast 

charts and also in the correspond1ng series of verifying analyses. In fact, 

it 15 precisely this continuity in time which provides strong ~vidence that 

the objective t.emperature analyses ::lre of high quality. For it me ans that 

much of the detail loThich 1s present 1n the initial time tempe rature fields 

i5 b~th realistic and appropr1ate to the spacing of the standard grid. 

The sarne cannot be said of the dew point depression fields. ~1uch of the 

detailed fine stru.cture present in the objective anéùyses cannot be 

foll0\01ed along from one synoptic time to the next v1ith any degree of 

certainty. Only conglomerations of fine scale structureS di~1ay good 

time continuity. ln this respect the objective analyses of· the de-tT point 

depression fields are more like the tempe rature gradient patterns associated 

with the objectively analysed temperature fields tha~ they are like the 

actual tempe rature fields themselves. So it is no l'Tonder that it i5 

difficult to produce de\oT point depres5ion forecast5 l~ith dota11ed f1ne . 
struotures which bear sorne resemblance to those of the verif~~ng analyses. 

ln any case, one can argue that detailed dew point depl'ession forecasts 

are not really re1uired for the prediction of large scale precipitation 

amount at the standard grid points. Arter all, as was explained earlier._ 

formula (15.1) was designed to take care of large scale precipitation 

mechanisms assoc1ated ,-,1th dynal'rl1c phenomena of dimension at least one 

order of magnitude smaller than cyclo~es. If this is true, then obviously 

there could be important impl:5.cations for the objectively analysed dew 

point depression fields now being produced at the CAO. It could Mean 

that the objective analysis proced'.lres ..,rh:i.ch w·ork 50 Hell for height fields 



and tempe rature fields should not in future be applied quite 50 freely to 

the dew point depression fields as they have beeu in the·past. It could 

meé'.n. perhaps. that the present objective a.nalyses of dew point depression 

show detnils that are neither completely realistic nor fully appropriate 

to the spacing of the stand:lrd. grid; and this could be one reason ,,'hy 

su ch features sh~~ such poor time continuity. For instance, it i8 possible 

that the aliasing problem is much more acute for dew pOlnt deprcssion fields 

than it is for tE"rnperatures, and that steps should '!Je taken to cornpensate 

for this in sorne way. The reported dew pOii1t depression values certatnly 

shml much more vertical and horizontal variation than the report~d temperature 

. values ih the vicinity of an active weather system. And it does searn 

unreasonable to expect these variations to be reflected fai thflllly in an 

objective analysis over the standard grid. Yet, on the other hand, Glahn 

and L~Try (1967), (1969) report qu5.te convincingly that a detailed moisttlre 

analysis is of vital importance in getting more accurate precipitation 

torecasts, at least ovar short time periods. H~lever, they do their moisture 

analysis and prediction over a fine scale grid. and they produce their 

precipitation forecasts for a fine scala grid, although their advecting 

winds are interpol~ted frŒ~ the standard grid. This suggests that detailed 

objective analyses of rnoisture are only appropriate for finer grid scales_ 

than the standard one. Certainly, the aliasing problem would not he 50 

acute for a fine grid. But the work of Glahn and Lm~ also suggests that 

there is not much point in doing fine grid Jl!oisture analysis and prediction 

unless one also produces forecasts of precipit:!tion amollnt for a finc grid. 

This is a topic Hhich is outside the scope of the present thesis. Houever, 

as "Till be seen in the next. Section, finer grids ar.e not the only way of 



coping with the problem of scale. 

20. !hL5...mall Scala Pr~cipitation Amoun~ 

20.1 The Empiric~~ Ap~~oach 

Computations based on (15.1) are only successful in predicting large. 

scale precipitation amount. They completely fail to catch small scnle 
. 

shmrer activity due to heavy cumulus and cunmlonimbus clouds. This 

inability to cope '!·1ith convective shooers is not a weakness which ca.n be 

easily remedied by improving the resolution of the model. Even if th~ 

horizontal grid spacing lolere to be increased by t.oIO orders of magnitudu, 

and even if thera l,rere enough reported observations to justify an o~jeotive 

analysis on this scala, there vTould still be litt le hope of· simulating 

the internal dynamics of an individual heavy cUIIIUlus cloud. So, at least 

in the fore,seeable future, fine grid forecasts lr:lsed on (15.1) can only 

he expected to improve the resolution of the large scale precipitation 

patterns. They cannot be expected to cope lo1ith convective shcnler activity 

any more successfully than a standard grid model. Yet a professional 

meteorologist can predict the afflas where sho~"ers are likely to occur in 

the next six hours. And he can do it reasonably .... lell lo:ith the number of 

reporting stations that are now in existence. Essentially, then, his 

forecasts are based on a knowledge of what types of large scala configurations 

of the atmosphere lead to shcn·~ers. 50 not only should a computer he able 

to predict shOtrers too, but it should beable to do it for the standard 

grid. The weather forec':lster' oS experience and practical knowledge have 

sOOlehw got to be expressed in a fom which can be handled by a. computer. 

There is only one way this cao be done. That,is by resorting to the use 



of empirical formulae. Empirical formulao are essential for predicting 

convective sh~~ers on a standard gr~d. And they are just as essential 

for predicting convective shmTers on a fine grid. 

Three such empirical formulae are presented in the succeeding portions 

of this Section. Hot'lever. these did not suddenly appear from norA'here in . 

final forme They were developed in the follmring m::lnner. First, the 

occurrence of convective procipitation was broken do~m into three categories: 

frontal sh,*Ters, air mass shm:ors, and induced instability showers. This 

was an important step because it meant that a different empirical formula 

would have' to be developed for each category. Second, three "first guess" 

empirical formulae were postulated. These lolere fairly simple and based 

on practical forecasting experience. The third step was tO'amend the 

"first guess" formulae by trial and error. This l-TaS done by actually 

rnaking forecasts on the computer, noting what the deficiencies were, end 

then attempting to correct them by changing the formulae. For instance, 

the nfirst guess" formulae would probably predict showers in some of the 

right places, but not in all of thern. And they would also predict sh~lers 

in Many of the wong places. So attempts would have to be nmde to introduce 

shmlers where they had bean missed and eliminate thern where they were not 

wanted. And, of course, any changes would have to be made without disturbing 

those areas where shO\-1ers had œen correctly forecast. l'mat happened in 

practice was that Most of the attempted changes made things worse rather 

than better. But some of the changes were beneficial. These eventual~ 

led to the following empirical formulae. 
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20.2 . Frontal Showers 
.. 

The hourly precipitation al'lount due to frontal showers, If ,is 

given by: 

(20.2.2) 

= (~~rTX[Tl:[TJ:[TJyy[TJJTJ;rr~11 

~". = (1 + ~ 12)(1 -1- bf P3ïf,) 
(20.2.,5) 

*" and K;, Gt , UJ.f' Ko, Sf and Sf are constants given in Table 21-

Physically, empirical formula (20.2.1) recognises the existence of small 

scale turbulent activity in the vicinity of significant horizontal 



tempe rature gradients. This turbulent activity 1s presumed to g1ve rise 

to shOlrery precipitation provided that there 1s not tClO much large scala 
. . 

subsidence, provided that the air 1s not too dry, and provided that the . 

relative vorticity i5 cyclonic. The amount of precipitation due to frontal 

showers is assumed to. be dependent on the product of the foll~ling factors: 

(i) The unit condensation rate. 

(ii) The amount bywhich the square of the temperature gradient exceeds 

a threshold value. 

(ii1) The amount by which the large scale vertical motion is less 

than a threshold value. 

(iv) The :L'llount by ~lhich the dew point depression is less than 

soma specified value. 

In addition there is asswned to be a slight linear dependence on the 

relative vorticity; and also on the square of the second spatial 

derivativeof the t~mperature taken in a direction perpendicular to 

that of the temperature gradient, to further erulance the precipitation 
• 

amounts in the neighbourhood of trovlals ( troughs of ~Tarm air aloft ). 

Formula (20.2.1) was originally developed for the octagon model, but it 

bas been carried over to the 1970 model unchanged. In particular. the 

constants of Table 21 still retain their original values. The effectiveness 

of this approach to the prediction of frontal showers i5 discussed in 

Section 22. 

20.3 Air Hass Shmrers 

The hourly precipitation anlount due to air ma.ss shOl-1ers t 'f~ , 
i5 given bl': 
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KI>. Up(r) (tQ-r:2)(2lr-t a)(r;:"'l?'2.(w-w,J(S-s:) 

r '<I,. ~ .. \ ",<r 12<i.a<:2l,., if ... and W ~ \.V Q. ,and ~ ~!\ and 
(20.3.1) 

or. tQ~ 12 

where t Ot is the local time-of-day, in hours, as computed from the 

longitude, 

Il = 

uJa. =' 

Ko.= 

~ 
Wo. --

r:* "" 'if 

l if 

if 

W: if 

ID if 

l < l:~ 
l ~ I:~'+ 

* \ W~ ~ 

l '< W~* < '0 

'* UJo. ~/O 

(I- bo cos 0(0.) K: 

10 II /(Gf )70 

(20.3.4) 

t)~ is the day of the solar year, counting from the winter solstice, 

~ r~ l 1~ I~~~ 
Dec. 21 st, and bQ , K~ , Sa ' ">Q' " ' Cl ,and ~ are constants 

given in Table 21. 



Pbysical1y, empirica1 fOl~u1a (20.3.1) recognises the existence 

of afternoon air mass shœ~er activity in areas of fairly unstable 

Shorla1ter Index, provided there is nottoo much large scale subsidence, 

and provided the air is not too dry. The amount of precipitation due 

to ai.r mass shC'i-rers i5 assumed to depend on the product of the following 

factors: 

(i) The season of the year. 

(ii) The unit condensation rate. 

(iii) A quadratic function of local time-of-day'\-rith a maximum at 

1800 hours. 

(iv) The square of the amount by'torhich the Shot-:alter Index is less 

than some specified value. 

( v ) The amount by 'tolhich the large scale vertical motion is less 

e than sorne threshold value, which itself has sorne dependence 

on the temperature gradient. 

(vi) The amount by which the dew point depression is 1ess than some 

specified value. 

The air mass shower formula which was originally developed for the 

octagon model differed slightly from (20.3.1) in two respects. F~rst, 

there was no seasonal variation. Second, Eastern Standard Time was used_ 

instead of local time-of-day. Both changes were incorporated into the 
. * * ~. ~* 

1968 model. The values of K" t S~ • S~ .. la t l'~ and Iq in Table 21 

have not been ch:mged since the work on the' octagon model was carried out. 

Though. of course, the seasona1 variation coefficient, btl t was effectively 

set to zero for the octagon model •. 
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Constant Units Level Value Conditions 

Ko -1 -1 dkm br aIl 1.063 x 10-3 

Kf ' -3 2 C deg (2 x grid distance) aIl 4.162 x 10-4 

UJf mb hr-l aIl 10 

G-f 2 C deg (2 x grid distance)2 850 mb 150 Initial time 

, G,; 2 (2 x grid distance)2 
Values only. 

C deg 700 mb 50 These are 

G\,: 2 (2 x grid distance)2 
augmented by 

C deg 500 mb 50 2% per hour, 

5; C deg aIl 10 
S~ r C deg a11 12 

o..t dkm-1 aIl 0.1 • 

hf -2 a.l1 0.2 ~3 )0 C deg 

bf 
. 

C deg-2 a.11 0 ~ .. ~ 0 

I~ 
.:> 

C deg 850 mb 3 
It\ C deg 700 mb 3 
10. C deg 500 mb 2 

-It C deg aIl 3 
T~'\-* . 
.:.0, C deg aIl -3 
So. 

C deg aIl 10 S'X-
a C deg aIl 12 

bo. aIl 0.3 K: -2 -3 -3 
hl' C deg 850 mb 0.289 x 10 

K~~ -2 -3 100 mb 0.289 x 10-3 br C deg 

Kt" -2 -3 500 mb 0.521 'x 10-3 br C dee 

Ki -2 C deg 850 mb 0.444 

Kt -2 C deg 100 mb 0.444 

Ki. -2 C deg- 500 mb . 1.0 

e Table 21 : Values of the constants used in the empirical formula. for 
fTontal showel's, atr mass showers, and induced instabili ty 
aho',vers. (lTote: (f) is defined by (20.2.4) 

-3 



20.4 Induced In~tability Showers 

The hour1y precipitation amount due to induced inst abi lit y shOi-rers, 

11 ' is given by: . 

'n :{Kdlo.-r')1.~1ï+"Ç) 
o if' l ~ I~ 

if 1 1< 1(\ 
(20.4.1) 

, 
where l is given by (20.3.2) and the values of K~ and I Q are given 

in Table 21.. The symbols ïR and 1', , of course, respectively denote 

the amounts of large sca1e precipitation and frontal shower precipitation. 

Physica11y, empirica1 formula (20.4.1) ~ecognises that sh~her 

. activity is induced in large sca1e precipitation and a10ng fronts when 

the Showa1ter Index.takes on uns table values. The values of ~i given 

in Table 21 were the ones used in the 1968 and 1970 mode1s. In the 

ootagon mode1 the sarne value of Ki was used at 500 mb, but 0.556 C deg-2 

was used at 850 and 700 mb. 

21. 

* The total hourly precipitation amount for a layer, ~ , is 

the Total PreciRitatiojl 

computed from the fo11rn~ing formula: 

if ,1< f-
A 

" ~ T 
(21.1) 

if. 

where 

(21.2) 
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A 

and -r is 0.05556 inches. In other words, the total hourly precipitation 

for a layer is computed by siiilply adding the three small' scale amounts to 
Ac 

the large scale amount, except that it is 'not allowed to exceed l( . 
A 

The value of ~ was chosen 50 that the maximum 24-hour precipitation at 

a single grid point would be 4 inches. In practice, the restriction is 
~ 

enforced in two stages. First, ~ i5 not a.llo~lTec:i to exceed 1. And 

then. later, the surn of the three small scale component5 is not allowed 

" to exceed (1'" -~) • Diagnostic counts of the numbers of times these 

restrictions are imposed are printed out after each rune These Sh~H 

that the large scale precipitation amount has' never been rest.ricted at 

850 rob at any time of the year. and that it has never been restricted at 

700 and 500 mb during the summer tnonths. Even in l'Tinter, the large soale 

precipitation amount is only occasionally restricted at 700 mb; the 

greatest number of restrictions ever imposed at this level in a 36-hour 

run loTas 29. At 500 rob, on the other hand. the number of large scale 

restrictions seems to depend on the synoptic situation. Periods of ten 
. . 

or twenty days loTith 10 to 40 restrictions per ~6-hour run are interspersed 

with similar periods of no restrictions. The greatestnumber of restrictions 

èver imposed at 500 mb was 184. but there have only been three counts over 

100. The sIllall sca1e precipitation amount at each 1evel ls restricted 

about 50 to 250 times in MOSt 36-hour runs. On the average. that works 

out to be about 4 grld pOints/hour, or less than 1% of the grid/hour. 

The maximum numbers of sma1l scale precipitàtlon restrictions that have 

been recorded so far are 939 at 850 rob, 678 at 700 Dlb, and 764 at 500 mb. 

In effect, the restrictions on the total precipitation amount reflect the 

fact that the three formulae (20.2.1), (20.3.1) and·(20.4 .l) comprise 
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linear relationships which cease to be valid vIhen 1 approaches 1 
Essentially, the problem is that only a limited amount of moisture can 
be precipitated out of the atmosphere, and'1inear formulae must break dmfn 
as this value is approached. The three fornulae should really be non-

linear, of course, but for practical purpose~ an artificial lid serves 
almost as well as an upper limit imposed by non-linearity. 

The total hourly precip~.tation amount received at the ground is 
usually, but by no me ans invariably, the sure cf the total precipitation 
amounts falling out of each of the three layers. The exceptions arise 
because two corrections May be applied to the layer totals. The first of 
these corrects for the presence of Mountains, B.nd the second for evaporation 
into a dry layer. The mountain correction is in itself quite a straieht-
ton.1al"d one. If the Mountains actually project up into the 150 mb layer 
centred at 850 mb, then the total prec1.pitation falH.ng out of that layer 
is cut dorm I>roportionately. Obviously, precipitation cannot fall out of 
the inside of. a mountain. Similarly, :1.f P9 < 775, reductions are roa~e in 
the total precipitation amount falling out !rom the 1.50 mb layer centred 
at 700 rob. In formula fom, t.he mountain reduction'factors at 850,700 
and 500 mb, t~18S' M70 and Mso , respectively, are defj,ned by: 

Mss = 
1 

(BJ-=zrr) 
150 

o 
, 

fP9-625) 
\: ISO 

if Pj1 ~ q:25 
if Q2S> Pg '> 115 

if p~ ~ l7~' (21." 

if P9 ~ 775 

if p~ < 775 



There are no Mountains as high as 700 mb in the 504-point grid. Consequantly, 

M 71) never becomes zero and the 590 ~b preci.pitatiol) is never reduced at 

aIl. Note that these mountain reduction factors are something quite differcnt 

'* to the mountain dependence of ~ described in Section 15. In the absence 

of Mountains, the total precipitation amount falling out of thè 500 rob layer 

( E.s=O) oH 
is multiplied by an evaporation reduction factor 1- 70 if S'lO > 5 ; . 
.. 50) * 

and "l?Y a further reduction factor (1- E 85 if SlS >.s . Similal'ly, 

the total precipitation amount falling out of the 700 mb layer is multiplied 

by (1- E~)if SES> S*. The evaporation factors E;;' are given by 

the follm-iing empirical formula: 

o if 

where 

ro.o~* + 

or 
(21.4) 

-)f . 
if S'(\>S and YI> Y(l 

-('\:= SSOt 700 
"rf\ = 85D, 700 , 500 

O,q(fY (21.5) 
..,,= 700)SOO 

~. S is given by (15.8), :.md not by (15.9), aven when mountaj.ns a.re present, 

and where Ass is 0.0225 in urrl.ts of (deg C) (inches of rain/hour for a 

layer 150 mb thick ascending at 1 mb/hour), :t.e. the units of S Up(T). -
and A70 is 0.0192 in the sarne units. Due allmrance has also to be made 

for the presence of Mountains ,·rhen the evaporation amounts are actually 

con~uted, so in practice the mountain and evaporation corrections are 

applied simultaneously. The total precipitation from a layer received 

at the ground, Tn ,is given by the follmTing formula: 



• o othenr.ise 

(21.6) 

where 

1':* = MY! T",* (1- E~M70)(I- E;sMBS) 

Y\:: 8S0i 700,500 

The moet noteworthy feature of the evaporation correction ie the non­

linearity of the jEn given by (21.5). This innovation was first 

inc1uded in the 1970 moèel. It perrnits very 1ight precipitation to be 

evaporated away completely, but does not greatly diminish heavy 

precipitation. The 1968 ~ode1 had a similar evapo~ation correction, but 

. 3? wae not evaluated by (21.5); inetead the following linear formula 

was used: 

.. ï, _ 
J:", - Y\= 700,500 

(21.8) 

This had two disadvantages. Light precipitation \Vas not cut down enough, 

and heavy precipitation was reduced too ruch. No evaporation correction 

wae inc1uded in the octagon model. The mountain correction has not been 

changed since it was firet introduced in the octagon mode1. 

It is a comparatively easy matter to classify the type of 

precipitation frOID each layer at each grid point according to the following 

criteria (which are expreseed in Cde~): 
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(1) If 1859 -3 , aIl layers ra1n-. 

-(11) If T&S(-3 and T70 ~O , aIl layers snow. 

(111) If - 10~TSS(- 3 and 170> 0 , snow from 850 mb 

layer and freezing rain from the 100 and 500 mb layers. 

(iv) If 18s < - 10 and 170 '> 0, snow from the 850 rab layer 

and 1ce pellets fron the 700 and 500 mb layers. 

_In practice, neither freezing rain nor ice pellets are ever forecast at a 
grid point. 

Time 1ntegrated predictions of precipitation amount for 6-hour 
and 24-hour periods are obtained by adding the hourly totals received at 

, 
the ground. In practice, it 18 convenient to add up the 6-hour amounts 
first, and then add four of these together to get the 24-houramounts. 
Since the hourly amounts arc assumed to be for centred tirne periods, 
the values every six hours straddle two six-hour periods and have 

to be divided up between thern. No precipitation arnounts are computed 

for the fo~vard time-step which has to be taken at initial time. Nor are 
any COIDIJut-ed for the 36 th hour. These srnall omissions are rectified by 
multiplying the l-hour and 35-hour values by 1.5. For the purposes of 

verification it is ve~7 important to have a clear dividing lins between 
precipitation and no prccip1tation. Trace amounts introduce an 

unwanted ambiguity and so th~y are eliminated in the follwing manner. 

After the- 6-hour and the 24-hour totals h~ve been computed, aIl grid-
point values are examined for significance. If a 24-hour amount is 

greater than or equal to 0.01 inches, th en that value i3 retained. 
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If a 24-hour amount is less than 0.01 inches but greater than or 

equal to 0.005 inches, and if one of the constituent 6-hour amounts 

is also greater than 0.005 inches, then the 24-hour value is reset to 

0.01. Otherwise, if the 24-hour amount is non-zero it is reset to 

zero. Similarly, if a 6-hour amount is greater than or equa1 to 

0.01 inches, it is 1eft unchanged; if it is less than 0.01 inches but 

greatel' than .. ol' :equa1 to '0.005 inches, it is reset to 0.01 inches; 

otherwise it is reset to zero if it is not a1ready zero. Time integrated 

predictions of the large scale precipita.tion and each of the precipitation 

classes can be carried out in exaetly the sarne Vlay as for the total 

precipitation. 

This completes the description of how the sequential precipitation 

fOl~casts are obtained. For convenience, the main steps in the process 

are swmnarised in the flow diagram of Fig. 17. So nov, i t only 

remains to discuss how useful these forecasts are. This is a topie 

which ia taken up in the next Section. 
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22. The Evaluation of the Opera.tional Precipitation Forecasts 

The precipitation forecasts issued operationally have been verified 

by two objective techniques. One of these involves the computation of 

threat scores. The other involves the computation of penalty table skill 

factors. When eXamining the resuIts, it should be borne in mind tbat good . 

forecasts lead to threat scores that are high, but to skil1 factors that are 

low. Further, whereas the level of zero skill is somewhat ambiguous for 

threat acores, because it d.epends quite atrongly on the actua1 occurrence 

of precipitation, it i6 quite unequivocally 100% for the skill factors. 

In addition, the precipitation forecasts have been verified by various 

objective and semi-objective procedures in the Weather CentraIs across 

Canada. And they have also been assessed subjectively on a.day-to-day basis. 

It is perhaps worth pointing out here that RMSE scores are quite worthless 

for evaluating precipitation forecasts. This is partly because neit~er the 

'predicted ~mounts nor their errors have normal distributions, and partly 

because they fail to take into account the crucial importance of the ons et 

of precipitation. 

The primar,y interest in objective verification scores, from the 

operation point of view, is to accumulate month1y mean figures on a long 

term basia. These should meet three requirementsl 

(i) They should permit cornparisons to be made with quantitative 

precipitation forecasts issued elsewhere •. 

, (ii) They should be sensitive enough to reflect improvements 

resulting frorn small to moderate modifications. 

(iii) They should monitor the performance of the precipitation 

forecasts with and without the smallscale contributions. 
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The first requiremcnt if fulfi1led by the threat score evaluations. 
The second and third requirements are met to sorne deeree by the 
penalty table ski11 factor assessments, and to a slightly lesser 
degree by the threat score evaluations. 

The "threat score" is a simple but crude indicator of the 
usefulness of precipitation forecasts. In addition to simplicity, 
the other chief advantage of the threat score is that it is cornmonly 
quoted in the literature. 

(i) Precipitation forecasts at sorne particular selection 
stations are obtained by quadratic interpolation 

from the predicted grid-point values. These, of course, 
will be for a given time period which will almost invariably 
be 24 hours. 

(ii) Sorne particular threshold value of precipitation amount is 
specif1ed; usually this will be 0.01 1nches. 

(1ii) A count is made of the nucber of stations, No ,at which 
the observed precipitation amount exceeds the threshold 
value 0 Each of these No stations will be one of the 
original set NT. 

(1v) A"count i8 made of the number of stations, ~F' at which 
the 1nterpolated forecast amount exceeds the threshold 
value. Again, each of these NF stations will be one 
of the o!'ig1nal N r . 
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. (v) A COWlt is made of the number of "hits", NH ' i. e. the 

nuober of stations at which both the obse1~ed amount and the 

interpolated forecast amount exceed the threshold value. 

(iv) Tbe threat score i8 then given by: 

Threat 8co1'e = ,.... >.. X 10~ 
No+ NF-NH 

And it is valid for the set of IVr stations, the given time 

period, and the specified threshold value. 

(22 .1) 

A threat score of 100% therefore corresponds to a perfect forecast, 

and one of zero to a complete buste There are two other specia~ cases 

worthy of note. When zero precipitation is predicted everyv/here tho 

threat score is 0%. But Vlhen sorne precipitation is predicted for • 

every grid point the threat score is ~ 
. NT 

x 100%0 80, probably, this 

18 the threat score value which should be regarded as the borderline 

betw~en skill and no skill. Although the threat score evaluation 

procedure described here is based on tho use of station data, it 

could easily be adapted for grid-point data. However, nobody has 

actually· computed threat scores for grid-points. 



Unfortunate1y, the firet procipitation forecasts issued operationa1~ 

could not be verified on the computer.· This was because the observed 

precipitation reports were not processed by the automatic data extractio~ 

(ADE) procedQ~es at that time. Threat scores for a precipitation threshold 

of 0.01 inches were therefore comp\tted manually for 57 selected Canadian 

stations. This was done once-a-day from December 1967"to September 1969 

for forecasts of 00-24 hours and 12-36 hottrs which verified for the sarne 

time periode The ADE of observed precipitation reports began on an operational 

basis in August 1968. However, the hand1ing of incorrect reports presented 

severa1 smal1 problems and it took over six monthe to discover these and take 

steps to circumvent then. Consequent1y, it was not unti1 June 1969 that the 

threat scores for the 57 se1ected Canadian stations could b~ produced 

automatica11y by the computer on a twice-a-day basis. The automatic 

procedures, for the first time, a1so computed separate threat scores for the 

·total precipitation forecasts and the large scale precipitation forecasts. 

Fig. 18 displays the resulting monthly mean threat scores for the total 
• 

precipitation forecasts for the who1e period from December 1967 to April 1970, 

including the four months overlap between the manual and automatic procedures. 

The thick curve is for the period 00-24 hottrs, and the thin curve is for 12-36 

hours. The differences during the over1ap period were partly due to the fact 

that the automatic threat scores were computed twice-a-day, at OOZ and at 12Z, 

whereas the manual ones were only computed at 12Z. They cou1d also ~e part1y 

attributed to certain practical difficu1ties in the manual procedure. Wnen 

the thresho1d line passed through a station a subjective decision had to be 

taken about which side of the line it actua1ly waSt This kind of dilemma 

was compounded by the fact that the thresho1d .line was traced from the original 
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for the purposes of verification and so cou1d easily be in error by a 

peneil thickness. Spot checks of Many individual cases also revealed that 
the missing station lists of the manual and automatic computations did not 
match up very weIl. Sometimes the computer picked up stations missed by the 
manual extraction, and sometimes it was the other way round. The discrepancies 
usuallY seemed to make the automatic threat scores slightly higher than the 
manual ones. Monitoring the numbers of missing stations revealed some other 
surprises. First, about twice a month a large number of stations are missing, 
presumably due to coomunications troubles. 'l'o cope with this problem, aIl 
cases with more than 12 missing stations were. excluded from the monthly means. 
ln the remaining cases, i.e. the vast majority, the a\'erage number oi' missing 
stations was 4. So the statistics are really based on 53 stations and not on 
57. Fig. 19 displays the monthly mean threat scores for total precipitation 
- the thiok curves - and large scale precipitation - the thin ourves 
for June 1969 to Marc~ 1970; these results are still for the 57 selected 
Canadian stations. For 00-24 hours the only clearcut difference was in July 

• when the total precipitation scored about 3~ higher than the large scale. 
Out of the ten months the total precipitation scored higher five times, the 
large scale scored higher four times, and onco they were the sarne. For 12-36 
hours clearcut differences of about 2 to 3% showed up in July and August, and 
on both occasions they were in favour of the total precipitation. Out of the 
ten months, the total precipitation scored higher nine times, and lower once, 
Some associated frequency distributions are .sho\1n in Figs. 20, 21, and 22. 
Fie;. 20 consists of tv/o histograms showing the frequency distributions of 
the ( total - lare;e scale ) threat .score differences. Fies. 21 and 22 shO\y 

the distributj.on of threat scores with precipitation occurrence for 00-24 
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and 12-36 hours respectivoly. The total'distributions are' indicated 

by the unbracketed. numbers, and the large Bcale distributions by the 

bracketed ones. These three Fige. confirrothat thera are no pronounced 

differences between the threat score verificationc of the total and large 

scale precipitation forecasts fol' 57 selected Canadian ste.tions in the 

entire period June 1969 to March 1970. While this i8 broadly true for 

both 00-24 and 12-36 hours, there i8 sorne slight evidence that the small 

scale effects improva the forecasts fol' 12-36 hours. Fige. 20 and 21 do, 

however, dernolmtrate Bomething else in a ver,y striking fashion. They show 

that the cornputed threat score is correlated vii th occurrence of observed 

precipitation. And the correlation ia such that a ]ow threat score is 

just as likely to be an indicatol' of a dry day as it is of a pOOl' forecast. 

lfaturally, this does not help to increase one's confid,ence in threat score 

evaluations. The overall me an threat score for the total precipitation 

for 00-24 hours is about 50%, and for 12-36 hours about 44~. ~oth these 

figures are recognised as being quite high. However, it was realised 

that the geographical location of Canada might favour high th~eat scores. 

In summer, tOI' instance, Canada probably tends to have more trequent 

occurrences of large scale precipitation than the United States, and less 

trequent occurrences of convective precipitation. Consequently, a more 

comprehensive threat score evaluation package was made available in August 

1969. T~is ~as run twice-a-day for five months until hardware considerations 

led to its withdrawal from operational use. It computed threat scores for a 

precipitation threshold of 0.01 inches for aIl received Canadian reports, aIl 

received U. S. reports, and finally for aIl received North Arnerican reports. 

On the average, there were 182 Canadian reports and 200 U.S. ones. Fig. 23 
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shows the monthly mean tbreat score value,s that resul ted. Once again the 

thick curves are for total precipitation and the thin curves for large 

scale precipitation. The threat scores for a11 received Canadian stations 

were roughly 4% lower than tbose for tbe 51 selected Canadian stations. 

However, the genara1 conclusions about the relative merits of the total 

and large scale precipitation forecasts remain unchanged. For 00-24 hours 

the total forecasts were slightly better tban the large scale forecasts for 

three of the five months, and the reverse was true for the other two montbs. 

It is interestine to note that the relative results fo~ total and large 

scale precipitation for September and October were intercbanged in the two 

Canadian threat score computations; and also that the Novernber scores were 

,rorse than October and December for the 51 selected stations,but better 

for a11 received Canadian stations. For 12-36 hours the total forecasts 

were sliehtly better than the large scale forecasts for aIl five months. 

~he differences between the results for the 51 selected stations and aIl 

Ca,nadian stations can be attributed to two sources, First, none of the 

51 selected stations are north of latitude 60 N, whereas about 35 o~the 

182 a11 Canadian stations VIere in these northern regivm~, Second, the 51 

stations were selected because their weather reports were judged to be 

among the most reliable ones in the populated area~ of Canada, and at the 

sarne time not prone to precipitation from local effects., ]oth these factors 

will tend to reduce the tbreat scores for aIl Canadian stations. The inclusion 

of the northern stations will do so because there is less observed precipitation 

in the Arctic tban in southern Canada. As Figs, 21 and 22 showed, the threat 

score is correlated to precipit~tion occurrence. And, of course, the inclusion 

of stations particularly prone to local effects will lower the threat scores 

because these are not taken into account in the forecasts. The threat scores 
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for a11 received U.S. stations Viere roughly 6% lower than those for a11 

Canadian stations~ ~nd roughly 10% lower than those for the 57 selected 

Canadian stations. Further, the addition of the small scale effects 

reduced the threat scores for 00-24 hours by about 2% from October to 

December, and evel slight1y hurt the forecasts for 12-36 hours du ring 

these months. The threat scores for aIl received North American stations 

were intel~ediate between those for aIl Canada and aIl U. S. The more 

comprehensive evaluation package aiso computed threat scores for aIl 

received North American stations for thresholds of 0.25 inches, 0.5 

inches and 1 inch. The corresponding monthly mean values are sho,m in 

Fig. 24. Once again the total precipitation-is indicated by the thick 

curves, and the large scale precipitation bythe thin curve~. As one 

would expect, the threat scores drop off sharply V/ith increasing threshold. 

In addition, the presence of the small scale effects becomes increasingly 

beneficial as one progresses to higher thresholds. 

The second objective verification technique, which involves the 

computation of penalty table skill factors, is described fully in 

Appendix E. Eriefly, though, the main features of the technique are 

as follo,m. Grid-point forecasts of precipitation amount are verified 

against objective grid-point analyses of the corresponding observed 

amounts. However, in order to obtain meaningful results, the analysed 

grid points are assigned to Class A, Class B or C1ass C, according 

as to whether the data covcrage is good, fair, or poor. Skill factors 

are computed for two penalty tables. In the Table l verifications 

under-forecasting and over-forecasting are considered to oe equally harmful. 

In the Table II verifications under-forecasting is considered to be twice 
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as harmful as over-forecasting. Operationa1 ski11 ·factor verifications 
. ' 

comoenced when the precipitation reports were made available by the ADE 

procedures. Conse~uent1y, resu1ts are avai1ab1e for the 21-month pariod 

from August 1968 to April 1970. These are sunnnarised here for the who1e 

period, but it should be borne in mind that for the first six to nine 

months there were ADE problems of one sort or another. In the development 

work on the octagon mode1, as described in Davies (1967b), skill factors 

were computed for the 504-point and 238-point grids shovm in Fig. 1. The 

sma11er grid was introduced in the first place because comparisons had to 

be made with the precipitation forecasts produced by an automated version 

of the techni~ue developed by Har1ey (1963) (1965) and Penner (1963), and 

these were only made availab1e over the 238-point grid. However, some 

comparisons for different kinds o~ precipitation forecast had a1ready 

been carried out for the 504-point grid, and so as a matter of interest 

th~se were repeated for the 238-point grid. Statistical sib~ificances 

of the differences between the various sets of forecasts were computed 

for both grids using applications of the Student "t" test desc~ibed in 

Brooks and Carruthers (1953). Surprising1y, these dif~erences were more 

significant for the 238-point grid than they were for the 504-point grid. 

At the tirne, the reason for this was thought to be that eva1uations over _ 

the larger grid included stations in Alaska and Florida which were 

surrounded by no data areas, and vmich were,also nearer to the bo~~daries 

of the stream function grid. Accordingly, arrangements were made to 

coopute skill factors for both the 504-point grid and the 238-point grid 

in the operational rune Figs. 25 to 32 show results for the 238-point 

grid. Figs. 25, 26, 27 and 28 aIl show the monthly·mean skill factors for 
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24-hour verification period.s; Figs. 25 and 26 are for 00-24 hours, and 

Figs. 27 and 28 are for 12-36 hours. However, Figs. 25 and 27 are comlmted 

fol' Penalty Table l, whereas Figs. 26 and 2t5 are computed for Penalty 

Table II. Information is displayed in a similar manner in aH four dia,grams. 

The thick curvcs are fol' total precipitation and the thin curves are for 

large scale precipitation. The soUd curves are for Olass A grid points, 

the dashed curv0S for Olass 13, and the dotteà curves for Ole.ss C. On the 

average, there were 110 gl'id points in Class A, 41 in Olasa 13, 33 in 

Olass C, and 53 in no data areas. An four diagrams 8ho\'1 quite clearly 

that the skill factors tend to be lovler in vr.inter and higher in sur.lTJler. 

They also show tha:t, on the \'thole, Class A griel-points verify better than 

Olass 13 grid-points, al"'..:l the Olass 13 S'rid-points verify better thw Olass 0 

grid-points. They also show that the relative worth of the total precipitation 

forecasts compared to the large scale procipitation forecasts deteriorates 

from Class A to Class 13, and again fro~ Class 13 to Olass C. Similar 

conclusions may bo draw:1l from the 6-hour resul ts. Consequently, one should ' 

regard these inter-class comparisons primarily as being evaluations of the 

worth of the objective analysesp and only secondarily as evalv.ations of the 

Vlorth of the forecasts. Howcver, at the sarne tirne, the mere fact that 

Class :B and Class 0 points lie along the coast lines will doubtloss 

contribute to the differences betv/con the classes, simply because the 

prOximity of no data areas will tend to make the stream function forecasts 

poorer in these regions. For both these reasons the Class Band Olass 0 

results will not be discussed fu:rthor. The usefulness of the fOl'Gcasts 

will bo juèged entirely on the basis of the Ola.ss A results. Ooncider 

first the Class A results for 00-24 hours. The Table l resuJ.ts of 
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Fig. 25 show that the total precipitation forecasts are usually significantly 

botter in summar, bùt that the large scale precipitation forecasts are usual1y 

significantly better for the rest of the y~ar. The Table II results of 

Fig. 26 show that the total precipitation forecasts are much botter than the 

large scale forecastsin sunmer, and slightly better for the'rest of the year. 

Consider next the Class A results for 12-36 hours., Figs. 27 and 28 show 

that the commenta just made about '~he Class A resu1ts for 00-24 hours also 

apply to the C1ass A results for 12-36 hours. Note that, in aIl four Figs., 

the first two complete months of results for the 1970 model, March and April 

1970, are quite encouraging. Quantitatively, for total precipitation, the 

.average skill factor values for Class A for the wholc 21 months are 

approximately as follows: for Table l, 56% for 00-24 hours, and 63% for 

12-36 hours; for Table II, 44% ~or 00-24 llours, and 53% for 12-36 hours. 

The corresponding values for large scale precipitation are about 1% lower 

for Table land 1% higher for Table II. In aIl cases, the sunmor and 

winter values are, respectively" about 8% above and below the corresponding 

overall averages. 

Figs. 29 and 30 show the monthly mean skill factors for Class A 

grid points for 6-hour verification periods. Fig. 29 is for Table l, 

and Fig. 30 is for Table II. Once again the thick curves are for total 

precipitation, and the thin CUl~es are for large scale precipitation. The 

solid curves are for 06-12 hours, the dashed,curves for 18-24 hours, and 

the dotted curves for 30-36 hours. The foreèasts for 00-06 hours, 12-18 

hours p and 24-30 hours could not be verified because no ADE is done at 

the intermediate synoptic times, 06z and 18z. This was particularly 

unfortunate for the 1968 model because of the smoothing of the stream 



function fields. The reoults of the octagon Inodel work showed quite 

definitely that the 6-hour time periods following the smoothing times 

are the most reliable ones for verification purposes. Thè main feature~ 

of Figs. 29 and 30 are the seasomi.l va.riations of the individual curves 

and the steady deterioration of the skill factors with time. The Table l 

reoults of Fig. 29 sho\'1 that the large scale precipitàtion forecasts alivays 

do.better than their total counterparts, irrespective of season, but that . 

the degree of the difference diminiohes with time. Tho Table II results 

of Fig. 30 show that there i9 not much"to choose between the total and the 

largo scale precipitation forecasts, although the total forecasts are 

slightly better in summer and slightly \Vorse in \'linter. Once ag"'c.l.in, the 

first results ~rlth the 1970 model are quite encou~ing. ~n particular, 

the Table l skill factors for 06-12 hours set a record in April 1910. 

Quantitativel~, for total precipitation, average skill factor values for 

'Class A oyer the whole 21 months are approximate1y as follm7S: for Table 

I, 71% for 06-12 hours, 80% for 18-24 hours, 89,% for 30-36 hoursJ for 
• 

Table I~, 51% for 06-12 hours, 64% for 18-24 hours, and 71% for 30-36 

hours. The corresponding figures for large scale precipitation for 

Table lare 73%, 77% and 87% respectivelYJ the Table II figures are 

the sarne as for the total precipitation. AlI these 6-hour values are, 

of course, much higher than the corresponding 24-hour values quoted earlier. 

Fig. 31 shows the monthly mean values of the average 24-hour 

'precipitation amount/grid point for Class A grid points. The thick curves 

are for total precipitation, and the thin curves are for large scale 

precipitation. The solid curyes are for 12-36 hours, and the dashed curves 

are for 00-24 hours. The t~ick dotted curve indicates the correeponding 
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objectively analysed values of the observed precipitation. The first 

thing to notice about Fig. 31 is that the average 24-houJ' observed 

precipitation/grid point oscillates bet\ve~n 0.04 inches in winter and 

0.08 inches in sunrrner. The 24 hour forecasts of large scale precipitation 

amount/grid point, on the other hand, oscillate between about 0.10 inches 

in December and 0.03 inches in July. 50 the seasonal oscillation of the 

large scale precipitation has about the sa~e amplitude as the seasonal 

oscillation of the observed precipitation, but unfortvnately it i8 about 

180 degrees out-of-phase. It \vas precisely because of this gross under­
forecasting of the large scale precipitation in the sunrrner months that 

the small scale effects were introduced in the first place. However, the 
total precipitation seems to over-compensate for this summer deficiency, and 
at the sarne time it adds sorne extr~ precipitation in winter when it is not 
really wanted. To put things in perspective, however, it ahould be pointed 
out that ths small scale contributions comprise about 15% of the total 
forecast precipitations in surnmer, and only 25% in winter. This is the 
type of thine that the small scale effects were designed to do. Another 
aspect of Fig. 31 which is quite interesting concerns the relative behaviour 
of the curves for the two forecast periods. Both the total and large scale 
amounts drop off from 00-24 hours to 12-36 hours. But usually the reduction 
i9 only about 15-20%, a much s~aller value tnrul was commonly imagined. Once 
again the March and April 1910 results bode .reasonably weIl for the 1910 model. 
Fig. 32 contains the sarne kind of information as Fig. 31, but for the 6-hour 
periods instead of the '24-hour ones. The commenta made about Fig. 31 also 
apply to Fig. 32, except that the s.horter time period has to be taken into 
account. 
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The skill factor results for the '504-point grid were virtually 

the same as for the 238-point grid. The· only difference was that all the 

504-point grid skill factors were uniformly worse by about 2-3%, total and 

large scale precipitation alike. This shows that the differences in 

significance obtained for the two different grids in the octagon ~odel 

experiments were due to the biassed sample of cases. The cases were 

chosen, after aIl, because there were interestine weather systems in 

mid-continent, not because of what \'las going on in Alaska and Florida. 

In the monthly mean figures there are weather systems in Alaska and Florida 

as weIl as in cid-continent, 50 differences of significance no longer show 

up. Honeve:c, the across-the-board decrease in skill factor is doubtless 

due to the proximity of no-data areas. 

In both the threat score and skill factor verifications, the 

differences between the total and large scale precipitation forccasts were 

tested for statistical significance each mont;h by applying the Student lit" 

test as described by Brooks and Carruthers (1953). The results are not 

quoted here because they ~erely confirm the cornmon sense interpretations 

of Figs. 18-32. Tests of statistical significance are probably more useful 

wh en applied to limited series of ten or twenty cases. 

The regional studies undertaken in the Weathcr CentraIs across 

Canada were, like the threatscores, based on the verification of station 

or "spot." forecasts interpolated from the predicted areal values at the 

grid-points. On the V/hole, they tended to confirm the results of the CAO 

objective verification procedures. However, there were two interesting 

findings. It appears that in the Maritimes, unlike the rest of Canada, 

the computer forecasts tend to syatematically under-estimate the actual 
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precipitation amount. This must be becâuse the baroclinic model 

systematically under-estimates East Coast deepening. In British Columbia, 

as might be expected, local orographie e~fects are much more important 

than elsewhere. 

The subjective asaes3ments have led to th~ee significant conclusiopB. 
These May be sumnarised as follofro. Fil~t, the most serious errora in the 
precipitation forecasts are directly attributable to errora in the predicted 
stream function patterns produced by the baroclinic model. In particular, 
the most unsatisfactor,y precipitation forecasts are associated with 

developing 10'.'1' centres \'Ihich move rapidly in the atillosphere. Even the 

1910 baroclinic model tends to under-develop such systelns and move them 
along much too slowly. The second conclusion is a very interesting one 

because it concerns complex systems of two or more lorI centres, moving 
together, but spaced about two grid-lengths apart. Normally, when there 

1s a well-defined single structure, the precipitation forecasts that are 
issued for the same 10\7 centre from consecutive initial times are b:::,oadly 

consistent with one another. The maximum amounts predicted will increase 
or decrease, sometimes sharply, but they will not alter'nate up and dOWll. 

With double-centred lows, on the other hand, there are marked vacillations 
in maximum amount from one initial time to the neÀ~J and these may persist 
for three or four d~s as such systems track across the oontinent. What 
apparently happens in such cases is that the baroclinic model is able to 

resolve only one low. If it happens to pick up one of the real low centres, 
and loses its companion cowpletely - i.e. if one 10\'1 i9 dominant at 

initial time then comparatively large maximum precipitation amounts 
are predicted. On the other hand, if the baroclinic model is able to 
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resolve neither actual low, but instead only a broadfictitious trough 

mid-way between them -- i.e. if both lows are of about· equal prominence 
, ' 

at initial time -- then comparatively small maximQ~ precipitation arnounts 

are predicted. The vacillations in the forecasts from one initial time 

to the ncxt merely reflect the struggle for supremacy that is going on 

between the two lows in the real atmosphere. Usually, the comparatively 

large precipitation amounts work out to be better forecasts. However, the 

actual speed of motion of complex systems of this type is predicted quite 

accurately by the sequential baroclinic model. It seems that in the real 

atmosphere these complex lor~ move more slowly than their more simple 

counterparts. The normal under-advection by the baroclinic model, which 

only resolves one lo\v in any case, therefore becomes advant'ageous. And 

the predicted precipitation areas verify quite weIl even if the amounts 

do jump up.and down every twelve hours. The third conclusion is that 

there are a few systematic ~rrors in the precipitation forecasts. One 

of the most obvious of these, in the 1968 model, was the tendency to . 
forecast too much precipitation in mountain plateaus. This was corrected . . * in the 1970 model, as indicated by (15.9), by mating S dependent on p • g 

Another pronounced error i9 thattoo much frontal precipitation is predicted 

for the Arctic Front. Most of the other systematic errors are similar tD 

those revealed by the objective verification techniqueso However, one concerns 

precipitation type. The dividing line between snow and rain is predicted too 

"far north when there is alread7 snow on the ground. In su ch circunlstances, 

obviously, the criteria of Section 21 fail to tâke into account the presence 

of an isothermal layer or inversion near the ground. 



Sorne general remarks on the interpretation of the precipitation 

forecastS are in order at this juncture. The most important thing to 

remember about the forecast charte is that the scheme produces values of 

precipitation amount at the grid-points of the standardfinite difference 

network. These values should not really be interpreted as spot forecasts 

at the grid-points, they should instead be regarded as predictions of the 

average amount of precipitation to fall in the area. surrounding the grid-

point. This area can roughly be regar~ed as a square of side one grid-

length having the grid-point itself at the centre. However, it was decided 

that Weather CentraIs and Weather offices would find contoured charts of 

precipitation amount more convenient to use than a print-out of grid-point 

values. A special computer program was therefore designed .to transform 

the predicted grid-point values of precipitation amount into the actual 

contoured charts which are transmitted over the facsimile circuits. 

Unfortunat.ely, in order to do this, it ie necessary to regard the predicted 

grid-point values as spot values and not as areal averages. Although this 

procedure is, in general, a reasonably satisfactory one, it should be 

realised that there are two L~portant implications. First, the contoured 

areal average forecasts, even if accurate, will add a collar about 50 miles 

wide to aIl the actual precipitation areas. The precise width of this cOJlar 

will vary from 0 to 100 miles, depending on how the actual precipitation area 

is situated with respect to the grid-points. In the threat score 

. verifications , the collar effect is evident in the relative numbers of 

stations predicted and observed to have precipitation. On the average, 

over the whole year, the n~~ber of stations predicted to have total 

precipitation runs about 20% more than the,llurnbers actually observed; 
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the c~rresponding figure for large scale precipitation is about 10%. In 

the skill factor verification procedure, by contrast, no·such areal over-
forecasting shows up because it uses grid-point ana~ses of the reported 
amounts and contoured charts of these analyses will have collars of their 
own. In fact, because the radius of influence in the ana1ysis scheme is . 
set at 1.25 grid-lengths, the areas of total precipitation on the predicted 
charts appear to be under-forecasts of about 5%' the predicted areas of 
large scale precipitation are under-forecasts of about 15%. This suggests, 
perhaps, that the radius of influence in Fig. abould be eut down to 
about 1 grid-length. The second implication of contouring the areal average 
forecasts, of course, is that it is impossible to portray features smaller 
in dimension than one gridlengih. In particu1ar, contoured areal average 
charts have broad fIat maxima, whereas contoured station reports exhibit 
narro\v sharp peaks. Now the field meteorologist expects the contoured QPF 
charts to tell him two things. First, where the precipitation areas are 
going to be. Here the presence of the 50-mile collar ia not a great . 
inconvenience. The major aress of precipitation and no precipitation are 

~airly well-defined, and in between· them are border zones, including the 

.. Çn:Ck.~. __ 

co1~ar, which may or may not have precipitation. The second thing the 
field meteorologist wants to know is what the maximum amounts are going -
to be. Obv~ously, the contrast between the shapes of the actual and 

predicted maxima creates sorne difficulties. If true areal averages were 
predicted the contours would not show amounts ~here near the actual 

maxima. Yet if the contoured forecasts show the actual maxima, they must 
show them spread over too large an area. W. S. Creswick has suggested that 
one way out of this dilemma would be to redesign the contouring program so 
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as to sharpen up the maxima, this is a possibility which vall be explored 
"in due course. In the operational model an attempt waB made to arrive at 

a compromise position. However, as matte~s stand now, it looks as if this 
compromise position was not chosen as weIl as it might have been. The 
tendency to over-forecast is too pronounced over MOst of the map, BO the 
broad fIat forecast maxima tend to be closer to the actual maxima then 
thoy are to the areal averages. 

This tendency to over-forecast the precipitation amount is evident 
no matter what kind of verification is carried out. Yet it was not 

apparent in the original series of test cases which were run on the octagon 
model. Perhaps the main reason for this was the tact that the original test 
cases were chosen because ver,y active weather systems were present in mid­
continent, and the baroclinic model grossly under-developed the main low 
centres in these cases.Consequently, the precipitatioll scheme was designed 
to cope with extreme under-development, rather than with average under­

development, and so naturally might be expected to over-forecast in the 
average kind of situation. This is confir.med by the fact that the 

operational precipitation scheme generally predicts th~ correct amounts 
in the worst storms, the over-forecasting problem occurs in the average 
situation. Unfortunately, it is not possible to know in advance h~v muc~ 
under-development there will be in the model. So it could be dangerous 
to tamp~r too much with the present scheme. After aIl, the worst storms 
are the important ones even if they do not contribute a great deal to the 
monthly moan verification figures. What might be done ,Ath the large Bcale 
precipitation, for instance, ia to introduce a smaIl vertical motion 
variation into the unit precipitation formula, and rewrite (15.5) as: 
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v 
5 < S"" 

(22.2) 

o if 

l~heré 

x UJx -/wl . 
Wx (22.3) 

and Wx is sorne specified constant, say 50 mb/hour in "..,inter and 

25 mb/hour in summer. This would make: 

o when s= s* 
U; (T, S 1 ~~ UJ) = 0.5 (I-X) when $:-.: s~Y.2 (22.4) 

1 when $== 0 

Hopefully, (22.2) wou Id go some way towards reducing the large scale 

precipitation amounts associated with the weaker I~N centres, while not 

affecting the major storm centres too much; though, of course, it does not 

really solve the problem of how to anticipate under-development in the 

baroclinic model. As for the small scale precipitation, it is quite clear 

that the major problems are arising with the over-prediction of frontal 

precipitation. This means that the varicus frontal precipitation constants 

ahould be reset at more appropriate values, or the empirical formula 
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redeslgned slightly, and that some special attention,should be given to 

the problem of temperature gradients behind the Aretic Front. Also, the 
A 

value of "Y' in (21.1) shoul:i be made temperature dependent. It is not . 

clear w~ the frontal showera are not working out so weIl in the operational 

run as they did in the original development work. Limited experiments haye 

ShO\VD that the frontal precipitation is much more sensitive than expected 

to thé use of a trial field as an initial time 200 mb height chart. But 

tbis seems,unlikely to be the sole cause. Presumably, the other differences 

between the octagon model and the 1968 model have also adversely affected 

the frontal shower computations. The air mass showers seem to be working 

out quite weIl, but perhaps it would be worthwhile including a latitudinal 

variation as weIl as a seasona1 one. One aspect which needs more study 

is the role the small sca1e effects play in mountain areas. 

Mod~fications to the precipitation scheme may cure some of the 

systematic, errora which have been revealed by mo~ttoring the forecasts over 

a long period of time. But the improvements which result are likely to be 

minor ones. Major improvements in the precipitation forecasts can only 

be brought about in two ~: 

(i) By increasing the resolution of the grid network. 

lil) By improving the baroc1inic mode1 itself. 

Harvey (1969) and Paulin (1969) have started to carr~ out sorne experiments 

wlth a fine-grid baroclinic model. Their results so far have been quite 

encouraging, and it look as though their work will lead to more detailed 

precipitation forecasts for the first day •. However, only a more sophlsticated 

baroclinic model can lead to better precipitation forE!casts for the second day, 

to more accurate computations ot tanorrOi-1'S rIDJ1. 
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PART IV : THE PILOT PROJECT Œ~ PARALLEL OPERATION 

23. The Pilot Hodel 

. A pilot project l'TaS carried out on the CDC machine in 1967. The 

objective i'ras to investigate the feasibili ty of improving the forecasts 

by operating the baroclinic model and the precipitation scheme in 

parallel. ln view of the i·mrk reported by Danard (1963)~ (1964), (1966a), 

{1966b.}, the main improvements were e:h.l'ccted to come from the incorporation' 

of latent heat effects. 

Hardware limitations made it necess~ to restrict the investigations 

to a 342-~oint rectangular grid (19 x 18) centred on North America. 

Consequently, fields of z, '" ' T ,and S were ail carried for t.lte 

whole grid, while \).J and 'i were computed for the interior points. 

Besides the reduction in grid, there were three other major modifications 

made to the octagon model. First, the 700 mb stream function field was 

'promoted to the status of a full l'Torking 1evel of the baroclinic model. 

Second, the smoothing procedUres l'Tere replaced by e'ic1y diffusion terns. 

ihird, latent heat feedback l'laS incorporated. 

The 700 mb level is of prim~ importance for the processes invo1ving 

moisture. Consequentl..", the stream function at 700 rob was substituted for 

the one at 1000 mb in the relaxation cycle. This did not detract fram 

the ~odel in any way because the 1000 mb leve1 only had derived field 

status, even though it l'TaS actually prograJ.D!1ed into the rela.xation cycle. 

~e fo11o~-ring set of control coefficients was cOll1!>uted from the standard 

atmosphere static stabilities of Table 2 using an approach very sirnilar 

to that described in Section 8 : 
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-
- 4.452 4.321 0 0 

[C~]= 
5.551 - 9.846 4.164 0 

10-2'd!an-\r-1 
0 2.917 - 3.210 O~162 

0 0 0.1l6 - O.2la (23.1) 

In the notation, m::. 1 noW' corresponds to 850 mb, m = 2 to 700 mb, 

m = 3 to 500 mb, and m= 4 to 200 mb. The empirical correction 

factor was trucen to be - 0.131 x 10-2 dkm-lhr-l at all levels. 

The model was integrated exactly as described in Section 6; in particular, 

the main integration cycle was identical to that of Appendix C. The only 

differences from the octagon model arose in the evaluation of the primary 

and secondary constraints. 

Smoothing every tv1el ve hours uas knolom to lead to the tremendous 

time discontinuities in the vertical motion fields described in Section 17. 

,Equally deleterious effects were evldent in the precipitation for~casts, 

and it was feared that these might have grave repercussions for latent 

heat feedback. Consequently, it was decided to abandon the smoothing . 
procedures altogether. Instead, a ~-rl,tch-over was made to the eddy 

diffusion ap!Jroach ~Thich normally guaranteed ti'ne continui ty. Earlier, 

Danard (1966a),(1966b) had successfully used eddy diffusion terms in an 

omega equation model. It was soon discovered that the introduction of 

the edqy diffusion of potential vorticity alone led to computational 

instability. For ",men primar-.r constraint (9.1) is applied to (6.1) 

ldthout any secondary constraint (9.4) bloi'1-upS readily oceur. llhat 

happens is that at a few points Q\'(\ grm1S large and posi ti ve i'Thile 

~Cn,,,'/{ grOt-TS large and negative, thus permitting (Q'tl\-t- ~~Cm~\}<'i) 
~=I \ ~~ 

to remain SMall. lliis phenOJ11enon is successfully counteracted by 

applying the second~ constraint (904) to 'the time step equation (6.2). 



1hus in the pilot model the terms < E ~> of (6.1) and < Etf\) of (6.2) 

were ~omputed exactly as described in Section 9 , but with the values of 

the eddy diffusion coefficients as given in Table 22'. The one small 

difference 1-TaS at initial time when the current hour value of an eddy 

d.i.ffusion term 't-Tas used instead of zero. Some experimentation 1-TaS done 

"Ti th separate eddy diffusion coefficients for Q"" and ~, Cm'"" \J~ , 
and with different eddy diffusion coefficients at each level, but most of 

these variations seemed to lead to inferior results. 

K'* :l> (dkm2hr-l ) '* Kct ( dkm2hr-l ) 

.3.436 x 107 0.086 x 107 

Table 22 : Values of the eddy diffusion coefficients used 
at all levels in the pilot model. 

0.1 

The amount of latent heat released b,y the large sc ale precipitation 

"Tas easy to compute. It was given by: 

H = { H~u> .10 
if w<o and 

(2.3.2) 
s<s* 

if W~ 0 or 5~ SoX' 
wher~ HI is the special heat function defined by (Al.14), but for the 

H?.~ , 
latent heat alone, and is defined by (11.5). As these were preliminary 

experiments, no attempt 'l-laS made to include the latent heat released by 

the small scale precipitation. Note that H, could only be c01'1puted 

fram (2.3.2) at the end of a time step, arter the stream function tendencies 

and vertical motions had already been obtained. This was not thought to 

necessarily be a disadvantage, because according to Richtm~er(1951) 

( hour - 1 ) values should in any case be used in dissipative terms. 
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Unfortunately, once the 850, 700 and 500 rob fields of H, had been 

computed, it lvas n~t clear what exactly should be done uith them. 

The primary constraints B 
m of (6.1) were therefore co~puted 

in tl'TC different i'mys. The first approach l'TaS to take: 

(B,,,) ( (fo ~(~) >(-1 
and use (B13.l) and (m.5.h) to evaluate the pressure derivatives, 

tah"ing 11, =- 0 at 1000 and 200 rob, and standard atmosphere 

values of cr from Table 2. In the second approach Uj is 

i'Tritten as a sum of tHo components: 

w:= w I + W,It (23.4) 

l'There W l is the vertical motion that would be El. solution of the 
lt 

omega equation if r~, were zero, , and l)J i5 the additional vertical 

motion due to the presence of HI. Mter substituting (23.h) into 

the con~lete omega equation, and then subtracting off those terms 

Whi~h consti tute the derini tion of W 1. , the remaining terms are: 

o2.JI ,. ,C' ~,~ JI \72 H 
V w +.! '0 ~.lJ:L = -L V, (23.5) 

cr- Op2 (j 

an equation origina1ly due to Petterssen et al (1962). Taking the 
'. l[ , 

vertical boundarJ conditions to be W = 0 at 1000 and 200 mb, 

equation (23.5), or at least its finite difference counterpart, may 

be solved for U)JI by the three-di.'!llensional. re~axation procedure 

described in Appendix F. The primary constraint Has then taken to be: 

l' JI 1 t-r < Brn) /" < fo ~lp_ > (23.6) 

l'There, once aeain, the pressure derivatives vTere evaluated by (:al3.l) 

and (Bl5.h) '. 
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The tenu < Gy(\ > l'TaS evaluated, at the current hour by the 

terrain-induced divergence approach of (DI.14) and (Dl.9~. However, 

when pg ~ 850, as no 1000 mb wind was ava1lable, the 850 mo 

stream function wind was taken as the wind at ground level. And, of 

course, as m = l not-T corresponded to a ftùl working level, 850 mb, 

this roeant that 

The octagonal model version of the precipitation scheme l'TaS carried 

over to the pilot project virtually unchanged. Though, of course, the 

smoothing was dropped, and there l'TaS no longer Blly need to COMPute a 

derived 100 rob stream function field. No attempt was made to include 

eddy diffusion terms in the vertical motion computations. 

The first latent heat feedback experiments were a failure. Sorne 

kind of computational instability was encountered in the integrations 

"N'hen (B'fi') was evaluated by formula (23.3). T'ne problem l'TaS not 

, entirely unantici:nated because in this approach, as can be seen from 

(23.2), ~~. varies linearly with ~~ • The (Brn) therefore 

appeared to be more dynamic than dissipative in nature, and so presumably 

should have been evaluated at the eurrent hour instead of at (hour - l ). 

Unfortunately, appropriate eurrent hour evaluations could not be 

considered without abandoning the normalisation procedure inside the 

main relaxation cycle of Appendix C. 

The second approach to the incorporation of latentheat feedback 

"Was more suecessful. The rtlodel could be integrated without an::r trouble 

at ail. Consequently, three h8-hour forecasts were prepared for each of 

a series of fi ve cases. The first ti'TO of these forecasts toJ"ere produeed 

by the pilot model with and without latent' heat feedback; the third rias 

from the oetagon model. The results Here quite surprising. Both sets 
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of pilot Aodel forecasts displayed much more detail than the corresponding 
octagan model forecasts. CR}SE verification scores were.computed for the 
interior points of the 342-point grid, i.e~ for a 272-point grid (17 x 16), 
using for~ (Bl7.2). Table 23 givesthe 48-hour scores for 850 and 

500 mb. The pilot model gave much better CR11SE scores at 850 mb, both 

·vet" ndry" 
Level . pilot model pilot. mooel .'. octagon model persistence (mb) cmISE (dkm) CRMSE (dkm) CRHSE (dkm) WiSE ( dkr:t ) 
850 5.4 5.4 6.7 '7.8 
500 8.3 8.5 8.1 11.8 

Table 23: Mean 48-hour CRHSE verification scores for five cases. 
The results are for the pilot model with latent heat (I/wet"), the pilot model ldthout latent heat ("dry"), and also for 
the octaeon model. 

vith and l-dthout latent heat feedback, and almost held its O'lm at 500 mb. 

This was in spite of the fact that the small grid boundaries were kept 
• 

constant in the pilot model, whereas they were allowed to v~ in the 
octagon model because they l'Tere 't-rell inside the 1709-po:lnt integration 
area~ And in spite of the fact that the pilot model forecasts displayed 
vastly more detail than those of the octagon model~ Each of the five 
cases had one major low centre at 850 mb rlhich could easily be tracked. 
Some of these vere pas sine through a deepening phase and sorne were note 
At 48 hours, for the five cases, the rœan magnitudes of the displacement 

errors of these major low centres are given in Table 24, together with 

the corresponding mans of the abscl'..!'te err.ors of their depths. These 

dramatic low level improvements lofere weIl illustrated by the group of 

850 mb height charts r1hich l,:ere pubiished b-.f Kl-TÎzak and Davies (1969). 



Pilot J.Iodel Octagon 
Mean magnitude . Units "vet" "dry'1 Mode1 

Displacement grid-1engths 1.7 2.0 .3.2 
error 

Depth error dkm 5.8 7.8 14.0 

Table 24 : Mean magnitudes of the displacement and depth errors 
of the five major lmi centres in the 48-hour forecasts 
of 850 mb height. 

Sorne discussion is nmi in order to put these interesting results 

in perspective. '!he pilot project established the fea.sibility of getting 

better forecasts by paraIlel operation. This was the original objective. 

Hm-rever, the startling improvements obvious1y came froPl the term 

representing the eddy diffusion orpotential vorticity: ~nd not from the 

latent heat feedback. This l-laS a complete surprise. The eddy di:ffusion 

tenns were originally introduced mere1y to preserve tim8 cOlltinuity. 

There is no doubt they serve this purpose because they eliminate the . 
need for smoothing. The reason that they also yielded unexpected 

additiona1 dividends can be explained qualitative1y as follOliS. The 

. c?\JI ~C short wave features of vorticity and ~ .:; ,i.e. ~ M'I'\'fn , 
Q polo ri::,. 

tend to be exactly out of phase l-dth each other, an:l of equal magnitude. -

But the potential vorticity is nothing more and nothing less than the 

sum of these two quantities. The medium wave potential varticity patterns 

therefore have the inherent capacity of implicitly containing short wave 

vortici ty features and their associated cor.xplementary short 'tiave ~ C rJ\V\ 0/'1\ 
~ 

features. FUrther, as the prognostic equations of the mode1 (6.1) are in 

terms of the potential vorticity, this means that the short wave vorticity 
~ -

and ~ CI'II~ '/{ features are advected along with medium "ave advection 

Y\:::' . 
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speeds, i.e. without the usual finite d~ference attenuation associated 
. 

with short wave advection. In a sense, then, it appears.that the ed~ 

diffusion tel~ (9.1) permits the medium wave potential vorticity patterns 

to serve as carrier waves for the prognosis of short l'rave vorticity and 
~ . 

~Ctt\\,\\llh features, which are then reconstituted explicitly by the ~ fi 

relaxation process Hhich is essentially of a diagnostic nature. 

The pilot project integrations were not without their unsatisfactor,y 

aspects. To begin Hith, none of the precipitation forecasts produced by 

the pilot model verified better than their counterparts from the octagon 

model. This was true both for the total and the large scale precipitation. 

It l'laS thought that the omission of the eddy diffusion tenns from the 

\JJ computations migllt be one reason for this. Also, there were distorted 

precipitation patterns on the West Coast due to obvimls bound~3 problems. 

The second slightIy disconcerting feature was that the latent heat feedback, 

'though clearly beneficial, did not play the important role that had been 

expected. Cbviously, the adequacy of the approach based on (23.6) must 

be questioned further. The practical disadvantage of having to solv'e the 

finite difference form of (23.5) is that it involves a ~econdar,y relaxation 

cycle. One final unsatisfactory aspect of the pilot model experiments l'TaS 

not fully appreciated until work Has well under war on the main parallel 

model. This l'TaS that the depths of the lows at 850 and .700 mb were not 

fully consistent with one another. 

B.1 the time the main pilot project had been campleted, one thing had 

became apparent. The normalisation procedure of the main integration 

cycle, described in Appendix C, lias becoming more of a handicap than an 

advantage. Consequently, a second pilot project was run over the sarne 

342-point grid to check out the three-di.~e~siona1 relaxation procedure 

described in Appendix F. This l'TaS fully successful in all respects. 

The stage was nOl'1 set for the ma:tn parallel model experiments. 
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PART V THE MAIN PARATJLEL MODEl, EXPERIMENTS . 
24. Outline 

The success of the pilot project led to the more comprehensive 

experiments on parallel operation which are reported here, j.n PART V of 

this thesis. Sorne preli:ninary planning and programming was dcné in the 
latter half of 1968. 'l'he main developmcnt work was carried out in 1969 
and early 1970. This culminated in the integration of a series of eleven 
test cases in May 19'70. For comparison purposes, the sarne sories of test 
cases was aIse integrated using the 1968 model. The highlightc of tho 

results are presented in Section 32. 

In this theois the parallel model experiments are reported as a 

self-contained investigation. In actuality, of course, they constitllte 

part of the contimlil18 research program at the CAO which ia aimen at 

producing better height and precipitation forecasts for opera+.ional 

.consumption. Two a.spects of the experiments serve to unclerline this 

broûder contexte First, some of the more successful teatu.ros of the 

current project were actually adapted for operationa.l use V/hile the nO\'1 

Ylork was still in proeress. As mentioned in PARTS II and III, tho 1970 
model includos the eddy diffusion constraints, a version of the radiation 
term, and several other smaller items from the parallel model. Second, 

several features of the parallel model are st~ll in an early experimental 
stage. These led to sorne obvious irnperfoctionn in the results of the test 
in'tegrations. 

Tho main objective of the parallel model experiments VIas to improvo 
the precipitation forccasts for the second d~y. Evaluations of the 

op.erational precipitation forecasts weI'O qui te clear about one thing. 
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The main errors after 24 hours could be attributed to errors in the 

predicted depths and displacements of the flow patterns. Better 

baroclinic forecasts were therefore a nece~sary prerequisite for improved 

computations of tomorrow's raine This meant that the emphasis had to 

be placed on improving the baroclinic model rather than on improving 

the precipitation scheme itself. The pilot project had investigated 

the possibility of producing better heieht forecasts by a parallel 

operation which included· the feedback of the effects of latent heat. 

The results showed vast improvements in the predicted depths and 

displacements of five ma.jor low centres at ~50 rob. But, some\'lhat 

. surprisingly, the main source of these improvements turned out to be 

a new term, the eddy diffusion of potential vorticity, which had originally 

been put into the model merely to accomodate the latent heat experiments. 

The latent heat feedback itself had also improved the forecasts, but not 

nearly to the saroe degree. rihen the current project was undertaken, 

therefore, it was assu~ed that research on the eddy diffusion procedure 

had already been completed. It was assumed that further improvements 

would have to come from taking into account additional diabatic effects, 

variab~e static stab~~ities, and the negleçted terms of the vorticity 

equation. 

The baroclinic model and the precipitation scheme were completely 

reprogrammed in a highly flexible manner for the new experiments on 

paralleloperation. The 1221-point grid was.retained for the baroclinic 

model, and the IOl5-point grid for the temperature and dew point depression 

forecasts. However, the vertical m~tions, aIl diabatic effects, and the 

precipitation a'llounts \Vere cooputed for a 667-point grid. AH three of 
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those grida are shovm in Fig. 1. As in the pilot project, the 100 mb 

stream function fie~d was made a full working lavel of the baroclinic 

model. But the three-dimensional relaxation of Appendix F superceded 

the normalised two-dimensional relaxations of Appendix C. And the 

special f) f~eld of Fig. 3 replaced the standard one of Fig •. 2. 

Otherwise, the baroclinic model was formulated more or less as in Section 

6, with a series of primary constraints on the R.R.S. of equation (6.1) 

and a secondary constraint on the R.R.S. of equation (6.2). Few changes 

were made to the precipitation scheme. To facilitate the diabatic and 

other experiments a large amount of climatological data was extracted 

for the 661-point gl'id. This consisted of monthly mean temperatures 

at 850, 100 and 500 mb, monthly mean sea surface temporatures, monthly 

mean charts of effective ocean area, and monthly mean snow cover chart3. 

Appropriate daily mean charts of these quantities could then ba interpolated 

.as required. 

The first phase of the experiments centred on the diabatic effeéts. 

Reasonably adequate empirical formulae were developed for the net he~ting 

rates due to radiation affects and ocean heating. But, unfortunately, 

it never became fully clear what ahould be done with these heating rates 

once they had been obtained. Nor was it possible to aignificantly 

improve on the way latent heat feedback was handled in the pilot project. 

Consequently, aIl diabatic effects were ultimately fed into the, baroclinic 

model via Petterssen's equation (23.5)p a procedure which is even less 

satisfactory for radiation and ocean heating than it ia for latent heat. 

Many time-cor~uming experiments were carried out with variable static 

stability and. the neglected te'.'!lls in the vorticity equation. They aIl led 
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nowhere. Meanwhile, what were thought to be rninor changes were being 

made to the control coefficients, t~e terrain constra~nt, and the edd)" 

diffusion constraints. The most successful of these involved the eddy 

diffusion procedure whose importance was consistently under-rated 

throughout the experiments. The details of the innovations which were 

actually included in the final series of test integrations are reporied 

in the following Sections. 
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250 The Control Coefficients 
- -

The control coefficient J)latrix i8 givcn by the sum of two matrices, 

one invariant and the other seasonally depe'ndent, viz. 1 

where 

- 2.625 2.625 0 0 
10-2 dkm-1 hr-1 

[(,J:: 3.75 - 6.75 3.0 0 

0 3.0 - 3.8 0.8 ·(25.2) 

0 0 0.33 - 0.33 

- 0.875 0.875 0 0 
10-2 d..lan -1 hr-1 

. [C:'J= 1.25 - 1.75 0.5 0 

0 0.5 - 0.9 0.4- (25.3) 

0 0 - 0.11 0.11 

- 0.16 0 0 0 

[p~~ = 0 - 0.12 0 0 10-2 dkm -1 hr-1 

0 0 - 0.10 0 (25.4) 
0 0 0 - 0.08 

and 

o(c - 2TTNc (25.5) - -365 

"here Ne is the ~-of-year measured from April 21 st, a month after the 

@ 
• 



spring equinox, so that sin cXc = 0 on April 21 st and Oct. 21 st, 

sin o<C= 1 on July 21 st, and sin o(c= -Ion Jan. 21 st. 

This set of control coefficients was chosen for the following 

reasons. From a linear perturbation analysis of the baroclinic model 

equations (6.1),· the author - Davies (1967b) - had earlier concluded 

that the control coefficient matrix should be symmetric. Cons6quently, the 

firet test runs with the parallel model were carried out with C.'l=-C21 • 

The resulting forecasts were unsatisfac~or,y because the depths of the 850 mb 

lo\Vs were inconsistent with those at 700 mb. The inadequacy of the lower 

boundar,y condition, particularly \vith the eddy diffusion terme in the mOdel, 

. led to pronounced over-development of the 850 mb systems relative to those 

at 700 mb. Some experimentation showed that this problem diaappeared if 

C2.1 was chosen to be about 40 to 50% greater than C. 2. • The 

pilot model results were tl:e.n re-examined for consistency between the 

·depths of 850 and 700 mb Iowa. Sure enough, there had also been relative 

over-d.evelopment at 850 mb in the pilot model forecasts. There were three 

reasons wby it had not been noticed earlier. First, the control coefficient 

matrlx (23.1) used in the pilot model experiments had fortuitous~ had the 

C;~, 25~ greater than the (;.~ • Cons equent ly, the degree of 

relative over-development was much 1ess noticeable than with symmetric 

coefficients. Second, no forecast 700 mb charts had been produced by the 

octagon model, because no "reverse" balance equation program was available 

for the half octagon grid used by the derive~ 700 mb stream function routine. 

This meant that attention had been focused on the 850 and 500 mb levels for 

which complete sets of forecast charts were available. Third, of course, . . 

the over-development was not absolute and so could not be discerned from 

looking at the 850 mb charts a.lone. Special problems also arose with the 
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linkage between 500 and 200 mb. Some preliminary experiments led to two 

principal conclusions. First, the advection speeds at 500 mb are governed 
;: 

largely by the magnitude of C 3r,. • Second., the degree of intensification 

of troughs and ridges at 200 mb, measured relative ta their counterparts at 

500 mb, depends ~n the ratio CI,."!Jjc3ft • For January cases, beat 

re~ul ts VIere obtailled wi th comparati vely large values of C 31,. and 

comparatively small values of l:~~ . For autumn cases the reverse 

was true. Obviously, the position of the tropopause must be a critical factor. 

In January, when the 200 mb surface is usual1y in the stratosphere over most 

of North America, the level of maximum wind will on the average be at about 

·300 mb and the 200 mb motions will be forced ones. High values of C3~ 

are therefore needed to compensate for the dynamic effects of the missing 

300 mb, and 10\1 values of (C~,3/C3/r.) are needed to simulate the 

fairly heav,y stratospheric damping at 200 mb. In the autumn, vàlen the 

tropopause is on the average much nearer 200 mb, there is no longer a~ need 

to compensate for the missing level of maximum wind. Consequently, 10wer 
• 

values of C:S~ must be used to avoid over-advection at 500 mb, and higher 

values Of( C:':!J/C3,,-) mst be used to more properly al10\'1 for the effects 

of tropospheric development at 200 mb. The experiments wi th C 3 {a. and C lj.' 
led ta the ide a of seasonal variations in the control coefficients. In 

general, obviously, the greater the magnitudes of the control coefficients, 

the greater the linkage between the levels, and the greater the degree of 

development. Sorne experiments soon showed t&at more development was needed 

in January than in the autqmn. Consequently, the control coefficients (25.1) 

were selected for use in the final series of test cases reported in this 

thesis. 
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Some further discussion iB now in order. According to (7.8), the 

control coefficients are supposed to vary inversely with the static 

st abiJ. i ty. The static stabili ty tends to be 10vI in sw:u:ner, high in winter, 

and very high in the stratosphere. One would therefore expect that, except 

for C;~ ,the seasonal variations would be the reverse of those of (25.1). 

The reason this is not so is that dynamic considerations have also to be taken 

into account. For instance, as has already been mentioned, the level of the 

tropopause is import~t for C:3~ in a manner only indirectly related to the 

static stability. Similarly, the existence of fronts and jet streams means 

that, in the regions of dynamic importance, the levels are dynamically linked 

. together much more strongly in vlinter than in the autumn. To sorne degree, 

this stronger linkage can be simulated by control coefficients' of larger 

magnitude. Nevertheless, as will be seen from the results, control 

coefficient matrix (25.1) is not fully satisfactory. In the preliminar,y 

experiments summer cases were not run because they are generally not too 

interesting from the point of view of the model. The one summer case that 

was run in the final series of integrations was a disappointment. Although 

the sinusoidal variations seemed to work out reasonably weIl for the autumn, 

winter, and spring, they appearto lead to.too litt le linkage between the 

levels in surnrner. So it looks .as if the optimum seasonal variations should 

have sharp peaks in January, but scarcely no variation from April to October. 

This is confirmed by the fact that better results were obtained for January 

with even higher values of C31,. than those given by (25.1), but it was not 

possible to fit these and the optimum autumn values on a sinusoidal curve. 



It had been hoped that the change-over to three-dimensional 

relaxation, described in Appendix F, would permit sorne experiments in 

which the control coefficients varied over the grid. Unfortunately, 

four problems arise. First, ~~!l cannot be evaluated in (6.1). 

Before starting any integrations, therefore, one has to assume something 

Second, i t is qui te difficul t to compute the upper level static stabilit.ies 

wi thout any forecs.st temperatures above 500 mb. One can do no bettcr than 

use the 500 mb temperature and the vertical wind profile tO.estimate where 

the tropopause is. Third, there are sorne problems with the convergence of 

the relaxation scheme. Fourth, dynamic considerations and the inadequacieà 

'of the upp~r and lower boundary conditions entered into the choice of (25.1), 

so presumably they should al~o enter into grid-point computations of ~t;,n~ . 
• 

Nevertheless attempts were made to overcome aIl these problems and sorne 

integrations vrere actually carried out Vii th the [C,W\J variable over the 

grid. The results were disastrous. The tr~uble appeared to be that the 

magnitudes of the C;~n were correlated with the sign of the stream funct~on 
tendency, i. e. large C'MY'\ magnitudes were associated vrith tendency falla 

and small C;~~ magnitudes were associated with tendency rises. To compensate 

for this, the rising tendency are as therefore had larger magnitudes than the 

fa1line tendency areas, and the forecast charts rapidly lost their meteoroloeical 

significance. Best results were obtained by makine the C:ln~ depcnd fairly 

strongly on the vertical \vind shear, but this \Vas merely a way of reduci~ 



the correlation ~~th the stream function·tendency. In any case, even 

these results were clearly inferior to those ob"tained with constant 

control coefficients. The possibility of taking steps to eliminate or 

cancel out the correlation was considered. For instance, the mean magnitude 

of the positive and negative tendencies computed from constant control 

coefficients could be enforced, and the variable ~C:ï~n~ integrations could 

be used merely to pr~vide the ratios of the values at different grid pOints. 

However, it was decided that too oany dubious steps had already been taken 

in this particular venture, and that the time had come to abandon the idea 

of incorporatine variable [c;~)until a thorough re-assessment of the 

parallel model had been.carried out. It is difficult to balieve that the 

real reason for the failure of these integrations was approximation (25.6), 

or the method of computing the 200 mb static stabilities, or the problems in 

relaxation. Yet in the real atmosphere the stream function tendencies are 

correlated with the static stabilities and this does not prevent the 

• 1 

magnitudes of the positive and negative areas in the stream functlO~ tendency 

fields being, broadly speaking, in balance. So it looks as if the missing 

terms of the vorticity equation, or smaller scale dynamîcal effects, must 

become important vdth a variable static stability. 
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26. The Eddy Diffusion Tems 

The primar,y eddy diffusion constraint used in (6.1) has evolved . . 

where 

[C:J = [ëmrJ - [C~V\SjY\o(cJ (26.2) 

[ Cl1\J is given by (25.2). [C~l\ ] by (25.3). and 0<, by (25.5). 

The main innovation in (26.1) is that the eddy diffusion coefficient has 

become a full variable instead of being constant. In addition, however, 

the Coriolis tem and the empil'ical factors to control long "rave 

retrogression. i.e. the [p I1'IIIJ or (25.4). have been dropped from the 

. potential vorticity. For convenience, define: 

The finite difference fom of (26.1) is taken to be: 

~(Em)l~ 

(26.6) 

1 
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\Il: == -Y( tIJ~l, [KW
1\jJ!"'+tJ) 

-::! = - t;?(~~I) [~C"W\\)I~IJ) ~rl'\ ~ Y\::' 

if m= 1,,2 
if Yt\::: 3-
if yt'\ ::: ~-

3= rn 

(26.7) 

(26.8) 

(26.10) 

(26.12) 

(26.14) 
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~. 1s the standard Jacob1an operator (Bll.l); K 1s defined by 

(Cl.3); [Cn\Y\J 1s g1ven by (25.1); ~c 1s g1ven by (25.5) such that 

sin o<~ = -l on January 21 st and sineXc:. = 1 on Ju1y 21 st; and the 

" values of 1<0' KJ) , Q? and :r are g1ven in Table 25. 

The genoral time step equation has evo1ved fram (6.2) to 

'-fIm t+.1t= [l./I~-At+ 2Llt {<~>It+ (€rn)] ] 
(26.16) 

- 2 KT [ 411-A~'/J~ h:t{~-t>-r<Ëm) ] 
where the value of I~T' which May be regarded as a coupling constant, 

1s given in Table 25; and fjt, 1s as usua1 the time step of one hour. 

B~~ever, the time step equation which is used for the first hour rema1ns 

unchanged in the forro (6.3). 

The fUlite difference forro of the secondary eddy diffusion constraint 

·used in (26.16) has evo1ved from (9.5) to: 

otherwise 

where < Ê.r,)1 t ::- -k <~n) lit (26.18) 

<C)/~ <é~>/t 
(E:>I t 

_ (26.19) 



• <EJI~ KKP(I+~Sine<c)[I+(t-to)ail(!-HI€NE)~'l'mt-1 

+ KI<.1)(I- QI)Sirp(c~JJ ~ Jpp+ lb YI JNN} (26.20) 

~N = 

-;: := 

1 if I.'{'" ~ 'lB 

j~ L~ Va > , Y""J > 'Ic 
o if 1~'~Vc 

(Vs-'*)~::l.Y?:!X:1L 
(Va- 'Ic)~ (Va-J~~/)2. 

1 if lu"l ~ VA 

5: if ~- > l'LYI > Vs 
0 i! -/ yY/ ~ '4 

("'A - VBY·~·- (VA _11t'r/)2 .. 
7~-'4):l.+ (~_'~~/)2 

(26.21) 

(26.22) 

(26.23) 

(26.24) - \ 

( t - to ~ is the t1rne in hours measured t'rom initial time; the _ 

operator occurr1ng in (26.19) 1s the standard smoother (B3.1); r 1 - 1: :Jpp 
and r dNN are the second derivative fuite difference operatora 

(B18.1) and (B18.4) which are taken parallel and normal to the fiow 
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respective1y; K is defined by (C1.3):" eX" is given by (25.5): the 

~a1u~s of Ka. Kp • VA ' Va • V, • ai . al) • Of and Cle are 

given in Table 25: and NE. is the low tropopause marker of Appendix G 

whl.ch has a value of unit y if the tropopause is very lenT but a value of 

zero otherwise. 

Constant 

Ko 
" J 
0..'1 

a~ 
Qt 

Qe 

VA 
"VB 
Vc. 
KT 
Kd 
.~]) 
Kt 
Kt 

Value 

7.063 x 10-3 

0.5 

0.3333 

0.5 

0.03 

3.0 

9.852 x 103 

7.389 x 103 

4.926 x 103 

0.025 

0.6 

3.0 

0.516 x 107 

2.577 x 107 

Units 

-1 -1 dkrn hOllr 

dkrn hour-1 

dkll1 hour -1 

dkm hour-l 

dkm hour-l 

dkrn 

dlan 

dkm2 hour-l 

dkrn2 hour-l 

Table 25: Values of the constants used in the eddy diffusion constraints 

of the parallel mode1. 
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The revised mathematical formulations for (Em) and < t",,> appear 

some101hat formidable. However, they have evolved in a rational manner 

fram the simpler e~ressions which preceded them. Certain inadequacies 

were found to be associated with the use of (9.2) and (9.5). The causes 

of these were tracked dmm and elilninated one by one, but in the process 
, 

the fonnulation grelol more elaborate. The KT term was introduced into 

the general time step equation (26.16) at a comparatively late stage of 

the experiInentation as a precaution against uncoupling problems of the 

type discussed by Robert, Shuman and Gerrity (1970). This term therei'ore 

has no direct bearing on the discussion that ·follovTS. However, mild 

uncoupling oscillations seem to he associated with the diabatic effects 

and the amplitudes of these were greatly reduced vIhen the change-over 

vas made fram (6.2) to (26.16). 

In the tirst experiments it became apparent that the eddy diffusion 

sctJem9 used in the pilet project had one major drawback. Cold 10t01S which 

are essentially barotropie in nature are smoothed out much too heavily. 

. 2("'1 )' 
'l'he reason for this loTas not hard to find. ~'1hen W ~Cml\\~ is zero, 

-Jf ~ 'fI=\ 

tho prmary constraint (9.1) reduces to K~ '\l ~ and the eddy diffusion 

tenn mere1y acts as a. heavy smootl:er. So ·tr.e improvements in the prediction. 

of baroclinic short "1aves had on1y been attained at the cost of some 

deterioration in the handling of barotropic situations. Once this problem 

had been diagnosed, the solution was qual.itatively quite obvious. The 

coeff1.cient of eddy diffusion of potential vorticity had to be made large 

in baroclinic short waves and small or even zero in barotropic situations. 

Physiea11y, this makes good sense •. One expects much more eddy activity 

to occur in baroclinic short waves than in the barotropic areas of the map. 
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Unfortunately, it was not such an easy matter to lay dOk~ quantitative 

'rules for the variation of }{D(x' ~IP .... " t)over the grid •. The final fom 

(26.15) was on1y arrived at after a fair amount of trial and error 

'* experimentation. The quantity 3((\ defined by (26.8) serves as the 

principal diagnostic of baroclinicity: the factor j(3nt.) given by 

(26.J3) is in effect a sophisticated on/off S\o7itch. Certain complications 

caused by the presence of jet streams made it necessa~J to introduce a 

,similar 111 variation at 200 mb, and it turned out to be advantageous 

to carry this over to 500 mb in a milder forme As it stands, (26.15) 

is probably slightly' deficient because it gives low values of }{J)(X) y, ~t·~) 
dOl-m the axis of a baroclinic "Tave where 3: passes through a change 

of signe The seasonal variation was introduced.because experiments showed 

this to be advantageous for J anuary and autumn cases: no ex,periments '\'lere 

done with summer cases. Once aga in this makes good physical sense. Ono 

expects more eddy diffuslon of potential vorticity in January than j.n the 

autumn. Hmrever, it might he preferable to have the seasonal variation 
• 

1roplicit rather than explicite For instance, a dependence on the 

temperature gradient could be built into (26.15) in such a way that 

){»(X,Y,Prn,t) wOtild naturally be large in the "rint6:i" iflû:c,Li,5 without 

hav1ng to introduce the sin c(c factor. The [Il\\\~ contribution to the 

control coefficient matrix was dropped frem (26.1) because it appeared 

to lead to sorne small anomalies. Physical considerations led to the f 

tem also being dropped !rom (26.1). though its presence or absence did 

not seem to affect the forecasts very much. 

Six distinct problems arosc in connection with the secondary 

constraint. The'most disconcerting of these concerned slow moving cold 



10\'1s with anti-symmetric f10\01 patterns around them; i.e. with a stronger 

fiow on one side and a weaker f1cr,.r on the other. In the rea1 atmosphere 

~hese lows drift around sl~v1y in the direction given by the stronger 

f1ow. In the model the same 10\07s tended to become more symIlletrical; i.e. 

the actua1 low centres migrated from the strong flow side to the weak fiow 

side. Unfortunately, this meant that in the model the lows moved 

perpendicularly to their actual track in the real atmosphere. Though both 

~al and model motions were slow, the discrepancies in position could 

become as much as two gridlengths in 48 hours. An investigation shat-red 

that in such situations an application of the standard smoother (B3.1) 

has the same kind of effect, but it iS,much harder to detect unless one 

is actually looking for it. The problem was overcome by not' allO\'ling the 

eddy diffusjon term of (6.2) to change the sign of the originally-coruputed 

stream function tendency, nor to reduce its magnitude by more than half. 

At the same time a ,restriction of a similar nature was placed on the 

" prim:try constraint; this is embodied in the Wll\ of (26.4) and (26.6). 

The second problcTIl was that strong nows sometimes became a little noisy, 

though without becoming computationally unstable. Thi5 was overcome by 

introducing the non-isotropic dyna~ic co~ponAnt which constitutes the 

s~cond tp.rm on the R.R.S. of (26.20). Briefly, it acts in the following 

Mannar. Moderately strong fim1s are subjected to a stror.g :.ldditional 

eddy di~fusion effect in a direction parallel to the flow, but not normal 

to the flal". Very strong flows are subjected to a strong additional eddy 

diffusion effect of the standard isotropic type. Flews which are not 

strong are not affActed at aIl. The third problem was that the application 

of the secondary constraint led to a spreading and weakening of the 200 mb 
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jet streams, essentially because they became smeared' into the cold air. 

Naturally, the incorporation o~ the dynamic compone nt made this defect 

worse than ever. The solution was to adopt the special procedure indicated 

by (26.19). The net eddy diffusion term at 200 mb is computed by subtrac~ing 

a smoothed eddy diffusion component from the original gross value. The 

fourth pr001em l~as that the sama eddy diffusion coefficient gave predicted 

charts which were too smooth in January and too detailed in the autw.ml. 

This led to the introduction of the seasona1 variation in K d. The 

firth prob1em was thgt fairly s~a11 eddy diffusion coefficients gave the 

oost ver3.fication scores at 12 hours, but 1arger ones fared better at 

48-hours. 50 a time-dependence lms bui1t into the formulation. The 

current increment rate of 3~ per hour 1eads to the initia1'values being 

increased si times by 48 hours. The sixth problem concerned the behaviour 

of co1d lmT centres in the Arctic durine the autumn. These seemed to fi11 

fairly rapid1y in the atmosphere, but not in the mode1. On the other hand, 

simi1ar co1d lows in mid-latitudes tended to persist both in the a~mosphere 

and in the mode1. 50 to re-insert the primary constraint was out of the 

question. It was suspected that the differences in behaviour might have 

something to do ~Tith the Arctic cases having very lOlo!' tropopauses. 

Consequent1y, the low tropopause marker procedure of Appendix G was 

deve10ped to permit the application of a heavier eddy diffusion coefficient 

in such reca1citrant regions. This appeared to be satisfactor,y for the 

autumn cases. Unfortunate1y, a major computer harœTare change became 

imminent when the deve10pment work had progressed to this stage. Further 

experimentation would have meant 1engthy delays in the completion of the 

project. Cons eque ntly , it ,,:as decided to go 'ahead with the running of 
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the fin~l series of test cases. Regrettably, the results shOfTed quite 

clearly that the special low tropopause procedure is inappropriate for 

January cases. 

The whole eddy diffusion procedure described in this Section has 

one grave drawback. It concerns the treatment of two l~f centres when 

they are quite close together and are of about the saroe depth. In such 

Cases the 1968 model is only able to resolve one ICVl centre. It predicts 

a broad fIat trough linking the bTO real 10"11S. But at least the predicted 

trough is in approximately the correct position. As mentioned in Section 22, 

tbis is because double-lœl systems move more slowly than their single-centred 

counterI~~rts in the real atmosphere, and the systematic under-advection of 

850 mb features qy the 1968 model nicely compensates for this phenomenon. 

The parallel model is still only able to resolve one l~~ in the Middle of 

the t"10 real centres. But then the primary constraint leads to an anomalous 

'de~pening of this unreal feature, and proceeds to move it along in the flow 

just as if it were a real solitary vortex. Sorne attempt was made to devise 

a diagnostic procedure to detect the presence of double-l~ls. and then accord 

them special treatment in the prediction cycle. However. this particular 

line of investigation only led.to the design of highly efficient noise 

amplifiers. 

It 1s interesting to compare the eddy diffusion procedure described 

here with that used by Sinagorinsky. Hanabe and Hollollay (1965). They also 

used variaole eddy diffusion coefficients.~t these depended only on a 

property of the total horizontal flow which they called the tot~l horizontal 

deformation. They did not take the baroclinicity into account when computing 

the horizontal eddy diffusion coefficients. 



22ts 

21. Mountain and Friction Effects 

where 

The primary constraints due to terrain, GY'tl ' are given by 

:r 
·G :: 

1 

L (f~DO-.200)_W 
6 p:f. (P9 - 200) 9 

:= G;:: G~== 0 

~f çp",-~.~O)\Ù9 
(P3- 200)3/2. 

if 

~f 0)9 

1 
9. = (P9-77S)/150 

o 

if Ps .::, 92 S-

if ?7S< Ps < 92S' 

if Pg ~ 775 

/:lpr is 100 rob, and W9 is given by the analytical formula (Dl.2). 
t 

The finite difference versicn of Uùg is cooputed ~sin6 (Dl.12) except 

that ~ and ~ Il are evaluated at (t - ,) in the mountain term 
9 \iJ 

as weIl as in the friction terme When Pg}850 mb, as in the pilot model, 

the 850 mb stream function rand is taken ta be the \vind at ground level. 

In addition, the special P9 field of Fig • .3 is used il".stead of the 
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standard 1>1 field of Fig. 2 The standard C;d field ia retained. 

Befora 

r'l: 
\:1: and 

m 

entering into a discussion of the comparative merits of 

G n ,i t ia helpful to qu~ckly review the principal 
rY\ 

effects of each componcnt of the terrain terme The mountain term cornes 

into play most forcibly when a westerly fl0\1 crosses a nOl'th:-south mountain 

range. It results in a pronounced ridging over the mountains and the 

formation of a lee trough do\m V/ind. The friction term comes into play most 

forcibly in 850 mb low centres. It produces a filling tendency which therefore 

serves to counteract an:! development that might be taking place. This effect 
:I 

has been discussed by Danard (1969b). The r term is a form of 10Vier \:r.Vl'\ 

boundary forcing very similar to (DI.I). The ~lr term is a sliehtly more 
m 

sophisticated form of terrain-induced divergence forcing than that described 

in Appendix D; it assumes that the terrain-induced vertical motion, ttI~ 
falls off according to a 3/2 power law, viz: 

Experimental integrations were carried 
n. 

l 
out both with G.l\ = G,~ and with 

G-m = Gm • The following observations V/ere ma.de about the 

comparative effectiveness of the mountain term in the two approaches. 

Ridging tendencies over the mountains were usually under-estimated with 

": ~ ." ' but handled quite weIl 
Ir 

with Gm • 

the pressure level variation of the amplitudes of the 

G::t "lI 
more reali~tic with than it was with ~ rn 'ff\ 

On the other hand, 

lee troughs was much 

• In particular, 

500 rob short wave trouGhs moving down wind from a mountain are a were slowed 
:t . 

do\vn quite realistically by (;~ , whereas they usually had an excessive 



n 
tendency to stall in t ho lee trough position \Vi th G--m • Vlhile the 

. ,.X 
important mountain effects are somo~imes handled bett~r by b·~and at other 

times by 
n G·yt\ , it seems that the important friction effects are alvmys 

handled better by This 

has a very similar effect to the 

G~ is because the friction component of 

reduction in magnitude o,f Cl1 ; both tend 

to keep the depths of the B50 mb lows consistent with those at 700. mb. In 

fact, it is slightly disconcerting to find that the formulation of the terrain 

constraint ~s not entirely independent of the choice of the control 

coefficients. \Vith G~ one can use a slightly larger magnitude value of CIl. 
than might' othervnse be possible, because any over-development tendencies 

at B50 mb will be strongly counteracted. As will now be evident, the final 

formulation of the terrain term (27.1) is a compromise which combines the 
X n 

advantages of Gm in 10\Vland areas with those of G'rY\ in the Mountains. 

Sorne of the inadequacies of the operational precipitation forecasts 

had been blamed on the excessive smoothness of the standard 1'9 field of 

Fig. 2. The special P9 field of Fig. 3 was therefore prepared fo; use 

in the current experiments. It portrays actual geographic features, such as 

the sharpness of the West Coast mountain ranges, in a much more realistic 

fashion than the standard Pg field. AIso, .the effective mountain height 

at a grid-point was taken between the maximum and mean heights in that 

neighbourhood, instead of simply the rnean height. As will be evident from 

the results, the use of the special P9 field improves both the precipitation 

f'orecasts and the height forecasts. HO\7eVer, these better forecasts were 

not obtained when the special Pg field ,ms first introduced. There \'Iere 

a few snags which had to be ironed out first. One problem which was 

encountered was the uncoupling of odd and even,time steps. The author 



attributed this at least partially to the use of current hour values of 

the terrain term, and so a change-over was made to ( hour - 1 ) values for 
both the mountain and frictioncomponents •. As mentioned in Appendix D, 
Creswick and OIson (1910) independently decided that the friction term should 
be evaluated at ( hour - 1 ) in an eddy diffusion model. Another disadvantage 
arising from the special 1'9 field seemed to be associated with the use of the 
absolute vorticity as a factor of the terrain constraintsJ e.g. as in 
in (DI.I). Two-gridlength waves appeared in some places as a result of the 
mountain forcing, and these could not be fully suppressed by the eddy 

diffusion terms. The reason for their persist~nce with appreciable amplitude 
.was that the two-gridlength mountain forcing was effectively amplified quite 
strongly by the two-gridlength vorticity factor. This problem was cured by 
eliminating the relative vortioity altogether, and just leaving the f as 
the multiplication factor. However, this must reduce the effectiveness of the 
friction terme Theoretically, it should also mean that the mountain term leads 
to excessive ridging, and under-emphasised lee troughing. But this is not a 
matter to be too concerned about because in the past the mountain ridging 
tendencies have always been under-estimated. In retrospect, therefore, it 

.... can be seen that it would probably have been better to us ~ i. e. 
the absolute vorticity subjected to the standard smoothing operator (B3.1) 
-- instead of f in (21.2), though possibly hot in (21.3). 



28. The Diabatic Effects: l &: II Latent Beat Release and Absorption 

The latent heat released rr.r large scale precipitation was carnputed 

in exactly the sarne 'ftray as in the pilot m04el; i.e. the special heat 

.t\mction HI is given by (23.2). '!he only rei'inements concemed 

differentiation beti-reen the liquid and ice phases, and so..'Tle special 

procedures in mountainous areas. Attempts were also made to treat 

the latent heat released by SJTlall scale precipitation in a similar 

marmer. Hmrever, these were soon abandoned. Latent heat i'eedback 

!'rom small sc ale precipitation resulted in ano.'Tlalous lcn-rs sprouting up 

an over the place. These immediately began to generate large scale 

precipitation, which in turn made more latent heat availab1e i'or 

development, and thereby hastened the degeneration of the whole map 

inta a non-meteorological mess. It therefare seems reasonable to 

conclude that in the atmosphere the latent heat released by SInall scale 

precipitation serves .to amp1i.t'y' only the small scale circulations, and 

that there is no direct linear i'eedback oi' aQY significance to the 
• 

s.ynoptic scale motions. At least this is probably true i'or disorganised 

convective shmrer activity, l'rhether air MSS or frontal·in nature. For 

organised convective shOirer activity, sncb as that si.'Il'.llated by the large 

scale precipitation contribution to the induced instability shmrers (20.4.1), 

i t ma.y be a different story. 

Th~re is a 10% c1if'ference betvreen the latent heat oi' condensation 

oi' 'ftrater and the latent heat of subl:ir.tation of ice. Consequently, it is 

worth'Hhile taIdng into account whether large scale precipitation originally 

forms in liquid or solid fonn. This can be done quite easily by replacing 

the L in (17.5) by an effective late~t heat, ~ , given by: 
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2.3.3 

L 
(1;,. -T~)L + (TL ~ TfY\) Li. 
- (~-lt) 

LL 

Trta ~ TL. 

1l.> Tm>~' (28.1) 

llhere the ntUi1erical values of L ,L i., TL' 2.Ild T are given in 

Table 26. 

quantity value units 

L 2.5 x 1010 gm cm2 sec-2/(gm H20) 

Lt 2.8 x 1010 gm cm2 sec-2/(gm H20) 

TL - 10 C deg 

1:-
L. - 20 C deg 

Table 26: Values of the constants used in the computation 
of the effective latent heat. 

It is also easy to take into account the alnount of latent heat 

absorbed due to the thal·ring, eva!,oration or sublimation of large scale 

precipitation as it ralls through a dry layer from the layers above. 

The special heat runction (Al.U) associated ldth this kind of process 

is defined to be H2 ,and is given by: 



c~ôp [ L~ { mJ~ - (1;):] + Ll~)~ rn= 85970D 

(28.2) 

o W1= SOO 

where 

(28.3) 

othe rw.i.s e 

M M 50 ES"O E70 
10 and 85 are given by (21.3); E and 

70 1 8S 8S 
are given by (21.4); and L Q and L b are appropriate latent 

heats obtained as indicated in Append:ix H. ihe re1ease of latent heat 

causes some technical difficul ties in I!lounta.:in areas; if one is not very 
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carei'ul one finds lows developing inside Mountains. Consequently, before 

actuailY b,eing used" the quantities (H, + H:z.)m are pre-rnultiplied by a 

mountain scaling f'actor " ~~" whose va.;t.ues are given in Appendix H. 

For reference purposes" this process May be indicated s,ymbolic~·b.Y: 

(28.4) 

As will be explained later" latent heat effects are f'ed back into 

the baroclinic model by the method developed in the pilot project. There 

""Tere a feu misgivings about 1·m.ether doing i t in this way is lOOfo eff'ective. 

Accordingly" it is apnropriate to make sorne general rernarks about the 

results of latent heat feedback. As in the pilot project" the presence 

of latent heat feedback generally leads to small improvements in the 

. forecasts; the 850 mb lot'lS are slightly deeper and move ahead 

slightly faster. These improvements rTere reduced to an evén smaller 

significance when the change-over was made from the eddy diffusion tedhniqnes 

of' the pilot model to the more sophisticated ones nOI-l' in use. Presumably, 

Most of Ws drop in significance is due to the inadvertent reductiori in 

precipitation ammL~ts whiCh has also occurred; and 50 the interactions 

wi th the eddy diffusion terms are probably not of any great importance. 

What ls imoortant is that the effectiveness of latent heat feedback depends 
6 . 

greatly on the ternrerature. From the values of Up(r) in Table 5 one 

would 9À~ect that, from the ternperature variation alone" the latent heat 

.feedback in lot'T centres in reilly rTarm air would be about tl-TO or three 

times that in si.Tflilar low centres in mid-continent in winter. But alter 

running a fel'T cases one gets the iMpression that the difference in 

sensitivity between rTarm air and cold air réflects a difference in the 



effec.tive amplification of the deepening rates by something more like an 

order of magnitude. Moderately intense low centres in cool air are only 

slightly affected by latent heat feedback,but quite l'reak low centres in 

warm air seem to deepen quite strikingly. This difference in behaviour 

could not hinge on the use of Petterssen1s equation (23.5). In fact J as 

it stands (23.5) is not quite consistent with the static stability 

assur.tptions of the baroclinic model, namely that (cr / f ) is constant 

at each pressure level. Equation (23.5) was derived asswning cr to be 

constant. The variant of (23.5) nhich aSSU:ïles (o-/f) to be constant 

works out to be: 

2. Ir .r1 " . .n 'V W + To ~ = -;; ap~ 
. (28.5) 

Sorne of the first integrations were actually carried out l'Tith (28.5), but 

. it l'TaS soon discovered that the (I/f) factor on the R.H.S. merely 

eMances the differences be'tl·reen WarIn and cold air. Consequently, 

(23.5) lias re-instated in the model. Another possibili ty was that 

the presence of the fo factor in (23.6) unduly favoured the l'Tarrn air. 

Accordfngly" SOMe ~eriments 't-lere run with Q instead of fo • No real 

dif'ferences betvreen the behaviour of WarIn and cold air l'Tere noted. H~Tever J 

sorne ti'TO gridlength 'laves made the charts look a ~i t noisy. As 

mentioned in Section 27 J the sane kind of phenomenon ws encountered wi th 

the moun~n term using the special pg field of Fig. 3 when Q was 

substituted for f in (27.2) and (27.3). Consequently" it l'TaS thought 

best to revert back to the use of fo • In retrospect" once again" it 

seems likely that Q or even just f 'would have been a better choice. 

But" even so" it seems clear that the ~ factor in (23.6) doès not 
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explain the difference in sensitivity between cool air and warm air , . 
One important physical factor which ·has been ignored so fa~ is the formation 

of large scale clouds. Presumably" there is about as much latent heat 

re~eased by the formation of clouds as there is b.1 the production of 

precipitation. But this rTould still not explain the sensitivity difference 

UlÜess the ratio of condensed l'Tater in large scala v1arD1 clouds to that in 

large scale cold clouds vJ'ere much less than the corresponding ratios" 

i.e. 2 or 3" for the unit condensation rates, Vp (1) • This raises 

another import~~t physical factor which has not been taken into account 

so far" namely the degree of organisation of the precipitating units. 

It could be that the 101'1 centres in cool air are deepened more efficiently 

by the release of latent heat than their loTa..""li1 air counterpar'ts, simply 

because the precipitating units are larger and more highly organised. 

,This hypot.~esis is coni'irmed by the unsuccessM 9>."P9riments i'1ith latent 

heat feedback from small scale precipitation. 

To summarise, the main conclusions of the latent heat feedback 
• 

experiments are as follows: 

(i) Latent heat released from disorganised small scale precipitation 

does not directly affect the large scale fl~1 patterns. 

(ii) l'lam air low centres appear to be slightly over-sensitive to the 

release of latent heat from large scale precipitation, but similar cool 

air low centres appear to be Moderately under-sensitive. 

(Ui) This difference in sensitivity does not appear to have a numerical 

explanation. 

(iv) The only physical hypothesis l'Thich seems to account for this 

difference in sensitivit,r is as folloNs. First, latent heat released 



b,y large scale cloud formation should be taken into account. SecondJ the 

~fficiency with 1'Thich the release of latent heat·~ both from large 

scale precipitation and from large sc ale clouds -- drives the s.ynoptic 

scale s.ystems depends on the degree of organisation and the scale of the 

main cloud formations am precipitatings units. ThirdJ this efficiency 

appears to be greater for cool air than for warm air. 

The physical hypothesis which has just been stated could have 

an important implication for future mode1s. This is that the special 

heat functions for the release of latent heat. from large scale 

. precipitation J H • should be multiplied by etficiency 

factors J eH' before being used to compute the feedback. These 

efficiency factors 'toTou1d supposed1y take large scale cloud formation 

and the scale and degree of organisation of the precipitating units 

into account. From experience gained so farJ it looks as though eH 

shauld vary from about 0.6 iri very warm air to about 3 in a typical 

10rT centre in mid-continent in 1'TinterJ and it also looks as if there 

should be sorne latitude dependence. So the first exper.L~ents cauld be 

done w.i. th : 

(28.6) 

Efficiency factors to take cloud into account rTere actually tried in 

one experiment, but a constant value of 1.33 was used everywhere for ~ H • 

untortunatelYJ this made the WarIn air 10wa r.1ore sensitive than ever 

'tri thout he1ping the cool air lows very much. 
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29. The Diabatic Effects: III Ocean Heating 

The special heat function, Hr>', used to represent ocean heating 

effec'ts is gi ven by the fol101·rlng er.lpirical formula: 

(29.1) 

.t-I ( ) " T~ ~ '-C m+ '13 

'1'1he1'e 6-o<~o+~O 1 f. (t).,-T,;-j(c",)",):2 
10 -~O 'e-21[?(\4nl+(b~)~,~1\J) (29.2) 

and rj1; 8S0,7()~ ÇOO 

Yo(' îfo / 1p, (C/~)m > (b"')riI, and (Col)", are given by Table 27. 

For routine use, of course, formu..la (29.2) could be converted into tables, 

but there is no point in doin~ this l1hile (J...~)m is still in semi-experimental 

fom. The (T;".)rr,\ are fields of effective ocean equilibrium temperature, 

i.e. fields of terrperature at 850, 700 and 500 rob nhich are in JIloist adiabatic 

equilibrimn loTi th the ocean surface. 'l'hey are determined by the method 

described in A!J!'>endix 1. The Ar;... is a "climatoloeical" field of 

effective ocean area uhich i8 assignecl a value of lover open oceans, 

0.1 over frozen oceans, and meteorologically appropriate values over land 

areas. 

'lhe first ~:perimentf' lorI th ocean heatillg "Tere carried out, wi thout 
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the factor ( hQ() rn , i.e. with (hc<)m effectively equal to unity. The 

principal effect l'Tas thus that temp.eratures rrere ,(·Ta.rnl~d up exponentially 

at constant pressure to the effective ocean equilibrium temperatures" and 

the tine constant for this process "Has 1::' ç(. The secondary effect 

l'TaS a similar but much smaller "counter-gradient" constant pressure Harming 

with time constant 'è",e. 

Level (rob) 
Constant Units 

850 700 500 

'1:'0:. 10 10 10 hours 

't~ 100 100 100 hours 

Tp 10 10 10 C deg 

Qo( 5.5 13.5 29.0 C deg 

b~ 0.091 0.22 0.41 

Co( 3 3 3 

Table 27 Values of the constants used in the ocean heating terme 

The A oC factor merely provided a means to ~l101v quasi-ocean heating 

effects over vegetation and la~es in summer with the sru~e formula. 

This l11eant, of course, that ficticious but not unreasonab1e lIocean 

~emperatur~s" , T~" had to be specified for the land areas. 

HOl-TeV~r" far too much uarming took place in the tropics ·Hi thout the 

{t'1~r., factor. T'nis haPrened because the· spread bet~'Teen the moist and 

dry adiabatic lapse rates becones very large 1-Then the temperatures are 

very warm. In the tropics, in·fact, the actual 500 rob temp8rature are 
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are nornally much cooler than (-''''),,0. The expression (29.2) for (h,Jr" 
was developed by trial and error, and has ner1 evo1ved into a fonu that 

gives reasonable constant pressure uarmiIl[; r'ates over the ocean nreas of 

interest. At least the performance of (29.1) under static conditions n01-1 

8e0ms acceptable. As vd.ll be discussed later, it is extremely diffic1D.t 

to pass judgement on its dynamic efficacy. One reason for this is that 

there is sOllJe difficul ty in incorporating Hg into the vertical motion 

~onputations. Simi:tar problems occur ,.dth the radiation heat fUl1ctioY).~ H ~ , 
and these are d5.sc"I.'lssed in the next Section. Also, the ocean are as are 

. nt best regions of 10;'1 data coverage. H01-1ever, in spite of the peculiar 

thil1gs that someti.rnes happen in the no data areas, one is left l'1ith the 

impression tllat the werucness of the present îorr.v2ation is that it does 

not permit the latent heat effects and ocean heatlllg to reinforce one 

a;lOt..ller in a grand enough nanner off Cape Hatteras. Yet, if some kind of 

reinforcem,ent l'Tere permitted everyrThere, the no data ~reas n01l1d go 

cO:-:1})letely wild. The pragnatic solution uouJ.d ~'lerefore be to permit 

reinforceiilent only in the region just off the East Coast, and hmrhere else. 

The ocean heating and radiation terms l'Tere developèd separa tely. 

It therefore came as so:-::et.'l)ing of a disappointment to discover that the 

tuo effects, rThen combined together, tended to cancel each other out to 

8o;ne degree. This occurred esr.e cially in northern latitudes rThere the 

constant pressure ocean heating rates had been chosen te give desirable 

net constant pressure warrÜl1g rates. Consequently, as an interim measure, 

to avoid interactions during the first e..--cperir.1ents, it uas decided to 

multiply the radiation term by ( 1- A:l(). . This measure rneans that 

(29.1) has to be l"egarded as the net effect of ocean heating and 

radiatio~ acting together. 
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The effective moisture source, IS "assumed to be associated 

with the ocean heatine effects of (?9 0 1) is given b,y: . 

~I{ AQ(Sw,_ -L + f T t
-' ( ) - if' m<-C ( h~) ,.(\ tQ( 'Lp . rtt. 

r;.U\_ 
A st-'{ } s - cX' W\ , (~)m ~ T:-~ (Te/Lot ~ if (29.3) 

(hO<)n;- ~ 
0 if T~' > (T",)~+ ~ 

in Table 27. 

is given by (29.2) and ..... c'Q( ,1:',6 , and ~ are given 

1 III r: . , S May be regarded as a component. of s· far substitution 
, Il . 

additiona1 to the ç and. rs of (19.6). into (19.3) 

• 
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30. The Diabatic Erfects: ri Radiation 

The special heat function, H 4.-' rThich i5 used te simulate 

net radiation effects, including those due to .the cooling or heating 

of the underlying ground surface~ is given by the empirical fOl~a: 

where 

tif 
sin2 ( rj)-I-)~) if 0$ ~ cp ~ Â· .. r·,.If 
o if ~~ Is 

- XlA~t COS J]Jj:j 13~(p) 
2a~.. .' 9 

1 11' p~ ~ 1000 

1+[~-~1 
BOD j if p" < 1000 

9 

.r-

(30.1) 

(30.2) 

(30.5) 

(30.6) 
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and (.JJ~ Cl 
(30.8) 

*' A'6 ' a~, QS , $(f and Ts are constants given in Table 29 ; 

the (~)~ are the climatol~giCal temperatures interpolated from the 

monthly Mean charts; A 0< is the effective oocean are a field described 

in Section 29; tg 0 1s the local tL~e-of-day in hours measured from 

midnight; tj; is the latitude; r/;S is Othe latitude at r1hich the sun 
, 0 *' 

i5 overhead at mid-d~, taking north of the equator as positive; ~ i5 

given by (15.8) or (15.9); the C2yr\ , <2. mY'l , and emY'(\'(\ are 

linearly interpolated from Table 28 according to the value of p? ' 
except that 01000 mb vc.lues are used if p~ > 1000; and in the 

SUl'J;i1ation of (30.7) the subscripts n = 1,2,3 correspond to 850, 700 and 
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m em €,m eltm " e~m e2l.VT\ e3vn .e3;1m PJ 

e· 1 48 0 0 12 0 0 0 1000 

2 96 48 12 -21~ 0 -12 0 1000 

3 168 60 24 48 48 -48 0 1000 

1 39.36 0 0 8.16 0 0 o· 925 

2 78.72 '32.64 8.16 -16.32 0 -8 0 16 0 925 

3" 137.76 40.8 16.32 32.64 32.64 -32.64 0 925 

1 52.8 20.16 5.4 -10.8 0 -5.4 0 775 

2 52.8 20.16 5.4 -10.8 0 -5.4 0 775 

.3 92.4 25.56 10.8 21.6 21.6 -21.6 0 775 

1 47.88 14.1 5.64 ll.28 ll.28 -11.28 0 625 

2 47.88 14.1 5.64 11.28 11 •. 28 -11.28 0 625 

.3 47.88 lh.1 5.64 ~1.28 11.28 -11.28 0 625 

Table 28 • Values in hours of the <2m , e"",y\, and e)'nmV'\ used in 
• 

the computation of ('(~)m when P9 = 1000, 925, 775 

and 625 mb. In the notation"a subscript of 1 corresponds" 

to 850 rob, 2 to 700 mb, and 3 to 500 rob. 

"Constant level (mb) Units 

850 700 500 

A~ 8 4 1.4 C deg 

t\(1 17 17 17 

o.s 0.1 0.1 0.1 -
S~ 10 10 10 C deg 

.- k* 
S -40 -40 -40 C deg 

Table 29 : ValU6S of the constan"t;s, other than the e-factors, lfhich 

are used in the corrtputation of the radiation terme 



500 rob respectively. 

The main properties of the preceding formulation will now be 

discussed. The first thing to note is that over the oceans the temperatures 

are roerely restored exponentially to their climatological values l-r.t th 

a time constant ~ ~. This feature \las buil t into the scheme as 

an inter:im measure to cope "r.t th the ocean heating interactions mentioned 

in the last Section. One extreme of (30.1) occurs in 10l-11and areas 

during the polar night. At constant pressure the tem~ratures cool off 

~onentially to absolute zero l'r.tth a t:ime constant of (0..'0 'i~) . 
Under dr.1 and cloud1ess skies the typical constant pressure cooling 

rates arising from the values of the constants listed in Table s 28 and 

29 are about 4.2, 2.1, and 1.1 C deg/ day at 850, .700, and 

500 rob respectively. The corresponding constant pressure cooling rates 

for completely cloudy skies are about 1.1, 1.1 , and 1.9 C deg / day, 

'again at 850, 700 and 500 mb respectively. Conditions of part.ial 

c1oudiness, or moi sture presence without cloud, are deemed to occur 

When (30.8) gives fractional values for the ~~. These lead to 

appropriate constant pressure cooling rates of the sarne oroer of magnitude - .. 
as those for completely cloudy or completely dry. sIdes; tœ actual values 

wilJ; always be intermediate ones at 850 and 500 mb, but can be as high as 

about 2.3 C deg/ day at 700 rob. At the other extreme of (30.1) are 

the hypothetical diurnal changes that \lould occur in tropical lot'1land 

deserts in, summer, if there l'Tere such are as . inside the grid. Under dry 

conditions and ",dth clirlatological temperatures the noon-time constant 

pressure 1'1arming rates would be about 3, 0.75, and 0.1 C deg/ day at 

850, 700 and 500 mb respectively, and the 'corresponding rnidnight constant 

pressure cooling rates uOIlld be of the salUe magnitude. Under completely 



cloudy c onm tions these values become about 0.75, 0.2, and 0.2 deg cl clay 

respectively at 850, 700 ani 500 rnb. Similar magnitude diurnal cœnges 

l-Tould take place 1-ti.th non-cl:iJlla.tological ~mperatures, but then either the 

l-1a.rming or the cooling nould be of larger magnitude so as to tend to 

restora the daily mean to the cl ;!l2.tological value. To most regions of 

the chart, of course, forr.rula (30.1) assigns appr0J?l"iate values of Hz,.. 
interpolated betHeen the extreI:les or polar night and tropical desert. 

The first radia tion eJge~ents l'rere carried out lrl.th a ruc1imentary form 

of (30.1). The most irregular aS!>ects of the resu1ts were strange little 

anomalies 'uhich occurred in the J'Ilountain areaSe Consequently, a der:endence 

on had to be built into the forzmùation to overcome these 

difficul ties. Another point 110rth reentioning is tbat the numeric al 

v~~ues presently assigned to the various constants are not necessarily 

optir.rum ones. There are three reasons for t.his. First, and T.loSt important, 

the values of the constants depend on the use to be made of 1-1 t,... The 

l-1arming and cooling rates quoted Gre not realisod in pract~ce because 
. . 

radiation effects do not taka place at const~~t pressure. For in~tance, 

consider "That would happen ldth polar night cooling under zero horizontal 

flclt-T conditions. The subsidence Hbich would occur vmùd tend to raise 

the air at a given pressure 1evel, and l~ould thus counteract radiational 

cooling. Unfartunately, as 'Hill be seen late~, there are dif'i'iculties in 

predicting the right arnount of subsidence for a giv:en distribution of H Lr. 
So compr~ises have to be made lmich involv-s Hl;. itself as Hell as 

the rnethod for predicting the suùsidence. T'ae sec.orod reason for the 

current ambigui ty of ~ H Ir con~tants is that 1!.jhe moisture dependence 

has doliberately been under-estirnated. ~lith a ~tro~èr moisture 

de}'l8ndence the model beca.'1le over-sensitive, so> that moderate Ji 
moist areas at 500 rrtb coolod off and b~ca.r.te saturafJcd JllUch more rapicl1y 
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in the model than in the atmmphere. ~esumabiy" this is further evidence 

that the radiation effects are not being taken, into account properly by 

the vertical motion computations. The third reason is simply that not 

eno'llgh e:h.'PerlJlents have been carried out. For inst.?nce, it seems 

likely that the diurnal effects should be nnde stronger thau theyare 

"Ilcr.4'. In particular" the solar heating should have less dep3ndence on 

the climatological temperature and more derendence on the solar constant, 

and sorne slight reformulation ,.muld be required to do thi~ pro!=Crly. 

Hm-iever, as has been pointed out, the real problem ldth H t,. is not 

hOr1 to compute it r the problem is what to do 'tdth it once yO'J. 

have ito There is not much point in adjusting the constants or refining 

the fœ'mulation until a satisfactory solution has been found. 

There is one obvious cri ticism of the l-1hole empirical fonnula 

approach. Rad.i.ation effec.ts could also be hancUed by the more direct 

rnethods of ·the type proposed .by Danard (1969a). The fol101-iÏng remarks 

constitute a rebut,tal of this criticism. F-lrst, the most important 

radiation effects are the in~ürect ones arising from heating or cooling 

of the ground. In all probability these i-1OUld have te be handled emp:i:rically 

in any case. Second, as alTeady mentioned, .there is not much point ~ 

canputing Hy. by more elaborat9 methods' until it can be used mOl.~e 

effectively th.:1ll at present. Third, experience has shOim that scale 

considerations such as those encountered with radiation effects are often 

better deai tl-ci. th by an empirical approach. 
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31. The ~~ralle~ Baroclinic Model 

31.1 The fina.l version 

Each of the component parts of the parallel baroclinic model has nm{ 

been described. AIl that remains is to pi~ce them toeether 50 as to get an 

overall view of how the model works. 

The equations of the model are still of the forro (6.1), though the 

four main working levals at which stream function information is carried 

have become" 850, 700, 500 and 200 rob. The tirne step equation has evolved 

to the form (26.16) to permit coupling between odd and even time steps. 

" The control coeffici~nts are giv~n by (25.1); they have a seasonal variation. 

There have been t~TO changes in the numerical procedures of the main integration 

cycle described in Appendix C. First, the three-dimensiona1 relaxation of 

Appendix F has replaced the normalised tloTo-dj.mensional relaxation of Appendix C. 

~econd. at 200 mb the short wave advection speeds have becn sl~led dO\om by 

substituting the standard Jacobian operator (B1l.l) for the Shuman forro (B12.1) 
1 

in (Cl.2) and (01.4); at the other levals the Shuma.n Jacobian 1s retained. 

In (6.1) the primary constraints are evaluated as follows. The eddy diffusion 

c~nstraint (Em) 18 computed from (26.4). in which the ~oefficient of eddy 

diffu~jon of potential vorticity depends on the baroclinicity. The terrain 

constraint (Gm) 15 computed from formula (27.1), ~hich reduces to lmler 

boundary forcing in lowland areas, but to induced divergence forcing in 

"Mountains: The d1abatic constraint (En.) is computed by the Petterssen 

equation method embodicd in (23.4), (23.5) and (23.6), exc~pt that 

[(1-11+ H2.+ Hs+ H~ + ){J>(:c/y,Prnl t)K WYHltiJ2tH3+H~)J (31.1.1) 



replaces HI in (23.5); the values Of)~~~~I~lt)are g~ven by (26.15). In 

the time step equation (26.16) the second~ry eddy diffusion constraint 1s 

eva1uated by (26.17). The model is integrated over the 1221-po1nt gr id of 

Fig. 1. The eddy diffusion and terrain constraints are evaluated over the 

whol~ of this grin, èqt the diabatic constraint i5 only applied over a 

667-point sub~area, also shrnv.n in Fig. 1. That completes the picture of 

the firial version of the para11el baroclinic mode), 

The experimants that failed fell into three categories: 

(i) Experiments with the direct method of imposing the diabatic-

constraint. 

(ii) Experiments with the neglected terms of th~ vorticity equation. 

(iii) Experiments with variable stat~c stability. 

The pilot model exper~~ents with (23.4), the direct method of 

incorporating diabatic effects, were repeated with the main para1lel model. 

When aIl the diabatic effects were included the integrations "rere again 

unstable. This had been expected because of earlier suspicions that the 

latent heat term should be evaluated at the current hour in this approach, 

not at ( hour - 1 ), because of its explicit dependence on Ll>. Next, 

SOlTle experiments were carried out with the radiation ternl alone. Obviously, 

the evaluation of ()~ at the outside levels lad to some difficulties. 
Op 

Several reasonable methods were tried, but none of these made much difference 

to·the resu1ts. The integrations were moderately unstable in sp1te of the 

comparative mildness of the radiation terme At this stage the numerical 

aspects of the problem, includi~g of course the poss1hility of coding 
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errors, were re-examined very carefully. The conclusion was that the 
limitation \-1"3.S physical in nature. The eXJ)lanation is as follows. 
Diabatic effects must normally involve expansions or contractions of the 
aj.r, i.e. they must lead to .flou's which are predominantly dh"ergent in 
n~ture. In particular. consider steady state conditions in which thp. 
isotherms are paraI leI to the stream function lines on a constant pressure 
surface. In this case thermodynatnic equation (AI.13) reduces to: 

-li 'id, \1 T + t\J ca == H p (31.2.1) 

Obviously, the \(~~'-term is an alI-important one which cannot be 
neglected. This nâturally leads to the supposition that the ~,\7T te~ 
ia of vital importance for diabatic effects in general. Consequently, 
a direct method of computing the diabatic,constraints, such as that of 
(23.4), cannot be expected to work unless the formulation P!operly accounts 
for the divergent advection components. On the other hand, the approach 
basad on Petterssen's equation does not suffer from the sarna limitations. 
Ir the divergent advection tenus, both from the therrnodynamié equation 
and from the vorticity equation, are included in the d~rivation of 

Petterssen's equation (23.5) -- see the discussion on page 203 -- the y . l 
automatically form part of the definition of ~ '. There ia no way they 
can appear in (23.5), the definition of U;1I. This eXposes as fallacious 
the cust0mary desl~ationa of (OJ~utI)and VJ'I as being the vertical motions. 
with and'without diabatic effects. The W I , if cOlllpletely defined, takes 
into account the all~important divergent advections arising from the 
presence of diabatic effects, and so it is a misnomer to calI it the 
vertical motion that would exist in the absence of diabatic effects. 
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Similarly, ~ is more correctly designated as that portion of the vertical 

motion due to the combination of diabatic effects and their induced divergent 

circulations. To be completely rigorous, of course, one should also admit 

that there will be changes in the rotational advections due to the presence 

of diabatic effects; . i.e. the stream funct:5.on patterns associated with 

given height and tel1lperature configurations Hill be slightly different 

according as to whether or not diabatic effects are present. But, unlike 

their dive~gent advection counterparts, these changes would be comparatively 

unimportant ones. The foregoing remarks also explain "1hy the diabatl.c 
. JI 

constraint (23.6), l.".hich is based on UJ ,15 an appropriate formulation 

for a model in which divergent advections are neglected. Eowever, whereas 

vertical boundary conditions of W
JI

: 0 at 1000 and 200 :nb are quite. 

reasonable for 1atent heat effects which are conf1ned to the middle 

troposphere.. they can scarcely be regarded as realistic for radiation and 

ocean heating. In 10l-1land and ocean areas the real 10l-Ter boundary condition 

1s: 

:r: JI w + l.U = uJg (:31.2.2) 

where 0.>9 1s the terrain-1nduced vertical mÇ>tion at the ground. If uJ 9 

15 zero, all thél.t (31.2.2) says is that U;J!.:: - UJ:t. a singularly 

unhelpful relationship which 1s something quite different from t.JD:::: 0 • 

the lower boundary condition which was actually used in the final series 

of test integrations. 

Sorne attempts loyere made to incorporate the neglected terms of the 

vorticity equation into the baroclinic model. These eh~riments were 

undertaken because the author -- see Campbell.and Davies (1966) -- had 
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earlier shmvn that the magnitudes of the "neglected terms become important 

in the neighbourhood of baroclinic short \-raves. The main problam turned 

out to be the computation of the divergent part of the "Tind. In one 

approach the velocity potential function was computed from ( hour - l ) 

information and used to provide divergent parts of the wind for the current 

hour. The forecasts produced in these experiments \o19re not as good as 

those produced by the same model \olithout the ncglected tenns, but on the 

whole they were surpr~singly sL~ilar. In a second approach a complicated 

relaY.ation schema "l-1aS set up in "l-1h1ch both ~f and X for the current hour 

,,~ere the unknowns. This relaxation appeared to converge satisfactorily, 

but by 12 hours two-gridlength divergence patterns had established themselves 

all over the map. Although both approaches were unsuccessful, they provided 

SOll'1e experience in dealing with the divergent part of the ..,rind. The most 

noteworthy feature of the velocity potential fields is that they tend to 

Lave sharp local peaks near baroclinic short waves and be quite fIat els~~here. 
1 

Further, the physical structure of the divergent \odnd fields near a velocity 

potential maximum is quite different from that of rotational wind fields near 

a stream function minimum. The real dh,.erGent part of the wind presumably 

attains its maximum magnitude considerably closer than one grid-point away 

tram the maximum in the velocity potential field, whereas the rotational 

part of the wind attains its maximum magnitude some distance away. usually 

. two grid~engths or more, from the minimum in the stream function field. 

Consequently, scale considerations must be mach more critical for the 

divergent .... rioos than they are for rotational winds. In parlicular, finite 

difference truncation effects must be quite severe when one computes a 

divergent advection near a maximum of the velocity potential field. These 



conclusions for the divergent advection terms probably also apply to the 

other neglected tenus. Further, after studying a few cases, one is left 

with the impression that the eddy diffusion terms carry out at least part 

of the role of the neglected terms, and that they do it in a more efficient 

manner than explicit evaluations. 

The experiments with variable static stability have already been 

discussed in Section 25. They apparently failed because of the correlation 

that existsbet~een the magnitude of the static stability and the sign 

of the stream function tendency. 



32. The Parallel Precipitation Scheme 

32.1 The large scale precipitation arnount 

The large scale precipitation amoun~ is computed by (15.1), i.e. 
- . ~F 

by the sarne nethod as in the 1970 model. The S in this fornrula is 

still evaluated l'rom (15.8) or (15.9)" but LlS* has been resÊ:t to 

a value of 1 C deg instead of the 2.5 C deg used earlier. This me ans 

that the thresho1d dew point depression drops from 7.5 C deg to 6.5 C deg 

during a 48~our forecast" instead of fran 7.5 C deg to 5 C deg as in 

the 1970 model. 

32.2 The "dry" vertical motion 

At the general time step the 700 and 500 mb "dry" vertical 

motions are cœnputed fram: 

I
t --. ,t ft. I,t 

Wc{ y\ .. - WA n +. ~8 Y\ -+ u,.~ \'\ 
·llhere 

(32.2.5) 
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where i:J. t is as usual. the time step of one houri the super script 5 

( t+ 1 ), t and ( t - 1 ) refer to the next, current, and preceding 

hour values respecti vely; the factor (f /0') is assumeçl to depend on 

pressure only, and is evaluated at latitude 45 N by taking the static 

stabUity to have the "dry" standard atInosphere values given in Table 2; 

the vertical finite difference operators are evaluated by the parabolic 

fit formula (Bl3.2); K 18 defined by (Cl.); ~~ !s the 

Shuman Jacobian (m'2 .1); N 9 is taken to be 0.67; vJ 9 is given 

by (27.5); I<D' Kd ,Ql}' Of and Q:(:, 'are given in Table 25; 

(Xc is given by (25.5); and {t-*o}. is the time in hours which 

has elapsed since initial time. 

Note that the preceding formulation differs from (16.3) in that: 

(i) The advection tenu. is evaluated by the Shwnan Jacobian instead 

of the sta.n1ard one. 

(ii) The N9 has been reduced to 0.67 tram unity. 

(iii) The ed~ diffusion coefficient is taken outside the pressure 

derivative cperator instead of being kept inside. . 

(iv) ihe eddy' diffusion term is not allowed to reverse the, sign of 

the vertical motion given by the tendency and advection terms, 

Whereas no such restriction was imposed before. 

Note also that no allol'7ance is made for the fact that the standard 

Jacobian is used at 200 mb in the baroclinic model. Unfortunately, it 

was not possible to use 0.5 ){J)(:t.., ~)7R,,/) ~stead of Kl> (\- Ql) si 1'\ ~c.) 

in the definition ot. KyI 'without some 'major reprogramming. 
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The desirability of the 0.5 factor had been established in ear1ier 

e:x:periments with the paralle1 mode1. Consequently, it was included in 

the 1970 operational mode1, but it was omitted from the final paraJ.le1 . 
mode1 due to an oversight. As will be seen f'rom the results, the 

omission of the 0.5 factor and the lack of a variable edqy diffusion 

coefficient bo·th contributed to under-estimates of the vertical motion. 

The consequent under-forecasting of large sc ale precipitation amonnt 

l'TaS part:t.cularly nottceable in the latter stages of the occlusion process. 

At 850 mb, at the general time step, the "dry" vertical motion 

where 

..D- 4. 'Y \fI1~IJi:!"\.1'7Ql>..'" ~r..8.s]: \r7Db 
a~ { t+, "( t+t . (-f" ~I fi t-' ) 

2fo . .2L.\t . 

+ J; (~&~>[~KW~~V2;D·rfJ) 
+ J ( \jI?~, [~KW2\f7!D Tf] ) 

- Kw \li! ["-K tyljl:;tI+II';~?+2~) (32.2.8) 

t t t· 
Wd 170' 1s given by (32.2.1); lVG /100 and LÙe 185D are given by (32.2.5); 

~p 1s 150 mb ; ~ 15 the Shurnan Jacobian (m2.1); K 15 defined 

by (01.3); and Kw 1s given by (32.2.6). This method of computing 

UJa l~o overcomes the phasing deficienciès of (16.4). 

At initial t:i1!1e the (t - 1 ) superscripts are replaced by t, . 
. . JL 

and the 211 t factors are replaced by b. <1...." • 
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.32 • .3 The "wett! vertical motion 

First, a pre1iminary "wet" vertical motion is computed from the 

ndry" vertical motion by an application of' (17.1). For convenience" 

the values of LV so obtained are redefined as W i!. 7he final 

"wet" vertical motions are then obtained from: 

where 

.c*- { f 
,- 0,2 

if 

if' 

)i: 850,70'0, SOO 

-f ~ ".Z 
f< 0·2. 

H3 1s given by (29.1); I-'~ 1s given by (30.1); OS is the "dry" 

standa't"d. atmosphere static stabili ty given by Table 2; and 0. H 1s 

an enpirical correction factor given by: 

--
l 

0.95 

if n 

if .. n 

850 

700 

0.9 if n = 500 

(,32 • .3.3) 

The purpose of the aH factors is to compensate for the lack of a 

divergent advection term in (32~2.2). ln retrospect it seems like1y that 

these t\ H values are too high. 

Note that this method of computing the final ttwet" vertical motion 

does not permit a full interaction between ocean heating and the re1ease 

of latent heat, sinee such a linkage 1s undesirab1e in no data areas. 

32.4 The tffinperature forecasts 

The temperature forecasts are produced from thé folloHing formula: 



,-t·H _ 
'\'1 -
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n= 8S0) 700, SOD 

,l1here tJ. t 1s one hour; the superscripts t and (t - 1 ) refer ~ 

current and previOlls hour values; ~ ls the Sbuman Jacobian (m.2.l); 

(UJ\)~ ia evaluated bl" means of the vertical motion damping f'ornrula (18.4)" ,. , It 
but "rith the values of Wc and bc,!'rom Table 30; 9I ia canputed 

'!rom (18.5); (~I)lt, 1s evaluated by the parabolic fit 'forr:uJ.a (m3.l); 
..:..._ Op 700 

la the standard srnoothing operator (B.3.1) ; H 3 ia g:i. ven by 

(29.1); HIf. is given hl" (30.1); at an three leve1a Kp is set 

'* equal to a value of 5 dkm at initial time" correspol1ding to a KJ) 
vcl.\!e of 4.29 x 107 dkm

2 
hour-l, and 1s augmented bl" 2% per hour 

t'" , 
thereafter; hs ln is computed from (18.3); and ab 'n la given 

bl" values which renect the starrlard atmosphere relationships, viz: 

a·1 = Ct \'\ 

0.8235 

1 

if n=850 

if n = 700 

1.4 if n = 500 

Equation (32.h.l) is" of course" a somerrhat m",clif'ied fom of (18.2). 

From ear1y experiments ldth the paralle1 modal lt becanle apparent that 



Level 
(mb) 

850 

700 

500 

an 

Preclicted 
Quantity 

T 

T 

T 

S 
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UJ 
(mb hour-l ) 

all 

an 
aU 

an 

. UJe 
(mb hour-l ) 

bc 

18 0.2 

27 0.2 

18 0.2 

75 0.2 

Table 30, Values of the constants used in the vertical motion damping 
formula in the paralle1 model experiments. The constantbc 
is climensionless. The values given for Wc. are for initial 

. time; thesé are augm~nted by 1% per hour. ( cof. Table 10 ) . 

the ver·t.ical motion damping had to be made less restrictive with the 

. Shuman Jacobian. "SO it seems that in the 1970 model the success of the 

heavy vertical motion damping is due to the use of the. standard Jacobian. 

Ligbter damping meant that ~~~~;>.had to evaluated more realistically 

at the outer 1evels. Several methods utilising information from the 

ho~zonta1 temperature fields were tried, but most of these had 5.1stematic 

deficiencies. The best that coUld be done was to use smoothed 700 rob 

values of <ft> at an 1evels, adjusted slightly to refiect the 

standard atmosphere re1ationships. The term representing the ed~ 

cli:rrusion of (Hs + Hl,.) was added to correct :for a specific deficiency. 

This was a spurious coo1ing phenomenon which occurred at over-land 

grid points upw:tnd from grid points where ocean beating was taking place; 

it i8 a finite difference effect which arises from the advection terme 

It was rather disappointing to find significànt1y better t~nperature 

forecasts loTere obtained by using approximately 0.5 (J.l31" H~) in (32.4.1)" 

but discounting both H~ and He,.. entire1y in the baroc1inic model and 

in the vertical motion computations (32.3.1). Host of the problems seem 
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to arise l-Then Wl! 1'(\ in (32.3.1) is small. For instance" if 

Wi!I..... is zero" ànd H3 ~s zero" UJ '-n becomes just (ClH H~ fol D"s f*). 
In the polar night the resul tant sudsidenca can easily be large enough 

to negate the cooling produced by the (- tHt,.) term in (32.11.1). . . Of' course" the sarne kind of effect goes on in the real atmosphere" 

but it is difficult to simulate this exact1y without a divergent advection 
term, and uithout taking the real value of 0'" into accounto 

32.5 The dew point depression forecasts 

The dew point depression forecasts are produced from the follcming 
formula: 

St-H t .. , . (9 (t t) 
Y\ :::. S:, + 2 tt t \ - ftd).,g \fin, S", 

+ (W')/I; [f$/: -/\ L~ ] +kKJ)o/':}:-1 

- "SI" fE Hl</ ~-r.r KIf]> WYH Ifl ~'8 -r; 1:] (32S.1) 

where 
)1= 85'0l100, {;OO 
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(32.,.7) " 

"mere 6 t ls one hour; the superscripts t and (t - 1 ) correspond 

'to current and previous hour values; K is given bY' (Cl.3); ~ is 

. ( ,)t 4 

the Shwnan Jacobian (m.2.1); ,U~ l\ is evaluated by means of the 

vertical. mot-ion damping formula (18.4), but with values of Wc:. and. bc 

fran Table 30; (t~1 t ls computed from (19.4); <~>It is eva1uated 
dp V\ _ 'C;() 700 

bl means of the parabo1ic fit fOrImÜa (ID.3.1); is the standard 

smoothing operator (B3.1); Ht,. is given" by (30.1),; at a11 three 1evels 

K1) is set equal to , cllan at initial time, corresponding te a Kt 
value of 4.29 x 107 dkJn2 ho\lI'-l, and is augmented by 2% per hour, 

1 
r'",-II ab V\ is given by (32.4.2),; fs is given:t'y (19.7); '$ is given by 

(19.8); ç '" ls given by (29 • .3); ~ 'fs i8 the sum of the SInall 

scale precipitation contributions trom all three 1ayer8, after corrections 

" " 

for MOuntains and evaporation; -r is the sarne as in Section 21, i.e. 

0.0,556 LYlches; L ls 12 hours; and the ïSl'f\ ar~ empirical correct.i.on. 

factors given by: 
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1 if n:850 

-- 1.25 if n: 700 (32.5.8) 

1.5 if n= 500 . 

Equation (32.5.1) ls a modified forro of (19.3) in much the sarne 
lTay that (32.4.1) is a modified forro of (18.2). The remarks made about 

the Shuman Jacobian" the vertical motion, and the diabatic effects for 
(32.4.1) also apply' to sorne degree to (32.5.1). In particular" the 
2I1lbigui ty introduced by the "15 ln is again due to the neglect of 

the divergent advection term and the use of an artificial static stabilit,r. 
There are two other features of note. First, (32.5.3) accrnL~ts for the· 
descent of very dry stratospheric air into the troposphere. Second, 
(32.5.8) accounts for the transport of moisture uplvards by SInall scale 
ShOi'1er activity. 

32.9 The small scale precipitation amount 

'!he sman scale precipi taticn MOunt is computed exactly as in 

Section 20 except for one minor change. ln Table 21 the value 

of Kf has been reduced!rom 4.762 x 10-4 to 4.0 x 10-4 1 rThere 
;.3 2 the units are C deg·. ( 2 x grid distance. ) • 

32.7 The total precipitation 

The total precipitation is computed exactly as in Section 21. 
Botlever, there has been a sna11 change in the precipitation type criteria 
of page 1610 Ir there io snow cover on the ground, then the lapse rate 
in the lowest layer of air is assumed to be isothermal, and. 0 C deg 
replaces - 3 C deg as the 850 mb ternperature which divides sn~ areas 
fram rain ar~as. The da.ily snow cover charte ere climatologie al ones 

obtained by interpolation !.rom the monthlyrnean charts. 
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33.Other Features 

33.1 Cloud Forecas'ts 

The parallel model produces cloud fo~ecasts for the sarne three l~ers 
of the atmosphere as it produces precipitation forecasts. Bri~, 

overcast stratiform cloud 1s assumed to exist under similar conditions 
as large scale precipitation, but wi th a slightly higher threshold value 
for the det-T point depression. An even hieher threshold value is assumed 

to mark the ons et of stratiform cloud fomation, and intermediate dew 

point depressions are assumed to give partly cloudy conditions. Similarly, 
overcast cl.nmù!form clouds are predicted when the small scala precipitation 
formulae indicate ~he onset of showers. And an threshold values are 

assumed to be somewhat 1ess restrictive for the onset of cwmùiform cloud 
formation. Once again intermediate values are assumed to give pa.rtly 
cloudy conditions. When both stre.tiform and CUDllù!form clouds are predicted 
to be present, reasonable rules are employed te declde whicll type ls 

dominant, or whether the whole conglomeration should just be regarded as 

mixedo Noattempt is made to compute the latent heat released by cloud 

formation. 

As far as can he judged, the cloud forecasts produced in this way 

are excellent. They are full7 compatible with the baroclin1c mode1 

f'orecasts, and are quite realistic in that partly cloud;}" conditions 

norma1ly mst only in very narrow bands around the main low centres and 

frontal bandso From the practical point of yiew, there al~e wo questions 
WhiCh still have to be ~~ered: 

(i) l-1hat is the most useful method of c1ispla.ying predicted cloud 

information for three layers? . 
(:Li) HO"-l ·should the cloud forecasts be objectively verified "1 



33.2 Terminal Forecasts 

Terminal ~orecasts of upper cloud and precipitation are produced 

for selected Canadian stations by interpolation from the grid point 

forecasts. They actually consist of a series of coded statements of 

signif'icant changes in weather conditions, and the times these changes 

w.tll occur. It is interesting to llote that the correct sequence of cloud 

and precipitation 1s predicted as a 101'1 centre passes near a station" 

though usually the timing 1s a bit off because the baroclinic model 

does not move things 1-71th quite the right speed. OV'ercast high cloud 

moves in first" then overcast middle cloud" then precipitation soon 

~ollowed by lot., cloud; af'ter the storm has gone by the low level cloud' 

1s often the last to break up. The œtstanding technical. problems are twofold: 

(i) Significant changes in weather conditions have to be redefined 

to reduce the amount of print-out. . 

(ii) The terminal forecasts have to be converted from an interna! 

computer code to a more standard format. 

Ceiling" vis.ibili ty" and surface wind predictions could be added to the 

terminal forecasts with ver:r little extra effort" as statistical techniques 

for doing this have 8lre~ been deve10ped elsewhere. 

33.3 Derived 1000 mb Height Forecasts 

rite parallel model produces derived 1000 mb height foreœsts by 

app~ the thermodynamic equation to the 1000-700 Jnb layer" am mking 

use of the knO'fnl vertical. velocity at 850 mb~ Theoretically, this approach 

shpuld overcome the phasing deficiencies of the operational 1000 rob ~orecasts 

__ see Davies and Harlow (1967) for a discussion of this problam. ln practice" 

several technical problems have arisen and it has not yet been possible to 

give them more than superficial att~ntion. These aJLl involve the p~ 

constraints, :l •• e. the terrain, eddy diffusion ~md diabatic affects. 
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34. Re sul ts 

e Eleven cases" were integrated to 48 hours both ln th the parallel 

model and wi'th the 1968 model. The initiql times of these cases were: 

(i) l2Z Jan 29 th 1969 

(ii) OOZ Jul 26 th 1969 

(iii) 12Z Sep 9 th 1969 

(iv) COZ Nov 18 th 1969 

(v) OOZ Dec 21 st 1969 

(vi) 12Z Dec 25 th 1969 

(vii) OOZ Jan 25 th 1970 

(viii) OOZ Jan 27 th 1970 

(ix) OOZ Jan 28 th 1970 

(x) OOZ Mar 3 rd 1970 

(xi) OOZ J.tar 26 th 1970 

Figs. 33-76 display' height and precipitation charts for ~a of these . 
cases in chl4onological order. The case of OOZ Jul 26 th 1969 was 

omitted because the seasonal variation of the control coefficients in 

the parallel mode1 led to insufficient linkage between the lcvels in 

smmner. The ca.sa of"" "12Z Sep 9 th 1969 \Tas Dmi tted because the only 

feature of interest in the analyses 1mS a sec~mdary low whl.ch developed 

off Cape Hatteras. and becama a major storm. Bath modela missed tbis 

development. 

~e height Figs. each display four charts for the sarne level. 

The initial time objective analyBis is shown at the top left. The 

verif'ying objective analysis valid 48 hours later is shown nt the top 

right. The 48-hour forecast produced by the 1968 model 1s shOlm at 



the bottOM 1ef"t. . And the 48-hour forecast produced by the paraUel model 

is shown at the bottom rigbt. 7he Figs. include sets of charts for 

850 and 500 mb for an nine cases, and thos.e for 700 and 200 mb for four 

cases (12Z Jan 29 th 1969, OOZ Dec 21 st 1969, 12Z Dec 25 th 1969, 

and OOZ Jan 27 th 1970). The four sets of 700 mb charts Nere included 

to show that the paralle1 model forecasts at this level are .tùJ.ly consistent 

with those at 850 and 500 mb. The four sets of 200 mb charts were included 

. to demons~ate the clear superiori tyof the paral.lel modal forecasts at 

this 1eve1. 

The precipitation Figs. each display four charts of 24-hour 

precipitation amount for the sarne time periode The subjective analysis 

of the observed reports is sh<»m at the top left. The objective analy'Bis 

of the sarne observed reports is shown at the top right. 1he forecast 

produced by the 1968 model is show at the. bottom lette And the far ecast 

produced by the parallel modal is shown at the bottom right. 1he Figso 

include charts far 00-24 hours and 24-48 hours for an nine cases. 

In examining the precipitation an~ses it should be borne in mind that 

no reports vere avai1able !'rom Greenland, loIexico" or the oceari areas, 

sothese must be regarded as u.na.n.aJ.Ysed regions. 

Tables 31-42 1ist the cru·SE verification scores for the 850, 700, 

500 and 200 mb height forecasts for the 2,38-point grld, the 504-point 

grid, Md the interior of the 122l-point grid. The 700 mb height forecasts 

are missing for tbree of the cases ( 12Z Sep 9 th 1969, OOZ l1ar .3 rd 

1970" and OOZ Mar 26 th 1970) because the reverse baJance equa~?-on 

program failed to work a t this level alter some softl'1are changes had been 

made to the computer operating system. Tabl,es 43-51 list the miSE 

verification scores for the 850" 700 and 500 rob tempera~xre forecasts for 
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the 238-point grid, the 504-point grid, and the interior of the 10J$-point 

grid. Tables 52~0 list the RMSE verification scores for the 850, 700 

and 500 rob dew point depression forecasts for the 238-point grld, the 

504-point grid" and the interior or the l015-point grid. Each of these 

Tables 31-60 11~ts results for the parallel mode1, the 1968 rr.ode1, and 

persistence. 

Tables 61-66 list Threat Score evaluations of the precipitation 

forecasts •. Tab10 61 lists Threat Scores for 00-24 hours fo'r. a thresho1d 

of 0.01 inches" for both large scale and total precipitation, for aIl 

received Canadian stations, ail recei ved U.S. stations, and Canadian 

and U.S. station:J combined. Tables 62 and 63 list the sarne information 

for 12-36 hours and 24-48 hours. Table 64 lists Threat Scores fo~ 

00-24 hours for thresho1ds of 0.25 inches, 0.50 inches, and 1.0 inCh, 

for both la:rge sca1e and total precipitation, for aU received North 

American stationne Tables 65 and 66 list the sarne information for 

12-36 hours and 24-48 hours. Tables 67-73 list Skill Factor evaluations . . 
of the precipitation forecasts. Table 67 lists Skill Factors for 

06-12 bours" for both large scale and total precipitation, and for both 

Table l and Tablo II penalty tables, for Glass A grid points in the 

238-point grid. (See Appendix E for a description of the Skill. Factor 

verification procedure. ) Tables 68,69,70,71,72" and 73 list the sarne 

information for 18-24 hours, 30-36 hours, 42-48 hours, 00-24 hours, 

'12-36 hours, and 24-48 hours respective1y-. Each of the Tables 61-73 

l~st the result!J for the parallel model and thel968 model. 
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initial analysis verifying analysis 

" 

1968 modal 48-hour forecast parallAl model 48-hour fore cast 

Fig. 33 The set of ,850 rob h~ieht charts for 

the case of l2Z Jan 29 th 1969. 
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initial analysis verif~ng analysis 

1968 modal 48-hour fore cast p::tral1el moclFJl 48-hour forecast 

Fig. 34 'l'he set of 700 mb hp.ight charts for 

the cane of 12Z Jan 29 th' 1969. 
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initial an:llysis vel'ifying analysis 

'.' .~ 

1968 moclol 48-hour f011 ccast p:~l'allel model 48-houl' fOl'ecast 

Fig, 35' The set of 500 mb height. charts for 

'the case of l2Z Jan 29 th 1969. 
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-
initial analysis verifying anr\lysis 

1968 r.:.odc1 48-hour forccast pal'al1eI model 48-hour forecafJt 

Fig. 36 1 The oct of 200 ml) height cbarts for 

tbc case of 12Z Jn.n 29th J.969. 



subjective analysis objective analysis 

1968 model forecast parallel model forecast 

Fig. 37 : 1he set of 00-24 hour precipitation charte 

for the case of 12Z Jan 29 th 1969. 
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subjective analysis objective ~sis 

1968 mode1 forecast para1lel model forecast 

Fig. ,38: The set of 24-48 hour precipitation charts 

for the case or 12Z Jan 29 th 1969. 
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1ni tial analysis . verifying analysis 

1968 model 48-hour forecast paralle1 mode1 48-hour fore cast 

Fig. 39 : The set of 850 mb height charts for 

the case of OOZ Nov 18 th 1969. 



1ni tial amlysis veritying analysis 

1968 model 48~our forecast paralle1 model. h8-hœr forecast 

Fig. 40: The set of 500 rob height charts far 

the case of OOZ Nov '18 th 1969. 



• 
277 

sUbjective ~sis objective analysis 

1968 mode1 forecast paralle1 mode1 forecast 

Fig. hl: The set of 00-24 hour precipitation charts 

for the case . of OOZ Nov 18 th 1969. 
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subjective.an~sis objective analysis 

1968 model ~orecast parallel model ~orecast 

Fig. 42 : The set o~ 24-48 hour .precipitation charts 

~or the case o~ OOZ Nov 18 th 1969. 

• 
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initial an.."1.;tysis verif~~ng analysi3 

1968 model 43-hour forccast p'lra11p-l nl0~lel llB-hour forecast 

The r;ot of 850 rnb heieht chRrts for 

thp. caso'of OO? Dec 21 st 1969. 
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j.ni tial analysis verifyinff analysie 

19~8 mocl~l 48-hour forecast parallel model 48-hour forec:ast 

The set of 700 rob height charls for 

th'3 cnse of ooz nec 21 st 1969. 



initial analysis verifying analysis 

i?ie. 45 

p:lrallel model 48-hour forecast" 

'l'he $et of 500 mù helght charts for 

thp- caSB of OOZ ~(} 21 st 1969. 
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initial anv..lysis . ··verifying alla.lysis 

. 1963 mode1 48-hour forecast p3ral1el model 1~8-hour forecast 

Fig. lj.6: The set of 200 !!lb h~ieht ch.:-'lrts for 

the C:1.se of 007. Dec 21 st:. 1969. 
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subjective analysis objective analysis 

1968 model forecast paralle1 mode1 forecast 

Fig. h7: The set or OO-2h hour prec~pitation charts 

for the case of coz Dec 21 st 1969. 
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subjective.analysis objective analysis 

1968 model forecast parallel model forecast 

Fig. h8: 1he set of 24-48 hour precipita.tion charts 

for the case of OOZ Dec 21 st 1969. 
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initial analysis verifying a~~lysis 

1968 modol 48 •. hour fo:cecast pé.rnl1el mc(!cl .-t8-hour fOl'ecaot 

Fje. 49 : Tho sec of 850 mb height ch;?l'ta for 

tho Ci3.2C of 127, Dec 25 th 1969. 
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inUial analysis verifying analysis 

1968 model 48-hour forecast paraJ.lel·moc1el 48-hour forecast 

Fig. 50: ThG set 0:;:'" 7CO mb hd.ght c}w.rto for· 

the case of 12Z Dec 25' .th 1969. 



initial ana1ysis verifying ana1ysis 

196f3 node1 48-hour forecast pGrallel model 48-hour fore cast 

Fie. 51 The set of 500 mb h~ight chaFts for 

the case of· 12Z Dec 25 th 1969. 
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initial an~lysis verifying analysis 

1968 model 48-hour forecast para11el model 48-hour forecast 

Fig. 52: The set of 200 ob height charts for 

the case of· 12Z Dec 25 th 1969. 
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sUbjective analysis objective analy'sis 

1968 model forecast paralle1 model forecast 

Fig. 53: The set of 00-24 hour pl'e~ipitation charts 

f.or the case of l2Z Dec 25 th 1969. 
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subjective analysis objeotive analySis 

1968 model forecast paralle1 mcxle1 farecast 

Fig • .$4: The set of 24-48 hour precipitation charts 

for the case "of 12Z Dac 2S th 1969. 
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!ni tial analysis verifying analysis 

1968 model 48~our forecast parallel mcdel h8~our forecast 

Fig. SS z Tho set of 8S0 rab height charts for 

the case of OOZ J~.n' 2S th 1970. 
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initial analysis varifying amlysis 

1968 model 48-hour forecast parallel model 48-hour forecast 

Fig. 56: The set of 500 rab height charts for 

. the case of Coz Jan 25 th 19700 
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subjective analysie .objective analysis 

1968 mode1 forecast parallel modal forecast 

Fig. 57: 1ha set of 00-24 hour precipitation cl1arte 

for the case of OOZ Jan 25 th 1970. 
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subjective. analysis objective am.lysis 

1968 model f'orecast parallel model f'arecast 

Fig. S8: ihe set of 24-48 hour precipitation charts 

tor the case of' OOZ Jan 25 th 1970. 



initial analysis 

1968 modol 48-hour forecast 

Figo 59 1 The sot of 

the case of 
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verif~ing analysis 

c . 

p2.rallel rno1el 4.8-hour forecast 

850 ob heieht chc1.l:'ts for 

OOZ jan 27 th 1970. 
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initial analysis verifying ana1ysis 

1968 modol 48-hour rorecast paraI leI model 48-hour forecast 

Fig. 60: The set of 7CO mb height charts ror 

the case of OOZ Jan 27 th 1970. 
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initial analysis verifying analysis 

J.968 moclol 48-hour forecast parallol model 48-hour forecast 

Fig. 61: 'l'he s-et of 500 mb height cha.l'ta for 

the case of OOZ Jan 27 th 1970. 
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initial analysis vcrit,ring analysis 

1968 model 48-hour fo:reca.st parallel m~lel 48-hour forecast 

Fle. 62 : The set of 200 mb heicht charte for 

the case of COZ Jan 27 th 1970. 
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subjective analysis objective analysis 

1968 mode1 forecast paralle1 modal foreeast 

Fig. 63: The set of 00-24 hour precipitation charts 

for the case or OOZ Jan 21 th 1970. 



.300 

subjective ~sis objective ana~is 

1968 model forecast paralle1 model forecast 

Fig. 64 : The se".; of 24-40 hour precipitation charts 

for the case . of oœ Jan 27 th 19700 



ini:tial an::tlys1s verifying ana~sis 

1968 model l~8-hour fore cast par~llel model 48-hour forecast 

Fig. 65 TCB set of 850 mb hcight charts for 

the case of OOZ Jan 28 th 1970 
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initial analysis verifying analysis 

1968 mode1 48-hour farecast paralle1 model h8-hour forecast 

Fig. 66: The set of 500 mb height charts for 

. the case or OOZ Jan 28 th 1970. 
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subjective analysis object,5:ve analysis 

1968 model forecast parallel model foreca.st 

Fig. 67: ibe set ot 00-24 hour precipitation charts 

frr the case . ot OOZ Jan 26 th 1970. 
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subjective ~sis objective analysis 

1968 model forecast parallel model forecas-t, 

Fig. 68: 1he set of 24-048 hour precipitation charts 

for the case of OOZ Jan 28 th 1970. 



initial ana1ysis verifying ana11sis 

1968 mode1 48-hour forecact p:l.ra11el mode1 48-hour forecast 

Fig. 69 The set of 8.'50 mb height charts for 

the case of OOZ Hal' J rd 1970. 



initial ana1ysis verifying analysis 

1968 model 48-hour forecast parallelmodel 1.J.8-hour forecast 

Fig. 70 The set of 500 mb haight charts for 

the case of 002 Har J rd 1970. 
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subjective an~sis objective ~sis 

1968 mode1 forecast paraDe1- mode1 forecast 

~.n: The set of oo-2h hour precipitation charts 

for the case ot OOZ Mar 3 rd 1970. 
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subjective ~sis ,objective analysis 

1968 model forecast paralle1 model forecast 

,Fig. 72: ihe set of 24-48 hOl1r precipita~ion charts 

for the case of COZ ~ 3 rd 1970. 
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initial analysis verifying analysis 

" 

1968 modal h8-hour fo~ecast p<lra11el modal 48-hour forec3.st 

Th~ set of 850 mb hnight ch:.lrts for 

the case of OOl Har 26 th 1970. 
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initial analysis verif~ng analysis 

". 
.. 

1968 model l~8-hol.lr forecast p~rallel model 48-hour forecRst 

Fig. 74 The set of 500 mb height charts for 

th!3 case ·of· 002 Har 26 th 1970. 
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subjecti va· analy'sis objective ~sis 

1968 modal forecast parallel model forecast 

Fig. 7,: The set of. 00-24 hour precipitation charts 

for the case· of OOZ Mar 26 th 1970. 
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subjective a.nalysis objective analysis 

1968 model f"orecast parallel model f"orecast 

F:J-g. 76: ihe set of 2h-48 hour precipitation charts 

. tor the case . of OOZ Mar 26 th 1970. 
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PARALLEL MODEL 1968 HODEL PERSISTENCE 

Case 12 24 :36 48 12 24 :36 48 12 24 :36 48 
12Z Jan 29th 1969 4.1 5.6 7.0 7.6 2.7 4.0 5.2 6.0 3.8 6.3 7.9 8.3 
OOZ JUl 26th 1969 2.2 3.3 4.1 4.1 2.1 2.3 2.7 2.9 2·5 3.,5 4.:3 4.5 
12Z Sep 9th 1969 2.7 4.J .5.6 6 • .5 2.3 3.6 J.!..7 ' 5.5 3.3 6.1 7.9 8.3 
ooz Nov 18th 1969 2.8 3.9 3.9 4.,5 2.3 3.8 4.9 ,5.7 3.2 6.1 8.1 9.4 
OOZ Dec 21st 1969 2.1 3.5 4.0 1f.9 2.2 3.9 4.7 6.0 4.2 7.6 8.2 8.4 
12Z Dec 2,5th 1969 2.2 3.4 5.,5 7.9 2.1 3.6 ,5.,5 6.9 4.2 6.8 8.8 10.,5 ....., ...., OOZ Jan 2,5th 1970 2.1' 2.7 3.7 4.3 1.8 2.1 2.8 4.2 3.9 .5·3 .5.7 .5.3 

....., 

ooz Jan 27th 1970 2.3 3.1 4.2 4.3 2.4 3.7 4.2 4.0 3.9 6.5 7.7 7.8' 
OOZ.Jan 28th 1970 2.6 3.6, 3.9 3·3 2.1 ' 3.0 4.,5 5.0 4.2 6.6 8·3 8.6 
OOZ' Mar 3rd 1970 2.4 3.9 5.1 ,5.8 1.9 3.1 4.0 4.9 3·,5 6.2 7.7 8.3 
OOZ MRr 26th 1970 3.1 ,5.,5 6.6 6.7 2.9 4.7 ,5.2 ,5.1 4.4 7.4 8.0 6.7 

Mean 2.6 3.9 4.9 ,5.4 2.3 3.4 4.4 ,5.1 3.7 6.2 7.5 7.8 

Table 31 : C~5E Verification Scores for the 238-point grid for the 8,50 mb height forecasts for the series of test cases integrated in the ~~ral1e1 mode1 exper1ments. 
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PARALLEL MODF.L 1968 }IODEL PERS ISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 3.3 4.9 6.4. 7.3 2 • .5 4.0 .5.8 6.9 3.8 6.3 8.3 8.9 
OOZ Ju1 26th 1969 2.2 3.3 4.1 4.1 1.9 2.6 3.l 3.6 2 • .5 4.0 4.7 .5.1 
OOZ Nov 18th 1969 . 2 • .5 3.7 3.7 4.7 2.3 4.2 ·.5.1' 6.3 3·3 6.3 8.4 10.3 
ooz Dec 21st 1969 2.2 3~6 4.1 .5.1 2.1 3.7 4.3 .5.4 4.2 7.6 8.8 9.1 
12Z Dec 2.5th 1969 2.2 3.4 .5.2 7.7 2.0 3.4 .5.1 6.7 4.0 6.6 8.8 11.1 
OOZ Jan 2.5th 1970 1.9 2.0 3.1 3 .• 9 2.2 2.9 3.7 4.9 3·7 .5.0 .5 • .5 4.7 IJJ ..... 

.j:lo. OOZ J~n 27th 1970 2.0 2 • .5 3·8 4.2 2.4 3.2 4.2 4 • .5 3.6 .5 • .5 7.2 7.6 
OOZ Jan 28th 1970 2 • .5 3 • .5 4.3 4.1 2 • .5 3.9 .5.7 6 • .5 4.0 .5.8 7.1 7.6 

Mean 2.4- 3.4 4.3 .5.1 2.2 3 • .5 4.6. .5.6 3.6 .5.9 7.4 8.1 

Table 32 : CRMSE Verification Scores for the 238-point grid for the 700 mb height'forecasts for the series of test cases integrated in the p~ral1e1 mode1 experiments. 
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PARALLEL MODEL 1968 l-1ODEL PERS IS TENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 3.7 5.5 8.1 9.1 2.8 4.9 7.5 9.1 5.0 7.9 10.2 1l.2 
OOZ Jul 26th 1969 2.4 3.7 4.7 5·3 1.7 2.6 3.4 4.7 3.4 5.2 6.1 6.5 
12Z Sep 9th 1969 3.1 5.5 7.8 8.9 2.1 4.3 6:5 7.3 4.3 8·3 11.2 12 • .5. 

OOZ Nov 18th 1969 3.0 3.9 4.9 6.4 2.7 4.3 6.0 7.6 5.6 9.7 13.1 16.3 
OOZ Dac 21st 1969 2.7 4.4 5.1 6.6 2.2 3.7 4.6 5.8 5.4 9.1 1l.3 12.4 
12Z Dec 25th 1969 2.8 4.3 6.6 9·5 2.5 3.8 5.6 7.4 5.5 8.7 12.1 15.4 

\,W 
1-' .OOZ Jan 25th 1970 2.3 3.1 4·.2 5.3 2.6 3.7 5.3 6.9 5.0 7.2 8.4 7.6 \}1 

OOZ Jan 27th 1970 2.5 3.5 5.1 5.7 2.8 4.0 5.3 6.0 4.7 7.3 9.5 10.5 
OOZ Jan 28th 1970 2.7 4.4 5.8 6.3 2.5 4.7 7.3 9.1 5.7 . 8.8 10.6 '1l.5 . 
OOZ 11ar 3rd 1970 2.7 . 4.8 6.7 8.0 2.5 4.2 6.3 7.7 4.6 8.0 10.6 11.7 
OOZ }mr 26th 1970 3.9 6.2 8.4 8.8 3.2 5.1 6.6 7.4 6.9 10.7 1l.8 10.2 

}~ean 2.9 4.5 6.1 7.3 2.5 4.1 .5.9 7.2 5.1 8.3 10.4 11.4 

Table 33 : CRMSE Verification Scores for the 238-point grid for the .500 mb height forecasts for the series of test cases integrated in the paral1el model experiments. 
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PARALLEL !-IODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 12Z Jan 29th 1969 4.7 5.8 8.7 .10.4 ·5.2 6.6 6.8 6.8 4.9 7.8 12.0 13.0 OOZ Ju1 26th 1969 3.5 4.8 6.3 6.9 4.6 6.1 7.6 8.0 4.6 7.0 8.5 8.7 12Z Sep 9th 1969 4.2- 6.5 9.2 10.3 5.7 9.4 12:0 .12.9 6.0 10.2 13.9 15.2 OOZ Nov 18th 1969 4.4 5.7 6.6 7.4 6.6 ll.2 15.3 18.4 6.9 12.1 16.8 21.1 OOZ Deo 21st 1969 3.7 5.1 6.5 8 .• 2 4.5 7.1 8.2 8.4 5.7 9.3 12.1 13.0 12Z Deo 25th 1969 4.1 4.8 6.6 10.2 4.7 6.4 10.3 15.4 4.6 8.2 13.2 18.5 
""" .... 5.6 9.6 11.6 0\ 

OOZ Jan 25th 1970 3.0 . 3.9 5.0 5.4 3.3 8.1 10.0 5.7 12.3· OOZ Jan 27th 1970 2.3 4.3 7.1 7.7 3·2 5.2 8.6 10.9 5.4 9·3 12.6 13.4 . OOZJan 28th 1970 3.2 4.6. 5.5 6.0 4.5 7.6 9.5 10.8 7.6 12.0 14.5 14.6 OOZ Mar 3rd 1970 3.6 5.9 7.3 8.6 4.7 8.2 11.0 12.3 5.8 10.0 12.8 14.5 OOZ Mar 26th 1970 5.4 7.9 10.6 9.7 7.2 11.3 14.5 14.5 7.6 12.5 14.2 10.8 
Mean 3.8 5.4 7.2 8.3 4.9 7.7 10.2 11.7 5.9 9.8 13.0 14.0 

Table 34 : CRMSE Verifioation Soores for the 238-point grid for the 200 mb he1ght foreoasts for the series of test oases integrated in the para1lel model experiments. 
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PARAtLEL l-roDEL 1968 J.!ODEL PERSlSTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 3.8 5.5 7S 8.1 2.7 3.7 4.9 5.7 4.1 6.2 ": 7.6 .8.0 
OOZ Ju1 26th 1969 2.2 3.1 4.5 5.3 1.9 2.2 2.9 3.4 2.4 3.4 4.2 5.0 
12Z Sep 9th 1969 2 • .5 3.8 4.8 5.6 2.2 3.2 • 4.0 4.7 3.1 5.) 6.7 7.4 
OOZ Nov 18th 1969 2.7 4.1 4.3 5.2 2.2 3.9 4.6 5.7 3.8 6.7 8.1 9.2 
OOZ Deo 21th 1969 2.4 4.0 4.5 5.3 2.2 3.6 4.1 5.2 4.) 7.3 7.9 8.~ 
12Z Deo 2Sth 1969 2.9 4.2 6.8 8.4 2.6 3.8 5.7 6.8 4.6 6.7 8.6 9.5 

"'" ..... OOZ J~n 2.5th 1970 2.4 3.6 4.9' 
. 

2.4 4.2 5.6 6.5 6.5 
~ 5.5 2.0 ' 3.3 5.0 

OOZ Jan 27th 1970 2.2 3.2 4.2 5.0 2.1 3.1 3.7 4.,5 3.8 5.8 6.7 7.0 
.OOZ Jan 28th 1970 2.9 4'.0 4.9 5.6 2.0 3.4 5.0 6.2 3.6 6.0 7.5 8.0' 
OOZ Mar )rd 1970 2.1 4.6 .5.9 6.8 1.9 3.1 4.4 .5.7 ).) 5.9 8.0 9.' 
OOZ Mar 26th 1970 '.0 4.8 5.8 6.1 2.6 4.1 4.6 5.1 4.7 . 6.9 1.7 6.$3 

Me#!n 2.7 4.1 5.' 6.1 ?.2 ).3 4.) 5.) ).8 6.0 7.2 7.7 

Table 35 : CRNSE Verification S oores for the 50l~_po1nt grid for the 850 mb height fore?asts for the series of test oases integrated in the paral1e1 ~odel experiments. 
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PARf\.LLEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 

12Z Jan 29th 1969 3.2 .5.0 6.8 7.9 2.4 3.6 .5.2 6.4 4.3 6.6 8.2 8.6 

OOZ Jul 26th 1969 2.1 3.1 4.3 .5.1 1.8 2.4 3.1 3.8 2.5 3·7 4.5 5.2 

OOZ Nov 18th 1969 2 • .5 4.0 4.2 5.2 2.3 4.1 4.8 6.0 3.9 7.3 8.8 10.0· 
.. 

OOZ Dac 21st 1969 2.3 4.0 4.7 5.3 2.1 3.6 4.0 4.8 4.2 7.3 8.2 8 • .5 

12Z Dac 25th 1969 3.2 4.5 6.5 8.2 2.7 3.8 5.8 6.9 4.5 6.9 9.3 10.0 

OOZ Jan 25th 1970 2.3 3.2 4.4 5 • .1 2.2 2.8 3.6 .5.0 4.1 5 • .5 6.3 6.2 
UJ ..... 

OOZ Jan 27th 1970 2.0 2.8 3.9 4:9 2.1 . 3.0 3.6 4.7 3.6 5.5 6.4 6.8 
(X) 

OOZ Jan 28th 1970 2.7 3.8 4.9 6.1 2.1 3.7 5.5 6.9 3 • .5 .5.6 6.9 7.3 

l-fean 2 • .5. 3.8 .5.0 6.0 2.2 3.4 4.5 5.6 3.8 6.1 7.3 7.9 

Table 35 C~~E Verification Scores for the ,504-point grid for the 700 rob height forecasts for the 
series of test cases integrated in the parallel model experiments. 
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PARAJ..LEL MODEL 1968 MODE1 ... PERSISTENCE 

Case 12 24 :36 48 12 24 36 48 12 24 :36 48 

12Z Jan 29th 1969 :3.8 5.7 7.7 9.:3 2.7 4.:3 6.:3 8.2 5.8 8.8 10.4 11.0 

OOZ Ju1 26th 1969 2.:3 :3.5 5.0 6.0 1.6 2.5 3.5 4.7 :3.2 4.9 6.1 6.6 

12Z Sep 9th 1969 2.7 4.5 6.2 7.4 1.9 :3.5 
. 

5.0 6.0 :3.8 7.0 9.1 10.6 

OOZ Nov 18th 1969 3.2 4.5 5.5 ?5 2.7 4.2 5.4 7.1 5.8 10.0 12.7 14.7 

OOZ Dec 21st 1969 2.7 4.8 5.6 6.6 2.1 :3.9 4.8 5.5 5.:3 8.7 10.1 10.8 

12Z Dec 25th 1969 :3.4 5.1 7.2 9.5 2.7 5.1 6.1 8.0 5.7 9.4 11.9 14.6 
VJ 

OOZ Jan 25th 1970 2.6· 3.8 5.:3 6.2 2.4 :3.4 4.7 6.4 5.2 7.6 8.9 8.5 
1-' 
\0 

OOZ Jan 27th 1970 2.5 :3.5 5.0 6.:3 2.8 :3.8 4.8 6.0 5.:3 7.5 8.6 9.2 

O~ZJan 28th 1970 3.1 4.5· 6.3 7.5 2.6 " 4.:3 6.9 8.5 5.1 7.9 10.0 10.1 

OOZ"lwf.ar :3rd 1970 3.1 5.2 7.5 8.7 2.4 4.1 6.8 8.4 5.0 8.8 11.8 1:3.4 

ooz Mar 26th 1970 3.6 5.5 7.1 7.8 :3.1 4.6 5.7 6.7 6.7 10.:3 1l.4 10.5 

Mean 3.0 4.6 6.2 7.4 2.5 4.0 5.5 6.9 5.2 8.:3 10.1 10.9 

Table 37 : CIU-tsE Verification Scores for the 504-point gr1d for the .500 mb he1ght forAcasts for the 
series of test cases integrated in the para11e1 ~odel expertments. 
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PARALLEL MODEL 1968 MODEL PERS IS TENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 5.2 6.7 8.7 10.0 5.8 8.1 8.7 9.5 6.2 9.3 12·7 13.7 
OOZ Ju1 26th 1969 3.9 4.8 6.1 6.9 4.5 5.7 7.6 8.5 4.8 6.6 8.2 8.3 
12Z Sep 9th 1969 3-.8 5.5 7.7 9.4 5.0 7.7 10;0 11.4 5.0 8.0 11.2 13.3 
ooz Nov 18th 1969 4.4 6.1" 7.5 8.0 5.6 8.8 ·12.2 14.2 6.7 11.8 1.5.9 18.7 
ooz Dec 21st 1969 3.7 5.2 6.7 7.7 4.8 6.7 8.7 ·8.8 6.2 8.9 10.9 11.5 
12Z Dec 25th 1969 4.3 6.9 7.1 10.8 5.0 7.8 10.6 15.3 5.5 9.4 12.6 16.4 

UJ 
1\) ooz Jan 25th 1970 3·5 3.6 5.4 6.0 3.5 ".5 .4 8.6 10.2 .5.4- 8.2 11.1 10.6 0 

OOZ Jan 27th 1970 3.9 4.7 6.3 8.0 4.0 4.9 7.0 9.6 5.9 8.2 10.1 11.3 
OOZ Jan 28th 1970 3.5 5.3 " 6.8 8.0 3·9 6.5 9.1 10.9 6.2 10.3 12.2 "12.2 
OOZ Mar 3rd 1970 3.8 5.7 7.5 8.9 5.1 7.2 10.0 11.0 5.4 9.4 12.6 14.2 
OOZ Mar 26th 1970 4.3 7.2 9.2 9.9 5.6 9.4 12.6 14.6 6.5 lLO 12.1 10.4 

l-tean 4.0 5.6 7.2 8 • .5 4.8 7.1 9.6 11.3 5.8 9.2 11.8 12.8 

Table 38 : CRMSE Verification Scores for the .504-point grid for the 200 ~b height forecasts for the series of test cases integrated in the para11el model experiments. 
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PA..lU\LLEL MODEL 1968 HonEL PERS IS TENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 3.3 4.7 6.1 6.6 2.4 3·2 4.~ 5.0 3.5 5.2 6.6 7.3 
OOZ Jul 26th 1969 1.8 2.7 3.8 4.5 1.6 2.1 2.7 3·3 2.0 3·1 3.8 4.5 
12Z Sep 9th 1969 2.1 3.1 3.9 4.7 1.9 2.8 3:5 4.1 2.8 4.7 5.8 6.5 
OOZ Nov 18th 1969 2.3 3.7 4.6 5.7 2.0 3.5 4.7 5.7 3.1 5.3 6.7 7.7 
ooz Dac 21st 1969 2.4 4.0 4.9 5.9 2.1 3.5 4.1. 5.1 3.5 5.8 . 6.5 7.2 

. 12Z Dec 25th 1969 2.5 4.0 6.4 7.9 2.4 3.8 5.7 6.9 3.6 5.6 7.3 7.6 
\..rJ 
1\) "OOZ Jan 25th 1970 2.5 4.1 5".4 6.0 2.3 3.5 4.3 5.4 3.5 4.8 5.7 5.9 1-' 

OOZ Jan 27th 1970 2.4 3.3 4.4 5.2 2.4 3.3 4.3 5.3 3.4 4.9 6.0 6.6 
OOZ Jan 28th 1970 2.5 3.8 4.9 5.5 2.2 3.7 5.0 5.8 3.3 . 5.5 7.0 . 7.6 . 
ooz }1ar 3rd 1970 2.8 4.7 6.1 6.9 2.0 3.3 4.7 5.9 3.1 5.5 7.5 8.8 
OOZ }far 26th 1970 2.4 4.3 5.6 6.2 2.3 4;4 5.1 5.7 3.7 5.9 6.6 6.6 

}Jean 2.5 . 3.9 5.1 5.9 2.1 3.4 4.4 5.3 3.2 5.1 6.3 6.9 

Table 39 : Cru~E Verification Scores for the interior of the 1221-point grid for the 850 mb height forecasts for the series of test cases integrated in the parallel model experiments. 
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PARALLEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 :36 48 
12Z Jan 29th 1969 2.8 4.5 5.7 6.6 2.2 3.4 4.8 6.2 3.4 5.6 6.9 7.6 
OOZ Ju1 26th 1969 1.9 2.7 :3.6 4.4 1.7 2.:3 2.9 3.6 2.1 3.2 3.9 4.7 
ooz Nov 18th 1969 2.3 3.7 4.9 5.9 2.0 3.7 ".0 . 6.3 :3.2 5.8 7.3 8.4 
ooz Dec 21st 1969 2.3 4.0 4.8 .5.6 2.2 3.7 4.3 4~9 3.5 6.0 6.9 7.3 
12Z Dec 25th 1969 2.7 4.1 6.1 . 7.7 2.5 4.0 5.7 7.0 3.6 5.6 7.6 8.4 
ooz Jan 25th 1970 2.4 3.9 5.4 6.2 2.2 3.2 4.4 5.5 3.5 4.8 5.7 5.9 \.0.1 

N 
1\) OOZ Jan 27th 1970 2.5· 3.4 4.7 5.7 ·2.5 3.5 4.8 5.9 3.5 5.1 6.1 6.8 

OOZ Jan 28th 1970 2 •. 5 :3.8 5.0· 6.2 2.:3 3·9 5.5 6.,s 3.3 5.4 6.7 7.6' 

Mean 2.4 :3.8 5.0 6.0 2.2 3.5 4.7 5.8 3.3 5.2 6.4 .7.1 

Table 40 : Cru1SE Verification Scores for the interior of the l22l-point grid for the 700 mb height forecasts for the series of test cases integrated in the paral1el model experiments. 
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PARALLEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 3.3 5.3 6.8 8.1 2 • .5 4.0 5.6 7.3 4.6 7.4 8.7 9.4 
OOZ Ju1 26th 1969 2.1 3.1 4.4 5.3 1.7 2.4 3.4 4.3 2.7 4.1 .5.1 5.8 
12Z Sep 9th 1969 ·2.3 3.13 .5.2 6.3 2.0 3.4 4.6 5.6 3.4 6.0 8.0 9.4-
OOZ Nov 18th 1969 3.0 4.7 6.7 8.1 2.13 4.6 6.7 8.3 4.9 8.3 10.9 12 • .5 
OOZ Dec 21st 1969 2.8 4.6 ·5.4 6.6 2.3 4.0 4.8 5.7 4.7 7 • .5 8.7 9.2 
12Z Dec 25th 1969 3.1 4.8 6.9 8.8 2.8 5.3 6.4 8.1 4.8 8.3 10.0 11.7 \.IJ 

1\) OOZ Jat:1 25th 1970 2.6 5.1 7.0 8:0 2.9 5.0 \.IJ 6.7 8.1 4.8 7.3 8.7 9.1 
OOZ Jan 27th 1910 3.4 4.7 6.4 7.6 3.6 .5.0 6.5 7.8 5.3 7.4 8.2 9.0 -
OOZ Jan 28th 1970 3.0 4.6 6.2 7.5 3.0 4.7 6.6 8.1 4.7 7.3 9.1 . 10.2 
OOZ Mar 3rd 1970 4.1 6.4 8.8 9.5 3.3 4.8 7.4 8.5 5.2 8.1 11.3 12.9 
OOZ Mar 26th 1970 3.1 5.3 7.3 8.6 2.8 5.5 7.0 8.2 .5.1 '8.4 9.7 9.13 

l·lean 3·0 4.13 6 • .5 7.7 2.7 4.4 6.0 7.3 4.6 7.3 8.9 9.9 

Table 41 : CRMSE Verifioation Soores for the interior of the 1221-point grid for the .500 mb height foreoasts for the series of tost cases integrated in the para11~1 model experiments. 
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PARALIEL 110DEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 

12Z Jan 29th 1969 ,5.2 7.1 8.6 . 9.9 . 6.(;) 8.2 9.0 10.1 . 5.,5 8.3 10.6 11.3 

OOZ Jul 26th 1969 '.8 4.8 6.0 7.2 4.0 4.9 6.6 7.8 4.1. 5.6 6.9 7.6 

12Z Sep 9th 1969 '.7 5.0 6.7 8.1 4.5 6.7 8:' .10.0 4.7 7.2 10.0 12.0 

OOZ Nov 18th 1969 4.7 6.8 9.2 10.8 ,5.7 8.9 12.4 14.4 6.7 11.0 14.6 16.8 . 
OOZ Dec 21st 1969 '.9 ,5.,5 6.6 8.2 ,5.3 7.5 9.4 11.0 5.6 7.8 9.2 9.8 

12Z Dac 2,5th 1969 4.4 7.6 8.' 10.6 ,5.7 9.6 Il.8 14.9 6.0 9.7 Il.8 14.2 l.iJ 
1\) 
.::.. 

OOZ Jan 2,5th 1970 '.8 . ,5.9 7.9 8.8 4.5 7.5 Il.1 12.7 5.3 7.7 10.3 10.3 

OOZ Jan 27th 1970 4.8 6.1 8.6 9.7 5.6 7.6 10.7 12.3 6.2 8.4 9.8 10.6 

OOZ Jan 28th 1970 4.1 5.8. 7.6 9.3 5.0 7.7 10.4 12.7 5.8 9.1 10.8 12.3 

ooz Mar 3rd 1970 4.3 ,5.9 8.4 9.5 5.6 7.6 10.3 11.0 6.2 8.9 12.6 14.7 

. OOZ Mar 26th 1970 4.3 8.9 10.5 12.0 5.9 11.3 13.7 15.5 5.8 9.9 10.6 10.1 

Mean 4 .. 3 6.3 8.0- 9.5 5.3 8.0 10.3 12.0 5.6 8.5 10.7 11.8 

Table 42: ~~E Verification Scores for the interior of the 1221-poL~t grid for the 200 mb height 
forecasts for the series of test cases integrated in the paral1e1 mode1 eXI~riments. 
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PARALIEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 3.8 4.0 5.3 5.6 3.3 3.9 5.5 6.3 3.3 4.9 5.0 5.7 
ooz Ju1 26th 1969 1.9 3.8 3.4 4.9 2.2 3.3 2.9 4.4 3.6 3·0 4.1 3.7 
12Z Sep 9th 1969 ).4 3.5 5.6 5.3 3.1 2.9 4.7 4.; 3.2 4.1 ;.3 ;.2· 
OOZ Nov 18th 1969 2.6 3.5 3.9 4.5 2.7· 3.5 4.9 5.; 4.3 5.9 7.; 8.4 
OOZ Dec 21st 1969 2.7 4.0 3.6 4.9 2.6 4.0 5·0 6.6 3.1 4.1 5.3 6.1 
12Z Dec 25th 1969 3.0 3.2· 4.3 4 •. 7 2.7 3.3 4.3 ;.1 3.3 4.9 5.7 6.3 \,.0.1 

f\) 
\Jl OOZ Jan 2;th 1970 3.3 5.4 5.6 6:7 2.8 4.0 4.8 5.9 4.5 6.2 7.l 6.1 

ooz Jan 27th 1970 2.8 4.6 ;~1 6.5 2.6 3.7 4.5 5.; 3.4 4.7 5.7 6.0 
ooz Jan 28th 1970 2.9 5.2 5.7 6.2 2.9 4.3 6.0 7.4 4.1 5.9 8.6 . 8.8 
OOZ Mar 3rd 1970 2.8 4.1 3.9 5.8 3.0 3.8 4.4 5.7 3.8 4.2 5.6 5.4 
OOZ Mar 26th 1970 4.0 4.4 4.3 5.3 4.2 4.2 4.6 S.l S.4 5.9 7.3 6.8 

Mean 3.0 4.S 4.6 5.~ 2.9 3.7 4.7 5.6 3.8 4.9 6.1 6.2 

Table 43 : RMSE Verification Scores for the 238--po1nt gr1d for the 850 mb tempe rature f~recasts for the series of test cases integrated in the paralle1 mode1 experiroents. 
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PARALŒL MODTiiL 1968 J.tODEL PERSISTENCE 

Case 12 24 36 48 12 24 36- 48 12 24 3'6- 48 
12Z Jan 29th 1969 2.5 2.9 3.2 -3.9 2.1 2.6 3.4 4.4 3.0 3.8 4.2 4.6 
OOZ Ju1 26th 1969 1.4 2.1 2.3 2.8 1.3 1.9 2.1 2.6 2~2 2.9 3.3 3·1 
12Z Sep 9th 1969 1.'7 2.4 3.6 4.0 1.5 1.9 3.2 3.6 2.l. 3.3 4.2 4.7 
OOZ Nov 18th 1969 1.9 3.0 3.5 4.1 1.7 2.8 3.4 4.4 3,.2 5.5 7.1 8.3 
OOZ Dec 21st l.969 1.9 2.5 3.3 4.0 2.0 2.4 3.3 4.2 2.5 3.5 4.3 5.6 
12Z Dec 25th 1969 1.9 3.0 3.6 4.4 , 1.9 3.1 3.5 4.3 2.5 4.2 .5.2 6.8 Vol 

f\) 
0'\ OOZ Jan 25th 1970 1.9 3.1 4.2 5.4 1.9 2.6 3.7 5.0 3.4 4.8 5.2 5.5 

OOZ Jan 27th 1970 2.0 3.5 4.5 4.8 1.9 2.7 3.9 4.5 3.2 4.7 5.8 6.~ 
, ... 

OOZ Jan 28th l.970 2.2 3.2 4.1 4.4 2.0 2.8 4.4 5.4 3.5 . 5.8 7.4 8.l. 
OOZ Mar 3rd 1970 1.9 2.5 2.9 . 3.6 2.l. 2.9 3.6 4.3 2.8 4.l. 5.3 5.8 
OOZ Mar 26th 1970 2.1 2.9 3.7 4.3 2.0 2.9 3.6 4.3 3.2 5.0 5.5 5.1 

Mean 1.9 2.8 3.5 4.2 1.9 2.6 3 • .5 4.3 2.9 4.3 5.2 5.8 

Table 44 : RMSE Verification Scores for the 238-point grid for the 700 mb tempe rature fo~casts for the series ot test cases integrated in the paralle1 model experiments. 
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PARALLEL MODEL 1968 MODEL PERS IS TENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 2.0 2.6 3.4 ·4.0 1.8' 2.5 3.5 4.3 ·2.9 3.9 4.6 4.8 
OOZ J u1 26th 1969 1.1 1.6 1.7 2.1 1.0 1.5 1.8 2.1 1.5 2.3 3·1 3.1 
12Z Sep 9th 1969 1.6 2.3 3.3 3.6 1.3 1.8 2.7 ' 2.9 2.2 3.3 4.0 4.4 
OOZ Nov 18th 1969 2.0 2.6 3.J 4.? 2.0 2.8 3.1 3.9 3.1 5.3 6.5 8.2 
ooz Dec 2lst 1969 2.0 2.4 2.7 3.3 2.0 2.6 3.2 3.3 2.5 3.6 4.4 5.4 
12Z·Dec 25th 1969 1.7 2.6 3.4 J.9 1.9 2.9 3.7 4.0 2.7 4.1 5.7 7.1 

\.,.J 
1\) ·ooz Jan 25th 1970 1.8 2.4 3.1 3.8 1.7 2.2 3·2 4.1 2.6 4.1 4.9 4.7 -.J 

ooz Jan 27th 1970 1.8 2.5 3.5 3.4 1.9 2.5 3.3 3.6 3.2 5.1 6.2 6.3 
OOZ.Jan 28th 1970 1.9 2.4 2.8· 3.1 1.7 . 2.2 3.2 3.8 3.7 6.0 7.1 7.3 
ooz Màr 3rd 1970 1.8 2.9 3.3 3.6 2.0 2.7 3.3 3.8 2.9 4.5 5.9 6.4 
ooz Var 26th 1970 2.2 3.2 3.5 3.9 2.3 3.1 3.2 3.7 3.6 5.2 5.6 5.0 

l-1ean 1.8 2.5 3.1 3.5 1.8 2.4 3.1 3.6 2.8 4.3 5.3 5.7 

Table 45 RMSE Verification Scores for the 238-point grid for the 500 mb tempe rature forecasts for the series of test cases integrated in the para11el mode1 experiments. 
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PARALLEL MaDEL 1968 MODEL" PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 3.1 3.4 4.3 ·4.6 3.0 3.5 4.5 5.1 3.1 4.3 4.4 5.1 
OOZ Ju1 26th 1969 1.7 3.0 3.0 4.1 2.0 2.6 2.9 3.8 2.8 2.6 3.4 3.6 
12Z Sep 9th 1969 2.7 2.9 4.2 4.5 2.4 2.4 3.5 3.9 2.5 3.4 4.2 4.6 
OOZ Nov 18th 1969 2.3 3.1 3.7 4.4 2.3 3.2 4 .. 4 5~1 3 .• 6 5.1 6:.6 , 7.3 
OOZ Dec 21st 1969 2.8 .3.5 3.2 4.4 2.7 3.6 4.2 5.5 3.5 4.6 5~·1 5.9 
12Z Dcc 25th 1969 3.0 3.3 4.1 4.5 . 3.0 3.6 4.0 4.6 3.7 4.8 5.1 6.1 
OOZ Jan 25th 1970 3.1 5.1 5.4 6.0 2.7 3.9 3.9 5.0 4.2 5.9 6.6 5.9 'W 

l\) 
co ooz Jan 27th 1970 2.9 4.1 4.6 5.9 2.8 3.5 4.0 5.0 3.6 4.7 5.3 . 5.4 

OOZ Jan 28th 1970 2.7 4.6 5.3 5.9 2.6 3.7 5.0 6.0 3.5 5.1 7.0 7.0 
OOZ Mar 3rd 1970 2.7 3.5 3.9 4.8 2.8 3.5 4.3 5.1 3.6 4.5 5.5 5.5 . 
OOZ M?-r 26th 1910 3.4 3.8 3.1 4.5 3.6 3.6 3.9 4.6 4.6 5.3 6.3 5.7 

Mean 2.8 3.7 4.1 4.9 2.7 3.4 4.1 4.9 305 4.6 5.5 5.6 

Table 46: RMSE Verification Scores for the 504-point grid for 850 mb temperature foreca~ts for the series of test cases integrated in the paral1e1 model eÀ~eriments. 
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P ARALLEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 

12Z J~~ 29th 1969 2.4 2.7 2.9 3.4 2.2 2.7 2.9 3.7 3.0 3.9 4.2 4.7 

OOZ Jul 26th 1969 1.4 1.9 2.3 2.7 1.4 1.7 2.1 2.4 1.9 2.7 3.1 3.2 

12ZSep 9th 1969 1.5 2.0 2.8 3.5 1.4 1.7 2.6 3.3 1.9 2.B 3.5 4.5 

ooz Nov 18th 1969 1.7 2.5 :3.3 3.4 1.6 2.5 3.2 3.7 2.8 . 4.7 6.1 7.0 

, OOZ Dec 21st 1969 1.8 - 2.3 2.9 3.6 1.8 2.3 3.0 3.6 3.0 3.9 4.2 5.1 

12Z Dec 25th 1969 1.9 3.0 3.5 3.9 1.9 3.0 3.3 3.9 2.6 3.B 4.7 6.0 

OOZ Jan 25th 1970 1.8 3.1 5.6- 4.5 • 1.7 2.6 3.4 4.1 3.2 4.8 5.3 5.2 \.0) 

~ 
OOZ Jan 27th 1970 1.9 3.0 3.6 4.1 1.8 2.5 3.2 3.9 3.4 4.4 5.0 5.3 

OOZ Jan 28th 1970 1.9 2.7 3.6 3.9 1.8 2.4 3.6 4.3 2.9 4.8 5.8 6.3 

OOZ Mar 3rd 1970 1.9 -2.5 3.2 3.9 1.9 2.7 3.4 4.2 2.7 4.0 4.9 5.6 

OOZ Mar 26th 1970 2.0 2.8 3.2 3.6 1.9 2.7 3.2 3.8 2.8 4.4 4 • .7 4.7 

Mean 1.8 2.6 3.4 3.7 1.8 2.4 3.1 3.7 2.7 4.0 4.7 5.2 

Table 47: RMSE Verification Scores for the 504-point grid for 700 mb temperature forecasts for the 
series of test cases integrated in th~ para11el model experiments. 
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P ARALLEL MODEL 1968 MODEL PERSISTENCE 

Ce.se 12 24 36 48 12 24 36 48 12 24 36 48 

12Z Jan 29th 1969 2.1 2.6 3.0 3 .. 6 2.2 2.6 3.1 3.8 3.2 4.3 4.1 4.9 

OOZ Ju1 26th 1969 1.2 1.1 2.1 . 2.3 1.2 1.5 1.9 2.1 1.6 2.5 3.2 3 .. 2 

,12Z Sep 9th 1969 1.6 2.0 2.1 3.4 1.3 1.7 2.4 2.9 2.0 2.5 3.5 4.3 

OOZ Nov 19th 1969 l.B 2.6 3.1 3.7 1.9 2.1 2.9 3.4 3.0 4.9 6.1 1.3 

OOZ Dec 21st 1969 1.8 2.2 2.6 3.1 1.9 2.4 3.0 3.1 3.0 3.1 4.0 4.8 

12Z Dec 25th 1969 1.1 2.B 3.3 3.5 1.B 3.2 3 .. 5 3.5 2.1 3.9 5.0 5.9 

ooz Jan 25th 1910 1.1 2.4 3'.1 3.4 1.1 2.3 2.9 3.5 2.8 4.2 4.9 4.5 \...: 
\...: 
0 

OOZ Jan 21th 1910 1.ts 2 .. 3 3.2 3.4 1.B 2.4 3 .. 1 3.4 3.1 4 .. 4 5.2 5.3 

coz Jan'28th 1910 1.B 2.3 2 .. 8 2.8 1.8 2.1 2.9 3.3 3.2 4.8 5.8 5.9 

ooz Mar 3rd 1910 1.1 2.6 3.1 3.1 1.8 2.6 3.2 4 .. 0 2.6 4.2 5.1 5.5 

OOZ Mar 26th 1910 1.9 2.8 3.0 3.2 2.1 2.9 3.1 3.2 3.1 4.6 5.0 4.6 

Mean 1.1 2",4 2.9 3.3 1.8 2.4 2.9 3.3 2.5 4.0 4.8 5.1 

Table 48: RMSE Verificet10n Scores for the 504-point grid for 500 mb temperature forecasts for the 
series of test cases integrated in the paral1e1 model experiments. 
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PARALLEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 '24 36 48 12 24 36 .48 

12Z Jan 29th 1969 2.7 3.0 4.1 ·4.3 2.7 3.1 4.1 4.4 '2.6 3.5 3.5 4.2 

OOZ Ju1 26th 1969 1.6 2.5 2.7 3.4 1.7 2.2 2.6 3.2 2.5 2.4 -3.1 3.2 

12Z Sep 9th 1969 203 2.5 : 3.6 4.0 2.1 2.2 3.0 3.4 2.3 . 2.9 3.6 4.0 

OOZ Nov 19th 1969 2 .. 0 2.6 3.2 3.8 2.1 2.7 3.7 4.4 3.2 4.4 5.5 6.0 

OOZ Deo 21st 1969 2.6 3.0 3.0 3.9 2.6 3.1 3.6 4.6 3.4- 4.3 4.5 5.4 

12Z Dec 25rh 1969 2.7 2.9 3.6 3 O' 
.", 2.7 3.2 3.5 4.0 3.3 4.4 5.3 5.1 . 

OOZ Jan 25th 1970 2.7 4.3 4.4 5.1 2.4 3.5 3.5 4.3 3.6 5.1 5.5 5.4 \".) 
.~ 

1-' 

OOZ Jan 27th 1970 2;6 3.5 3.~ 5.0 2.5 3.2 3.6 4.5 3.2 4.1 4.6 4.9 

OOZ Jan 2~th 1970 . ·2.3 3.~ 4.3 4.9 2.3 3.2 4.2 5.0 3.1 4.5 5.~ 5.9 

OOZ Mar 3rd 1970 2.5 3.4 3.9 4.2 2.5 3.3 4.0 4.4 3.4 4.1 5.3 5.1 

OOZ Mar 26th 1970 2.9 3.4 3.3 3.8 3.0 3.2 3.4 3.8 3.9 4.7 5.3 4.8 

Mean 2.4 3.2 3.6 4.2 . 2.4 3.0 3.6 4.2 3.1 4.0 .4.8 4.9 

Table 49: P,MSE Verifioation S~ores for the interior of the 1015-point grid for the 850 rnb temperature 
forec~sts for the ~eries of t~st cases integrated in the paral1el model experiments. 
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1'ARALLEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 

12Z Jan 29th 1969 2.2 2.4 2.8 . 3.3 2.1 2.4 2.9 3.3 2.8 3.4 3.1 4.2 

OOZ Ju1 26th 1969 1.2 1.1 2.0 2.3 1.2 1.6 1.8 2.1 1.6 2.3 2.6 2.6 
. 

.l2Z Sep 9th 1969 1.3 1.1 2.5 3.1 1.2 1.5 2.2 2.9 1.7 2.4 3.2 3.9· 

OOZ Nov 18th 1969 1·5 2.3 3.0 3.3 1.4 2.3 2.9 3.5 2.5 4.1 5.2 6.0 

OOZ Deo 21st 1969 1.7 2.1 2.5 3.1 1.1 2.2 2.6 3.2 2.1 3.1 4.0 4.1 

12Z Deo 25th 1969 1.1 2.6 2.9 3.2 1.8 2.8 2.9 3.4 . 2.4 3.1 4.4 5.1 

COZ Jan 25th 1910 1.1 2.1 3~5 4.0 1.1 2.4 3.1 3.1 2.8 4.2 4.8 4.1 \A) 
\..> 
f\) 

OOZ Jan 27th 1910 1.8 2.5 3.1 3.4 1.1 2.3 2.8 3.5 2.9 3.9 4.3 4.7 

OOZ Jan·28th 1910 1.1 2.4 3.1 3.4 1.7 2.2 3.1 3.7 2.4 4.0 4.8 ' 5~4 

OOZ Mar 3rd 1910 1.8 2.5 3.0 3.6 2.0 2.6 3.1 3.8 2.1 3.8 4.5 5.1 

OOZ Mar 26th 1910 1.1 2.4 2 .• 8 3.3 1.6 2.3 2.8 3.3 2.4 3.1 4.1 4.1 

Mean 1.1 2.3 2.8 3.3 1.6 2.2 2.1 3.3 2.4 3.6 4.1 4.6 

Table .50t RMSE Verification Scores for the interior of the 101.5-point grid for the 700 mb temperature 
forecasts for the series of test oases integrated in the para11el model experiments. 
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PARALLEL MOD~ 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 1.9 2.3 2.8 3.2 1.9 2.3 2.8 3.2 2.7 3.6 3 .. 9 4.1 
OOZ Jul 26th 1969 1.1 1.5 1.9 2.1 1.1 1.4 1.7 1.9 1.4 2.1 2.6 2.6 

·12Z Sep 9th 1969 1.5 1.8 2.3 3.0 1.3 1.6 2.1 2.7 1.8 2.4 3.0 3.9 
OOZ Nov 18th 1969 1.6 2.5 2.8 3.3 1.7 2.5 2.8 3.3 2.7 4.3 5.4 6.2 
OOZ Deo 21st 1969 1.7 2.1 2.4 2.7 1.8 2.4 2.9 2.8 2.6 3.4 3.8 4.3 
12Z Deo 25th 1969 1.6 2.5 3.0 3.1 1.6 3.0 3.3 3.5 2.3 3.8 4.7 5.0 
OOZ Jan 25th 1970 1.6 2.2 2.9 3.2 1.8 2.2 2.7 3.2 2.5 3.9 4.6 4.3 v.> 

v.> 
v.> OOZ Jan 27th 1970 1.7 2.5 3.2 3.1 1.7 2.5 3.2 3.3 2.8 4.1 4.6 4.5 

60z Jan' 28th 1970 1.7 2.0 2.4 2.5 1.7 1.9 2.6 2.9 2.7 4.0 4.8 4.9 
OOZ Mar 3rd 1970 1.7 2.5 2.9 3.4 1.9 2.6 3.1 3.7 2.7 3.9 4.6 5.2 
OOZ Mar 26th 1970 1.7 2.4 2.7 3.0 1.9 2.5 2.8 2.9 2.6 3.9 4.2 4.1 

Mean 1.6 2.2 2.7 3.0 1.7 2.3 2.7 3.0 2.4 3.6 4.2 4.5 

Table 51: RMSE Verification Scores for the interior of the lOIS-point grid for the 500 mb temperature forecasts for the series of test cases integrated in the para11el m~el experiments. 
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PARALLEL MODEL 1968 l-lODEL PERSlSTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 4.4 4.9 5.2 5.5 4.:2 4.3 4.9 4.6 5.8 '·6..2 7.5 7.0 
ooz Ju1 26th 1969 3.9 6.4 5.8 6.2 3.5 5.8 5.3 .5.9 4.2 .6.2 5.9 6.4 . 12Z Sep 9th 1969 4.7 4.3 5.7 5.4 4.7 4.0 5.6 5.3 5 • .5 .5.9 6.9 6.1 
OOZ Nov 18th 1969 4.4 4.8 .5.4 ~.1 4.1 4.6 5.8 6.8 4.5 5.3 6.3 6.7 
OOZ Dec 2lst 1969 4.4 4.7 4.0 6.0 4.0 4.1 3.6 5.' 5.5 6.7 6.4 6 • .5 
12Z Dec 25th 1969 4.1 4.7 5 • .5 5.7 3.3 4.3 4.7 4.9 4.8 6., 7.1 7.0 
OOZ Jan 25th 1970 4 • .5' 5.4 4 • .5 .5.1 4.6 4.9 4.7 5.1 5.8 6.8 6.6 6.3 . ...., 

\.0) 

~ Ooz Jan 27th 1970 4.1 5.5 5.5 6.0 3.9 .5.4 4.5 4.6' 4.8 6.7 .5.6 6.7 
OQZ·Jan 28th 1970 .5.1 .5.7· .5;.3 6.4 4.8 4.7 4.7 5.8 6 • .5 6.8 6.5 7.0 
OOZ Mar 3rd 1970 3.9 4.2 4.3 5.4 ).7 3.8 4.7 5.6 4.7 .5.7 6.7 7.2 
OOZ Mar 26th 1970 4.4 .5.3 .5.5 7.2 3.9 5.0 .5.6 7.8 6 • .5 7.9 8.2 7.4 

Mean 4.3 5.1 .5.2 .5.9 4.1 4.6 4.9 .5.6 5.3 6.4 6.7 6.8 

Table 52: RMSE V~rirication Scores for the 238-point grid ~or the 850 mb dew point depression forecasts for the series of test cases integrél.ted in the paral1el model experiment.s. 
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PARALLEL MODEL 1968 Z.~onEL PEFSIS'l'ENCE 

Case 12 24 ~6 48 12 24 ~6 48 12 24 :36 48 
12Z Jan 29th 1969 4.,5 6.:3 7.,5 - 7.,5 4.9 6.0 6.9 7.4 6.2 6.,5 7.0 7.6 
OOZ Jul 26th 1969 4.4 ,5.:3 ,5.,5 ,5.9 4.6 4.9 ,5.,5 ,5.,5 4.,5 ,5.9 6.1 6.9 
12Z Sep 9th 1969 ~;.7 5.9 5.5 6.4 5.6 5.,5 5:8 6.4 7.1 8·3 - 7.8 7.5 
OOZ Nov 18th 1969 4.5 ,5.2 ,5.8 7.3 4.4 4.4 6.8 7.3 ,5.3 5.9 6.8 7.3 
OOZ Dec 2lst 1969 4.7 ,5.,5 6.0 7.5 3.6 3.9 4.1 6.0 7.2 8.1 7.4 7.0 
12Z Dec 25th 1969 3.9 6.1 7.4 7.1 3.6 5.0 ,5.7 6.2 ,5.3 7.0 7.6 7.5 . 

6.9 \.A) 
OOZ Jan-25th 1970 4.4 5.3 ,5.2 ,5.0 4.9 -4.8 5.1 4.7 5.9 6.9 6.6 

~ OOZ Jan 27th 1970 4.0 5.5 6.7 5.7 3.8 4.1 4.8 5.4 5.1 6.1 5.6 6.2 
OOZ Jan 28th 1970 4.7 5.2 . 5.9 6.0 4.1 5.3 6.1 ,5.7 ,5.' 5.6 6.3 5.8 
OOZ 11ar 3rd 1970 4.8 5.1 6.5 6.9 4.2 4.9 6.1 6.6 5.0 6.7 7.6 7.1 
Ooz ~r 26th 1970 4.6 4.8 6.8 8.2 4.6 4.9 7.2 8.2 5.7 6-.7 6.6 6.3 

Mean 4.6 - 5.5 6.3 6.7_ 4.4 4.9 5.8 6.3 5.7 6.7 6.9 6.9 

Table 53: RMSE Verification Scores for the 238-point gr:i.d for the 700 rob dew point dep~ss:ton forecasts for the series of test cases integrated in th9 paral1e1 mode1 experiments. 
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PARALLEL MODEL 196B MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 

~2Z Jan 29th 1969 5.2 6.3 6.2 6.7 5.8 6.4 7.1 7.2 5.0 5.B 5.B 6.6 

OOZ Ju1 26th 1969 5.1 5.3 6.7 5.7 4.9 5.3 6.7 6.2 5.7 5.9 7.2 6.8 
. 

12Z Sep 9th 1969 4.1 5.7 5.7 6.9 4.3 5.9 5.8 7.2 5.+ 7.0 7.3 7.2' 

OOZ Nov 18th 1969 4.4 5.3 5.7 6.2 5.0 5.B 6.6 7.9 ,4.8 5.5 6.1 7.0 

OOZ Dec 21st 1969 4.0 4.B 6.2 5.8 4.1 4.6 5.9 6.6 4.6 4.9 5.4 4.B 

12Z Dec 25th 1969 4.1 5.3' 6.1 6.5 3.6 5.3 6.1 6.5 5.6 7.1 6.8 7.0 . \.ol 

OOZ Jan 25th 1970 4.8 4.4 5.0 6.0 4.6 4.0 4.8 5.5 4.9 5.1 6.0 5 .. 9 \.ol 
0-

COZ Jan 27th 1970 3.7 5.2 4.8 4.5 3.8 5.2 5.1 5.4 5.2 5.8 5·6 . 5.8 

OOZ Jan 28th 1970 3.9 4.2 5.3 5.5 4.5 5.4 6.4 5.2 5.1 5.3 5.8 6.0 

OOZ Mar 3rd 1970 4.2 5.0 5.5 5.8 3.8 4.6 5.6 6.2 4.8 5.6 5.4 6.1 

OOZ,Mar 26th 1970 5.2 5.0 6.4 6.2 5.8 6.1 7.8 6.9 5.6 6.0 6.4 6.0 

Mean 4.4 5.1 5.8 6.0 4.6 5.3 6.2 6.4 5.1 5.8 6.2 6.3 

Table 54: RMSE Verification Scores for the 238-point grid for the 500 mb dew point depreesion 
forecasts for the series of test cases intecrated in the para11el model experiments. 
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PARALLEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 

12Z Jan 29th 1969 4.3 4.9 5.3 ' 5.4 3.8 4.3 5.1 4.6 ·5.0 5.4 6.2 5.6 

OOZ Ju1 26th 1969 4.0 5.5 5.3 5.8 3.9 5.2 5.2 5.6 4.2 5.8 ,5.6 6 .. 0 

12Z Sep 9th 1969 4.1 4.4 : 5.3 5.6 4.0 4.2 5.0 5.1 4.7. 5.7 6.6 6.2 

OOZ Nov 18th 1969 4.2 501 5.7 4.0 4.0 4.6 6.2 6.9 5.0 6.2 6.7 7.4 

OOZ Dec 21st 1969 4.8 5.7 5.6 6.5 4.4 4.9 5.0 5.9 6.0 7.2 7.9 7.4 

12Z Dec 25th 1969 4.8 5.1 6.2 6.3- 4.5 4.7 5.8 5.7 5.6 6.8 7.9 8.4 

5.6 7.8 
\...> 

OOZ Jan'25th 1970 4.9 5.8 5.8 4.6 5.2 5.2 5.3 5.5 7.4 7.6 \...> 
-'l 

OOZ Jan 27th 1970 4.7 5.8 6.1 6.6 4.2 5.3 4.9 5.5 5.4 7.2 7.1 7.3 

OOZ Jan 28th 1970 5.·1 6.1 5.5 6.5 4.4 4.8 4.6 5.9 6.5 7.6 7.4 7.2 

ooz Mar 3rd 1970 4.1 4.8 5.0 6.1 3.8 4.3 5.1 5.7 4.7 6.4 7.6 7.7 

OOZ Mar 26th 1970 5.5 6.7 6.1 7.1 4.9 6.0 5.6 7.2 7.1 9.1 8.8 8.1 

Mean 4.6 . 5.4 5.6 6.1' 4.2 4.9 5.2 5.8 5.4 6.8 7.2 7.2 

Table 55: RMSE Verification Scores for the 504-point grid for the 850 mb dew point depression 
forecasts for the series of test cases integrated lx, the para11e1 model experiments. 
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PARALLEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 . 3.6 48 ~ .... : 
12Z Jan 29th 1969 4.5 6.3 7.0 7.1 . 4 .. 4 5.9 6.2 6.6 4.9 5.6 ;~~ 6.1 6.6 
OOZ Jul 26th 1969 4.3 5.1 5.3 5.4 4.2 4.6 5.1 5.3 4.8 6.2 6.0 6.9 . 12Z.Sep 9th 1969 5.1 5.~ 5.~ 6.9 4.9 5.2 5.5 6.1 6.0 7.5 7.0 1.3 
OOZ Nov l~th 1969 4.6 5.2 5.~ ~.1 4.6 4.5 6.5 1.1 ,.4 6.3 1.3 8.2 
OOZ Dcc 2lst 1969 5.1 6.4 6.8 7.2 3.8 4.~ 5.0 5.8 6.7 8.5 8.2 1.5 
12Z Dec 25th 1969 5.2 6.3 1.1 7.2 4.9 5.6 5.1 6.4 6.0 1.1 1.5 1.8 
OOZ J~~ 25th 1910 4.8· 5.1 6.1 5.6 4.8 5.0 5.1 5.2 5.8 1.5 1.6 8.0 \.> 

\.> 
co OOZ Jan 21th 1910 4.8 6.0 6.9 6.3 4.2 4.1 4.9 5.8 5.9 1.1 1.4 1.2 

oqZ·Jan 28th 1910 4.7 5.2. 6.3 6.7 3.8 . 4.9 5.8 6.3 5.5 1.1 7.3 7.2 
OOZ Mar 3rd 1970 4.8 5.4 6.9 8.0 3.9 4.7 5.7 7.0 5.2 7.1 7.6 7.1 
OOZ Mar 26th 1910 4.9 5.5 6.5 7.8 4.4 5.0 6.2 1.5 6.2 1.2 7.4 1.2 

Mean 4.8 5.1 6.4 6.8 4.4 4.9 5.7 6.3 5.1 7.0 7.2 7.4 

Table 56: RMSE Verification Scores for the 504-point grid for the 100 mb dew point depression forecasts for the series of test cases integrated in the parallel model experiments. 
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PARALLEL MODEL 1968 MODEL PERSISTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 -48 

12Z Jan 29th 1969 5.2 6.5 6.3 6.0 5.2 6.1 7.0 7.0 4.5 5.7 5.6 6.0 

OOZ Jul 26th 1969 4.7 5.2 6.4 6.1 4.6 4.B 5.9 6.3 5.5 5.9 7.3 7.2 

12Z Sep 9th 1969 3.9 5.2 5.7 6.3 3.B 5.0 5'.2 6.3 4.5 6.1 6.6 7.0 -
.. 

OOZ Nov 18th 1969 4.2 5.1 5.6 6.2 4.6 5.7 6.3 7.9 5.0 6.0 6.5 7.2 

OOZ Dec 21st 1969 4.4 5.6 6.3 5.9 4.0 5.3 6.1 . 6.6 5.3 5.7 6.4 6.0 

12Z Dec 25th 1969 4.6 5.5 6.2 6.4 4.4 5.6 6.3 7.1 5.2 6.8 6.8 7.3 

OOZ Jan 25th 1970 5.9 6.2 
\..) 

4.7 5.0 4.6 4.5 5.3 5.7 5.1 5.7 6.3 6.2 \..) 
~ 

·OOZ Jan 27th 1970 4.0 5.1 5.1 5.1 3.5 4.8 5.1 5.3 , Il 
.'T 7.2 6.H . 6.5 

, 

OOZ Jan 28th 1910 3.7 4.3 5.7 5.9 3.8 4.6 5.8 5.3 5.2 6.3 6.9 6.7 
-, 

OOZ Mar 3rd 1970 4.1 5.4 6.5 6.5 3.7 5.1 5.8 6.0 5.2 6.0 6.3 6.6 

OOZ-Mar26th 1970 5.1 5.7 5.9 6.3 5.3 5.9 6.8 6.9 6.4 6.9 7.2 6.8 

Mean 4.4 5.3 6.0 6.1 4.3 5.2 6.0 6.4 5.2 6.2 6.6 6.7 

Table 57: RMSE Verifioation Scores for the 504-point grid for the 500 mb dew point depreosion 
forecasts for the series of test cases integrated in the para11e1 model experiments. 
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PARAUEL MODEL 1968 MODEL PERSTSTENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 3.6 4.2 4.7 ·4.8 '3.1 3.6 4.4 4.2 . 4.0 4.4 .:5.0 4.7 
OOZ Ju1 26th 1969 4.0 5.0 5.3 5.5 4.0 5.0 5.3 5.5 3.9 5.4 6.0 6.2 . 12Z Sep 9th 1969 4~0 4.7 5.4 6.0 4.0 4.5 5.0 . 5.5 4.6 5.8 6.4 6.8 
OOZ Nov 18th 1969 4.2 5.2 5.9 6!2 4.2 4.9 6.1 6.7 4.6 6.2 7.1 8.0 
OOZ Dec 21st 1969 4.7 5.4 5.6 6.4 4.5 5.1 5.1 5.9 5.9 7.2 7.8 7.6 
l2Z Dec 25th 1969 4.7 5.6 7.1 7.4 4.5 5.3 6.7 7.2 5.1 6.8 8.1 8.8 Vol 

~ . OOZ Jan 25th 1970 5.1 6.1 6.1 6.4 4.8 5.5 5.6 5.9 5.3 6.9 7.6 7 .. 7 
ooz Jan 27th 1970 4.3 5.5 5.6 6.2 4.1 5.2 5.0 5.2 5.0 7.2 7.1 6.7 
OO~ Jan 28th 1970 4.5 5.8 . 5.9 6.3 4.0 5.0 5.5 6.0 6.0 7.6 7.8 7.3 
ooz Mar 3rd 1970 4.6 5.3 6.1 6.8 4.3 4.8 5.7 6.2 5.4 7.0 8.1 7.9 
OOZ Nar 26th 1970 5.1 6.4 6.5 6.9 4.8 6.0 6.1 6.7 6.4 8.5 8.7 8.4 

}1ean 4.4 ·5.4 5.8 6.3 4.2 5.0 5.5 S.9 S.l 6.6' 7.2 7.3 

Table 58 : RMSE Verification Scores for the interior of the 101S-point grid for the 850 mb dew point depression forecasts for the seriee of test cases integrated in the para11el model experiments. 
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'PARA.u;EL MODEL 1968 'MODEL 'PERS ISTENCE 

Case 12 24 36 '48 12 24 36 '48 12 24 36 '48 
12Z Jan 29th 1969 4.0 5.7 6.2 6.4 3.7 5.3 5.5 6.0 4.1 5.2 5.6 6.0 
OOZ Jul 26th 1969 4.0 4.7 5.1 5.2 3.9 4.6 5.1 5.3 4.5 6.0 6.1 6.8 . 12Z Sep 9th 1969 4.4 5.4 5.6 6.7 4.3 5.1 5~' .- 6.3 5.1 6.8 6.9 7.4 
OOZ Nov 18th 1969 4.5 5.4 6.2 ~.7 4.4 4.9 6.4- 7.1 5.0 6.5 7.9 8.7 
OOZ Dec 21st 1969 4.8 5.8 6.3 6.9 4.0 5.1 5.4 6.1 6.3 7.9 7.9 7.8 
12Z Dec 25th 1969 '4.9 6 .. 3 7 .. 5 7.7 '4.6 5.9 '6'.7 7.4 5.4 7.3 8.1 8.4 

'w 
.j:::I. OOZ Jan 25th 1970 4.7 6.0 6.6 6.1 4.5 5.3 6.2 6.0 ,5.8 7.5 7.7 8.1 ..... 

OOZ Jan 27th 1970 4.6 5.8 6.3 6.4 4.2 4.9 5.4 5.9 5.5 7.4 7.5 7.5 
09Z Jan 28th 1970 4.3 5.9, 6,.4 6.8 3.9 . 5.5 6.2 6.7 5.8 8.0 7.9 8.1 
ooi Mar 3rd 1970 4.9 5.6 6.9 7.6 4.3 5.2 5.9 6.8 5.9 7.7 8.3 8.3 
OOZ l·1ar 26th 1970 4.6 5.4 6.4 7.9 4.5 5.1 6.0 7.2 6.0 7.2 7.6 8.2 

Mean 4.5 ' 5:.6 6.3 6.8 4.2 5.2 5.8 6.1~ 5.4 7.0 7.4 7.8 

Table 59: ~5E Verification Scores for the interior of the 1015-point grid for the 700 mb dew pOL~t depression forecasts for the series of test cases integrated in the paral1el mode1 experiments. 
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PA.~LLEL MODEL 1968 MODEL PERS IS TENCE 

Case 12 24 36 48 12 24 36 48 12 24 36 48 
12Z Jan 29th 1969 4.3 5.6 5.7 . 5.6 4.1 5.1 6.0 6.1 3.8 5.1 4.9 5.3 
OOZ Ju1 26th 1969 4.3 4.7 5.9 5.9 4.2 4.4 5.5 6.0 4.9 5.5 6.6 7.1 
12Z Sep 9th 1969 3.7 4.9 5.4 6.0 3.5 4.6 :5.0 6.1 4.2 5.6 6.4 7.1 
OOZ Nov 18th 1969 4.1 5.1 5.8 5.9 4.2 5.4 6.3 7.2 5.0 6.2 7.1 7.5 
OOZ Dec 21st 1969 4.0 5.0 5.5 5.7 J.7 4.9 5.8 6.3 5.1 5.7 6.4 6.5 
12Z Dec 25th 1969 4.4 5.6 6.0 6.2 4.2 5.8 6.2 6.9 4.9 6.6 6.9 7.4 Vol 

~ OOZ Jan 25th 1970 4.3 4.9 ·5.5 5.8 4.3 4.5 5.2 5.6 5.0 5.9 6.8 6.6 
1\) 

Ooz Jan 27th 1970 3.9 4.8 4.9 5.2 3.7 4.8 5.1 5.3 5.1 6.8 6.5 6.5 
. OOZ J.an 28th 1970 3.5 4.7 5.5 5.7 3.7 4.8 5.7 5.7 5.3 6.8 7.3, ·7.0 

OOZ.Mar 3rd 1970 4.4 5.4 6.2 6.1 4.1 5.2 5.9 6.2 5.4 6.0 6.5 6.5 
OOZ Y~r 26th 1970 4.5 ·5.2 5.5 6.1 4.9 5.6 6.3- 6.4 6.2 7.0 7.4 7.0 

l'!ean 4.1 5.1 5.6 5.8 4.1 5.0 5.7 6.2 5.0 6.1 6.6 6.8 

Table 60 : RMSE Verification Scores for the interior of the 1015-point grid for the 500 mb dew point depression forecasts for the series of test cases integrated in the paral1el model experiments. 
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PARALLm. l-fODEL 1968 MODEL 

CANADA U.S. N.A. CANADA U.S. N.A. 
Case Large Total Large Total Large Total Large Total Large Total Large Total 

12Z Jan 29th 1969 61.1 55.6 60.4 61.7 60.7 58.9 59.5 56.9 61.7 62.4 60.8 60.1 
OOZ Jul 26th 1969 50.9 57.0 15.1 28.1 39.3 47.4 59.8 60.8 27.5 37.7 48.2 51.4. 
12Z Sep 9th 1969 60.8 59.5 33.:3 :34.3 48.6 48.0 62.5 59.5 37.3 35.7 51.0 48.7 
OOZ Nov l8th 1969 57.6 58.9 71.8 69.2 64.0 63.6 60.7 62.3 65.0 65.8 62.8 64.0 
OOZ Dec 2lst 1969 55.0 56.0. 64.9 64 •. 7 60.4 60.8 65.7 64.0 62.0 61.2 6:3.6 62.4 

Vol 
.p:.. l2Z Deç 25th 1969 31.:3 30.4 71.2 67:4 53.3 '51.1 34.7 72.4 54.0 
Vol 33.0 71.9 55.1 

OOZ Jan 25th 1970 43.3 40.7 49.0 43.5 46.3 42.0 39.6 34.3 48.3 42.8 44.0 38.4 
OOZ Jan 27th 1970 39.8 39.8 45.3 46.8 42.3 42.7 51.0 44.2 46.8 45.6 49.2 44.7 
OOZ Jan 28th 1970 ,44.2 39.6 41.6 43.4 43.0 41.2 50.9 42.5 40.4 40.4 45.9 41.6 
OOZ M~r 3rd 1970 60.8 60.4 55.1 50.4 57.7 54.9 63.4 63.2 53.7 49.7 57.9 55.3 
OOZ N'ar 26th 1970 17.8 17·3 34.8 36.4 27.0 27.4 32.2 31.5 38.9 38.2 35.9 35.1 

l-tean 47 •. 5 46.8 49.3 49.6 49.3 48.9 52.7 50.2 50.4 50.1 . 52.2 50.5 

Table 6J. : Threat Scores for 00-24 hours for a threshold of 0.01 inches for the series o~ test cases integrated in the paralle1 mode1 experiments. Separate results are given ~or all received Canadian stations, all receivcd U.S. stations, and aIl received North American stations. 
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PAR.~LLEL MODEL 1968 MODEL 

CANAOA u.s. N.A. CANADA.. U.S. N.A. 
Case Lar~ Total Large Total Large Total Large Total Large Total targe Total 

12Z Jan 29th 1969 .55.3 53 • .5 .58.3 .58.1 .56.8 .5.5.9 .54.2 .5.5.0 .59.1 61.7 .56.7 .58.5 
OOZ Jul 26th 1969 39.13 44.0 16.3 23.3 28.8 :34.2 47~7 . 55.7 :3:3.3 4:3.5 40.7 49.0 
12Z Sep 9th 1969 .52.0 49.0 22.0 23,.1 42.0 40.1 53.9 53.9 25 • .5 26.3 44.0 44.0 
OOZ Nov 18th 1969 62.5 62.5 59.0 5:3.9 61.2 59.0 58.7. 61.6 44.1 42.4 52.3 53.3 
ooz Dcc 21st 1969 46.7 47.2 76.4 77.0 63.9 64.6 69.4 68.8 81·3 81.3 ·76.3 76.0 
12Z Dec 25th 1969 37.8 . :36.9 57.3 57.6 48.7 48.4 48.8 48.3 61.3 60.8 56.1' 55.6 Vol 

~ 
~ OOZ Jan 25th 1970 :31.1 31.5 41.1 43.8 36.2 37.6 :36.7 34.1 54.7 57.9 44.9 44.3 

OO~ Jan 27th 1970 17.5 17.7. 35.7 36.5 26.0 . 26.2 36.4 34.1 38.4 38.4 37.·3 35.9 
OOZ Jan 28th 1970 42.9 41.1 54.4 52.2 48.2 46.1 48.2 4.5.8 43.0 42.7 45.5 44.2 
OOZ l·far 3rd 1970 48.9 45.0 46.6 44.4 47.6 44.7 65.4 62.2 47.1 47 • .5 54.5 .5:3.5 
OOZ Mar 26th 1970 1:3.1 13 • .5 39.8 39.8 27.9 28.3 19.2 20.0 37.1 37.9 29.6 30.6 

}!ean 40.7 40.2 46.1 46.3 44.:3 44.1 49.0 49.0 47.7 49.1 48.9 49.5' 

Table 62 : Threat Scores for 12-:36 houra for a thresho1d of 0.01 inches for the series of test cases integrated in the para11el model experiments. S'eparate results are given for all received Canadian stations, all received U.S. stations, and al1.received North American stati~ns. 
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PARALIEL MODEL 1968 MODEL 

CANADA U.S. N.A. CANADA U.S. N.A. 
Case Laree Total Large Total Large Total Large Total Large Total Large Total 

12Z Jan 29th 1969 55.7 55.7 57.0 56.6 56.4 56.2 41.9 41.0 46., 44.2 44.3 42.8 
OOZ Ju1 26th 1969 21.2 27.0 13.9 28.7 17.5 27.9 40'.4 53.5 26.6 47.6 33.0 50.0 " 

." 

12Z Sep 9th 1969 "31.1 31.5' 17.1 17.1 26.7 26.9 31.5 31.9 22.2 20.4 28.5 27.9 
OOZ Nov 18th 1969 57.4 57.4 57.9 59.0 57.6 58.1 59.' 61.1 57.' 55.9 58.2 58.4 
OOZ Dec 21st 1969 44.4 44.4 " 57.9 57.5 51.8 51.6 63.3 63.0 64.6 63.8 64.0 63.4 
12Z Dec, 25th 1969 34.7 34.7 31.2 31.5 33.0 33.2 44.0 44.0 42.6 42.7 43.3 43.3 \,.0.1 

~ 
\JI OOZ Jan 25th 1970 30.5 32.0 43.9 47.2 37.3 39.8 34.2 33.3 46.1 57.1 39.6 44.3 

ooz Jan 27th 1970 28.4 27.8' 42.6 42.6 34.2 :33.8 41.1 39.8 43.2 43.2 42.0 '41.2 
OOZ Jan 28th 1970 59.7 59.8 63.2 60.8 61.3 60.3 49.2 50.0 63.7 62.5 55.9 ~6.0 , 
OOZ Mar 3rd 1970 49.5 48.1 59.1 57.8 54.6 53.2 51.7 50.6 56.2 52.7 54.1 51.8 
OOZ Mar 26th 1970 24.0 23.1 57.6 56.5 39.8 38.8 25.2 23.6 46.1 50.0 36.6 38.0 

Mean 39.7 40.1 45.6 46.8 42.7 43.6 43.8 44.7 46.8 49.0 45.4 47.0 

Table 63 : Threat Scores for 24-48 hours for a thresho1d of 0.01 inches for the series of test cases integrated in the para11el ~odel experiments. Separate resu1ts are given for a11 received Canadian stations, a11 received U.S. stations, and al1, received North American stations. 
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PARAUEL MODEL 1968 !-iODEL 

0.25 0.50 1.0 0.25 0~50 1.0 
Case Large Total Large Total Large Total Large Total "Large Total Large Total 

12Z Jan 29th 1969 47.4 45.9 21.1 32.6 0.0 5.0 35.6 32.5 30.0 27.0 33·3 10.7 
OOZ Ju1 26th 1969 6.5 18.2 6.7 12.1 0.0 0.0 6.8 . 23.5 0.0 " 11.6 0.0 6.7 

" 12Z Sep 9th 1969 41.7 43.5 42.4 40.8 0.0 31.4 42.7 40.8 42.9 35.0. 28.0 27.5 
OOZ Nov 18th 1969 37.9 41.0 19.6 2,5.5 0.0 11.1 47.6 40.9 32.1 27.8 14.3 22.5 
QOZ Dec 2lst 1969 43.1 50.8 42.1 57.9 33.3 33.3 64.7 "62.5 41~.4 50.0 "23.8 34.6 
12Z Dec 25th 1969 42.9 6.3 58.1 42.1 58.7 0.0 9·7 

\..toI 51.7 0.0 29.7 0.0 59.7 +a 
0\ 

OOZ Jan 25th 1970 36.4 23.7 33.3 15.4 0.0 0.0 20.0 l2.9 0.0 0.0 0.0 0.0' 
OOZ Jan 27th 1970 51.3 51.~ 20..0 20.0 0.0 . 0.0 58.1 55.6 40.7 "41.4 0.0 0.0 
OOZ Jan 28th 1970 14.6 17.2 0.0 4.4 0.0 0.0 20.4 17.4 0.0 3.0 0.0 '0.0 
OOZ Mar 3rd 1970 37·3 33.3 26.7 29.3 0.0 l.5.4 50.0 38.5 48.6 26.9 10.0 10.4 
OOZ Mar 26th 1970 11.1 12.6 2.2 5.3 0.0 0.0 11.4 14.4 4.0 6.1 0.0 3.2 

Mean 33.7 35.4 19.5 24.8 3.0 9·3 37.9 36.1 25".9 26.1 9.9 11.4 

Table 64 : Threat Scores for 00-24 heurs for thresholds of 0.25 inches, 0.50 inches, and 1.00 inch for the series of test cases integrated in the para11e1 model experiments. 'These results are for all received North American stations. 
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PARAu.EL MODEL 1968 MODEL 

0.25 0.50 1.0 0.25 0'.50 1.0 Case Large Total Larse . Total large Total Large Total . Large Total Large Total 12Z·Jan 29th 1969 50.0 46.3 . 22.0 30.8 0.0 8.3 39.5 34.7 24.6 27.9 15.4 10.0 OOZ Jul 26th 1969 0.0 3.0 0.0 0.0 0.0 0.0 0.0 . 13.6 0.0 . 1.7 0.0 0.0 . 12Z Sep 9th 1969 34.0 33.9 16.7 25.6 0.0 16.7 35.1 30.4 25.0 26.1 0.0 10.0 OOZ Nov 18th 1969 38.2 44.2 1.5.0 2.2 .7 9.5 9.1 39.6 40.4 29.6 39.0 16.7 30.6 OOZ Dec 21st 1969 22.1 24.7 14.0 19.2 0.0 0.0 48.0 48.1 28.3 32.9 0.0 6.1 12Z Dec 25th 1969 
'-'" 

15.7 17.7 0.0 0.0 0.0 0.0 48.8 48·3 61.3 60.8 56.1 .5.5.6 ~ 
-...3 ooz Jan 2.5th 1970 30.0 23.1 2.5.0 12.1 0.0 0.0 15.1 17 • .5 0.0 2.0 0.0 0.0· ooz Jan 27th 1970 17 • .5 17.7. 3.5..7 36 • .5 26.0· 26.2 .5.7 .5.1 0.6 0.0 0.0 0.0 OOZ Jan 28th 1970 36.4 :34 • .5 15.6 25.8 0.0 4.9 3b..4 26.0 23·0 19.1 0.0 '3.0 OOZ J.t-ar 3rd 1970 30.8 30.3 7.4 21.0 0.0 3.3 46.3 43.8 30.0 30.9 0.0 1.9 OOZ Mar 26th 1970 18.9 20.2 8.7 8.5 0.0 0.0 21.7 20.4 10.0 12·7 0.0 0.0 

Mean 26.7 26.9 14.6 18.4 3.2 6"2· 30.4 29.8 21.1 23.0 8.0 10.7 
Table 65 : Threat Scores ~or 12-36 hours for thresho1ds of 0.25 inches t 0.50 inches. and 1.00 inch for the series of test cases integrated in the ·para11e1 model experiments. These results are for all received North American stations. 
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PARALLEL MODEL 1968 MODEL 

0.25 0.50 1.0 0.25 0.50 1.0 
Case Large Total targe Total Large Total large Total . Large Total targe Total 

12Z Jan 29th 1969 21.7 23.1 0.0 0.0 0.0 0.0 16.1 16.9 5.5 5.5 0.0 0.0 
OOZ Ju1 26th 1969 0.0 0.0 0.0 0.0 0.0 0.0 0.0 10.8 0.0 0.0 0.0 0.0 

. 12Z Sep 9th 1969 13.0 9.1 14.3 6.3 0.0 0.0 3.3 3.9 0.0 4.2 0.0 0.0 
OOZ Nov 18th 1969 19.6 21.2 8.7 8.7 9.1 8.8 47.6 45.4 23.1 24.7 9.1 20.5 
O.OZ Dec 21st 1969 14.1 14.0 13.0 11.9 0.0 10.3 32.4 '30.5 10.0 13.6 0.0 7.3 
12Z Dec 25th 1969 16.7 \.IJ 22.8 22.4 0.0 0.0 0.0 0.0 28.3 27.3 23.1 0.0 0.0 ~ 

(X:I 

OOZ Jan 25th 1970 22.0 15.5 28.0 22.6 17.7 . 16.7 16.0 11.9 35.3 12.2 0.0 0.0· 
OOZ Jan 27th 1970 13.2 13.2 0 .• 0 0.0 0.0· 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
ooz Jan 28th 1970 20.8 22.1 7.8 Il.8 0.0 2.0 27.8 27.3 Il.5 15.5 0.0 '2.4 . 
OOZ Nar 3rd 1970 29.2 31.4 2.3 19.2 0.0 3.7 27.4 32.4 25.0 26.8 0.0 3.5 
ooz Mar 26th 1970 21.4 24.5 6.2 14.6 0.0 0.0 26.9 29.1 16.2 25.0 0.0 0.0 

l-lean ·18.0 17.9 7.3 8.6 2.4 3.8' 20.5 21.4 13.6 13.1 0.8 3.1 

Table 66 : Threat Scores for 24..lJ·8 hatlrS for tbresho1ds of 0.25 inches, 0.50 inches, and 1.0 inch for the series of test cases integrated in the .para11e1 mode1 eÀ~eriments. These resu1ts are for al1 received North American stations. 
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TIME PERIOD = 06-12 PARAllEL MODEl 1968 MODEl 
TABLE l TABLE II TABLE l iA2LE II LARGE TOTAL LARGE TOTAL LARGE . TOTAL LARGE TOTAL 

I2Z JAN 29TH 1969 33.32 30.21 29.23 23.59 31.91 42.92 26.11 29.95 OOZ JUL 26TH 1969 89.00 89.17 83.89 83.20 68.73 6Q.04 61.81 57.80 I2Z SEP 9TH 1969 29.96 2 -,. ~3 28.73 26.21 32.79 . 35.22 27.45 28.64 OOl NOV 18TH 1969 49.59 54.19 43.14 46.29 42.99 41.66 32.69 32.95 OOl DEC 21ST 1969 ~1. 63 32.94 29.41 29.50 34.07 35.93 26.33 26.96 12l DEC 25TH 1969 46.91 50.00 36.44 34.76 46.91 49.78 30.80 30.91 OOl JAN 25TH 1970 99.14 92.09 76.62 61.85 106.42 104.36 75.01 66.93 . OOl JAN 21TH 1970 75 .. 02 '106.23 71.90 84.36 56.26 111.98 46.85 68.52 OOl JAN 28TH 1970 95.75 115.39 76.12 84.00 91.21 146.70 52.31 79.23 OOZ MAR 3RD 1970 48.81 56.92 42.17 46.47 44.84 53.09 31.38 37.08 OOl MAR 26TH 1Q70 é9.50 69.87 61.37 61.55 64.97 57.76 53.42 45.93 MEAN 60.18 65.96 52.75 53.44 56.46 68.59 42.74 45.90 

Table 67: Table l and Table II Skill Factors for 06-12 hours for the series of test cases integrated in the parallel model experiments. Separate.Skill Factors are listed for the large scale and total precipitation ro~casts. 
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TIME PERIOD = 18-24 PARAllEl MODEl 1968 MODEl 
TAeLE l TABLE II TA8LE. l TAELE II LARGE TOTAL LARGE TOTAL lARGE TOTAL LARGE TOTAL 

12l JAN 29TH 1969 ~0.14 56.61 41.81 45.()3 69.68 71.70 53.45 53.22 COZ JUL 26TH 1~69 81.28 86.65 78.06 79.19 68.88 65.,10 63.28 53.93' 121 St:P 9TH 1969 67.19 69. -/3 54.02 55.29 78.02 .81.13 63.46 64.98 OOZ NOV 18TH 19(:9 51.95 52.74 43.13 43.57 56.95 58.87 42.90 41.87 OOI DEC 21ST 1969 46.98 48.43. 42.11 43.43 32.07 33.98 25.41 26.35 12Z O=C 25TH 1969 62.85 57.76 59.05 54.01 47.27 48.33 37.61 38.16 OOZ JAN 25TH 1G70 87.20 85.74 71.71 68.09 93.92 101.69 72 • "','. 73.29 OOZ JAN 27TH 1970 62~e6 68.57 60.00 62.86 70.23 78.80 55.14 58.00 OOZ JAN 28TH 1S70 70.90 63.41 54.23 43.79 8L~. 57 110.95 55.36 66.42 OOZ f-1AR 3RD 1970 62.37 74.34 47.67 52.20 63.34 78.39 43.71 50.79 OOZ MAR 26TH 1970 6~.42 65.80 58.77 58.40 60.53 57.82 53.83 48.02 M'2AN 64.28 66.3/t 55.56 55.13 65.95 71.52 51'-50 52.28 

T~,ble 68: Table l and Table II Sldll Factors for 18-24 hours for the series of test cases integrated 
in the parallel model experiments. Separate Skill Factors are listed for the large scale 
and total precipitation forecasts. 
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TIME PERIOD = 30-36 
PARAllEl MaDEL 19'68 MaDEL 

TABLE :I ,TABLE n TABLE l TABLE II 
L.~RGE TOTAL lARGE TOTAL L.C,RGE TOTAL lARGE TOT.~L 

12l JAN 29TH 1969 80.33 80.18 60.32 59.12 79.62 84.38 61.94 64.30 
. 

OOl JUL 26TH 196~ 92.59 98.55 87.62 90.62 '91.32 81.24 82.08 67.17 

12l SEP 9TH 1969 15.61 76.89 66.76 67.40 70.90 81.08 59.95 64.44 . 
OOl NUV 18TH 1969 45.23 43 •. 07 40.66 38.38 45.45 46.64 34.91 35.52. 

OOl OEC 21ST 1969 71.64 71.64 66.47 66.47 56.27 63.50 43.91 47.10 

I2l DEC 25TH 1969 80.97 78.18 76.16 73.92 85.23 88.01 67.03 68.40 

OOl JAN 25TH 1~70 70.46 14.12 61.83 69.64 75.26 75.41 65.67 '63.7'1 

ooz· J~N 27TH 1~7C 80.06 84.00 76. [2 7~.09 ':37.57 95.45 60.27 64.22 

OOZ JAN 28TH 1970 48.53 52.73 37.51 39.58 64.38 86.23 43.74 54.66 

OOZ MAK 3RD 1970 91.01 92.02 65.89 65.78 68.65 82.81 49.60 56.68 

OOZ MAR 26TH lÇ7C Q9.80 9H.15 85.05 82.95 90.25 100.00 71.75 76.65 

MEAN 76.U2 77.23 66.45 66.54 14.08 80.43 58.26 60.26 

Table 69: Table l and Table II Skill Factors for 30-36 heurs for the series of test cases integrated 
in the parallel model experirnents. Separate Skill Factors are listed for the large scale 
and total precipitation forecasts. 
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TIME PERIOD = 42-48 PARALLEL MODEL 1968 MODEL 
TA3LE l' TABLE II TABLE.I TABLE II LARGE TOTAL LARGE TOTAL LARGE TOTAL LARGE TOTAL 

12l JAN 29TH 1969 99.16 99.76 79. 1+9 18.15 127.63 133.56 95 •. 08 97.99 OOZ Jut 26TH 1969 112.63 109.15 104.22 96.69 97.72 67 •. 91 90.35 49.23 I2Z SEP 9TH 19f:9 88.50 88.50 81.18 81.18 106.62 1·10.87 92.13 94.22 OOZ NOV 18TH 1~69 89.69 90.32 81.92 82.23 78.72 80.63 61.42 62.40 OOZ DEC 21ST 1969 65.'01 65.67· 63.49 63.84 60.87 63.42 49.83 51.10 l21 DéC 25TH 1969 82.50 82.50 16.45 76.45 81.26 17.69 73.72 10.20 OOZ JAN 25TH 1970 58.99 58.99 55.56 55.56 83.36 86.49 68.39 ·69.98 DOL JAN 21TK 1970 71.41 11.64 68.07 68.18 100.00 100.00 71.92 71.92 OOZ JAN 28TH 1Ç70 65.93 65.15 53.21 52.01 19.12 85.11 53.66 53.66 .OOZ MAR 3RD 1910 Sl.C8 81.25 61.12 67.20 93.99 91.55 76.98 18.29 OOl MAR 26TH t910 117.39 119.99 95. y; 96.62 132.78 135.33 105.37 106.64 MEAN 84.81 84.81 75.10 74.37 94.73 94.47 76.'26 13.24 

Table 70: Table l and Table II Skill Factors for 42-48 hours for the series of test cases integrated 
in the parallel model experiments. Separate Skill Factors Rra listed for the large scale and total precipitation forecasts. 
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TIME PERlOO = 00-24 PARALLEL j'100EL 1968 MUDEl 
TtlSLE: l TABLE II TABLE r. TABLE II LARGE TuTAL lARGE TOTAL LARGE TOT l\L LARGE TOTAL 

12Z JAN 29TH 1969 31.33 30.59 28.23 26.31 32.91 33.23 24.94 23.21 OOZ JUL 26TH 1~69 '10.27 60.06 68.41 58.21 50.14 40.43 48.20 35.27 121 SEP <;TH 1<;6q 48.45 49.54 45.61 45.85 43.98 45.21 41.34 41.06 DOl NOV lUTH 1969 3~.66 42.50 34.56 35.40 32.88 33.22 24.34 21.42 . OOI DEC 215T 1969 31.35 28.00 28.28 24.81 42.69 33.32 23.59 24.6(> 12Z DEC 25TH 1969 51.64 55.39 4·9.54 44.61 34.13 35.11 28.01 26.44 COI JAN 25TH 1970 52.<;1 61.09 41.16 52.53 56.C5 13.14 46.55 48.29 
. 

00Z JAN 21TH 1970 62.98 79.26 54.56 61.53 56.00 85.26 42.47 51.95 OOZ JAN 28TH 19'10 58.81 74.16 51.41 55.09 51.83 90.81 40.92 56./ .. 2 GOZ f-1AR 3RO 1CJ70 49.22 53.85 43.87 43.30 30.04 31.07 21.04 26.19 OOZ MAR 26TH 197~ 54.94 59.01 50.61 51.1B 40.13 45.06 35.19 36.06 MEAN ~0.69 54.50 45.61 45.35 43.45 50.23 34.84 35.54 

Table 71: Table l and Table II Skill Factors for 00-24 hours for the series of test cases integrated 
in the parallel model experiments. Separate Skill F'actors are listed for the.laree scale and total precipitation forecasts. 
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TIME PERlon = 12-36 
PARAllEL MODEl 1968 MODEl 

TABLE l' TABLE II TABLE l TABLE II LARGE TOTAL LARGE TOTAL LARGE: TOTAL LARGE TOTAL I2Z JAN 29TH 1969 37.S7 40.47 32.28 33.27 ' .. 9.16 51.47 40.39 41.48 . 
OOl JUL 26TH 1969 82.24 H1.27 79.31 77.60 68.07 47.62 63.85 41.13 .' 

I2l SEP 9TH 1969 56.52 59.57 54.50 56.03 60.55 64.15 56.19 57.98 
OOZ NOV 18TH 1969 49.63 48.72 42.59 39.51 48.55 46.93 34.78 31.79 
OOZ DEC 21ST 1969 46.35 46.35 . 43.86 43.61 33.66 32.02 30.67 28.51 
12~ CEC 25TH 1969 62.74 6':).73 60.52 62.02 52.59 54.59 47.10 47.35 
OOl JAN 25TH 1970 72.59 73.74 67.03 66.85 ~8.80 67.97 51.13 54.01 
OOZ JAN 27TH.1970 70. '+9 72.14 68.05 68.84 55.88 56.55 46.78 45.48 
OOZ JAN 28TH 1970 41.42 45.69 36.01 36.41 57.14 80.78 38.88 49.74 
OOZ·MAR 3RD 1970 47.14 56.33 38.65 42.53 35.06 45.11 28.97 33.21 
OOl MAR 26TH 1970 68.00 73.29 62.27 64.62 51.93 57.25 44.0tJ 46.43 

MEAN 57.74 60.30 53.19 53.75 51.94 54.95 43.95 43.38 

Tabla 72: Table l and Table II Skill Factors for 12-36 hours for the series or test cases integrated in the parallal 1'I1odel experil'llents. Separate Skill li'actors are listed for the large sCl11e and totRl precipitation forecasts. 
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TIME PERIOD = 24-48 
PARAllEl MaDEL 1968 MaDEL 

TABLE 1: TABLE II: TABLE 1: TABLE II: 
LARGE TOTAL LARGE TOTAL LARGE TOTAL lARGE TOTAL 

12l JAN 29TH 1969 59.50 60.18 47.51 45.72 70.15 73.38 57.81 59.45 

OOZ JUL 26TH 1969 <H.26 91.40 91.73 85.24 70.59 55.07 65.76 45.42 

12l SEP 9TH 1969 83.92 85.55 79.48 80.29 77.71 81.99 71.10 72.86 

OOl NOV 18TH 1969 57.81 55.77 53 ~ 19 51.09 47.25 48.20 40.15 40.63-

OOl DEC 215T 1Sé9 ~4. 79 54.79 53.78 53.78 33.tB -37.01 31.34 32.93 

I2l OEC 25TH 1969 67.90 67.90 6.6.79 66.79 51.99 55.18 47.70 49.27 

OOl JAN 25TH 1970 62.29 63.76 58.91 59.65 60.05 64.16 53.02 54.28 

OOl JAN 27TH 1970 57.67 59.65 56.84 57.83 46.01 51.98 35.98 38.98 

-ooz JAN 28TH 1970 37.05 39.53 30.99 31.89 52.34 63.50 38.64 41.18 

OOZ MAI{ 3RD l<HO 64.14 69.51 54.33 ~6.32 60.73 65.26 52.90 53.99 

OOZ MAR 26TH 197q 72.31 73.77 65.27 65.60 81.03 85.03 64.73 66.73 

MEAN 64.97 65.62 59-.89 59.47 59.24 61.89 50.83 50.52 

Table 73: Table l and Table II Skill Factors for 24-48 hours for the series of test casés integrated 
in the parallel model axperiments. Separate Skill Factors are listed for the large scale 
and total precipitation forecasts. 
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35.1 The case of 12Z JalL22.th 19.22. 

500 mb l\.l".alvses (FiS. 15): A major trollgh over Nevada at initial time 

moved l'apidly across the continent to south-eastern Hudson Bay by l~8 hours 

lat.er. A second trough approaching the Hest Coast at initial time had 

1Il0ved to Utah by verifying time. A trough originally over Hudson Bay moved 

to the southern tip of Greenb.nd. A cold Im1 over Keewatin at initial time 

hrui l!lo'\,Yed to the Davis Strait,s by 12Z Jan 31st. There were tHO slm'1-moving 

cold lows over \-lestern Canada. The lovr in the Atlantic off Nova Scotia 

drifted south-castwards during the periode The sock-lik~ appenda~e 

pl'otruding soutl1"A'ards from the Atlantic lOVl is an unreal Feature generated 

by the objective analysis scheme. The prognostic chart \-1hich formed the 

first guess field for the analysis 'movcd the t-lhole Atlantic trough too 

slO!ily, 50 that it lay significantly west of its true position. In the 

northel'n part there uas sufficient data for the analysis t~ adjust the 
. . . 

tl'ough O"o{'el' to its correct position. but in the south(~rn part ';There there 

",as no data the trough retained'its first guess position. The nBH trough 

ovel' the "Jest Coast at verify1.ng time originated froM the Aleutians, though 

the an:tlysis did not really catch it till tl-1elve hours after initial t:Llle • 

. ~lliLmb AnalysE!l?_Jr=~~).: The principal fea~ures are s:i.milar to those at 

500 rob, except for.slight phase displacements. Over the Atlantic, as at 

500 l'lb, the initial time analysis still reta1.ns the first-guess field 

position in the soutl1'3rn no data areas, but. catches the true position in 

the norlh~rn portion , ... here there a.re some reports. Over the northern 

portions of the chart, Hhere the 200 mb is d~ep :tn the stratosphere, it 
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- is mora difficult to relate thp. features to those at 500 mb. 

§;i0 mb Anal~es (Fig. 31): The situ~tion was more COlllplex at 850 mb. 'IWo 

lCMS could be resolved over Hyoming and Utah at initial time. The 

southernrnost of these tracked ~cross the Gr-eat JAkes to just Hest of the 

Gaspe peninsula_ by 48 hours. The lo.-l frorn northern Hyollling moved to 

south-eastern Hudson :gay by 48 hours t ",here it merged with a third loti 

which originated in Alberta. The low off the Hest Coast at initial tillle 

'" movod to No~~h Dakota by verifying tim~. The Atl~ntic l~~, like its 

500 mb counterpart, drifted southeastl-lards du:;.~ing the period i i t was 

scarcely discernible at initial time, but deepaned 1:Iy 13 dk!1} in the first 

24 hours, presumably the result of ocean hea.ting umler the co1d leM at 

500 mb. At verifying time a 150 dkm lO\-I cent.re shOt,Js up off the coast of 

Lot-ror California. 

200 mb An.~mes .(Fir;. JL!;l: The situati.on is interlilediate betueen 850 mb 

and 500 mb.-

• The paralle1 Woodel caught the depth of the 

Hudson Bay low much lllore accurately than the 1968 model. It placed a 

522 dkm 10V0Y just loTest of James Bay, whereas the 1968 mode1 merely carried-

a very weak trough slightly farthel' l-rest; - ~he actual lcn-r centre loTas 504 

dkm avel' south-~Yestern Hudson Bay. The parallel mode1 deer..ened tha toe 

of the sock feature in the Atlantic and moved it out of displ~y a1'92.; 

the 1968 model just s!l1oothed it out 'tTith time. Neither model predicted 

anything off the ~·!est Coast at 48 hours. presu!llab1y because nothing was 

present in the initial analysis. In the south-western U.S. the parallel 

model did a better job of identifying th~ t~o cur1'9nts evident on the 

verifying ch!lrt. The p:u-allel Model failed .to.predict the easblard 



progression of the Keei·mtin loto1, but it handled the two sl0'\01 moving lavIs 

in \oTP-stern Canada not too badly. 'r~e 1968 model TIlove4 the Keewatin low 

reasonably \oTel1, but lost one of the lrn-l centres in l-restern Canada. 

ggo ln..Q Foz:~casts JEig. î~l: Tho Hudson Bay trough ,,,as predicted to lie 

450 nautical miles l'lest of its actual position in the parallel mOdel, 

but 600 nautical miles too far east in the 1968 ·ulOdel. The trough in the 

south-western TJ.S. l-laS predicted dead on target by the parallel model, 

but 600 nautical miles too far east in the 1968 model. Th~ northern 

part of the Ath.ntic troueh 'ITas moved 150 nautical miles too far east 

by the parallel model, but iOO nautical mUas too far east by the 1968 

model. 

~~b ~Qrec2sts (Fie. î31: The parallel model predicted the merging of 

the ',l'yomS.ng and Alberta lm·rs, but 12 hours sooner than i t actually 

happened; ~he final depth ... ras 120 dkm, very close to the 2.'?tual depth of 

118 dkm, but the final position 'Has 250 nautical miles too far south-'t-Test. 

The 1968 model did not catch the marger of these byo 1ows, and predicted . . 

a final depth of 136 dkln and a n.nal position 1~50 nautical miles too far 

southt-Test. The- parallel model almost caught the position of the low that 

ended up in Horth Dakota, but f;d.led to catch its amplitude. The 1968 model 

failed to c~tch either position or amplitude. In the ~tlantic the circulation 

around the spllrious developmcnt from the sock-like feature in the initi.al 

500 mb annlyois shm'ls up at the edge of the parallel model chart; this 

development W1S greatly acccntuated by latent h~at effects. The parallel 

rrl~el caught the Pacif:\.c deve10praent !tdth almost perfect positioning, but 

the 132 dklll lmf off Low!3r California is 18 dktn too decp. This is partly 

an analysis problem, but it 1.5 also another· example of the over-effecti.veness 



of the rel~ase of latent heat in warm air. Both models failed to catch 

the Hest. Coast low l'ihich originated in the Aleutians, again probably 
, 

because of an analysis problem. IIowever, the parallel model did catch 

a \-Teak t.rough slightly out to sea, whereas the 1968 did not really shO\~ 

any such feature. 

~mb Forecasts tFiR. 2~1: Tho situation i5 intermediate between the 

850 mb and 500 mb. In the paralle1 model their is sorne inconsistency 

~etween the depths of the Hudson Bay lœi at 850 and 700 mb. 

Precipit~tion 00-24 hours (Fig~_: The 0.25 and 0.50 inch precipitation 

areas in the central U.S. and on the Hest Coast look more realistic in the 
'. 

forecasts of the pa:r-allel model than those of the ·1968 model. Hm'1ever, 

the 1968 model does a shade better with the 0.01 inch line on the map 

as a l-Thole. Consequently, there is not much difference in the tl-TO sets 

of verific~tion scores. 

œQ.ill:i..tat~Qll...~~':.48 ho~_<.E...i?. 381: The forecasts of the parall~Ù model , 
are clearly much better than those of the 1968 model, except in the SH 

corner of the U.S. where too much rain moved in tram the excessive 

develo~aent in the Pacifie. This superiority reflects in the verification 

scores. 

35.2 The ~ of OOZ~ul 26th +~ 

l~o chqrts are shcMn for this case. An old 10l,' south of Hudson Bay 

at initial time moved to TIorthern Quebec by 48 hours later. A baroclinic 

"'Rve ovel' l-1estern Canada at initial tim~ SltTU.ng dm-1n quite rapidly to the 

Great Lakes by verifyine time. The parallel model handled this development 

quite poorly bec:luse the seasonal variations in t.he control coefficients 



, led to too 'vleak a linkage between the levels in summar. The 1968 model 

did only slightly better., This 'fias one of the rew sur.nner cases in which 

something Ïil'Geresting happened OVC1' the continent. So in a sense it Vias, 

a mistake to pick it as a test caRe. On tn~ other hand~ it Aerved to 

demol1strate that the ~ontrol coefficients must bestrong enough to a110'.'l 

developments to occur ln surnmer. No'~e that this is the only case fol' v/hich 

both the threat score a'l1d the skHl fé'.ctor evaluations indicate the to'tal 

precipitation forecasts are much be'~ter than those of the large scale 

precipitation. So in this respect r at least~the test case Vias a typical 

summer one. 

35.3 The case of'12Z Sep 9th l~~ 

No chans are s!lmm for this case. ki; in1 tial timo the main 500 mb 

trougb \Vas over the Great Lakes, a.nd a secon(~,ar-.f 10Vi centre had just 

appeared at.850 mb off Cape Hatteras. The secondar,y low deepened strongly 

and movcd tip to Labrador by 48 hours. Neither model caueht the secondary , 
deveIo~nont and so both ~ets of forecaets Viere quite poor. Presumably, 

thera \Vas sorne critica1 linkage between ocean baating and latent beat effects 

noa.r initial time, and the parallel model failrd to simulate this linl{aeo. 

35.4 !!le case of OOZ lro~._l.~1.2§2. 

.22.0 mb Anal~~Fig. 40 l t A major trough ovar Wyoming at initial time moved. 
to Michigan by 48 hours later. Ueanwhile a major cold low \Vas drifting sou~h-

!lestvrards over the Arotic islands al'ld slowly filling. A second cold 10\7 over 

Great Baa.l' Lake at initial time got caueht up in the fIo ... , a.nd plunG'ed r'apidly 

down to Lake Superior by verifying time. Tbe 10w over the Pacific h3d an 

erratic histor.y as it moved through the no data areas. 
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~~m~ Analyses {Fig. 39)t A 139 dkm low over Minnesota at initial time 

moved northeastwa:rds and deepened rapidly to end up as a llt5 dlon lo\'{ over 

James Bay 4B hours Iater. The cold low ov&r the Aretic islands drifted 

south-eastwards \iLth its 500 mb counterpart and filled. The second cold 

was barely discernible ovel' Great Baar Lake a;~ initial time, but can be 

tracked on later charts to appear as a well-defined trough south of Lake 

Superior at vel'ifying time. There appeared to be two Iowa in the Pacific 

~d each had a separate historYJ however, there was no consistency about 

which was dOMinant. 

200 ml> For~casts (Fi~~ 4~Lt The parallel model moved the major Great . 

Lakes tl'ough too fast so that by 48 hours it vms 250 nautical.milcs east 

of its actual position, the 1968 model moved the sarne feature too slow so 

that by 48 hours it vms 150 nautical miles west of its actual position. 

Both models predicted the major co1d low ovel' the Arctic islands to drift 

slowly east\vard, i. e. almost opponite to the true direction, and fi1l • 
• 

Neithel' model handled the Great BeaI' Lake cold low very VieIl, as neithfJr 

caught tho rapid plunge south- eàstvm'.'ds. Howevel', the parallel mod.el 
. 
retained the feature as a sepal'ate enti ty, whel'eas the 1968 me!'ged i t wi th 

the ~roat Lakes tl'ough. Both models handled the Pacific lorr more 

reaIistically than the analyses, but did not agr€o with each other too weIl. 

Coincidentally, the verifying position ie mid-way between the two forecast 

positioniJ. 

~o mb Forecasts (Fig.39t! The pal'allel model gave a very accurate 

prediction of both the position and depth of the James Bay low centre. 

The 1968 model only p!'edicted a broad trough o~er Hudson Bay. As far as 
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the other f~atures of interest are concerned, the inadequacies of the 

500 mb forecast are reflected a'~ 550 rob. 

, 
E,reci;pitatioE., 00-24 hours JFig~ 4ll;. 130th forecasts were qui te good. The 

paraDel model gave a botter structure for the main precipitation area 

southi",'ard from the Great Lakos, but. failed to Jink the tV/O precipitation 

areas toge'liher over Alhel't.n.. 

~c_ip'i t~ion_?4-4e hours J.E~&.. 42):. Both forecRst8 were reasorLa.bly good. 

Hov-:0ver, in this case it was the 196B model wh:.1.ch gave a better structure 

to the main precipi tatioi'l area, thougb this was rnal'~"'ed slightly by the 

gross over-forecasting ovel' Texas e The parallel model a,gain. failed over 

Alberta. Bath models extended the precipita.·tion area rnuch too. far south 

ovel' the West Coast. 

500 mb Analyses (Fig •. hS): A. cohl 10'''''' dr~.fted south·-ea$t't·mrds ovar James _ ...... _--~-- .,.,...... 

Bay dur:i.ng the periocl. A second cold lot·, 'Ha.s quasi-stationary over northern 

Baffin Island. A series of short \-Tave troughs l'Tere moving in ·the maln flcw' 

aero!)s th!; contin(mt. One l'loved in' rapidly from the Pacifie to end up o'1er 

Kansas at ver:i.fy'lng t.:1m'!. A second started out over Kansas and rno'led to the 

East Coast.. A third origin;;ted vff the gast Coast r.nd swung round to south 

of Greenland. A fcurth from '-1el). O'lt in the Pacifie end8d up off the West 

'Coast; tJ:lis Rppeared to be p:1rtiaJ.ly a~soci~ted Hith a low \Jith an erratic 

history. 

200 b A 1 ( ..... 11") • Ill, m'
a 
tses l' :\.~~~: A st.ationary trou~h over Ungava "las ~lelJ. in the 

stratospr.srr~ • Ftlrt.h~:..· south ,over the lI.S.. short W2.'10 t:rOUg}i~ moved alon~ 

in apP·opriR.te ph;;s~ l:'(~lat:i(ll~ship~ ... dth their COlmtCl'parts at 500 r.lb. 



S50 mb A.n~1V"s5s (Fig. 41): The low off the ~'[est Coa.st at initia,l tirae 

~rac~ad rapidly east-southeastwards to Kansas City by verifying time. The 

1o." ovar Oklahoma at initial time moved to Cape Cod by 48 hours, and 

deepcned from 139 dkm to 120 dkm as it went. There was no evidence 

.:l:atsoever of a secondary development. The low in the Gulf of the St. 

La~Tence at initial t~~e moved to a position southeast of Greenland. There 

l'~~S no ev1.dence of a splitting into two centres. By 48 hours a new 101-1 

nad arrived Hest of Vancouver Island, but its history was a complete mix-up 

"11:1c:' di:i not make any sense at all. 

700 ~b Anqlvsds (Fig. 44): The situ~tion is intermediate between 850 and 

500 rob. 

seo :;,0 Foree!? sts (Fil7. 45): Both models handled the cold lows in about the 

sa.'1le way. The depths were predicted about 12 dkm too high, and the J amas 

i3ay lOi'; v:as li'loved eastward rather than south-eastward. The trough which 

actu~lly ended up over Kansas was predicted by the paral1el model to be 

300 nautical miles too far west, and by the 1968 model to be 400 nautical 

=11es too far ~:est. The trough which actually ended up over the East Coast 

was predicted by the parallel model tobe 50 n~utical miles too far west, 

anr. oy the 1968 model to be 350, n~utical ~les too far west. The displa.cement 

of th .. ? Green1and trough 'toTaS predicted br:rtter by the 1968 modal, but the depth 

be:.'ter by the parallel modal. Neither modal caught the second Pacifie trough. 

?C~r.:i':) !-orec;>,sts (Ft"". 46): The stratosphcric ree;ion around Ungava was handled 

sliGhtly better by the para11el modal. ~he Kansas trough was predicted )00 

na'.:.':.ical miles "'lest of its true position by the parallel, modal, and 1000 

n~u~ical miles too far east by the 1968 modal. The East Coast trough was 

pr~àicted 100 nauticéll miles \olCSt of its true position by the parallel model, 



-
and 550 nautical miles too far east by t~ 1968 model. The Greenland 

trou eh .Tas ::>redicted 200 nautical rr.iles ,,"est. o~ !.t.s true position by the 

parallel model, but 800 nautical miles east ~ the 1968 model. 

850 mb FOl"~casts (Fig. 41): The 1968 t:o:ie:' èid not. do very well \-7ith this 

case. The Kansas City and Cape Cod lOt·:s À"ere predicted to be weak broad 

troughs which had depths 15 to 20 dkm toc ~i&~ and locations 200 naut.ical 

miles too far west. The 1968 model is inca~ble o~ predicting ~ secondary 

development. The lOtv from the Gulf of "t.he St. I.a'·'Tence loras predicted to 

track the wrong side of Greanland, though ~e~ ~as slight evidcncc of a 

splitting. The Vancouver Isl;:md low was ""':;'ssed a1.together. Theparallel 

modal 't·rent sadly astray in different ~;a:7S. TI:e rea11.y devastating thing 

that happened was in association w:ith the Cape Cod 10.,1. A secondary 

development took place south of Cape Iiatte~ at 24 hours and by 48 hours 

this nE'W lo.,r had taken over as the main cent:-a of~ the East Coast. This 

was precisely the t~~e of thing whic~ the author had previously tried to 

simulate in about half-a-dozen experiœe~ts 4itb the Sept. 9th case, but 

without success. The reason for the secondary develop."Ilent wa's that a very 

weak trough in the initial analysis ~r.as a~~~ied strongly by latent heat 

feedback. This is another good ex~ple o~ ~he over-sensitiveness of the 

p~rallel ~odel to the rel~ase of latent heat ~ very warm air. Thè Kansas 

City 10'W .,ras handled quite 1.:ell; the p<,-=~::..el ltodel managed a 130 dkrll 

cE:ntre. a mere 4- dkm too high, and placed :i"t about 200 nautical miles 

northHest of Kansas City. The lou froc: 'the ~.ùi' of the St. Lawrence 

undeniahly split into two as it é:.pproacheè. th-e tip of Greenland at 36 hours, 

éI.nd one lovr vent eithcr side. Again this i.s 'the t;ype of thing that sometimes 

happens in the rcal atmosphere but ra.~ly ~~ a model. 50 it was rather 



disappcintine; to have it happen in the model but not in the atmospho:.·e. 

7ho Vancouver Island l~Y was also missed altogether by the parallel rr.odel. 

700 mb Fo!'ccasts (FitC. l.j.L;.): Again the situation is interrnediate betVleen 

850 and 500 mb. The secondary development shows up at 700 mb as 't,rell as 

&.t 850 mb. 

Pr'::;ci'.Jitat1on.-9.Q:..=?.lt...hours (Fig. 47): At first gl;:.nce the main difference 

betv;een the "two forecas"ts i5 in the area centred on the state of Hississipi 

Hhere the.: 1968 model produced a better forecast of the hcavier precipitation 

m',,,as. ~:o l,recipitation Wr'iS predicted for Florida, 50 the secondary 

dcvelol)\i1.::.:r.t did not beein till the very weô.k trough over Florida at 12 hours 

h"là r.1ovcd out to sea. The parallel model forecast fared slightly better 

io:i th both kinds of ver:l.fication scores. 

?r:ci~:i+,ntion 24-48 hours (FiK. 48): Here the East Coast area is a disaster 

fo:,· the p;J.rallel model because of the secondary development. The excoessi ve 

eddy diffusion coefficients in the vertical motion computations of the 

p"lrallel model made thp, predicted precipitation area too small ovcr Kansas, 

thouch the centre vras nicely on target. The 1968 model correctly· predicted 

very lieht precipib:r.ion for Alberta and Saskatchewan, but the parallel 

~odel failed to do so. 

35.6 Tr.,~ c:.tS~ of 127. Dec 2~th 1969 . 

500 i7lb J..r,:.l;LSeG (Fi!". 51): A. low north'Vlest of Lake Superior at initial time 

d:':r;pcd dom"! to New Jersey by verifying time. A low off the Hest Coast at 

ini tial tirr.e ~'QS just leavin~ 1';yoilling nt 48 heurs; it was closely followed 

Ojr a secondary troueh about 300 nautical miles upstream. A trough over the 

Gulf of St. Lawrence nt initial tiIne moved to the southe'ast of Greenland. 



A cold low remained quasi-stationar,y over northern Baffin Island. 

200 mb Analyses (Fig. 52): There are three troughs in the main flow which 

progress eastwards in step with their counterparts at 500 mb. The West 

Coast trough a180 has a double structure at 200 mb. The growth in amplitude 

of the main troughs over the continent makes a startling change fram zonal 

to l1leridiona1 f10W' during the period. 

850 mb Analyses (Fig. 491: Lows from norlhwest of Lake Superior and Arkansas 

at initial time merged together at 36 hours to produce a deep low over Cape 

Cod at 48 hours. Or perhaps it wou1d be more correct to say that a 

baroclinic development on the southern low swamped its northern companion, 

which was essent1a1ly in phase with the low at 500 mb and therefore a cold 

lot1. A low off the v.lest Coast at initial time moved to North Dakota by 

48 hours. And a new low had appeared during the period and ended up over 

northern Texas. A low south of' lIew:toundland at in1 tial tim~ moved to 

southeast of Greenland and deepened as it went. 

700 mb Analyses (Fig. 50); The situation was intermediate between 850 

and 500 mb. 

500 mb Forecasts (Fig. 51): The parallel model moved the low from Lake 

Superior off in the wrong direction so that it ended up over northern 

Quebec instead on New Jersey. Nevertheless, Oit carried a wel1-defined 

trough to just off the East Coast. This wou1d have been a reasonab1e 

forecast if it had been on position; unfortunately, it was not, it was 

300 nautical miles too far east. The 1968 model 10st the original low 

quite rapid1y, but predicted the final trough position dead on target over 

New Jersey. Neither mode1 ~rforms too badly with the West Coast troughs, 

though bath 10se much of the detai1. In the parallel mode1 the stationar,y 



..!..(; - C·, ... " ;·:o·{'"é.::~:r~ Baffin IsIA.nd eets smoothed too hea~ily by the special 

:"C'i;' -,!'o:ç;opa-..:.sr. eddy d,:i.i':'u.:.ion. The parallel modal fares best 1dth the 

The parallal model moves the NeH Jersey 

t:'ou[;r. 1.50 miles too far east, and fails to catch the increase in a"llplitude. 

TI:e 1968 lT.odel moves tte same feature l20C miles too far east. Tho parallel 

ï,:.:::,èel r'etains the double structure of the • .. ~est Coast trough throue;hout the 

::O:::-C:CO.st :parioô." though it has almost dis2.::?peared by 48 hours, and p:::-edicts 

O,' ·.i. 0f th.;:):'.). to Ce about 100 miles too fa:- east at verifying tiret:!. The 1968 

l.:' )::,,:dict,~d n""ar:'y 2000 nautical miles too far cast; and the folloA"ine 

.:. '; ~h,,:':--:~~:ar.~: -:-,:.~oug:·, lOCU-:' 1,50 nautic",l r1l.iles wes'(, of its true :;>osition, the 

.... - .,.-::. 
-Jo'; .::.... ... 

but 12 hours sooner thn..1 in the real , -
a-r..:~1.C~9·".l.~:"e. :-=..:~~ 

fIat troush, "ou't it l·;as /redicted on the tar[';et. The para:lel :-cacial al30 

f.'l:c'ed :;corly viith the Hest CO.:.3.st lo~ ... ; it 't-;as only able te resolv€ a trouzh 

:ï:r 24 hours, 2.nc1. this t·m,s moved 400 n<].utical miles too f.:..r east oy '-;.8 hours. 

'1':-:03 1968 model did a bit better with this feature. The paral1<-~l lüoC:01 

predicted a better position for the Greenland lO~l, but .th8 1968 moèel 

p~edicted a better deptt. 



e B_..!!':.9 ForAc,,::ts (Fig 0 5Q)..J.. Again the situation was intermediate betHeen 

8.50 and .500 mb. 

?r.:-:cipit.,gt5.on 00-2L~ hours jFtfl'o .5:1: This was the beginning of theZo.mous 

Cllri~ü·.as storm torhich dumped t .. ro feet of snow on Montreal befora i"'c had 

:inished. The 1968 model does very well indeed because t:.is is the extreme 

type of situation when consistent over-forecasting pa~~ off handco~ely, 

as it did during the original development work which dealt mostly v:ith 

e;·::trema cases. Nevertheless, the parallel model foracast 1s a pratt y 

good one t.co. On the ~';est Coast the p9.rallel model catches the deta:iled 

prl-:,':.erns muer. better th,,?n the 1968 modal, but loses out on the positionine 

~f t.be 0.01 :l:r.L"'-"-':. .. line .. 

Neither model preà.icteà. the northern 

!j.;~1et:L".::,tion of the 0.5 inch line well into Quebec J and it is ac"cually quite 

:.:.:'fic\llt to decide v:!:.ieh forecast. was the better. 'l'he pCJ.~allel r::odel failed 

.. é.::..l:'J" vlith '~he 1J.ght precipitation over the western U.S.; this \-ras 

.. ~frJi.bly cccause of the excessive eddy diffusion coefficient :in the 

..... ,.! -T",.: :::"~!?!iL.P: Gaz Jar, 2~th 1970 

~.(.~~< ... ;.~~ >r'<-3 ~F~ .... , l)6): A 'major eold 10:'; was driftine very slO"i,ly 

\ ..... :. of the :·:?ritimes a'c initial tima, :md. 2. fou~th was mcvi;1g up on t!18 

~·'(.:;t Co.~ .;.-:-. .::~:. 48 hours. 

Th~ sama cold 10',r as at 500 rr~b shc·~·eè. up just 

north of ~udson B~y, but it did not appear as intense as at the upp2r level 



bec;ausG t.he air was extrerr:ely cold. The same four short wave trough5 

ap:-:3areè é.:.t 8.50 mb as at .500 rob. The one 1\'1:ich started out off the :!:ast 

Co~st at ini~i~l t~~e first deepened é.:.nd moved rapidly north-eastwards. 

tf.on üle lo~·r centre occluded out and became more slm., Tiloving. Tl:e lOH 

o~~.r>C:·lf; '·.:clst Coast at verifying time had an irregular history. 

~:~,'-:,_~~"'-:. rorp.cp.sts (FiF;. 56): The parallel model handlAd tJ::e major cold 

;.0". .<"'..c. '.:.1:.a feur short wwe troughs slightly better than the 1968 modal. 

lr.. !-,,:;yr~ _';'...:ar, the arr:plitudes of the two short v1av,,:s crossing the continent 

are sti:.: -:::":.33,!'ly evidc:,.t in the 48-hour i'orecasts of the parallel modal, 

,;'hf::reas ::: t:::<es a good de'l1 of ir.meina.tion to 10cate them on tho.se of the 

1968 ~::O(:':",::'. l'his i5 one 0::' the case::; ~;here the para11el model p:;.~edictio:1 

of the cold J.mr s'Ilffers from the extra. eddy diffusion ef.::act.s insert.eci 

"": -:.n .~ lo,,? trc.poYlause. 

dC:] ',--:b Forec!:)~ts (-:"j,()". 5'i): The para11el model h~:-:.dler.1 the lo~·: v:hich 

èndeci up over Nova Scotia significantly better than the 1968 modal. 'l'he 

:x'.rallel model vTas a sh'1.d0 too f:l.st ~::ith the trough that ended up over 

~~.ke Super1o ..... but t:,,:? 1968 modal had wo .... se troub10s witt the same f0ature 

':lGC8USe it ,.,...as o'..!tstripped by t1:e .500 mb trough and just about lost :"ts 

am?)} it·.lde ir: t:-:G process. Sur:9rising:y, the parallel model scor0S VE::7 

.. :el1 ~,;itr, ~h.;; J.0'i7 off the ';[est Coast at verifyine time. Tr.is lo~': ~;a(~ 3. 

vlel1-defin8è. history in the parallel model, but appeared almost o·J.t of 

no .. rhere :'.on the objective an;ùyses. 

Precijj..t.ation 00-24 hours (Fi;!. ')72: It i5 interesting to sec that. the 

.Objec~ive Analysis fails to resolve two separate lines of precipit.ation 

over the Prairies, except north of Lake Superior. Both moàels predicted 

very lit;ht snow south of the huge colà lerl' v:hich dominates the m;:o.p, but 
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'(;0""6 apr.·ears to !'lave beer.. reported in this area. Both models predicted 

too :,1\;'cl'. :)recipitation sout.h of the Great Lakes. though a 0.23 value '\olas 

:,t-::po!'ted. Orl. t::c Hhcle the paralJ.el model fore cast looks a bit more 

~'('Jab,sJ.:.ic tnan the one from the 1968 model. but there 1s not much ta 

c:.oose 'jetween them. 

h~p.c:'n~,t-,,\J:ion 24-48 hours (Fir'. 58): This 't-J'as not a very successful case. 

?.j"t.i: r.ïo,:els predicted a moderately intense tVlximuTIl to the soutb-east of the 

û::,~r:at. I..~~ŒS. an area in ,,;,hich no precipitation was actually reported, 

-~.t.hOUS:1 amoun-:'s in the vicini.ty of 0.50 were reported just to the north 

... ~-,j just to tf.€: sOUt:-l. -1he actual precipitation over the southeastern 

'G.s •• :as largely :'rontaJ.. .:;,nd probably 'tolould have been caught by both moclels 

if it had occurreè in the first 24-hour periode In spite of the vastly 

:.. '",~erior heigc.t i'erecê.st by the parallel model off the Hest Coast, the 

~.;·58 :nc'~:31 produced a be't.ter precipitation fore cast in that region. 

3.5.8 ':.'h~ case 0: .... OOZ Ja~ 27th 1'1ZO 

The flovr ,-:as demi."'lated by an int,ense cald 

r-eriod, filJ.i:'l3; ireJl 456 te 466 dkm as it. went. Of particular in"'e:"cst 

..:.50 the sr.ort ... ·,ave off -:h€. '~';est Coast at initial time. This moved to 

South Dakota b~r OOZ Jan 29th. 

The Southam.pton Ish.nd vortex Has mueh less 

i:-: .. er.se because it '·ms in the stratosphere. At initial th~e the \'!est 

Coast trough was or.:'y 50 v.iles Hest of its 500 mb counterpart. but by 

L~3 :"lO'.:..rs later the s~acing vTas 280 miles. \'lhile the phrJ.sing of the 

i:1itial time analyses !.1ig~:t have been dubiolls, because the short wave 
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~~s over the ocean, ~he phasings of the later charts should be accurate 

er.ough and these confi:rnl a gradual increase in the spacing. 

2.5.0 me fmalyscs (Fig. 59l: The Southar.lpton Island vortex was ïnuch less 

i~"ltanse because the air W;lS extremely cold. A well-defined low centre 

~~!,Q.cked from the Hest Coast at initial time to the Great LalŒs by 48 hours 

and 350 mb. 

5.(':; "'1:) 1?orecasts (..Fip'. 61): Both models filled the cold vortex over 

SOt:.tha.:npton Island to 476 dkm, but the 196.'3 modal was dead on the tar~~et 

·...,ith ·ch<3 final position v~hareas the parallel model 't-~as slightly off. 

Cr.ce asain with this intense cold 10 .. ; in the Arctic the lm·, tropopause eddy 

diffusion hurts the paralll=}l m.odal foreeas+' badly. :-lol'rever, the par&llel 

modal had the correct positioning for the trough leading off to Alaska, 

't-:hereas the 1968 tlodel mov'3d it too far ·south. At 48 hours the parallel 

Tl'!or.el prcdicted the short ,lave trough to be 150 miles east of its actual 

position, 't·,rhere:;l.s the 1968 model h3.d it 300 miles west. HO~'lever, the 1968 

modal caught the angle o~ tilt a little 'bett.er. 

?co me ForecRstsJG~j?~ ~flt At 48 hours the parallel mo~al predicted the 

short v:,we trough to oe 250 miles en.st of its actua1 position, whereas the 

1968 ~odel nad it 1000 miles east. 

,ê,::;O mb Fore_c::l~ts (FiO'.~_i5?J.: At 43 hours t:"le para11e1 model predicted the 

correct depth, 120 dknl o and al:nost the corr<3ct po::;ition for the Great kkes 

':"'0::. Hmœver, the inta:rvenine traeic did not match up quite 50 ,,:1311 .dth 

the object.ive an:ùyses as 'the p:--sdictod lo~·r travelled on a more northerly 

trajectory. In the 1968 model the 10H' centre loses its identit:y and 
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becomes a trough Hhich ends up 300 miles too far i-lest at 48 hours 0 

700 :nh Forecasts (Fi&; • __ 2.oLt The. situation t.ras intermediate betNeen 

8.50 and .500 mb. 

?rec_iRi t,~tion 00-24 hou~s (Fig. 6~): The main deficiency of both models 

i'~as th~t they predicted very lieht sn<Y...r in the circuL'ltion around the 

i:::tense vortex over Southampton Island, and none 'liTaS actually re:?orted 

in this region. Elsewhere the forecasts agree r~uite 'o1ell ,üth each other 

.:lnè. \·rith the analyses. EQi.;e"sr, the parallel modelcorrectlY predicted 

vi'!."'tually no snOH for the prairie Provinces, , ... hereas the 1968 model coye::-ed 

t:"!:,:3 araa with snow. 

?'t!l.<j..~;1.'0-~ 24-~-8 hours (Fi!~. 642: . The t1010 models differ considarably 

o'ver the Gri7~t Lakes. The parallel model hac the axis and centres of the 

:O;J!"ecipi'ta.tion area dead on tare:et. but gro5s1y underforecasts both the 

,'.::'!)~.mts ar,d the are:::J.s. Once again this hapP'1ned because of the excessive 

e~'idy diffusion coefficient used in the vertical motion computations. The 

1968 modal predicted the areas quite well. sa the verification scores did 

not suffer tao mue)'. frœ,l the under-advection of the 8.50 ,il::; trou.~Î1. l'he 

t::"lùy fa:-:.tastic differences bet .. reen the tt-:-o forecasts are over the oceans. 

35 v9 1'b~ ci=lse of OOZ Jan 2,Q,tl'LJ:21Q. 

5!~~_mb :"n;llJ.;ses (PiA;. 66): This i5 the da:' follovli-r.g the :?revious case. 

Th" situation is much tho s.:.me, buJ~ .dth the main trouzh ad.vanciq,; ~o 

:.:::"chi.::;an by verifying time. A secondary trough becomes roasolvod duri!1g: 

ti:e period and 5ho .... s up j'..lst Hest of Lake Superior at 48 hours. A .. 1GH 

trou[;h appeared out of the Pacifie and Sh(MS up just off the l.':est Coast 

at verifyin~ time. 
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r:.t;O ~nb An~),lvf;.3s (Fig. 652: The ma.in 10'.-1 centre of interest in the p::-evious 

0ase cOI1tinued trac king east-no:1:.heasbTards to eastern ~uebec by veri:fyinc 

The parallel model moved the trough 0: chi,~f 

ir~t.ûre;:ri:. to western Quebec. At first sight this does not aGree that ,'rell 

Kit:r. tr.e verify:i.ng analysis. but a closer inspection sho'frs Inore l~E:sembla::1ce 

}:).:;tt",scm the i'low characteristics. The parallel -:noùel i'Œ:,ecast pl:'l,ces more 

G;·'~}jl~&sis on the northern part of the trou.gh t and al-::nost loses the SOllt11ern 

':'~.:'t H:::"ch '!,)E:(K~S back south~'lestward. In the analysis the southcrn part 

;".:?.3 :,)1'om:~1enC'2:. 'l'he 1968 modal mO'Ted the saroe trough to Hisconsin. Neither' 

1,10':el Cè'_t~,);t thE: secondary trough. obviously because it was not pr.;sent in 

',:-ne ir:::"J:,:i.,~ù ani1lysis. Both moclels h1?,d a slight trough off the 'Jest Co~st 

c;:/ t.j"le er.d or..' the p8r:"OQ, but that of the parallel model had the greater 

f:20 m'h iQ~a;:;ts CF:),,,. 65).= The parallel model hanàled the Quebec lo~,;r 

V6~' ~'Tell. though it &,ctually deepened it 6 d){!n too much. The 1968 Y:lcdel 

F'cdicted a typic~l broaè t.rough over James Bay. 

·h:~:.9}.D~~r:. 00-24 heurs (Fi?". 6?): Both models pr-::dicted the maximum 

pr€;cipitation to t.he south of the Great Lakes insteaà of to the north. 

:30:'1: ;nodels are still having trouble pradictil1g light snOI'~ ~round the old 

co1d 'loï'~ in the Arctic Hhich is no longer active. The 1968 model predicts 

too much precipitation in the -:nountain States, and the parallel model 

!')~'8~~ ict::. tao little. 

Beth models predict a large area 

of p!'?cipitation for the eastern part of the continent, and an equally 

lar~;e area sho~'1s up in tbe an;11ysis. Unfor'tunately. the internal structure 
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is wrong irl both foroca~ts. Again, the parallel model forecasti'or the 

~u0boc lo":r suffel'~ because ot: tnc excessive diffusion coefficient used in 

the vc:::'tica,l r.)ù'~:'ol1 cor:,putatior..s. l{ow a little bit of precipitation shoris 

up in the circulation around the cold low, due to the 10\'1' level flow 

il'r'.;or..r.;ifyine sliE;htly. But this i8 too late fol" t,he l'arallel model which 

has finally decided thc1"e i6 no snov! in an old. 10\'1. The 1968 model catches 

seme of' it. 

35.10 The case ot' OOZ IlIa!' 3rd 1910 

500 mb Analyses (Fig. 70) : A 518 illcm low centre ove l' southu"estern Alberta. 

at initial time rnoved to northe1"n Saekatchewan by vel'ifying time and deepOi'lCd 

te 498 illcm. .An associa.ted tl'ough over Colorado a.t initial time $W\,mg aro'W.1d 

"to J.Torthern Ontario by 48 hours. A cold. low drifted southwestViards ove!' the 

Beaufort Sea.. A second, less intense cold low started out over the 1J:olvillc 

Pcninsula and moved southeastwards throueh the Hudson Strait. A Pacifie 

low had moved over San Francisco Bay by the end of the period. There w~s 

a slow moving trough ovel' the Gulf of St. Lawrence. 

f50 mb Analyses (Fig. 69) : At initial time thel'a \'las a 133 d.km le\'! cantre 

ovel' couthel'n Saskatchewan, arA a 126 àJr.m 10\'1 centra oval' :\Tebraska. ï3y 

verifying time these tV/O lows had moved :;0 as to becorne a 120 dkû: centre 

OVCI' r .. orthc:,'n Saskatcb.ov.'rul ar-.è. a 133 d1œ centre south of Jures Bay. 

The pal'alld model moved the Albe:rt.::. le,;' in 

the 1v-:i:one direction, ';-.nd i t er~ded up as a 529 centre ovel' southern lJar..i toba; 

the ~sscciateà. troush only o\'/U~g ovar as far as Minnesota. Tho 1968 mJdc:l 

rr.O"lCd. the samc low in the l'ight dircction~ but could not reso1ve it af-:;cr 

12 hours; the nssociê:.ted trouch could not 00 resolved as a separate clltity. 

So the net resul t Vins that bath Ir.odcls pl~cecl a long trcugh ir! the Z<::G.0 
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)08i ÜO';'1, but the one of the parallel model was slightly deaper. The 

fail~I'€: ~û c<1tcn the deepening of the lew explains the slow motion oi' 

t:10 ascociai;t::d. t:rough. . Tr.e 13eau:i:"'ort Sca lo\'{ was filled too much by the 

-V" t:ropopauze .;;;è.dy diffusion in the parallel :nodel. :Both model:.; nud tt-le 

1.::':l1;:ed t~cuehs over Labrador abol.:.t 100 lUl.utical miles too far west. 

l:oi thê:l' :::cdsl coule! piek up more than a hin·t of the Pacifie 10w. 

8;0 wb ?o:r.'ecê.~;ts (Fig. 69): In the parallel model the tV10 lows in 

::lio.··contin8nt ~erged at :;'6 ~ourc and. be~::l.Oe a sir.gle 131 ci.kr.l centre north 

01' Lek:3 Supa:dor by the end of the period. In the 1968 model both 10v:s 

vi2'·~l.:.a.lly disappea:r:ed an':' aIL that :r:emained at 48 hours VIas a V/cale broad 

trou.5h~ 

P~'.:;"ipit"l.-:;io::J. 00-24 hou.rs Fi ',. Ti) : 1'he internaI structure of the main 

p;"Goi:pitatiol: é:.~ea over the :::iè.d16 of the contil".ent was preâicted mu.en 

:::ettel' 'by t:1C paral1el !:lodc!. :-ro\\rever, the 1968 model d.id a little better 

w'i th the l)l:::'C::'':lJ at tLt.;;; v. 01 incl: li::::..,) ove!.' mest of the ma.l). This v:;:.;:, 

sU.f':(icient to Ji'''''' .~ .. .;.() 19é3 !Lode::' the Gè.cc in t~ ;:;l;:il1 factor ve::.~ificatior:::, 

·.:;·,-··-···~':J-~t';o" 2/i ,r:.. l·O" .. •·• rï:il':~ 7"'\. ::.:...._:...'''''_ .... ''''"'I"c.. _.! .... - .. ;."-1 ... ",~_ .• ' \ •. ...t..~:..J..:. 

i.: ';:'iW! o~ t~c è.eficie-r.cio;3 at the haieht f'orecasts, but thcy l'c:'10ct the 

u:-_~,:;;::::·-fo:,eca.s't:inc o~ the displacements of the trouehs ove:c the Orout Laken. 
The ziliall precipita.tion ~rnounts reported over nOl'the:""'l'l Saskatchewan ir:dicilte 

"t:nat the deepenil'lg of the 500 mb le\\' in thi~.; region \"las not a true dyl':amic 

clGvelopment, but im;tead sirr.p::'y a cold low pa..ssing from high land to leV! 
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A lev; OVC".L' L::.b::"t:ncr 

). .. Pc...cii'ic tro~Gh cnded. up 

·')'./Gr: 3ri tic!:. Columbia. 

(Pir; 73) 

)" 
......... J as it '.'Iont • initial 

::'.: :::.":.." th:;; pc~i tion of tJ:e l;ew l!c:deo trouch q,u:J,te 

. " .. '" ."'~ . ~ " 
,.' .. ' • I.,_\,. \~. _ 

/. ',,' r,·,'. 
. "..;':... -J..,f ;::;-' ... }:..-.;..-

, ~ 

I:'!oc.:.e..i.. 

~:."":2 :::ilen too i"-:"YI SC1.. ... t;:,. ':'L:8 1963 r:odcl prcdicted a. 130 d~,::r.: cent::'e~ but that 

t,;-..: - "'5) 
" - _.;~ (. ~ < l'l'6i ther fOl~eca.st verifiee:! too ',~'Gll 

::':;c~'J.:::;C of missed. ar.::.:.s of liGht }':rccipi tation, for i:r..stancc ove:- C~:.tal·io 

Howc;vc:", the 1968 moclel did Q. li ttle better t~:.n "'.;èc p<..:J.:allel 

wcllel. 

-;, .. - "'; n" .;. "'ti n ?4 L' Q ..... ~\' -5 ( ...... J. cr ry'O~ \. Arr,,'" "n both for.3casts ';':"'~:"'" :,::·elat:"'.""~ly ~ •. ,-:,_ ., ... <,,< 0 _ - ',' .. '_'.:, 4 .....:..!.-L.::l1.." • ...... v 

~'OOl". 
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ïhe Threat Scores 8nd SkLll Factors of Tables 61-73 are a ~~ir . 

:·0i'1';:!ct~~on on t::ê; compar-a"C:'v€l merits of the "C1V'O sets of precipit~tion 

On the ::l.v9r::l~e the 1963 model fCl~ecasts Here better, but in som'~ 

indivi .... :'J.al [;2.5'3:;; ,.::12 parall<:ll forecél:st.s came out on t.op • 

.:"~ -­- ~ .. ' .. 

., ...... "_. 

t.hre'3 

. ",r-c: eb.l1'!inated.. 

::1'. i11 ';ables i..!·3-5:l.. 

'::'1\1'0 monels ·in spite or' 

....: ...... : .. ~o# 

S ~ -. "-, 
"",_.J.._ l'lOos 

52-60. They shod' th:<t on 

'C!:o avc:~:?0:e t,he pA.rallel ~1:0d01 forecast.s boat their 196.5 model COllnt8rpo.rt.s 

;)y 0.3 to 0.4 del C at )QO ~b. but tnat "Che reverse holQS true at ô50 ~~d 

700 TT.b. Thi.s result p .. ·ooa.bly reflt.:cts the cl'langes in the €lddy diffusion 
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-:;.::,."fi.'::'cients as mucn as anything else. :-iowever 1 as in the case oi' the 

~8,,~perature fcrecasts t other experiments shm.;red significant il11prove:'(~(mts 

::'n the parallel model forecasts if rnilà. foms of the radiation and ocean 

~-j0iit,inG: ter;.-.", Hare introduced in t.he l'ûrr:.cast eq,uaticn for dew point 

'::::::")~·.~5sion, but ... ot in the Y0r-t,ical ;notion computations or the baroclinic 

mcdc;'., 

::':·J.::;t ol ~.:;h(;; f.iOl'C irr.portan't D.Spccts of the re:::.:t.:.11;8, sucn ~5 tl10 

do.:.:' t \'/i th in other Sections .. 

~:.:: civcn by (15 .. 9), is -:;OC effective 'i':ith t1:o z:pecial mountail1 field. oi' 

tho~c of the two !:loclels ,'!cule::. have bec •• bDtter in the :'1'llal'ld mour.:~aill 

to cape wi th thç;; ;.zeudo-deepening of a cclii le\'{ a~~ 500 zi,b é::.S i t mOV0S of:: 

the r.lou..'1.tain~ on to the plains., Thil::": 15 because no ter.1:pcraiit<.re c:.cpenclcnce 

i8 built ir.to the ::.ount~in "'.;01'011:1 and i t reû.lly· has nothing to do · .. Jith the 

vortica.1 motion at the crou.'1.d.. Thil'd, one of the mo:::t dif'~ieul t si tU:1ticmz 

fOr" a model te clec.l ri th appoo.rs to oceur r;hen thera arc tV/O 500 L'lb cold 

lcw::: a fair distance a:part, but sharing a cemmon circulation. If the dorr.ir.ant 

lew i3 to the cast or northcast, then·the oecondary low, after a period of 

:::low movGment, will sud.denly gat c.au~lt ir. tho strone flow and plunge 

southwards with drarnatic results. This hUIJpcned in tho t40V. l8th case and 
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't~o'Dec 25th case, and alzo in some OctoGer casas integrated earlicr. 

Fourth, just in case the point has not bcen emphasized enough alrcady, 

'tho qUë:?lity ai' the objective analysis lcavoz mueh to he desired ir; tb: .. 

oce~ a~0~B o~ no data; because of this the parallel modal gats iuto 

d~fficultios in these ragions. 

~inally, a feVl reoarks on varying the control coefficia:'lts" It v:as 

:)ossible ta get almost perfect fOl'ecasts for the J'an. 29th case by i2~c:~casin[; 

the: lTI.:lf.Çli tu.ùes of the control coef:'iciçl'lts. The 48-l:oUl~ CR11SE vcrifica:'';:.on 

:;;co:'ef3 fol' t!l0 bost intcg-.catiol1 of tt.:j.s case ~'le: .. e 2 dk:m lm'rcr tr..a:t.. thc..::,c 

c:. .. :c.tcd i:~ Tn::Jlcs 313-315.. Eut the values o:~ the control coefficie;l'ts V:0",j,~e 

the::'! t.:.o hiG'h for a ::::inuGoidal seasonal variation, a:.1Ù even too high fa: 

c"ü::J.o:r- Januéi.ry cases" This point will be taken up in the concluding rei.iu,l'k..<:t 1l 
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P J:R.T VI : CŒTCLUSION'S 

360 Concluèing Re;narks 

Sequential ve~sions of the precipitation scheme and the baroclir~c 

nodel have been integl"ated on a l'outine basis for the last 2~ yea:.. ... s o 

The ~esulting precipitation îo~~casts have been judged highly s~ccessl\ll 

in Canada, because they ~e the hest objective g~~~~ce available ai:. 

the "Vleather Cantrals, and because th.ey are trm"'.s:-ûi tted. over the facs:L'î1i1.e 

circui ts Just over t.1n"ee hO'1ll's .if ter obs0l~ation tirr.e. 

HOt'revel" ~ the precipitation forecasts are not pCi:rfect élI.'1.d. th0y 

suffel" .t'rOlil tr.ree kinds of d0ficienc~es.. First, they axe l:iJ",it,ed by 

the resolution of the standard grid. Second,ll they suffel" fl"Olli a fet.; 

systcraatic deficiencies lrhich have been reve.s.led by the lo:r.g -t0:.:'m 

avaJ.uation program. Third.l' they are lirr.ited, part.i.culal"ly on the 

second d~, by the accuracy of the height fol"ecasts pl"oduced by J~~e 

baroclinic model. There are plans to alleviate the :..'(~solution proble...i: 

by cha."1ging ovel" to a finer grid ;:;:es11., b'llt no pl"ecipitatio:l expe.ri:1'Clllts 

alone thsse lines have yet been 'carried out. fue systcmatic dei'icic!'lciE)s 

have orD..y just come to light; steps 1vill he taken to corract them as 

soon as possible. The experil'llènts on parillel operation l-Tel'"e una.el~tal\:(;~'l 

in an attempt te improve the height forecasts pl"oducod by the baroclij1ic 

!:lodel. Consequer.l.tly, the main rr.oè.i:f'icat,ions l'Tere made to the barooliL"'Ûc 

ffivd.el, although some m:inor cr...a.nees 'Hore aIso made in the precipita:i:iion 

scheme. 

The parallel model experi.'1lents have met r1:Ï. th. partial suceess" 

Tb.e main innovations involved the formulation of eddy- di.f'!usion.ll terrcin 

and diabatic c ons traint s, the i.."1corpol"a tion of the 700 rob strea..ll functiOi.'l 

fie~d as a full wor~~ leveI, and the introductio~ of a seasonil 
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val~ation in the control coefficients. Tae edqy diffusion constraints 

have 1'1orked out particularly l'Tell. Constant eddy diffusion coefficiel'ltis 
'. 

lead ta more detailed hej.ght forecasts without any·.deterioration in the 

CHNSE verification scores. Consequently, eddy diffusion constL"aints 1.n:~h 

constant coefficients 'Vlere introduced into the 1970 operational modelo 

Eddy diffusion coefficients "Thicn depend on the barocli."11ci ty 

lead to further improvements in the detail of the height forecasts. 

Hith this fea'iiure in the model, and l.J'ith the 700, rob as a full 't-lorkir..g 

. level, the depths of the predicted lows begin to match those of the 

actuaI 101-1S. HŒ-1eVer~ \-1ith such detailed forecast charts improvemen"lis 

in the verification scores can only coma if the predicted displacements 

are reasonably accurate.. The predicted displacements depend qui te 

critically on the œenitudes ot the cont."ol coefficients. It was 

discovered that the opt~àum values ot the control coefficients in 

January 'Viere very àii'ferent ·from those in the autumn. Consequently" 

sL~usoida1 soasonal va.~ations were incorporated into the control 

coefficients in the finaJ. series of experill1ents. The resul t5, enpecially 

for the sum:ner case) demonstrated that tr.is is not a particularly 

good ",;Tay of copin~ v;1. t.'lJ. the mOI:lth-to-month variations of the opt:bmlln 

values. Ha-.vever" the basic idea is probablya sound one. FOl" it has 

bee~ e~tablished that the 09tL~ values of the control coefficients 

do depend on the case. It OIÛ.y rem.aina to de"'œrmine t.~e best method 

of estimating fuese optimum values in advrulce. In vieu ot the 

E:cperience "Id th seasonal variation, the obvions approach to tu. ..... ;f next 

is ta comoute the control coefficients from the initial ti.-ïi.e objective . . 

analyses of height and te.'11perature. For instar.ce, i t SCêrilS likely 

that the optimum lower level linkages depend more on the front:D. 
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activity th~"1 on the actuaJ. ~e-of-yeal·, and for that rr.a.tter probably 

more on the frontal activity than on the static stability. Similarly, 

i t seems fua t the linl~age bett·reen 500 rob and 200 mb depends more on 

.!.:.he predo:nirl..a.nt position of the ~opopause than on the time-of-yca!', 

but in a mar.:r .. l3r related rr.o:::-e to the jet stream struct"J.re than -te the 

static stabi1ity~ It should not be a àifZicult matter to ëevelep 

diagnostic techniques for computi..'"lg the cor ... ~rol coefficients bei'ore 

the start of each rune Provision could aven be rr.a.de for a mOl'ÛtOl"'il13 

metcorologist te apply corrections depending on hm·: -;reU the last 

12-hour forecasts have worked out. For instance, r~ could provide 

the computer 'tdth the L-rf'orIi.ation that t.."1e last l2-hour rorecasts of 

the 500 mb trough positions 'Were 5% too slm·r, or 10% too fa.st, as ',:he 

case may be, and this could be tal~en into account in' al"riving a''.:; the 

values of the set of control coefficieüts to be used ~"1 the ne~-1 rune 

Tele importance of the :frontal and jet stream struct-..u-es 1."l de-œr;.rl.ning 

the control coefficients cm be understood. as follCT.·TS. 1':10 value::; ot 

t..~e control coefficients ~e of greatest :ir:lportance in the regions of 

baroclinic activity; they do not ~tter very much awa:j' i'rO:ïl these 

regions o For instance, t.."'le values of the control coe:fficie::l.ts a;."e 

obviously irrelevant in barotropic situations. Frall the synoptic point 

of vieu, ons interpretation of the .function of fronts is that they 

a1'pear to link the different levols of the atInosphere togetherCl In 

practice, this happens because organised smaJJ. scale circulations are 

established. A baroclinic model operating on the standard gTid ca.:'.rlot 

hope to resolve these smalJ. scale circulations, but -- in conj~ction 

uith the eddy diffusion of potentiaJ. vorticity -- it can simulate 

their large scale affects by control coefficients 't-lith increased 

magnitudes. This argument seems te su3Gest that it 15 not so l..'1:portant 
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to have the control coefficients vary from the cold a:iJ," side to the 

't·Ta.rm air side of a particular baroclinic wave. But it still seems 

important to have different control coefficients for baroclinic ''l'TaVeS 

in different air currents. So it 't-1Ould still be '\o10rthiiù.le to solve 

the problem of intcgrating the model wi th control coe.fficients lihich 

va..-y over the grid. One ±'..u-ther conclusion can oe dra"CID from the 

eddy diffusion experiments. The motion and development of single 

10 .... T centres can be predicted quite well on the standard grid by 

assiening ~ppropriate vilues to the èd~y diffusion coefficier~s &nd 

ti1e control coef~lcients, even if there is some difficulty in decidir~ 

in advance i1nat these approp:..""iate values are. In principle, tr..erei'ora" 

ch~ging ove:- to a finer 3I'id CaIlL"'lO.l~ be e:ï..'})ccted to great3..y :L'TIprove 

the prediction of single 10;'1 centres. F~ multiple-centreà 10\1s, on 

the other hand, the situation is quite differento T'ne standard gnd 

model resolves oIlly one 101~, a."'ld grossly misforecasts the futw.·e 

behaviour of Sllch systems because of this o A fine grid modal shculd 

be able to produce much better fa:c-ecasts by resolv:i.ng t.'1.c individual 

enti ties l'Thich consti tute the roul tiple structures. This makes one 

1'Tonder if fine grid integrations of the baroclinic model are really 

necessa.-y over most of the mapo Perhaps i t VTould be possible to· 

develop techniques for doingfine grid integrations onlY over tho~e 

areas i'There they are really necessary, i.e. '\otaere thare are lot~ centr0s 

"t·dm multiple structureso 

The innovations in the terrain constraint were small ones, bu·t 

they appear te lead ta signii'icant improve::J.ents in dealing i·;ith 1'le~t 

Coast ridging. 



ihe diabatic constraints vere in same ways a disappointment. Be.tœe 

the worle vas undertaken, it was assumed that 8.1V' ditficul.ties woald lie 

in the evaJ.uation of the actual amoants of heat involved in the diabatic 

eff'ects. ibis was a mis conception. Beasonable estimates of the amOlUlts 

of heat vere made in a straightf'ornrd mamer. It is ne that the 

problem or scale obtruded into the latent heat worle, even vith tbe 

large scale precipitation, but the solution evidently' lies in soma 

ld.nd of etticiency factors depandent on temperature and latitude. 

It 18 also true that the estimates of radiation aDd ocean heating 

could be refined f'arther. BIt the real problElll appears to he that 

one cannot adequate17 farmolate diabatic constraints vi thout at the 

seme tille tald.ng the induced divergence circulations into accoant. 

The approach based on Petterssen 1 s equation c1rcumvents this problan 

to SCIlle extent bT e1iminating the divergent advection terms, but it 

1s unsatis.taciiolT far radiation and ocean heating because of the upper 

and lover boandar;r cODditions that have to be imposed. HevertheJ.ess, 

soma experience vith diabatic effects bas been ga1œd, and th1s ms:r 

be suft1cient to lead to n8W vqs of du11ng vith th .. For instance, 

if the divergent motions induced bT d1abatic ettects are as important 

as the;r seem to be, and if other ld.nds of divergent motion are accoanted 

far 8.dequate17 br the edc1T dittusion constraints, then perhaps the 

solution would be to somehov compute a diabatic divergent wind, am 
include terme due to this in the diabatic constraint. 

The precipitation forecasts prociuced in the parallel model 

exper1ments vere def1n1te~ worse than the1r 1968 model ccnmterparts. 

Ronver, this 18 Pa.rt:b" due ta the excessive ed.cV' dif'tusion coefficient 

used in the vertical motion Compa.tatioDS, and p~ due to the special 

deticiencies of the baroclin1c he1ght forecasts wh1ch have alreq- been 



discusszd.. Some aspects of the precipitation i'orecasts .fromthe parallel 

moclel were velif encouragine. In pal--ticular ~ the cel?-tres of the 

precipitat~on areas in ~~e forecasts for 24-48 hours were oiton closer 

to ~~e actual centres than in the 1968 model forecasts. In ~~ch cases 

the purallel model f ore~asts sui"fered, because the predicted are as were 

too srnall. lffiother advantage of the para.llel model forecasts l'Tas that 

the Hest Coast precipitation patterns weTe much more realistic: t.han those 

,of the 1968 model. In VieloT of these redee:ning features, and in viGW of 

J~he rema:i:'~s ~a.de about. the baroclinic modal, thereis every pl"ospect of 

ir.lproving the precipitation forecasts l·iiJCoL~ ar.other round ofaxper-.i.menu.tion" 

'Ihis dissel'tation 'Will conclude l·r.i.th a fe1i brie! remrks on tv/o 

o'cher topies. They are the place of probability in precipitation 

forecasts, and tha ~~lications of the parallel modal experiments for 

prir.ütive equations models. 

Some kind of probability yardstick should be attached both to the 

4eight forecasts and to the precipitation forecasts. In other fields of 

physics i t is customary to give an esti.>nate of the error 'Hhen a quantity 

is r.leasured or predicted. T'ne s!lffie kind of thing should be done in l1.u:.rncrical 

'tfeather prediction. L"l addition to preclicting the depths and displacemer..ts 

cf lm.; centres, monels should aIso estimate the probable errors of' these 

depths anà. displacements, Tins cculd be doue more mea.ningfully with ê. 

predictability approach rather than a purely statist~cal ouo. Once a 

probabilit,y yard stick has been attached to the height forec:asts, it should 

be e~sy to c:arr,r over to the precipitation forecasts. 

'lT.e obvious implications of the parallel model e::t..-periments for 

prirr~tivc equations models are as follarls. The ed~ diffusion coefficients 



should depend on the baroclinicity. The latent heat computations should 

have ei'ficiency factors associated ""lith. them to correct for sèale ei'fects. 

And the empirical methods for computing the radiation and eddy diffusion 

effects could be carried over directly. 'l'here could be other implications 

too. Briefly, if the eddy diffusion of potential vorticity is an 

important physical process in its O'Wll right, as it may well be vIhen 

it cQ.;.jles to predictability computations~ then it is most naturally 

t~eated by filtered equations models. Also, the rotational and 

divergent parts of the 1-l'ind appear to have very different Idnds of 

physical and numerical properties. Tney are naturally separated in 

filtered models, but no distinction i5 drawn betvreen them in pn.ïlitive 

equations models. So the future may not enJ"irely lie idth primi·~ive 

equations models. Filtered equations models m~ be better suited for 

dealing i-ti.t.~ sorne physical processes. Who knows, perhaps the mociels 

of the 1980s will be hybrid ones, part primitive equations and part 

filtered equations. Only one ~~ng is certain a decade hence. 

The computations of tomorrcr. ... r s rain will still be based on the 

l~d of techniques developed in this thesis. 
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APPENDIX A : A REVIEti OF SOl·IE BASIC EQUATIOnS 

Al. !9,uations governing a dry atmosphere 

ïhis Appendix consists of, a brief review of, those standard 

equations and relationships of dynamical me-œorology which have sane 

relevance to the main body of the thesis. The purpose of this review 

ls to malee the ma.thematical structure of the dissertation as coherent 

and complete as possible. For a fuller treatment of ~~e material in 

this Section see textbooks on dynamic meteorology, such as Thompson 

(1961), or the 11emoirs by Henry (1965a), (196,51,), (1965c) which also 

provide a good introduction ,ta numerical models of the atmosphere. 

The dynamical behaviour of a dry atmosphere is governed by the 

classical principles of conservation of momentum, conservation of 

energy, and conservation of mass, supplemented b.1 the equation of 

state for agas. These principles .may be written in mathematical 

fom as a set of differential equations. The conservation of 

horizontal m~entum is e~ressed by tho equation of motion: 

ri. + k xfV ~. 9VZ == 0 
dt - -

(Al.l) 

The conservation of vertical momentum 1s expressed by the hydrostatic 

equation: , -9~ 
'!'he conservation of energy is expressed by the First Lat~ of 

Thermodynamics: 

p d(l/e) 
dt 

_. - ci ai' -ott 

(Al. 2) 

(Al.,3) 
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The conservation of mass is expressed b,y the continuity equation: 

\1. V .. \- È lA) = 0 - ôp - (Al.4) 

The equation of state for a dry atmosphere i8 given by the gas law: 

p == eRT (Al.S) 

Use of the gas lai1 enables the thennodynamic equation (Al.3) to he 

rewritten in the form: 

CpdT -RI i.e = ~ 
ctt P Ct;t dt 

(Al.6) 

In order to effect a further simplification of the thermodynamic equation. 
the potential temperature, é1 • i8 defined b,y: 

The thermodynamic equation (Al.6) then becanes: 

Cp T A.e _ 
e dt.-

(Al.e) 

Three explicit assumptions-have been made in the derivation of these 
equations for a dry atmosphere. First, the effects of friction have been 
neglected. Second, the effects of the Earth's curvature have been neglected. 
Third, in the momentum equations any terms normally having a magnitude of 
less than 15& of the dominant tenns have been dropped. T~s la st assumption 
has t'Wo main consequences. The vertical component of the momcntum equation 
reduces to the hydrostatic equation (Al.2). Use of the hydrostatic equation 
then enables the mass equation to be written in the simple fom (Al.4). 
In addition to the assumptions which are explicit in the derivations, there 
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are two further assumptlons whlch are usual~ lmpllclt ln the applicatlon 

ot these equations. The first ot these is that aIl variables are 

continuous and well-behaved in the mathematical sense. The second is thet 

scale considerations do not have to be taken into account as a separate 

factor because they are looked aiter automatlcally by the equations. The 

first implicit assumption was mentioned in Section 3.1. An awareness of 

the second implicit assa~ption ls one ot the underlying themes of this 

thesis. It ls sho~n that scale considerations are an important feature 

ot the application of meteorologieal equations to numerical weather 

predictlon. Alttough it is true that these t~TO lmplicit assumptions and 

the expliclt friction assuroption are to some extent interdependent. they 

are given some prominence here because in the pa st their importance has 

usually been underemphasised. 

The t"10 Most important derived equations are the vortlcity equation 

and the divergence equatlon. The vortlcity equation ls obtained by 
. " 

operatlng on the horizontal momentum equation (Al.l) wlth 1s. 'VX • and 

then making use of the mass equatlon (Al.4): 

sJQ + ~. \7w X ~}{ = 
cl t Op 

Q~ 
Op 

(Al.9) 

The divergence equation ls obtained b,y operatlng on the horizontal 

momentum equation (Al.l) with 7.. : 
~(v:~l + ('1_'1.)2- 2 J"(L.\,v) + V\,v.:0{ 

cA. * ap 
. A"... '" ~ 0 -1$ · \7,. X Y. - f ~. Vxy + 9 V E = 

(Al.lO) 

The so-called balance equation is a simplified form ot the divergence 

equation. It is obtained by assuming that the divergent part of the wind 
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is identically zero, so that cl ( 7. ':/.) = o. 
. c\:t 

~ A ) Y. :: y. = k X (9/f o V'tP, and also assuming 
. . 

. , 

'V. v= 0 - , and 

Ç7vJ. ~ == 0 
ap 

f 'V~'f' + V'f, V\}' - ~ :r( ~, ~) = fo '7'3.;J.. 
To à':} bx 

(Al.1l) 

Substituting the hydrostatic equation (Al.2) into the gas law (Al.S) 

yields a cammon expression for the tempe rature of a dry atmosphere: 

T=-9P oZ -- (Al.12) 

~ op 

This enables the thermodynamic equation (Al.6) to be rewritten in an 

alternative for.m: 

H - (Al.1:3) 

9 9 

where the special heat function, H, is defined by: 

H ;::. - 'R_ ct~ (Al.14) 

CpP dt 
The usual definition of the static stability is: 

(AlelS) 

This can be l-:ritten out in expanded tom by substituting the dafinition 

of e (Ale?) and lIlaldng use of the gas lat; (AleS): 

O' = R(U _ ll) 
p p op 

(Al.16) 

Another useful fom of the thermodynamic equation (Al.6) is: 

Cp (.flT - .dI 1 \..0) = 
ct t dp e 

(Al.l?) 
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A2. Equations governing a moist unsaturated atmosphere 

The dynamicai behaviour of a moist but unsatllrated atmosphere is 
\ 

L/~verned by the sarne classical principles ~s a dry atmosphere. The set 

~f differential equations corresponding to (Al.l), (Al.2), (Al.3), (Al.4), 

(Al.S) and (Al.6) will therefore reta1n the sarne form, but the specifie 

heats and the gas constant will now refer to moist unsaturated air instead 

of dry air. Consequently, those equations which involve neither a specific 

heat nor the gas constant, name~ equations (Al.l), (Al.2) and (Al.4~ and 

the der1ved equations (Al.9) and (Al.10), are just as va11d for mo1st 

unsaturated air as they are for dry air. The gas law (Al.5) will become: 

(A2.l) 

And the thermodynamic equat10n (Al.6) wi]~ becaroe: 

(A2.2) 

The gas constant for pure vater vapour, Ry, 1s related to the gas constant 

for dry air by: 

~v = Rie (A2.3) 

Bence, the gas constant for moist unsaturated air, RI, 1s g1ven b,y: 

"RI = R (1-1- ,"L8, 
• (1 +, ... ) (A2.4) 

The specific heat at constant pressure for pure water vapour, C: PV , 
if; approY.imately related to its dry air counterpart, e.g. see Godson 

(1958a), by: 

(A2.S) 
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. ' 
Bence, the specifie heat at const~~t pressure for moist unsaturated air, 

• Cp , is given by: 

C~ = CP (14- gr/7€.) 
(1 +'î ) 

(A2.6) . 

It fo11c)V1S that equations (A2.1) and (A2.2) May be rewritten respectively 

as: 

and 

p = e R (t-l-'i/E) T 
(1+1'"') 

Cof 1+ g~/7t) dI 
(I+~) dt 

aq" 
dt 

(A2.8) 

From (A2.4) and (A2.6) it can be seen that the ratio R'/e; is given b,y: 

R' -C' p 

_ (I+\"""IE)_ 
- (, + S .... /7€) 

R -
NOl-l the saturation mixing ratios, aven in warm air at lm·, 1evels, will 

not normal1y exceed about 25 gm/kg, 1.e. 0.025. And the actua1 mixing 

ratios over much of the Earth ~rl11 be of theorder of 2 or 3 gm/kg or lsss, 

1.19. of the order of 0.002 or 0.003 or 1ess. Consequent1y, liS E ~~ 0.62, 

1t is a very good approximation to aSSUMe: 

~\ -c.' p 

1< - (A2.10) 

Because (A2.10) is such a good approXL~tion. it fo11m:s tram equatio~s 

(A1.6) and (A2.8) that adiabatic processes of as cent and descent in a 

moist unsaturated atmosphere are virtua11y identica1 to simi1ar processes 

in a dry atmosphere. This means that. for most practica1 purposes. one 
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need not distln~ish between a moist unsaturated atmosphere and a dry 

atmosphere when applying the thermodynamie equation to adiabqtie situations. 

In diabatie situations equatlon (Al.6) ls not sueh a good approximation 
1 

to equation (A2.8) as it is in the adiabatie case. This 15 because R 

• and Cp now have to be considered separately instead of as a ratio. Estimates 

based on (A2.4) and (A2.6) indicate that RI and C~ are normally about 0.3~ 

greater than R and Cp , respeetively, and even in extreme situations are 

only 3~ greater. These percent age figures effectlvely translate into 

overestimates of the magnitude of ~~ 1f equation (Al.6) 1s used 
. cl :t. 

instead of equation (A2.8). HOl-Jever, in the work reported in this thesis 

all estimates of the heating term, t~ ,are made in a fairly crude 

dt 
manner. The objective of using these crude estimates in the model is to 

introduce some simulated heating effects which will have the same order of 

magnitude and the sarne sign as the actual heating effects. This is done 

in the expectation that the resulting forecasts will he an improvement on 

those obtained with no heating effects at all. The objective i5 not to 

simulate heating effects with great aecuraey. On the average, in faet, 

it seems likely that the computed values of àa~ will differ fr~m the 
ël;f 

corresponding real values by at least 5~ or 10%. This being the case, 

there does not seem to he much point in applying the 0.3% to J% correction 

.factors to la, in equation (Al.6) to take into account the presence of -. dt: 
moisture. This is especially true as it will he seen in the next Section 

that larger but similar correction factors will be neglected in the 

theoretical version of the thermodynamic equation which is used "rhen 

saturation oecurs. Conse que ntly, for the purposes of the work reported 

in tbis thesis, the various versions of the thermodynamie equation, (Al.6), 
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(Al.S), (Al.lJ) and (Al.17) are assumed to be valid for both dry air and 

moist unsaturated air. And this assUlllption is used in both adiabatic and 

diabatic situations_ 

AJ. Equations governing a moist satu~~ted atmospher~ 

The situation becomes much more complicated when the moist air is 

allowed to attain saturation. This iB because condensation May lead to 

liquid water droplets, or sublimation to ice particles. In this Section 

all the equations will be written as they apply, to the condensation of 

liquid 1-Tater droplets. For the sarne equations apply equally weIl to the 

sublimation of ice particles. One merely bas to substitute the latent 

heat of sublimation of iee, Li ' for the latent heat of condensation of 

water, L ; substitute the specifie heat of ice, Ci' for the specifie heat 

of water, CL; and substitute the ice mixing ratio, ri' for the liquid 

water mixing ratio, rL-

When condensation ioto liquid water droplets occurs without super­

saturation, Godson (1958a) has shown that the First Law of Ther1aodynamics 

(AJ.l) 

This equation, unlike equ':ltion (Al.6), dœs not have unique time-independent 

solutions under adiabatie conditions. This means it is not possible to 

construct unique reversible saturated adiabatic curves of ascent and descent 

on a thermodynamie diagrarn 'Nithout assuming a specifie pressure level at 

" 
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whieh condensation occurs. However. if condensed produets are removed 

( or added ) as formed ( or requ1red ) the rL tenns drop out and (A3.1) 

becol7les: 

(Cp + CL 't\v)~.I - _"RT _ d(p-ed + 
cl. * (p- .ew) cl t 

:: ( 1 -1- ~VI) 1.!k 
di: 

There are two well-known thermodynamic relationsh1ps governing changes of 

phase. One 1s the Cl.!lusius-Clapeyron equat1on: 

(t - i) ~~= t 
(A3.4) 

Since ~t..» ~""I • equat10ns (A3.) and (A).4). respectively, can be closely 

approximated by: 

and 

W1th the help of (A3.S). and (A).6). and remembering that 

P-C?w = .Sp 
(E. "·'f~v) 

equation (A3.2) becomes: 

dt 

. (A3.6) 
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The adiabatic forro of (A3.8) is the differential equation defining the 

moist adiabats on the tephigram. They are curves of constant potential 

wet bulb temperature. For practical purpo~es the MOst useful fOTm of 

equation (A3.8) is the counterpart of equation (Al.17), viz: 

C~' (AI -- dTj w) - à Cf., 
dt dp ew dt 

. where 

C.I\ =. C (, + "fw b. \ ~ _1- ~,,) 
p P R 'T Cp T 7Ë (A3.10) 

dl-j C \\ and both --- and p are expressed in tabular forme 
dp &w 

The rate at "t-rhich condensed products are formed beb'1een heights ~, 

and 7.(2 in a colutnn of saturated air undergoing moist adiabatic ascent 

ia given by: 

1" == 7.).f dl'w. (? d~ 
i!, J çl t (1-+ ~\,) (A3.11) 

Tte moist adiabatic assQ~ption, ·it should he remembered, i5 that these 

consensed products are removed from the column at the sarna rate as they 

are formed. Actual nurnerical values for condensation rates per unit vertical 

motion per unit Maas of air can be cornputed as a corollary to the derivation 

of the moist adiabatic curves on the tephigram. Fulks (1935) showed that 

these numerical values could he Most conveniently expressed in tabular 

form, and they are now included in the Smithsonian Meteorological Tables 

(1958). 

The preceding review of the principal thermodynamic consequences of 

saturation May be summarised as follows. Manageable mathematical relation­

ships can only be derived if moist adiabatic conditions are assumed, i.e. 
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if 1t is assumed that condensed products are removed from saturated air 

in adiabatic ascent at the sarne rate as they are formed. This asswnption 

leads to the definition of moist adiabatic·curves on the tephigrarn. and 

the1r associated unique values of (dI)1 for given T and p. It 
dp ew , 

also leads to uniquely defined condensation rates r (T) p) for a unit 

mass of saturated air \orith unit ascending vertical motion. 

The principal dynam1c consequences of saturation May he summarised 

even more succinctly. Manageable mathematical relationsh1ps only exist 

if it 1s asswned that any condensed products are retained in suspension 

in the air. For with this assumption it is obvious that the original forms 

of equations (Al.l), (Al.2) and (Al.4) remain perfectly valid expressions 

of conservation of momentum and masse And. consequently, 1t roll~vs that 

with this same assumption the original fo~ of the vorticity equation, 

(Al.9), and the divergence equation (Al.10), are also valid as they stand 

for a moist saturated atmosphere. 

Unfortunately, the required dynamic assumption is the antithesis 

of the thermodynamic one. The moist adiabatic assu~tion calls for the 

condensed products to be removed as they are formed. This is a contradiction 

that \-1ill have to he left unresolved. However, the situatioll 1s not as bad 

as it appears. There are more serious sources of forecast error in 

contemporary models of the atmosphere. The thesis demonstrates this by 

showing that there are at least some more serious sources of error which 

can be remedied. 

Finally, of course, the gas. law for the mixture of air and water 

vapour breaks doun when condensation oceurs. Hm1ever, 1t still holds for 

the dry air cornponent, so that: 
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The breakdown of the gas law for the water vapour eomponent means that: 

E>v li- T· 
~ 

insofar as, for instance, small increases in e under isothermal conditions 

will not produce gas law decreases of E>" • Hœever. it is true, 

instantaneously at least, that: 

(A3.l4) 

insofar as this is the li~iting case of the valid gas law for unsaturated 

water vapour. But the use of the w-subscript to iDdicate saturated values 

15 equivalent to explicitly stating that only the iJlstantaneous value of 

the mass of '\-Tater present in the vapour phase is te be considered. The 

1nequality relationship (A3.l3). on the other hand. implicitly applies to 

1 gm of water substance which May he either in the saturated vapour phase 

or the liquid phase. 
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APPENDIX B A CATAUXiUE OF NUHERICAL PRœEDUR.~ 

Bl. Introduction 

Most of the finite difference and other numerical procedures used 

in the precipitation project are standard onos. Some are described by 

Asselin (1966), Haltiner, Clarke and Lawniczak (1963), Shœnan (1957), 

. Shuman and Vanderman (1965), and Thompson (1961). But there is no single 

reference sources which describes all of tbem. It is therefore appropriate 

to prov1de some docul'Ilentation of such standard numerica1 procedures as part 

of the thesis. All mater1al of .th1s type has been collected together here 

in the form of an append1x in order to avo1d unnecessary technical dj.gress1ons 

in tbe main texte In addition it 1s conven1ent to inclu1e the details of a few 

of the more elaborate non-standard procedures. 

One srnall point that sbould be mentioned in pass1ng 1s that Much of the 

early development work was done us1ng an octagonal grid. Because of ttis 

certain precautions had to be.employed in the corner reg1ons. However, 

these diff1culties will not be discussed bere because ail current and 

projected work 15 based on a rectangular grid. 

B2. The def1nition of a stencil oporator 

Many procedures involving a field of grid-point values can be descr1bed 

Most graphically b,y the use of stencil operators. An array of elements of 

the type 

-- \ -A 
a" aIl Q,'l 

Q~I Q2.2 Q~3 

(B2.l) 

--- I---~- ----" 
Q3' Q ?>2. C\;3 
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1s defined tobe a stencil operator if it acts on a given rectangular 

field of grid-poi~t values, t:".. ,so as to produce a resultant fj.eld, l,) 

~ Fu · "hose values at the interior grid points are 'given by, 

fAFi j = *" [ail F,·'j..-I + Q,~ Fijtl + CI '3 Fi4 ,i+1 +<121 F;.,J 
(B2.2) 

+ <12'2. F1j + <ln F;"oj + Q.:;, Fi.,j-I+QnFii-1 + Q33P"t,j., ] 
-

Special procedures May or May not be stipulated in the boundar,y regions. 

If no ~pecial procedure is stipulated the boundary of the resultant field 

will be undefined. 

B3. The standard srnoother 

The standard smoothing operator, denoted by the symbol 

the stencil form: , 2 1 

-- 1 -lb 2 Lr 2 
-

1 2 , 

- , has 

(B3.l) 

Normally, the original boundaries are retained on the smoothed field. 

The standard srnoothing operator eliminates two-gridleng"th lloise, 

but it also severely attenuates all short-wave patterns. 

B4. The five-point smoother 

The rive-point smoother i5 an early rorro or smoother, denoted by the 
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symbol • which has the stencil f'om: 

0 , 0 

-- 1 -
8 

, l,- I 
1----

(B4.1) 

0 , 0 

.. 
BS. The stand!!.!'d unsmoother 

The standard unsmoothing operator. denoted by the symbol • 
has the f'ollovring stencil f'orro: 

, -b 1 

-- 1 -I,b -b 3& -& 
(BS.l) 

1 -b , 
The standard unsmoother must not be allolved to act on points adjoining 

the boundary because boundary irregularities should not be drmm into the 

interior of' tpe grid. l-Torma11y. therefore. the origin:i1 ro'toJ's and colu."11lls 

adjoining the boundaries and the original bounnaries thevIse1ves are re.tained 

in the unsmoothed f'ield. 

l-Ihen the standard unsI'loother is used it i8 applied in series loiith the 

standard smoother. The combined e,f'fect of' the two operators is to eliminate 

t'\o1o-gridlength noise ,;.;hi1e retaining the a.'Upli tudes of' other short -waVèS as 

close as possible to tteir original values. The combined operators do not 

amplif'y any loiavelength. 
~ 
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B6. Tho spec1.j:ll unsIi100ther 

In addition to the standard unsmoother, which has just been defined, 

there exists a special unsmoother l<Thich i5 encountered as part of the Shuman 

Jacobian computations. This special unsmoothing operator, defined by the 

symbol (/} ,bas the stenc:ll form: 

, -g , 
1 -36 --

... 
-8 b4. -8 (B6.1) 

1 -8 1 

The special unsmoother, like the standard unsmoother, must not be 

allowed to·act on points adjoining the boundary. Once again, therefore, 

the original r~AS and columns adjoining the boundaries and the original 

boundaries themselves are retained in the unsmoothed field. 

The use of the special unsrnoother 1-1ill be discussed in Section B12 

dealing ~ith the Shuman Jacobian. 

B7. Horizontal first derivatives: l standard finite di1'ference 

It 1s cenvenient te derine eperaters b d and r 
given by: X. l:. 

0 0 0 

-1 0 , 
0 0 0 

fOI'C1ulae 

(B7.l) 
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and [ J= 
-~ 

0 t 0 

0 0 0 
(B7.2) 

0 -/ 0 

Note that r l 
b dx: is defined on the boundaries parallel to the 

x-direction, but not on the boundaries parallel to the y-direction. The 

revers .. holds true for [ J)J , 
These operators are related to the first order finite difference 

appl'oximations for .L 
G>x. 

( È.E \ == .J!l 
àx 1 2d 

and 

by the follov1ing formulae: 

(B7.4) <*>= ~bF]~ 
The standard finite difference gradient operator, ~. is defined by 

(B7.S) 

B8. Horizontal f:5.rst. clerivatives: II, special finite difference formul.a_~ 

The standard finite differe'nce fonnulae for first order first 

derivatives in the horizontal have just been defined. In addition to 

these there exists sorne special finite difference formula for first 
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derivatives \o7hich are encountered in the definition of the Shuman Jacobian. 

It is convenient to define ope rat ors 

given by: 

--

[ Jy 
--

Reither L ~L nor [ 

1 -6 

l 
b 

-1 

-4 
-1 

1 

0 

-1 

Jy 
These operators may be "related to d 

ax. 
formulae: 

--

and 

0 1 

0 LI- (B8.l) 

0 1 

l,_ 1 

0 0 
(B8.2) -

-Ir , 
-

is defined on the bour.dary. 

and lL.. by the following 
Ô}) 

(Be.) 

(B8.L~) 

However, see Section Bl2 for an explanation of how they are used in 

conjunctj.on l'rith the special unsIIloother of Section B6. 
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B9. JJorizontal second derivatives: standard finite difference fOl~ulae 

It is convenient to define opera tors 

and ~ ] ~y given by' 

0 0 0 , -2 , 
(139.1) 

0 0 0 
... 

0 1 0 

-- 0 -2 0 (B9.2) 

0 '/ 0 

-1 0 , 
-- 0 0 0 , 0 -1 

Note that [ l is def~.ned on the boundaries para11e1 to the 

d:z:-x. 
x-direction, but not on the boundnries parallel to the y-direction. The 

reverse holds true for r . l. Houever. r 
b d~~ t: 

l 1s not 

dx.~ 
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defined on any boundary. 

Neglecting the variation in the map scale factor, ttese operators 

are related to the first order finite difference approximations for 

à~· . ?J'-- and -02.-
__ :) ,___ w _ by the folloning formulae: 
à:t. . oy~ ~x.à:J 

< q.:E~ > = "!D-? [ J o x... .J:2. F 
"" :):.?C. 

(B9.4) 

= ..:!!.. F 'W\2..[. J 
d '1. ~f:J (B9.,5) 

-, 

and (B9.6) 

B10. The Laplacian finite difference operator 

Just as the analytical Laplacian is defined as the sum of the second 

derivatives with respect to x and y, the Laplacian finite difference 

ope rat or ..W 2 • 1s derined as the sum of . ( d =<-"<- and [ d · 
It lIlay be written down as a single stencil opetator: 'J y 

0 J 0 , -4- 1 
(B10.l) 

0 J D 

note that 17 2. 15 not defined along the boundary. 

" 
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It is related to the analytical Laplacian by: 

<V2.F) = ~ \V2 F cl:z. , (B10.2) 

Here again the variation in map scale factor has been neglected. 

Bll. The standard first order Jac2bian oner~~ 

The standard first order finite difference Jacobian operator may be 

defined as a combination of standard first order finite difference 
... 

derivatives by analogy to its analytical counterpart. Hmlever. unlikc 

the Laplacian. it cannot itself he expressed as a single stencil operator 

because it involves two fields. It is def'ined by 

:J!(Fj 1 F,)= fbF,JjF~J~~ [F,d~ [f~J~) (Bll.l) 

except along the boundaries 'Hhere it 15 undef'inecl. 

It 1s related to the analytical Jacobian b,y: 

(Bll.2) 

Jacobians arise in connection with the evaluation of' the advection 

terms in the,integrations of the meteorological equations. Unf'ortunate~. 

rather severe truncat10n effects are associated '\-7ith the standard f'irst 

order Jacobian operator because it involves evaluating a difference of products. 

This results in short l'lave features bcing systel'llat1cally under-advected in 

the f'orecast charts. Consequently.,a second order f'inite differance Jacobian 

should be used wherever feasiblc. 
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B12. The Shurllan J acobian 

4It The second order Jacobian operator in Most common use is one due to 

Shuman and Vanderman (1965). 

It is defined b,y: 

~ (F,,~) ={rF.1J'Rl- rr.JJr J) (B12.1) 

except a10ng the boundaries l-There it is undefined. 

It i5 related to the analytical Jacobian by: 

(B12.2) 

The truncation control inherent in the Shuman Jacobian greatly 

reduces the systematic underadvection of short waves. 

One'disadvantage that arises fram the use of the Shuroan Jacobian to 
, 

evaluate adv~ction terms i5 tr.at the Courant-Friedrichs-Lewy critel'ion is 

slightly modified. Consequently, waves travelling slightly less than one 

gridlength in one time step can give rise to computational instability. 

B13. ~irst derivatives of pressure: Finite difference formulae 

Haltiner. Clarke and Lawniczak (1963) used a parabolic fit formula 

tor tirst derivatives of pressure; it 15 given by: 

(B13.l) 
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where the subscr-lpts C. L, and U refer to centre. 1ower, and upper 

respectively; and!J.p 1s the separation between the lower and centre _ L. 

pressure 1evels, and 1J. Pu 15 the separation bebreen the centre and 

upper pressure levels. 

In practice, of course, fonnula (Bl3.1) is appB.ed in the precipitation 

project in the forro: 

<.QI \ = 
Op Ic (B13.2) 

,1 1 
where al' Qc. and QV have the numer1cal values given in Table 71,.. • 

... 

There are occasions when it 1s necessar,y to employ simple non-centred 

formulae at 850 and 500 rob. These May he regarded as special cases of 
1 1 

(B13.2) in \-/h1ch either aL or 'lv is zero, and are accordingly a1so 

1isted in Table 74 • 

-1 
pressure levels (rob) constant (10-2mb ) 

L C U a' , , 
l- a" av 

1000 850 700 0.333333 0 - 0.333333 

850 700 SOO 0.380952 - 0.166667 - 0.214285 

700 SOO 200 0.3 - 0.166667 - 0.133333 

850 SQO 200 0.1'1868 0.047619 - 0.179487 

850 700 0.666667 - 0.66667 

700 SOO O.S - 0 • .5 

Table 74 : Numerical values of the constants in the formula for a first 

derivative of pressure (313.2) 
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B14. Second derivatives of pressures: Finite difference formulae 

Haltiner et· al (1963) also used a parabolic fit formula for second 
derivatives of pressure; it is given by: 

(B14.l) 

ln the precipitation project formula (B14.1) is applied in the form: 

(B14.2) 

~ l "1 where CIL. t CIe and q~ have the numerical values given in Table 7S • 

pressure levaIs (mb) 4 .. 2 constant (10" rob ) 

L C U ",f a1 2-"V C 
1000 850 700 0.444444 .. 0.888889 0.444444 

8,50 700 500 0.380952 .. 0.666667 0.28,5714 
700 500 200 0.2 - 0.:33:3333 0.1:333:33 
8,50 500 200 0.087912 - 0.190476 0.102564 

Table 7S: Numeric~l values of the constants in Haltiner's parabolic 
fit formula for a second derivative of pressure (B14.2) 

B1S. Special non-centred first derivative of pressure at 200 mb 

By experiment it was found that non-centred formulae based on 

polynomial curve-fitting, including a parabolic fit, can lead to 
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physically unrealistic values for first derivatives. Their worst feature 

1s that they can give the wrong sign in some cases. Although a simple 

non-centred linear formula gives the correct sign for a first derivative, 

it too exhibits certain systematic deviations from physical realism. 

Consequently, the following special fonnula l'laS developed by the authori 

see Campbell and Davies (1966). It ls essentially a corrElcted fom of a 

non-centred linear formula \'.hich takes lnto account, in a physically 

realistic fashion, the information available from a third point. 

Define: -. 

(B1.5.l) 

b 

c 

then, 

a if a ~ t{F) 

<*>L: 
'3Cl/2 if b< 0 and 0- > E(F) 

(B15.4) 

0/2 if G\ > E (F), b 1- 0 and C ~ 10/3 

3(r-c)o/tO if a > E( F) b ~ 0 and C ~ 10/3 

where E(F) is chosen to be 10 -10 times an average value of F. 
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B16. First derivatives of time: Flnite dlfference formulae 

T:ime derivatives are evaluated in blo different ways. The centred 

time step formula is defined b,y: 
.,1 

( li > ::. .F (;t ~ /J 1) - F (~.- Â~) 
à:t ~ 2h.t 

The forward tiree step formula ls defined by: 

-- F(t+ 6t-) - ptt) 
Llt 

(B16.1) 

(B16.2) 

It can easily be sh~~t e.g. Thompson (1961). that tirne derivatives , 
relating to advection processes 1ead to computationally stable integrations 

with a centred time step, but not with a forward time step. It can a1so be 

shol-m. e .g. Richtmeyer (1957), that the reverse holds true for time 

derivatives relating to dissipative processes. Consequently, a centred 

tinte stElp i5 used in conjunction \oTith an advection terme Btlt a :f'o:Mmrd 

time step 18 used in conjunction 'With a diss1.pat1on terme The only 

exception is at initial time ,,~hen a fOl"1-lard time step has to be ·used even 

with advection terms in order to bagin the leap-frog marching proce~s. 

In pract1ce. fonrard and centred tiroe steps can ha uséd 1n the sarne 

equation. For instance, consider a pl'edtctive equation containing jllst 

an advection. term and aneddy diffusion term as fo11~ws: 

(B16.3) 

The finite difference form of (B16.3) is: 

F (h Mi: F (t·-l\Ù+2L\:t f ~-y(.-{). 'VF(-t)/t (816.4) 

+ < l<cI V'T(t.-IJ~) > 1 ,f-At} 
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A centred time step is used for the advection term by evaluating it at 

time t. But a forward time step is used for the edqy diffusion term 

by evaluating it at time (t - A~) • 

. -
B17. Formulae for compnting RMSE verification scores 

Suppose that a fore cast field, Fe ' and a verifying field, ~ 

are given for the sarne ~ grid-points. Then the root-mean-square error 

(lU'ISE) .. verification score, 'R, l .' is defined as: 

~12. -- (B17.l) 

The ~~E verification score i9 a good measure of the accuracy of a 

predicted ·field \oThen the errors are normally distributed. In the case 

of height fields, hm~ever. it has become fashionable to correct for the 

difference beb1een the Mean of the forecast field and the rnean of the 

verifying field. This is doneby defjning the corrected root-Dlean-square 

"* error (CR!1SE) verification score, 'R Il. to 00: 

(Bl7.2) 

- = (f;f: F,()/N where F. 
.-. 

= (~~0/N 
(Bl7.3) 

and ~ 2-

Fonnula (Bl7.2) May be rewritten as: 

* = J'R~; - (f,- F2Y/N R'L (Bl'l.4) 
, 
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m.8. Second derivatives parallel and normal to the now 
. The f"inite diff"erence second derivative parallel to the stream 

function nov, r 1, 1s given by: l: :lpp . 

[ Jpp= [ ljoso(~~ + [ 

+[ 
l1here 

(m8.1) 

cos o(~ ~ - f 'Y J y / {(C\I' dx)+ ~ ~ J)j Vol (mM) 

and 

GO$oty :: f '/Il/f( [ IJIl)\(f l#' JYr]'/~ (mM) 

Similarly" the f":ini~ difference second derivative normal to the stream 

f'unction nov, b JNN' 18 give!l by' 

J:cc; (C~«'J)'- + [ 

-[ l~ (B18.4) 

[ J and r l are related to their analytical 
pp b ::INN J 

counterparts in the sarne way that r 1 and r 
a ,"l. b. :I:a.. l: !I~ 

are related to '0 and CJ • - -è:x.~ à ';l". 
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APPENDIX C: THE Hf\IN INTSGR~TIQN CYCLE QF .Tl:!!L§.[~NTL~L BAROOLINIC MODEL 

Cl. Dettli1s of.. the main! integrâtion cyQ.-~ 

The object~ve of this Appendix is to exp1ain, ilS clearly as possibla. 

hO!" the stream function tendencies at some particular time step a.re obtained 

irom a kn0V11edge of the current stream. funct:5.on fields at that sarlle time 

step. The prilnary constraint terms. 't"hich are discussed individual1y in 

Appendix D and Section 9. are assumed to have specified values. Much of 

the material that fol Ions may a1so he found in Robert (1963). It is . 
repeated here part1y for the sake of comp1eteness t and part1y to provide 

up-to-date documentation of sorne of the detai1s. 

When equation (6.1) is 1-1ritten out in expanded form it becomes: .. < ~~( t \1~/m +f -1- ~~ Cmn\!/.,) 

<T( r9 '\1'" 1-.::-1 ~,\ :::: - .) \k'!l ~L 1.; \)'.'I\+f -1-~ ~ICm'fl ~~J)/Cl.l) 

-{- (G\"(.) + (E.J+ (Bm) tn:I,2,3;ls-

Su.bstituting the finite difference form of the L:lp1acian ("1hich neglects 

the variation of the map sca1e factor) from (BIO.l) and the second order 

finite diff'erence form of the Jacobian - the Shuman Jacobian - from 
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Define: 

(Cl.3) 

and 

= - ~([Jml[rd7~r.-rf+~CyO~~VJ) 
'- ...L{< ) < \ _'_ < '} (C1.4) -1 Ir K G\1\ -\- Em/ * :6\'111 'i'\: ')2, ~ 'r 

Values of J~'\ can be computed in a straightforward manner if the \Jfn are 

lm""" ;md th. v:lues of the prim.ry constraints (G\'iI)' < f \'il) and (Bi) 
are specifiedo A.fter making use of t.hese ne\-Tly defined quantities, K 
and :r;.., ( Cl. 2) reduces to: 

11\ l 

W2<~\r) + k ~C\1\)'<~~> == J rn (Cl.5) 

_ \'=t 1 "th: 'J 2,3, ~. 
~ Once the ~n\ have been computed, equation (Cl.5) has to be solved for 

/2~/'Û~ . In the sequential version of the baroclinj.c lllodel the next 
~O*/ . 
step is to app1y the normalization procedure deve10ped by Strachan (1962) 

and Robert (1963). Define a new variable: 

V = ~ A" <$~)}.e=,,2,3,LI. IR. n _Il ('YI''' 0 r 
\"Cl::: 1 • ... 

(C1.6) 

}t'or convenience, also define 

With the aid of (Cl.6) and (Cl.?) equation (Cl.5) can be transformed into: 

-d7 2 \/ À . _ .-* . 
'4 Ip + ~ 'G _. J" 1 --e= ',.2,3) 4.. (Cl.8) 

\ ~'\'" .ol( 
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whel'e b.Q",iS the Kronecker delta; i.e. providEld that \'he A.ea."and ~.R 
al'e the eieenvectors and eigenvalues of the control coefficient matrix 

[ Cm.II]. The important featurc possessed by equations (Cl.8) 1. 

that each unknoym Y.e appears in the ~f'!. 'th equation only and not 

in any other; i.e. equations (Cl.8) are in norma,lised forme Consequently, 

each of the four equations (Cl.8) may be solved independently for one of . 

the 'r'~ . In effect, then, the transformation (Cl.6) has converted the 

thl'ae-dimensional problem of simultaneously solving all the constituent 

equations of (Cl.S) for ~~~~into four separate t't'1o-dimensional prob~ems 
~~1 V 

of solving each constituent equation of (Cl.8) separately for a l~. 

" Eqaations (Cl.8), which are Helmholtz equations of a standard fom, are 

solved by an iterative procedure in which the N th 'guess, ~}N, is . f~' ~ 
rel.. .. :tted to the ( N - l ) th guess. 'fe . by the relaxation formula: 

(y~N){j := [~ __ }.J({<)~J~~N~tlJ + ('Glf-Î~4~(Y.R~.lj 
l) ~) )(Cl.lO) 

+ (Y~h.H + [1:.- ÀRfil<)~D [Ilx- 0 (yt/~j - (J.e lj) 

~lhere c( is the relaxation coefficient. At each time step, except the 

first, the 'té fields of the previous hour are used as first guess fields 

and the relaxation is terminated after five scans ~l1ith 0( :: 1.28. At 

the first time step zero first guess fields are used and the relaxation 

15 extended out to ten scans. Prior to the advent of the 1970 model the 

stream function tp.ndencies and ~1~ were taken to be zero along the 
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lateral boundaries, and 50 the ~ were also taken to be zero. In the 

1970 mode1, as mentioned in (.5.6), 1ateral boundary values of(f'If)and 

\tï?~"n . and hence of ')~e ' are obtained for the 122l-point grid by 

integrating the sa111C model over a hemispheric grid, starting from an 

ini tlal time t'velve hours earlier, and simply extracting the requlred 

vab.es in a stra1ghtfoT'"vlard manner. Once the values of ~~ have been 

determj.ned, the stream function tendencies are obta.ined by the reverse 

transformation to (Cl.6). namely: 

<.Ql~.n"\> = ~I. i A- t 
V -;,-,T ri\.~ fR 7 

v ... (::t 
-1 A 

where the A matrix i5 the inverse of the n 

(Cl.11) 

lllatr:'-x. 

The norraalization procedure reduces the amount of computer core 

st.orap;e required for the relaxation. H01·1e~ler. it has the slight disadvantage 

'" that two extra steps have to be added to the integration cycle. The first 

of these is that, prior to the relaxation, the R.H.S.s of equation (C1.,5), 

the :h~'\ . have to he lllulti~lied by the A -matrix; this gives the R.H.S.s 
~ 

of equation (Cl.8). the ~O. The other extra step is. of course. that 

'" A-1 
after the ralaxation the YfJ have to be multipiied by the matrix to 

.\" 

reconstitute the /9,~g.tI>via (CL Il) • Note. hm-lever, that the e1genval11e 
~~ . 

problem represented by equat10n (Cl.9) has only to be solved once. As 

1'ar as the barocUnic Madel 1s concerned the[ Ai~Jand [A~\~ matrices. 

and also the ÀR• are just pre-computed numbers \-/h1ch ara prov1ded along 

with the values of the control coefficients, [ Cm~. 
'There are certain limitations on the main integration cycle procedure 

which has just been described. These ~Till he discussed in the second part 

of this Appendix. 
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C2. Limitatj.C?l1s on the më.i!Lintegration c;ycl~ 

The author has commented on a few theoretj.cal aspects of norrnalization 

and relaxation elsewhere; see Davies (1967b). Some of the more importan~ 

points raised in this earlier work are smnmarised here. 

There are three limitations on the choice of control coefficlents, 

These arise from the fact that there are certain theoretical requirements 

which have to be satisfied befora the normalisation and relaxation 

procedures can be usefully employed. First, the control coefficient 

matri>:.should have real ei3envalues. The reason for this is s~~ply that 

complex eigenvalues lead to 50 many complications that normalised t"l0-

dimensional relaxations no longer have any practical advantages over a .. 

standard tbree-dimensional relaxation. Second, the control coefficient 

matrix should not have t~o10 or more eigenvalues equal to one another. 
. . 

" 'l'his is because der;eneracy occurs with eqllal eigenvalues and the results 

of normalization become indetermlnate. In practice, to steer well clear 

of any numerical problems, no tHO eigenvalues should be allOived to become 

nearly equal to one ~:mother. Third, the control coefficient matrix must 

have n~gative eigenvalues. This 1s because it can be shO\m that 

convergence is impossible for the simultaneous relaxation corl~spondin~ 

to (CLIO) if: 

0< À-R 
K mQx 

where\<~~s the maximum value of r\ . 

(C2.1) 

In effect (C2.1) rllles out positive eigenvalues altogether because one 

wou1d need to assign physically unrealistic values to the control 

coefficients to make À,e > 8 K'(l,~x. The same conclusion can be 
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expected to ho1d. for sequential re1ay.ation. 

As is 'vell knO\V11, thore are also limit8.tions on tho choiee of 

relaxation coefficient. Strachan (1962) has shOi ... n that, provided that 

the eigenvalues are all real and negative, the sequential relaxation 

(Cl.lO) con"err;es if: 

0<0« 2 (C2.2) 

" 
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APPENDIX D: TERRAIN EFFECTS 

Dl. PrimaIT ccnstraints due to terrain 

In the 1970 operationa1 mode1 the primary constraints due to terrai~ 

G which appear in equations (6.1) are given by: 
. '"'' ' 

G>t :::. G,3 =- Gtr ::. 0 

G;? ::: lr9Jfo)V'-W:l. + {} (1000-200) 1J.}9 
(1000-77.5") (P.9 -200) 

(Dl.l) 

Here Pg. 1s the pressure height of the mountains, :Le. the pressure of the 

standard atmosphere at the top of the mountains. And UJ
9 

i5 the vertical 

motion at the ground due to the presence of mountains and effects of 

surface friction as given by the fonnu1a due to Cressman (1960): 

, Wg = '19 " VPg -1- E>9t[ty(Ctl~l91~91)-tJCd~I~OJ (Dl.zl 

\-There ':!~ is the \-lind at ground leve1. \-7ith x- and y-col'1ponents U9 and 

\)9 respectively, Cd i5 thf3 surface drag coefficient, and E> 9 is the 

standard atmosphere density corresponding to f>9 • 
The simulation of terrain effects in the baroclinic model involves 

two distinct prob1ems. First, thera is the pro;:>lem of computing the 

terrain-induced vertical motion at the grOUnd,1".V
9

• Second, there is the 

problem of hOH the mode1 should actU!llly make use of the U); valu·~s. once 

these have been computed. 

In the sequenti!ll vers1.on of the baroc1inic model formula (D1.2) 

i5 taKen as the theoretical basis for the computations of IJJg . Physica11y. 

it expresses the total terrain-induced large Bea1e vertical motion at the 

ground as a sum of t .. m cornponents. The first cO~llponent. gi'Ten by the 
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~,\7 P9 terin in (Dl.2), j.s simply the upslope and dOlffislope vertical 

motion induced by the mountains. The second cO!l1ponent. given by the 

second term on the R.H.S. of (Dl.2), is the effective vertical motion 

induced by the friction .bettveen the atmosphere ~nd the Earth 1 s surface. 

\-lhereas the method for computing the mountain component Has already a 

standard one in 1960, the method for computing the friction component 

was note Cressman (1960) finally arrived at the friction formula given 

in (Dl.2) only after a careful eN\mination of the various alternative 

\omys that "lere proposed for handling the friction component • 
• 
Bafora (D1.2) can be applied in practice, one requires fields of 

the two terrain-dependent quantities, Pg and Ccl • The grid-point 

values of the P9 field Ylhich are used are essentially the same as those 

extracted by Cressman (1960) fram the smoothed field of mountain pressure 

heights published by Berkofsky and Bertoni (1955) for a 5 deg latitude-

longitude grid mesh. HO"~ever. Simla (1964) made a feH minor adjustments 

in the Arctic regions to e11minate certain small anc1ma1ies "rhich 

occasionally occurred in integrations of the CAO barotropic model. The 

North Amarican portion of the ad.iusted Fj field is shown in contoured 

form in Fig. 2. The ~d field used by the sequenti~l baroclinic model 

is taken directly from Cressman (1960). C;d is a dimensionless quantity 

"hich consists of an invariant component, Cd, ' and a terrain-depandent 

component, Cd2.' According to Cressman (1960), who took into account 

experimental1y-deterrnin9d values reported by saveral workers, C", = 
-2 C -2 0.12 x 10 and d~ varies from zero over calm seas to 0.9 x 10 ovar 

the Himalayas. 

The t-rind at ground level, 'i 9 ' is obta:ined from the stream function 

winds given by the model. This 1s done either by si~ple interpolation 

" 
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between 1eve15 if . P
9 

< 1000,. or by taking over the 1000 mb wind 

direct1y if P9 ~ 1000; i~e.: 

\l - 9''''' { ~ ~ ~17/;-] - 9 - -- ;t -:- \/'n J . focl 9- 9-
(Dl.) 

where. making use of the standard first derivative finite diffel'ence 

operators r J and r 1 defined by (B7.1) and (B7.2) 
1: ...!;x. 1: dy 

-b ~looJ9 
- bgrf I/{tO~9 - (1-bSJl W8~~, 
-~2r ~85J;(I.b9)r ~50J;) 

[tlcaJ~ 
bg.[ ~'.c~Jx +(1-b3Jrl!!ssJx 
b~a~fîsoJ +(I- b~ltsD~l F:;J.:t:. ~ k' Yx 

if P9';p. 1000 

if 'OCO) ~>" 850 
(D1.4) 

.< 

if B50>~~.5DO 

if 'OOO>P9~g50 
(D1.S) 

The coefficients b,g, ~nd 1::>92, in (D1.4) an'd (D1.S) are given by: 

(D1.6) 

and 
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For convenience, define 

v. . !J 

r------__ 
_. 2 \\;72 
- ~ 9 -r- \1".9 

(D1.8) 

In the 1968 mode1, and also earliel' in the advanced stages of the 

l'lork on the octason model, the followjllg finite c1ifference version of 

(Dl.?') was found to be peri'pctly satisfact.ory: 

* f,t. 1t} 
Wj = K1 ~lrPgl +~ [~J!J 

~_'V(f[\~ ~'{'\\ //1- r V4 ~)~")I rrt j1<Dl.9
) 

1.1- ,,~ 9::fy k 1 9 ~.9 -?' 
where again the standard first derivative finite difference operators ,-

C J and r J. are defined by (B7.l) and (JJ7.2), 
-'X l: ;.J)) 

·e ~ ;(~99'r(1)/(2fd) (Dl.JD) 

(Dl. 11) 

K ..... 
is defj.ned by (Cl. 3), and the s1.lpcrscript If. indj.cates values are 

~ 
cOIllputed at tim~ ;c • Note that tht3 mounta1.n terrn carmot be expressed 

as a Jacobian because thera 1s no such tlling as a mountain-he1c;ht stream 

function field. 

In the 1970 lnodcl Crem.n.ck and Olson (1970) took the finitc 
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where nOl~ the special first derivative finite difference operatol's 

l ],:nd r J~J" of (DB.l) and (D8.2) are used t.o evaluate the 

gradients of P9 and Cd V
Sl
lY

9
1, instead of the stanc1[œd ones of (B?l) 

and (B? .2), and furthe1' the terrain 'iolinds in the friction term ~re 

evaluated at th~ previous time step, denoted by ct .... 1 ), instead of the 

current time step t. Note. houever, that the terrain ~r:i.nd in tr.e 

mount.ain term is still evalt1ated nt the current tj_mo step, é?nd also that 

all terra:tn \olinds are stj.ll derived from the strerur. ft\rction fields 

u3ine standard first derivative finj.te differenc(1 operr._tors as illdicat.ed 

by (Dl.lI·) and (Dl.,5). Cresl-r1.ck and Olson (1970) m~de the cl:ange-,o'Ter 
.. 

from (D1.9) to (Dl.12) bec;:msf: the int.roduction of eddy diffusic;n tCl""r.1S 

led to some uncoupling of the streaIll function fields at odd and even til'ne 

steps over the P.5J1lalayas. and these difficulties were traclwd dc\.;n to 

the ,terrain terme They decided tr:at, as surface fi"iction ls a dissipative 

effect, it uould he more correct to use a fonmrcl time stop rat.her tha:n 

a centred one to evalu:=tte the fr3,cM.on term of (D1.2). This seemed to 

cure the uncoupling in time, but loft the fore cast stream function ch011't5 

a 11ttle noisy in spaco ovel' the Hilna1ayas. Consequent1y, the spec:1al first 

derivative finH.e difference opel'ators (B8.l) and (B8.2) were substituted 

for the standard ones (B7.1) an~ (B7.2) in ~he cvalu3tion of tho:;e terms 

containing the terrain-depandant quantiticn P.s an(l Cd ,irl order to 

. make the terra1n forcing a little smoothel'. This stratar:efol \oT2S co:nrletely 

succcssfu1 and so (D1.12) \olas adopted as feature of the 1970 rnodel. As 

15 reported else\olhere in t.h1.s thesis. the author quite indepcnèfmtly 

reached rath8l' sir.lilar conclusions about the inadequacy of (D1.9) j-Then 
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eddy diffusion terms are incorporated into the baroclinic model. 

Once W~ has beon. obtained. tbe next stop 1s to compute the values 

of the primary constraints. G ... f1 , to be tlsed in the moclel equations 

(6'.1). Hhon a mountains and friction t.em l'Tas first introducecl into tbe 

octagon model, Dav'ies ~md OIson (1966) adopted the follmdng approach. 

The primary constraints ,,,ere assmnad to be forced components of the 

divergence term on the R.H.S. of the complete vorticity equation (Al.9): 

G- = r( 0/f~ 'Vtm -~ fJ ~~I .m V . ~p m (Dl.13) 

'* whore lUn is defined to he the terrain induced vertical motion through ~ ~ 
the troposphore, 50 that tJ),g:: tv.9 at the ground. In order to apply 

'* (Dl.13) one has to specify the vertical profile of L\g. AS5t1ming a 

linElar fall off with decreasing pressure from ground level to 200 rob, 

but zero terrain induced divergence at 200 rob, the external constraints 

become: 

G, - 0 
G;/!::: [(9Ifo)V\V~ffJ W0p.9-iOO) 

~:: [( 9/fo)\7\~3+f ] uJ~/(P9- .200) 

GI(-::: 0 

(D1.l4) 

whore G, is taken to he zero becausc the 1000 mb stream function field is 

not a full l-Torking level of the model. One advantnee of this method is 

that th~re i5 no inconsistency in using the ahsolute vorticity, (ft 'l~YI.rf1, t,o 1 as a pre-multiplier of ths terrain induced divergence in (DI.IJ), as is 

done in the èivert:ence terro in the complete vorticity equation (A1.9), 
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instead of the fo which is used in the corresponding tem of the 

simplified vorticity equation (7.2). 

A different approach l'ras adopted bY'Robert and 01son (1967) in 

later worl<" on the octagon model. The W,9 field vas merely used to 

prov:i.do a lO101er boundary connition on UJ in the vertical firlito difference 

forro of (7.2). In other words ~.t was assumed that ,,,hen the control 

coefficients of (8.4·) are derived one should inserl W:':: U J
9(W CO-2 D~P.9 .. 20D) 

. instead of l)):: 0, as the lower boundary conditj.on. Hot-rover, at the 

(9 ... -2 1\) cost of some inconsistency, the :fu V' '/1'01-:· t of the complete vorticity 

equation "TaS retained as the pre-multiplier of LU 9 ' instead of rev'erting 

to the fv of (7.2). And the bp in the finite difference evalu;;Jtion. 

of .ç.~ was somm'lhat arbitrarily specified as ( 1000 - 775 ). The 
~p . 

revised terrain constraints thus became those given by (Dl.1), as ','lith 

tl':is approach G3 is tal~ell to be zero. As before, G, is zero because 

the 1000 mb stream f\l11ction field is not a full working lFwe1 of the 

modeJ.. 

The comparative merits of the lOHor bound~ry forcing of (Dl.l) and 

the terrain j.nduced divergence forcing of (Dl.14) \~ere eva1uated by Robert. 

and 01son (1967). They carried out a series of octagon mode1 ~nt.egrations 

in duplicate. They round that the constraints of (Dl.1) gave slight1y 

better verj.fj.cé~tion scores than those of (Dl.14) ro;~ 12-hour and 24-hour 

. forecasts, but slight1y worse scores for Ll-8-hol1'r forecasts. The :36-hour 

scores \orere about thG saT'le. Tbere 1-;ere no f..'l:ms for the operationé'.l 

integrations to Co beyond :36 hou~s. Consequontly, 1t was decided to use 

the constra5nts (Dl.l), the lOi'1er boundary forcjne, to simulnte terrain 

effects j n the 1965 model. The same feat.ure wa:; subscquently c;lrried over 

~o the 1970 model; excApt. that, as already ment.~.oned, the finite differel'Jce 

formula usecl to evaluate UJj was changed from (JJ1.9) to (D1.12). 
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APPENDIX E : SKILL FACTOR VERIlt'ICATIONS OF PRECIPITATION AMOUNT FORECASTS 

El. The grid-point approach to objective verification 

The penalty table "skill factor" is' an objective indicator of the 

usefulness of precipitation forecasts. It was specially designed by the 

author - Davies (1967a) - to do verifications of grid-point forecasts 

by grid-point analyses, and to take the amount of precipitation into 

account. The skill factor is therefore slightly more meaningful than the 

threat score, but i t has the disadvantage of being unknovm. 

E2. The objective analysis of observed precipitation 

The first step in the co~putation of the skill factor is to produce 

an objective analysis of the station reports of precipitation amount, i.e. 

to convert observed station data into grid-point data. This is done as 

follows. The grid-points are analysed in turne The sarne station report 

.~ therefore feature in the computations at severaI different grid-points. 

In the computation of a grid-point value aIl stations within an influence 

area of radius 1.25 grid-lengths are assigned weights according to the 

curve of Fig. 77 • Stations within 0.3 grid-1engths are assigned a weight 

1 • stations between 0.3 and l grid-length are assigned weights 1inear1y 

decreasing from 1 to O.lJ and stations between 1 ~ 1.25 gridlengths are 

assigned a weight 0.1. If at a grid~point there are NI" N2, N
3 

and N
4 

stations in the 1 st, 2 nd, 3 rd and 4 th quadrants respectively, and if 

At the i'th station in the j'th quadrant reports an observed arnount 

\. J,} 
and is assigned a weight ~.~ , then define: 

-sj = ~tJJ A ~ 'vI~ . .. \ \=, j • 1,2,3,4 (E2.1) 
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0./ ---, -------
o ~--~------------------~------_o o 0.3 1.25 

Distance of station trom grid - point (In gridlengths at 45° N) 

Fig. 77: '1Te1ght curve for objective analysis of observed reports of 
6-hour & 24-hour precipitatio~ amount. 

î- ... 
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j = 1,2,3,4 (E2.3) 

j = 1,2,3,4 

-F 
The final analysed value, A ,at this grid point is given by: 

(E2.5) 

This is merely a simple average, with equal weights, of: {il a weighted 

mean by stations; and (ii) a weighted mean by quadrants. If there are 

'no reporting stations at all within 1.25 grid-lengths of a grid-point, 

then that p~int is not analysed. Each grid point'that is analysed is 

assigned a reliability indicator which reflect the data coverage in its 

neighbourhood. A grid-point i8 assigned to Class A if it satisfies either 

·of the following two conditions: 

(a) There is at least one reporting station in each quadrant. 

(b) There is at least one reporting station within a distance 

of 0.3 grid-1engths. 

'A grid-point is assigned to Class B if it is not in Class A and it 

satisfies either one of the follmving two conditions: 

(a) There is at 1east one reporting station in each of three quadrants. 
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(b) There is at least one reporting station \vithin a distance 

of 0.5 grid-Iengths. 

A grid-point is assigned to Class C if it-is not in Class A or Class B 

but there is at least one reporting station within the radius of influence. 

Most grid-points over continental North America are in a Class A data 

coverage region; but coastal grid-points are usually Class B or C. 

During the development of the analysis scheme t~ose stations reporting 

trace amounts gave rise to some slight difficulty. Consequently, it was 

decided to arbitrarily classify trace reports as 0.003 inches. 

E3. The penalty table verification score 

The second step in the cocputation of a skill factor 1s to cocpute 

the penalty table verification scores of the forecasts as follows. The 

grid-point values of both forecasts and analyses are classified into four 

·categories - "none", tllight" , "medium", or "heavy" - according to 

Table 76 • This procedure may be carried out for both 6-hour and 

24-hour precipitation amounts. At any given grid-point where the categor,y 

of precipitation is incorrectly forecast, penalty marks are assigned 

according to the ''usefulness'' assessments of a penalty table carefully 

designed so as to reflect the interests of prospective users. For 

hypothetical "standard users" who mainly want to know w:hether i t is 

going to rain or not, and who only have a secondar,y interest in the 

intensity of precipitation, the Penalty Tables l and II of Table 77 

are appropriate. Penalty Table l should be used if equal inconvenience 

is caused by un~er-forecasting as by over-forecasting; e.g. if it is just 

as harmful to predict "none" and have "light" occur as it is to predict 

tllight" and have "none" occur. Penal ty Table II should be used if t\vice 
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as much inconvenience is caused by under-forecasting .as by over-forecasting; 

e.g. if i t is twice as harmful to predict tlnone" and have Itlight" occur 

as it is to predict "light" and have tlnone" occur. For a given penalty 

table, and for a given time period, three final verification scores are 

obtained by averaging the grid-point penalties over the verification area 

for the three different data-reliability classes. 

~.' The penalty table skill factors 

First, penalty table ve~ification scores for nuII-forecasts, i.e. 

forecasts of zero precipitation everY'vhera, are computed exactIy as in 

Section E3. The akill factors for each data-reliabili ty class are then 

obtained by dividing the penalty table verification scores of the forecasts 

by the corresponding penalty table verification scores of the null-forecasts. 

The result is expressed as a percentage. Except in the absence or near 

. absence of 'observed precipitation, these sltill factors can be regarded as 

absolute measures of the usefulness of precipitation forecasts. In practice, 

over llorth America only the Class C score3 occasior..ally run into trouble 

because of too litt le observed precipitation. Note that a perfect forecast 

.ould have a skill factor of r::Jf" whereas ver;{ pOOl' forecasts would have 

skill factors of 200%, or even worse in the case of gross over-foracasting. 

It is fair to regard the 100% mark, i.e. the skill factor of a null-forecast, 

as the border li ne between ski11 and Isak of ski Il. This is a cuch more 

clearcut dividing line than exista for threat scores. 
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CateGory 6-hour amount 24-hour a..'1lount 
in inches in inches 

None 0 0.005 0 - 0.02 

Light 0.005 - 0.1 0.02 - 0.4 

Hedium 0.1 - 0.5 oJ~ - 2.0 

Heavy 

Table 76 

Observed 

. . 
0.5 2.0 

Defini tions of the precipitation 8.I1l0t1:1t categories 

Forecast 

None L.i.ght Medium Heav""J 
.~"I 

None 0 60 90 100 

Light 60 0 25 35 

~feclium 90 25 0 5 

Heavy 100 35 5 0 

Penalty Table l . For use l1hen under-fo!'ecasting and ovm'-forecasting • 
are equally han,rl'ul. 

Forecast 

Irone Lig,.~t Hedium Heavy 

None 0 30 45 50 

I.ight 60 0 12.5 17.5 
Observeà 

Medium 90 25 0 2.5 

Heavy 100 35 5 0 

Penalty Table II . For use ,·rhen under-forecasting is ti-rlce as . 

, 

har.mfu1 as over-forecastL~g. 

Penalty tables reflecting the interests of prospective users 
mainly concerned about vlhether precipitation ,Till or l'lill 

.not occur. The n~~bers are penalty Marks to be assigned 
to incorrect forccasts of the category of precipitation amount. 
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APPENDIX F : THE THREE-DDfr,"'NSIONAL RELAXATIONS 

Fl •. Petterssen's Equation 

The finite difference form of (23.5) m~ be written: 

W~W! .... A! {(Q~ .. o~:r .. + (a;l,.w! -1- (a~)..~I~I) == ~ ,m = 2,3,4 (Fl.l) 

.mue A: = 9f /["-K (~)mJ (Fl.2) 

B: = (W2H)/(os)rt\ (Fl.31 

m = 1,2,3,4,5 correspond to 1000, 850, 700, 500 and 200 mb respectively; 

(a~}m .. r,(Q~)\1'u and (a~)\T .. \l are given by (m.4.2); K 1s defined by (Cl.3); 

(05)'11\ are the standard atmosphere static stabilities given in Table 2 ; 

. IrO lI" 0 the vertical boundary conditions are W. = and Ws = ; 
and the lateral boundary conditions are W!= 0 . Equation (Fl.l) 

may be solved by the foll~dng straightforward three-dimensional relaxation 

( lI)N 1 l )tl-I 
fOrmlÜa relating the N'th guess, W\l\ , to the (N - 1) 'th, \ Wky\ : 

( n)N c( Hul r. (ltVI (nJN-1 ( lt \rI-' 
vJ"" ij ': [1,. _ (Q~)'I/IA!j l ~ 1ft \OÛ"" WfI\Jij-1-t Wm \t1j+ W"'/{jtl ' 

+ A: ~a~).a_, (w~.J~ + (Q~)mt' (1AI~~~j-J - B! 
+ [~- ((l~)mA!J[~ - lJw~)~) (Fl.41 

l1here the relaxation coefficient, ~ , 1s taken ta bel.414. At initial 

time the relaxation starts with a zero tirst guess field a.ni is teminated 

after 20 scans. At subsequent hours the relaxation starts with the previous 

hourts W! values as first guess fields and teminates after 7 scaDS. 
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F2. '!he baroclinic model 

In the main integration cycle of the baroclinic model equation (el.5) 

may be rewri tten as: 

(F2.l) 

where 

x* = (à\)!m.) 
m è>t (F2.2) 

(F2.:n 

where 

if 

if 
(F2.4) 

and for a model with four fullworldng levels 0(2,::: 0(3 ::=. 1.lt14 

and 0( \ = cX2.:= 1.28. The la teral boundary conditions could be 

specified trom earlier integrations over a iarger grid, but in the 

three-dimensional relaxations carried out so far tbe boundar,y stream function 

tendencies have been specified as zero. At initia1' time the relaxation 
, , 

starts wi th with a zero first guess field and is term:inated after 20 scans. 

At subsequent hours the relaxation starts ",1ith the previous hourIs stream 

fonction tendency values ·as first guess fields am 'terminates after 7 scans. 
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APPENDIX: G: THE LCJ:l TROPŒAUSE MARIŒR 

ta. The defini tien of Nt. 
T'ne 100 tropopause marker~ NE J which appears in equation (26.20) 

is defined b:r: 

(Gl.l) 

1 otherwise 

where 

b', ::::. W '2( Vlzo- Via) (Gl.2) 

S)_ == [,i?( '/1,,- Vic)] ~ f't\!!;!o] (Gl.l) 

bs ::: [wC V~O - fso)] , [ 1/ ( 1 i7 ~~J')] (Gl.I~) 
~'n 2 , t :ts the fini.te difference gradient operator (B7 .5) J and 'SI is 

the fini "lie difference taplacian operator (m.O.l) • 
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APPElIDJX H: FORNUUE FOR SECONDARY LATENT BEAT EFFECTS 
. 

10.. Liquefaction or freezing of f'aJ~ing precipi tatio~ 

The appropriate value of L C\ in (~8.2) 1s obtained as follo'Ws: 

Case (i) : 

Case (iii) : 

Tm·,., ~ TL 

t;. >-'~+J >Ti (10..1) 

(Hl. 2) 
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whare the subscripts m = 1,,2,3 correspond to 85o" 700 and 500 mb 

respe~tivelY" and Li , °L , ~ and TL' are given in Table 26. 

B2. Evaporation of falling precipitation 

ihe approprlate value of Lb in (28.2) is given by: 

L 

where once again the subscripts m =- 1,2,3 correspond to 850, 700, 

and 500 mb respectively, and L ~ ,L ,,~ and T ~ are 

given in Table 26. 
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APPEND:DC 1: THE EFFECTIVE O(}EAN EQUILla~IUM TEHPERATURES - --.- .-.. ---=----.;;.....;.~ 
n. At the 1000 Jllb level 

. The effective ocean equilibri~ temperature at iooo rob, (TO<)'OOD .$ 

is the temperature a parcel of air 'YTould have at this level if it had 

ascended or, hypothetically, desccnded moist adiabatically from the ocean 

surface, ancl had started out rd th the temperature, 1fi' , and press'J.re 

of the- ocean surface. HOr1ever, (lo{)rooo .is only computed at initial 

time, not at every time step. Consequently, the computati~ill! are based 
. -.-. -" on a triple-smoothed version of the 1000 ob height chart, ;!:.., C 1) 0 , 

uhich is obtaiJ."1ed by apply:i.ng the standard smoothing operator (B3.1) 

three times in succession to the initial time 100,VTi1b height chart. 

An iterative procedure is eIi!PloY'e~ Let (-ç) IOCO be the N th 

guess at (1:) ,ocn ,( ~'OO(l) the N th guess at the corresponding 

density, (Ap \N and (~f) )N the N th guesses at the presstrre 
- Ll '0001 ,tOOO 

'and density increments, rcspectiv.e1y, of the ocean surface over 1000 JI~ 

- 50· that the pressure at' the ocean surface is (1000 + L'PIcco) , 
and the density is (eICOO-{·· fj ~lCtO). ~he N th guesses of thes3 

quantities are related te the (N-') th gues ses as fo~lOliS: 

( .)U * Ji(T )/1-1 J 2. * (-- )W-I "1~ 
E>,oc.o :: o., LI e< 10" ... r- (:\2. fe.< 1000 + <.:\3 (n.l) 

[ 
':1\~ ( ),'1-1 . *J 1 A \'-1-1 0,. T, -..{- Ch.. \W Proov) 
r ç"- I::tOO ..;) 

(n.,2)· 
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Constant Condition Value Units 
o.~ 5 -5 -3 )-2 

-M 0.17 x 10 Kg m (C deg 
Q,. 

--0.h65 x 10-3 ro -3 (C deg)-l 7( Kg 
~~ 1.276 Kg m-3 

at ... 5 Kg m~~ (c deg)-l mb-1 - 0.5 x 10 
~ 

QS 0.1285 x 10-2 ... 3 -1 
Kg m rob Q: - 0.981 = dkm sec -2 

~. ( )N-r ,. 

Q7 
30) ~ accn);. 10 -3 -1 - 0.7 x 10 mb 

-J.f- ( )'J-l -3 mb-1 Q.., 10 > 1~ !COO ~ 0 - 0.9 x 10 
~ 

o /(1: Y"-' ): -20 5 -3 mb-1 Cl7 - o. x 10 
a~~ 

cl.rwol' 
5 -4 -1 -20 > (T .... 11-' 7 c-J, 00'0 - O. x 10 .mb 

"* yr-t 
5.1 x 10-2 aS 30 i(Tcx l~tO -?' 10 C deg rob-l 

~}(. -2 QS 10 >(1: YJ 
.. 

1 2 5.2 x 10 -1 0 C deg rob 
~~ ~ IC:;,' l' 

QS o )(1 y.~--r ~ -20 5.3 x 10-2 C deg -1 rob 
~. 

C'\ IOC{) V 
6 -2 Og -20 > (1: YJ-I .2 x 10 C deg mb-l 

oe IODO 

Table 78 • Values of the const.ants used in the iterayion to dcterroine • 

the effective ocean equilibritun temperature at 1000 mb~ (1-,<},ooo. 
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(4Il [1'1 _ 
cl p lev-! lDeo - (n.h) 

(--N) ::: 
r ex' roCD (n.5) 

..,y .. \! 
uhere .the values of the constants a\ ,q,;' 

7f . a"~ . -
ct 7' , and ~ are gi ven in Table 78. T'ne climatologica1 ocean 

surface temperature, ~, ,is used as a first gtl(!'3S field for (1:)'000 
and the iteration is tenninated after five scans. îr~ i5 obtained 

by interpolation :t'rom the corresponding monthly meal chnrts. 

12. At the levels aloft. 

The empirical ocean heD:hing tem (29.1) rt:1quires the specification 

of effectiv.e ocean eqnilibriun temperatll.res at, 850, 700 and 50J rnb, 

(-ç.J 8$'D' (l:)ï{;O ~ and (-':)50"0, i.e. the tempel'e.tl.1.res tllat parcels 

of air Houlcl have at these levels :Lf they had ascended moist adiabatically 

from the ocean s"ll.!'face, and had ~tarted out ~·d::'h the tC!;'IlJeraJ\iure, ·r~ , 
and pressure of the ocean surface. These al'e obtained directly from 

(1-\ . 
c/.I '000 by the follo1-TJ.ng formula: 

(I2.i) 

-t- UJ~.c~ "TE ..... -~~,-~ 
UJ~ ( Pg l W8~-O ) 
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where 

~ Â 1\ A*' 
W~ if (u-~5ol ( UJ~~ and P9 ~ P9 (12.2) 

~ 

f WRro) if 1 cU,so 1 > lU d.. and 

A* 
'Hhere P9 is the minimum value of P9 in the square nine-point 

stencil area centrec1 on the point fo~ich LUc< is beine evaluated, 
A A~' . . , -r- ~ 
U,.Jc.{ :: 20 mb/hour, Ps ::: 900 mb, 1 E = -1.5 C deg, and C\q , 

..y. ~ Q,O ' and QII are given in Table 79 • 

, \ 
-20«t.'~ 0 0«1{)~b20 (rO()l~'~':> 20 . Constant Level[t j <-20 Uuit.s 

(rob) . ,.:(,; JIOO~ 
~r 

850 -1 
c:tq 0 0 0 0 (C deg) 

-}~ 
fl,c:: 850 1.0 1.11 1.11 1.11 

"r. ClU 850 8.5 8.3 8.3 8.3 (] ci.eg 
. 
-.~ 

0.5 x 10-2 C\q 700 0 5 -2 0.1 x 10 0 (C deg) 
-1 

.\~ 
Q\Q 700 0.95 1.25 1.285 1.23 
~f 

(ln 700 2h.o 20.0 20.0 18.3 C deg 

:* 
C1 q 500 0.5 x 10 

-2 
0.5 x 10 -2 0.1 x 10-1 0 { Y" C deg. --

""'.' 

al; 500 1.25 1.25 1.t~2 1.6 

Q~ 
1\ 500 41.0 41.0 hl.0 40.6 C deg 

Table 79 : Values of the constant.s used in' the cletermination of the 

effective ocean equi1ibrium tenperatures aloft. 


