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ABSTRACT

A numerical schema to pfedict precipitation amount on a compute?
has been developed- and put into routine use, It operates in seguence
with a baroclinic model based on the potential vorticity equation, Large
scale and small scale precipitation amounts are predicted every hour for
each of three layers of the atmoszphere, Tﬁe large scale amounts are
§omputed from "wet" vertical moti&ns, which are based on "dry" veriical
motions made available By the baroclinic model, and explicit forecasts of
temperature and dew point depression., The small scale amounts are compuied

from three empirical formilae,.

In some recent experiments the precipitation scheme and the
baroclinic model were integrated in parallel, The main innovations weré
in the baroclinic modele They included a coefficient of eddy diffusion
of potential voriticity which depends on the baroclinicity, seasonal
Qariations in the linkages between the levels, arnd the incorporation of

latent heat; radiation, and ocean heating effects.



COMPUTATIONS OF TOMORROW'S RAIN
DAVID DAVIES |



COMPUTATIONS CF TCMOHROW®S RAINW
by
David Davies

A thesis submitted to the Faculty of Graduate Studies
and Research in partial fulfilment of the requirements

for the degree of Dector of Philosophy

Department of Meteorology,
McGill University,

Hontreal, Canada . July, 1970

(@) David Davies 1971 . .-



ACKNGAE@MENTS
I am deeply indebied to Dr, Michael Kiizak, Head of the Dynamic

Prediction Research Unit, for arousing a long dormant ambition to
regicter for doctorate studies, and for assigning the precipitation
scheme project vhich provided me with the fnaterial for this thesis.
I appreciate the encouragement Mr. J.M. Leaver, 0.I.C. of the Central
Analysis Office, has given me while I have been working on the
Precipitation scheme project,

Marvin P. Olson and W,S, Creswick have been responsible for the
1968 and 1970 versions of the baroclinic model which made a successful
precipitation scheme possible, Drs A.J. Robert, Dr, M, Kirizak, R.A. '
Strachan, and Dr, W.L, Godson have also made major contribufoior;s to
the development of the baroclinic model at one time or another, |

Joseph Simla collaborated with me in the early plaming stages
"of the pre;;ipitation project. Dr¢ Mavrice B, Denard contributed
several specific ideas which. are acknowledged in the text,

Mr, J, Sinla, Head of the Computer Services Unib, and his staff
have 2lways been fully co-operative in making computer facilities
available, and took over the i‘espé)nsibility of optimising thie running
times of the precipitation programs when th;ay becane operational,

Mr, R, Anderson, Head of the Analysis and Prognosis Unit, and his staff
have monitored the operational precipitation forecasts with enthusiasm,
.and have been very helﬁﬁﬂ. in drawing unusual features to my attention.

Special thanks go to Yvon R.G, Bourassa and Mrs Clandette Thibeault.

m.r. Bourassa was responsible for most of the systems aspects, both for

the original sequentisl precipitation schesie and the parallel model

i3



experiments, including in particulai‘ the control programs which move
data to and from the disk and drum, He wrote the skill factor
verification program, including the objective analysis of precipitation
reports, and processed the skill factor dg.ta from the operational run
and the parallel model experiments, He aiSo wrote the characteristic
areas verification progran for monitoring the height, temperature,

and dew point depression forecasts produced in the operational run,

Mr, Bourassa drew up the charts from the parallel model experiments

and arranged for their reduction to thesis page size. MNrse Thibeanlt

wrote the input and ocutput programns for the parallel model experiments,

and prepared the climatological charts of 850, 700 and 500 mb temperatures,

ocean temperatures, and snow COVEro She also wrote the threat score
and processed the threat score data and the

She

evaluation programs,

characteristic areas program data from the operational run.
_efficiently organised the production of the manuscript, drafted the

Figures other than. the charts, prepared nany of the Tables, and did

about two-thirds of the typing. I thank Miss Therese Savoie for doing
the remainder of the typing.
Prof, BM. Boville provided valuable editorial ass:.stance in the

preparation of the manuscripte

I thank 211 colleagues in the Dynamic Pred:n.ct:.on Research Unit,
~both past and present, for their many helpful discussions, and fer
providing a stimilating intellectual evironment in which to works
Finally, I wish to acknowledge with gratitude the support of
Canadian Meteorological Service in allowing me the privilege of

pursuing this research,

il



TABLE OF CONTENTS

Wt P e

Acknovledgments ii
List of Tables xii
Iist of Figures xxii
List of Syubols xxxii
Abstract xxvi
Résund sxoorvii
Part I : Introduction
1. General Aims °
2. Historical Highlights
3. Current Problems
3.1 The problem of predictability
. 3.2 Primitive equatiéns models vis-a-vis filtered equations
models ’ 8
3.3 Potential vorticity equation models vis-z-vis onega
equation models 9
L, General Review of Precipitation Forecésting by Conputer 10
Part IT : The Sequential Version of the Baroclinic Model 12
5. The History of the CAO Baroclinic Model 12
5.1 Introductory remarks 12
5.2 Godson's proposed model 13
1

- 5.3 The prototyps model

iv



7.

8.

9.

10.

13.

T 14,

16.

5.4 The octagon model
5.5 The 1968 operational model

5.6 The 1970 operational model ;

‘The Baroclinic Model Equations and the Primary and Secondary

Constraints

Derivation of the Baroclinic Model Equations without

Constraints
Numerical Values of the Control Coefficients

The Changc-ov?r from Smoothing to Eddy Diffusion Constréints
The Derived 700 mb Stream Function Forecasts
Verification Scores for the Forecast Height Charts

11.1 Standard areas

1.2 Characteriétic areas

IIJ‘. : T.he Sequential Version o%t‘ the Precipitation Schenme
Origins of the Sequential Approach

Tables of Unit Condensation Rate

Choice of Moisture Parameter: Dew Point Depressionl

Tre Large Scale Precipitation Amount

The "Dry" Vertical Moticn

18
21
24

28

34

37

42 -

53
53
5k

66

70

72

82

. w e g



l?o

18.

19.

20.

2]1.

22,

The "Wet" Vertical Motion

-The Temperature Forecasts

The Dew Point Depression Forecasts

The Small Scale'Precipitation Amount

20,1 The empirical approach

- 20,2 Frontal showers

20.3 Air mass showers

20.4 TInduced instability showers

The Total Precipitation

The Evaluation of the Operational Precipitation Forecasts

@ Part IV : The Pilot Project on Parallel Operation .

23,

The Pilot Model

Part V : The Main Parallel Model Experiments

2k,
25.
26,
27.

28,

Outline

The Control Coefficients

The Eddy Diffusion Terms
Mountain and Friction Effects

The Diabatic Effects: I & II Latent Heat Release and

Absorption

vi

91

109

129

149
149

151

152
156

156
16k
200

200

208
208
212
218

228

232



29.

30.

31'

32.

33.

4.

35.

The Diabatic BEffects: IIT Ocean Heatlng

The Diabatic Effects: IV Radiation

The Parallel Baroclinic Model

31.1

31.2

The final version

The unsuccessful experiments

The Parallel Precipitation Scheme

32.1
32.2
32,3
32.4
32.5
32.6
32.7

Other
32.1
33.2
33.3

The large scale precipitation amount
The "dry" vertical motion

The “wet" vertical motion

The temperature forecasts

The dew point depression forecasts
The small scale preciﬁitation anmount

The total vprecipitation

Features
Cloud forecasts
Terminal forecasts

Derived 1000 mb height forecasts

Results

Discussion

35.1
35.2
35.3
35.4

The case of 127 Jan 29th 1969 -
The case of 007 Jul 26th 1969
The case of 122 Sep 9th 1969

The case of 007 Nov 18th 1969

vii

239

243

249
243

250

255
255
255
258
258
261
263
263

264
264
265
265

266

356
356
359
360
360



- 35,5 The case of 00Z Dec 21st 1569
35.6 The case of 127 Dec 25th 1969
35.7 The case of 007 Jan 25th 1970
35.8 The case of 00Z Jan 27th 1970
35.9 The case of 007 Jan 28th 1970
35.10 The case of 002 Mar 3rd 1970
35.11 The case of 00Z Mar 26th 1970

35.12 Summary

Part VI : Conclusions

36. Conclusions

References

hppendix A : A Review of Some Basic Equations

Al. Equations Governing a Dry Atmosphere

A2. Equations Governing a Noist Unsaturated Atmosphere

A3. Equations Governing a Moist Saturated Atmosphere

Appendix B : A Catalopgue of Numerical Frocedures

Bl, Introduction

-2

362
365
368
370
372
37k
376
377

380

380

387

393
393

397

400

105

Lo5



B2.
B3.
Bk.
B5.
B6.

B?o

B8.

Bg.

Blo.,
Bll.
B12.
B13.
Bl4,
Bl15.
B16.

B17.

The Definition of a Stencil Operator
The Stendard Smoother
The Five-point Smoother

The Standard Unsmoother

D

The Special Unsmoother

Horizontal First Derivatives: I Standard Finite Difference

Formulae

Horizontal First Derivatives: II Special finite Difference

Forwulae

Horizontal Second Derivatives: Standard Finite Difference

Formulae

The Laplacian Finite Difference Operator

The Standard First Order Jacobian Operator

The Shuman Jacoﬁian

First Derivatives of Pressure: Finite Difference Formulae
Second Derivatives of Fressures: Finiie Difference Formulae
Special Non-centred First Derivative of Pressure at 200 mb

First Derivatives of Time: Finite Difference Formulae

Formulac For Computing RMSE Verification Scores

Lo6

Lob

407

408

108

409

L1

k12

413

L

Lk

416

L16

418

119



-

Bl8, Second Derivaﬁives Parallel and Normal to the Flow

Appendix C : The Main Integration Cycle of the 3equential
Baroclinic Model

- Cl. Details of the Main Integration Cycle

€2. Limitations on the ¥ain Integration Cycle

* Appendix D : Terrain Effects

Dl. Primary Constraints Due to Terrain

Appendix E : Skill Factor Verifications of Precipitation Amount

Foreca;ts
Fl. The Grid-point Approach to Objective Verification
E2. The Cbjective Analysis of Observed Precipitation .
E3, ' The Penalty Table Verification Score

El,. The Penalty Table Skill Facters

Appendix F : The Three-dimensional Relaxations
Fl. Petterssen's Equation
¥F2. The Baroclinic lodel

Appandix G : The Low Tropopause Marker

L20

L21

421

L25

b2y

L27

L3l

3k

u3k4

k37

438

Lyo

k4o

L4l

Lo



Gl. The Definition of Ng

Appendix H : Forrmulae for Secondary Latent Heat Effects
Hl. Liquefaction or Freezing of Falling Prccipitation
H2, Evaporation of Falling Precipitation

can .

Abpendix I : The Eifective Ocean Equilibrium Temperaturecs
I1. At the 1000 mb Level

I2. At the levels Aloft

L2

b3

b3

Lyl

b5

L5

Lh7



Table

7.

8.

. LIST OF TABLES

 Nunerical values of miscellaneous constants

Values of the static stability, Og , for the "dry"-

standard atmosphere.

Values of the eddy diffusion coefficients used in the

1970 barcclinic ﬁodel.

Values of the eddy diffusion coefficients used in the
derived 700 mb stream function forecasts and also in the

vertical motion computations of the 1970 model,

Tables of unit condensation-rate, k)pCT) in '.1.0"6 inches
rain/hour, for layers 150 mb thick (excert the layer centred

at 500 mb which is 250 mb thick) ascending at 1 mb/hour,

H
Values of the latent heat factor }“‘ at -10 C deg and 0 C
deg, the static stability of the standard atmosphere, and

the static stability of an "arbitrary rainy atmosphere".

Values of the constants used in the maximum amplification

restrictions imposed on the "wet" vertical motions.

Typical first-hour values for the 7G0 mb vertical

motion ficlds,

Page
LAk

Ll

b5

50

69

93

97

103

Values of the constants used:in the adjustments to the 850 mb

terperature fields when spurious air mass instability

develéps.

xii

110



Table Page

"10. Values of the constants used in the vertical motion danping

formula, 110

dT

11. Moist adiabatic lapse rate tables, _j,ﬂ*
(e

Gel ,
12. Values of the constant used in the computation of d:{( . 112
’ cha 8

. 111

13, Maximunm and minimum restrictions on the temperature fields. 113

14, Values of Tgo , the 500 mb temperature of a parcel of air

13 fted adiabatically from 850 wb, used in tre computation

of the Showalter Index. 114
15. Initial time values of the eddy diffusion coefficients used
in the forecast equations for ‘cemperature and dew point
depression; these are augnented by 1% per hour. - 118
16, Values of the constants used in computing !i,.J 132 '
op 13
17. Valués of the constants used in the term representing.
‘upward diffusion of moisturé from the Earth's surface. 133
18, Values of the constants in the term representing net
evaporation from falling precipitation. : 133
19. The constants used in the dew point depression
prediction scheme that were reset at the time of the
change-over from the octagon model to the 1962 model. 135

x3ii A



Table

20.

21,

22,

23.

24,

25.

26.

27.

28,

Typical winter and summer values of the mean errors of the

36-hour dew point depression forecasts over the 504-point

grid,

Values of the constants used in the empiriqal fermula for

frontal shovers, air mass showers, and induced instability

shovers,

Values of the eddy diffusion coefficients used at all

levels in the pilot model.
Yean 48-hour CRISE verification scores for five cases.

Mean magnitudes of the displacement and deplh errors of

the five major low centres in the U48-hour forecasts of

850 mb height,

Values of the constants used in the eddy diffusion

constraints of the parallel model.

Values of the constants used in the computation of the

effective latent heat.

Values of the constants used in the ocean heating term.

Values in hours of the Q

N

m ,an , and emmn used in the

computation of('tg)m vhen P9= 1000, 925, 775 and 625 mh.

Values of the constants, other than the e-factors, whiech

are used in the computation of the radiation term.

xiv

Page

146

155

202

205

206

222

233

240

245

245




Table

31.

32.

3140

35.

36.

3?'

30.

Values of the constants used in the vertical motion damping

formula in the parallel model expariments.

CRISE Verification Scores for the 238-point grid for

850 mb height forecasts for the series of test cases

_integrated in the parallel nodel experiments.

CRMSE Verification Scores for the 238-point grid for
700 mb height forecasts for the seriss of test cases

integrated in the parailel model experiments.

CRISE Verification Scores for the 238-point grid for

500 mb height forecasts for the series of test cases

integrated in the parallel model experiments.

CRISE Verification Scores for the 238-point grid for

200 mb height foreccasts for the series of test cases

integrated in the parallel model experiments.

CRMSE Verification Scores for the 50l-point grid for
850 nb height forecasts for the series of test cases

integrated in the parallel model experiments.

CRMSE Verification Scores for the 504-point grid for
700 mb height forecasts for the series of test cases

integrated in the parallel model experiments.

CRIMSE Verification Scores for the 50b-point grid for
500 mb height forecasts. for the series of test cases

integrated in the parallel model experiments.

the

the

the

the

the

the

the

Page

260 -

313

318

315

316

317

318

319



Table

38.

39.

Lo,

L1,

42,

43,

By,

Page
CRMSE Verification Scbres for the 50U-point grid for the
200 wb height forecasts for the series of test cases

integrated in the parallel model experiments. 320

CRMSE Verification Scores for the interior of the 1221-point
grid for the 850 mb height forecasts for the series of test

cases integrated in the parallel model experiments. 321

CRMSE Verification Scores for the interior of the 1221-point
grid for the 700 mdb height forecasts for the series of test

cases integyated in the parallel model experiments. 322

CRMSE Verification Scores for the interior of the 1221-point
grid for the 500 mb height forecasts for the series of test

cases integrated in the parallel model expariments. 323

CRIST Verification Scores for the interior of the 1221-point
grid for the 200 mb height forecasts for the series of test

cases integrated in the parallel model experinents. 324

RVSE Verification Scores for the 238-point grid for the
850 mb teuperature forgcasts for the series of test cases

integrated in the parallel model eXperiments. 325

RMSE Verification Scores for the 238-point grid fer the
700 mb temperature forecasts for the series of test cases

jntegrated in the parallel model experiments. 326

vl



Table

""5. i

h‘?n

Lg,

50,

51.

RMSE Verification Scores for the 238-point grid for the
500 mb tempesrature forecasts for the series of test cases

integrated in the parallel wmodel experiments,

RMSE Verification Scores for the 50l-point grid for the
850 mb temperature forecasts for the series of test cases

integrated in the parallel model experiments.

RESE Verification Scores for the 504-point grid for the
700 mb temperature forecasts for the series of test cases

integrated in the parallel model experimsnts.

RMSE Verification Scores for the 504-point grid for the
500 mb temperature forecasts for the series of test cases

integrated in the parallel model experiments.

RMSE Verification Scores for the interior of the 1015-point
grid for the 850 mb temperature forecasts for the series of

test cases integrated in the parallel model experimenté.

RMSE Verification Scores for the interior of the 1015-point
grid for the 700 mb temperature forecasts for the series of

test cases integrated in the parallel mcdel experiments.

RMSE Verification Scores for the interior of the 1015-point
grid for the 500 mb temperature forecasts for the series of

test cases integrated in the parallel model experiments.

xvii

‘Page

327

328

329.

330

331

332

333



Table

52,

53.

o

55.

56.

57,

58,

RMSE Verification Scores for the 238-point grid for the
850 mb dew point depression forecasts for the series of

test cases integrated in the parallel model experiments.

RMSE Verification Scores for the 238-point grid for the
700 mb dew point depression forecasts for the series of

test cases integrated in the parallél nodel experiments.

EM5E Verification Scores for ihe 238-point grid for the
500 mb dew point depression forecasts for the serles of

test cases integrated in the parallel model experiments.

RMSE Verification Scores for the 504-point grid for the
850 mb dew point depression forecasts for the series of

test cases integrated in the parallel wmodel experiments.,

RMSE Verificafion Scores for the 504-point grid for the
700 mb dew point depression forecasts for the series of

test cases integrated in the parallel model experiments.

RMSE Verification Scores for the 504-point grid for the
500 mb dew point depression forecasts for the serles of

test cases integrated in the parallel model experiments.

RMSE Verification Scores for the interior of the 1015-point

grid for the 850 mb dew point depression forecasts for the

series of test cases integrated in the parallel model

experiments,

xviii

Page

334

335

336"

337

338

339

340



Table

59.

60.

61.

62.

63.

6k,

65.

Page

RMSE Verification Scofes for the interior of the 1015-point

" grid for the 700 mb dew poinf depression forecists for the

series of test cases integrated in the parallel model

experiments. 341
RMSE Verification Scores for the interior of the 1015-point
grid for the 500 wb dew point depression forecasts for the
series of test cases integrated in the parallel model

342

experiments.

Threat Scorgs for OO-ZU»hours for a threshold of 0,01 inches

for the series of test cases integrated in the parallel model

experiments.. | 343

Threat Scores for 12-36 hours for a threshold of 0.0l inches
for the series of test cases integrated in the parallel

model experiments, 34y

Threat Scores for 24-48 hours for a threshold of 0.0l jnches
for the series of test cases integrated in the paraliel

model experiments. 345

Threat Scores for 00-24 hours for thresholds of 0.25 inches,
0.50 inches, and 1.00 inch for the series of itest cases

integrated in the parallel model experiments. 3456

Threat Scores for 12-36 hours for thresholds of 0.25 inches,
0.50 inches, and 1.00 inch for the series of test cases

intezrated in the parallel model experiments. 347

xix



Table

66.

67.

68.

69.

70.

71.

72,

Threat Scores for 24-48 hours for thresholds of 0.25 inches,

0.50 inches, and 1.0 inch for the series of test cases

integrated in the parallel model experiments.

Table I and Table 1T
series of test cases

experiments,

Table I and Table JT
series of test cases

expariments.

Table I and Table IT
series of test cases

experiments,

Table I and Table )XI
series of test cases

experiments.

Table T and Table 11
series of test cases

experiments,

Table I and Table IT
series of test cases

experiments.

S$kill Factors for 06-12 hours for the

integrated in

Skill Factors

integrated in

Skill Factors

integrated in

Skill, Factors

intepgrated in

Skill Factors

integrated in

SKill Factors

integrated in

the

for

thq

for

the

for

the

for

the

for

the

parallel model

18-24 hours for the

parallel model

30-36 hours for the

parallel model

42-48 hours: for ih2

parallel model

00-2% hours for the

parallel model

12-36 hours for the

parallel model

Page

348

349

350

351

352

353

354



Table

73.

7,
75.
76.

77,

78.

Tavle T and Table IT Skill Factors for 24-48 hours for the
series of test cases integrated in the parallel model

experiments.,

Rumerical valucs of the constants in the formula for a

first derivative of pressure (E13.2)

Numerical values of the constants in Hallinert's parabolic

fit formula for a second derivative of pressure (Bl4.2)
Definitions of the precipitation amount categories

Penalty tables reflecting the interests of prospective
users mainly concerned about whether precipitation will

or vill not occur.

Values of the constants uszd in the iteration to determine

the effective ocean equilibrium temperature at 1000 nb,

(T;x ) [CO0O

Valves of the constants used in the determination of the

effective ocean equilibrium temperatures aleft.

Page

355

b5

416

439

439

- L6

Lug



Figure

1,

2.

5.

7.

LIST OF FIGURES

Page

The various finite difference grid neﬁworks. 22

The standard field of mountain pressure height (Pg)

which is used in the operational run. . 31

The special field of mountain pressure height (P,)

which is used in the parallel model experiments, 32

Monthly mean correcteq root-mean-square error (CRISE)
scores in dkm for the 12, 24 and 36-hour forecasts of
1000 mb height, together with the corresponding persistence

scores, f 56

Monthly mean corrected root-mean-square error (CRISE)
Scores in dkm for the 12, 24 and 36-hour forecasts of
850 mb height, togetﬁer with the corresponding persistence

scores, 57

Monthly mean corrected root-mean~-square error (CRISE
scores in dkm for the 12, 24 and 36-hour forecasts of
700 mb height, together with the corresponding versistence

scores. 58

Monthly mean corrscted root-mean~-square error (CRMSE)
scores in dkm for the 12, 24 and 35-hour forecasts of
500 mb height, together with the corresponding parsistence

scores, 59

xxii




Figure
8.

10.

1l.

12.

13.

Monthly mean corrected root-mean-square error (CRMSE)
scores in dkm for the 12, 24 and 36-hour forecasts of
200 mb height, together with the corresponding persistence

scores.

The three layers of the atmosphere for which precipitation

conputations are carried out,

Monthly mean valuss of the percentages of grid-points at
which the 13, 25 and 35-hoar forecasts of the "wet!

vertical motion fields have the correct sign.

Monthly m2an root-mean-square error (RMSE) scores in
deg C for the 12, 24 and 36-hour forecasts of 850 mb

temperature, together with the correspording persistence

scores,

Monthly mean root-mean-square error (R¥SE) scores in
deg C for the 12, 24 and 36-hour forecasts of 700 mb
temperature, together with the corresponding persistence

scores.

Monthly mean root-mean-square error (RMSE) scores in

deg C for the 12, 24 and 36~hour forscasts of 500 mb

scores.,

xxiii

Page

60

67

107

123

124

125



Figure
14,

15.

16.

17.

. 18.

19.

Monthly mean root-mean-square error (RMSE) scores in
deg C for the 12, 24 and 36-hour ferecasts of 850 mb
dew point depression, together with the corresponding

versistence scores.

Monthly mean root-mean-square error (RMSE) scores in
deg C for the 12, 24 and 36-hour forecasts of 700 mb
dew point depression, together with the corresponding

persistence scores.

Monthly mean root-mean-square error (RMSE) scores in
deg C for the 12, 24 and 36-hour forecasts of 500 mb
dew point depression, together with the corresponding

persistence scores.

A schematic representation of the main featuresof the

precipitation scheme,

Monthly mean threat scores for the sequential ferecasts
of 24-hour total precipitation amount which were issued

‘operationally in the period December 1967 to March 1970.

Monthly mean threat scores for the sequential forecasts

of 2lL-hour precipitation amount which were issued

operationally from June 1969 to March 1970.

xxiv

Page

142

143

144

163

168

170



Figure

20.

2.

22.

23.

2L,

25.

Histograms showing the frquenéy distribution§ of the
(total-large) threat score (%) differénces, for 57
selected Canadlian stations; for the precipitation
forscasts issued operétionally in the period June 1969

to March 1970.

A diagram showing the frequency distribution of threat
score with precipitation occurrence for forecasts of

precipitation amount for 00-24 hours.

A diagram showing the frequency distribution of threat
score with precipitation occurrence for forecasts of

precipitation amount for 12-36 hours.

Monthly mean threat scores for the sequential forecasts
of 24-hour precipitation amount which were issued

operationally from August to December 1969.

Monthly mean threat scores for the sequential forecasts
of 24-hour precipitation amount which were issued

operationally from August to December 1969.

Monthly mean Table I skill factors for the sequential
forecasts of precipitation amount for 00-24 hours which
were issued operationally in the period August 1968 to

April 1970.

Page

171

172

173

175

178

180



Figure
26,

27.

28.

29.

30.

31.

Monthly mean Table II skill factors for the sequential
forecasts of precipitation amount for 00-24 hours which

were issued opsrationally in the period August 1963 to

April 1970.

Monthly mean Table I skill factors for the sequential
forecasts of precipitation amount for 12-36 hours which

were issued operationally in the period August 1968 to

April 1970.

¥onthly mean Table IT skill factors for the sequential
forecasts of precipitation amount for 12-36 hours which

were issued operationally in the period August 1968 to

April 1970.

¥onthly mean Table I skill factors for the sequential
forecasts of precipitation amount which were issued

opefationally for class A grid points in the period

August 1968 to April 1970.

Monthly mean Table II skill factors for the sequential
forecasts of przcipitation amount which were issued

operationally for class A grid points in the period

August 1968 to April 1970.

fonthiy mean values of the average 2b-hour preeipitation
amount/grid point for the sequential forecasts which were

issued operationally for class A grid points in the period

August 1968 to April 1970.

xxvi

Page

181

182

183

184

185

1186



&)

-

Figure -
32,

33.
34,
35.
| 36.
37.
38,

39.

Monthly mean values of the average 6-hour precipitation
amount /grid point for the sequential forecasts which were

issued operationally for class A grid points in the period

Aupust 1968 to April 1970.

The

127

The

127

The

127

The

127

The

of

The

of

The

00Z

The

00Z

set of 850 mb height charts for

Jan 29th l9§9.

set of 700 mb height charts for

Jan 29th 1969.

set of 500 mb height charts for

Jan 29th 1969.

set of 200 mb height charts for

Jan 29th 1969.

set of 00-24 hour precipitation

127 Jan 29th 1969,

set of 24-48 hour precipitation

12Z Jan 29th 1969.

set of 850 mb height charts for

Nov 18th 1969.

set of 500 mb height charts for

Nov 18th 1969.

xxvii

the case of

the case of

the case of

the case of

charts for the case

charts for the case

the casa of

the case of

Page

187

269

270

271

272

273

274

275

276



Figure

L1,

b2,

43,

bs.

7,

48,

50-

The

002

The

00z

The

00z

The

002

The

007

The

007

The

002,

The

00Z

The

122

The

122

set of 00-24 hour precipitation

Nov 18th 1969.

set of 2l-U8 hour precipitation

Nov 18tk 1969,

set of 850 mb height charts for

Dec 21st 1969,

set of 700 mb height charte for

Dec 21st 1969.

set of 500 mb height charts for

Dec 21st 1969.

set of 200 mb height charts for

Dec 21st 1969.

set of 00-24 hour precipitation

Dec 21st 1969.

set of 24-U48 hour precipitation

Dec 21st 1969,

set of 850 mb height charts for

Dec 25th 1969.

set of 700 mb height charts for

Dec 25th 1949,

xxviii

charts for the case of

dmﬁsfM“WeC%eéf

the case of

the case of

the case of

the case of

charts for the case of

charts for the case of

the case of

the case of

Page

277

278

279

280

281

282

283

284

285

286




N

"y

s

Figure Page
51, The set of 500 mb height charts for the case of

122 Dec 25th 1969. ' 287

52. The set of 200 mb height charts for the case of

12Z Dec 25th 1969. . 288

53. © The set of 00-24 hour precipitation charts for the case

of 12Z Dec 25th 1949. 289

54, The set of 2u4-48 hour precipitation charts for the case

of 127 Dec’25th 1969, 290

55. The set of 850 mb height charts for the case of

00Z Jan 25th 1970, 291

56. The-set of 500 mb height charts for the case of

00Z Jan 25th 1970. . 292

57. The set of 00-24 hour precipitation charts for the case

of 007 Jan 25th 1970. - 293

58. The set of 24-48 hour precipitation ‘charts for the case

of 00Z Jan 25th 1970. 294

59. The set of 850 mb height charts for the case of

00Z Jan 27th 1970. 295

60. The set of 700 mb height charts for the case of

00

[

Jan 27th 1970, 296

xXXAx




Figure
61.

62.

€3.

64,

65.

66.

67.

68.

69.

70.

The

W

00

The

002

The

of

The

of

The

002

The

002

The

of

The

00

[

The

00Z

Y

set of 500 mb height charts for

Jan 27th 1970,

set of 200 mb heipght charts for

Jan 27th 1970,

set of 00-24 hour precipitation

00Z Jan 27th 1970,

set of 24-48 hour precipitation

[\

002 Jan 27th 1970.

set of 850 mb height charts for

Jan 28th 1970,

set of 500 mb height charts for

Jan 28th 1970,

'set of 00-24 hour precipitation

00Z Jan 28th 1970.

set of 24-48 hour precipitation

00Z Jan 28th 1970,

set of 850 mb height charts for

Mar 3rd 1970.

set of 500 mb height charts for

Mar 3rd 1970.

the case of

the case of

charts for the case

charts for the case

the case of

the case of

charts for the case

charts for the case

the case of

the case of

Pagé

297

298

299

300

301

302

303

304

305

306




Figure
71.

7“*-

75.

?6.

77

The

of

The

The

007

The

of

The

of

set of 00-24 hour precipitation

00Z Mar 3rd 1970.

sel, of 24-U48 hour precipitation

00Z Mar 3rd 1970.

set of 850 mb height charts for

Mar 26th 1970,

set of 500 mb height charts for

Mar 26th 1970

set of 00-24 hour precipitation

Mar 26th 1970.

™~

00Z

set of 2448 hour precipitation

007 Mar 26th 1970.

charts for the case
charts‘for the.case
the case of
the case of
charts for the case

charts for the case

Weight curve for objective anmlysis of observed reports

of 6-hour & 2L~hour precipitaticn amount,

xxxi

Page

307

308

309

310

3.

312

L35



LIST OF SYMBOLS

This list contains the definitions of syubols vhich
are standard or appear frequently in the text,

T - Tq ) is the dew point depression

is the finite difference approximation to F , MNote thal
this is a general symbol used with some ambiguity that has
to be resolved by the context, For instance, the symbol
itself does not snecify whether a first order or a second
order finite difference approximation is to be used, This
information is provided by the context., Note also that
Appendix B contains definitions of particular finite
difference aporoximations and other numerical operatcrs.

is the co-ordinate system, attached to the Earth ard
rotating with it.

is the set of unit vectors parallel to the x, y, and 2z
directions respectively,

is the height of a constant pressure surface, Notec that

2
( x, ¥, 2) constitutes a right-handed system,
A N ’~
Ve d i d dyj = visdv ’i = f+ Y_d is the horizontal wird,
dt dt
-
Y_r.-: k X %_ V\{J is the rotational part of the horizontal wind and
. C. 0 '
qb’ is the corresponding stream function.
y_d= % Vx is the divergent part of the horizontal wind and
o
:z: is the corresponding velocity potential function,
w= gB is the vertical motion,
t
d o) Vov ot U}b
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2 .
s the Laplacian operator

is an arbitrary variable,

J(F ,F) = gglé_l.{?z_w @_‘I_T'J_b”gz 5.  the Jacobian operator.

g

oY 2y &x

is the acceleration due to gravity,

£z 2 L2 sin 4)

Liw

-

is the angular velocity of the Earth,

is 'bhe- latitude,

is the value of f at latitude 15 N,

is the temperature.

is the dew point,

is the density of air ( including moisture where aporopriate ), i
is the gas constant for unit mass of dry air.

is the specific heat of dry éir at constant volume,

is the specific heat of dry air at constant pressure,

R/C,

is 1000 mb,

= T(p(,/p)K s the potential temperature ( see also (Al.7) )

Sy s

& or
is the Showalter Index,

- 1.2% , the static stability ( see also (A1.15) )

is the amount of latent heat released when one gram of water vapour

condenses into liquid water,

is the amount of latent heat released when one gram of water vapour

sublimes into ice,

is the amount of latent heat released when one gram of liguid water

freezes into ice,
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is the unit condensation rate, i.e. the condensation rate per
unit ascending vertical motion, for a saturated layer of air
of central temperature T and defined so as to have a
central pressure p , vhich may be 850, 700 or 500 mb.

The layers centred at 850 and 700 mb are taken to be 150 mb
thick, and the one centred at 500 mb is taken to be 250 mb

thick,

*
U (T, S, S )is the unit precipitation rate, i.e. the precipitation rate

per unit ascending vertical motion, for a layer of air of
central temperature T , central dew point depression S ,
and defined so as to have a central pressure p , which may
be 850, 700 or 500 mb, The thicknesses of the 1ayers are

the same as for  U,(T).

éﬁ: is the thrééﬁold dew point depression at vhich the onset of
large scale precipitation occurs,
T is the large scale precipitation,
-'1} is the frontal precipitation, -
'ni is the air mass shower precipitation,
1& is the induced instability shower precipitation.
i is the map scale factor.
d is the horizontal grid spacing on a map based on a
polar stereographic projection.
ZSF‘ is an increment of F .
Ca is the surface drag coefficient.
= Tlg\.vx Vg f= %VE‘ZP} 3~ £ is the absolute vorticity.
- °

is a non-integrable increment of heat added to unit mass of air.

dq is a special heat function defined for mathematical

Gﬁp dt convenience,

is the special heat function associated with the change of water
vapour either into liquid water or inte ice.

is the special heal function associated with the thawing or
sublimation of ice particles falling into a particular layer

of air from the layers above, or the freezing or evaporation of
liquid water droplets falling into a partlcular layer from the

layers above,
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is the
is the
is the
is the

is the

is the
is the
js the
is#the
is the

is the

séecial heat function associated with ocean heating,
special heat function associated with radiation effects,
water vapour mixing ratio.

saturated water vapour mixiﬁg ratio,

gas constant for water vapour,

specific heat at constant volume for water vapour,
specific heat at constant pressure for wzter vapour,

specific heat at constant pressure for saturated water Vvapour,

- gas constant for moist unsaturated air,

specific heat at constant volume for moist unsaturated air,
specific heat at constant pressure for moist unsaturated air,

(& 0,62 ) "
molecular weight of water vapour,

effective molecular weight of dry air.

partial pressure of water vapour, ,
partial pressure of saturated water vanour,

density of saturated water vapour,

density of liquid wéter.

liquid water mixing ratio.

ice mixing ratio,

potential wet bulb temperature, i.e. the wet bulb temperature

the air would have if moved dry or moist adiabatically to 1000 mb,

is the

is the

specific heat for liguid water,

specific heat for ice,
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ABSTRACT

A mumerical scheme to predict precipitation amount on a computer
has been developed_and put into routine use, It operates in sequence
with a baroclinic model based on the potential vorticity quation. Large
scale and small scale precipitation amounts are predicted efery hour fox
each of three layers of the atmosphers., The large scale amounts are
computed frém "wet" vertical motions, which are based on "dfy" vertical
motions made available by the baroclinic model, and explicit forecasis of
temperature and dew poiné debression. The small scalz amounts are computed

from threse empirical formulae.

In some recent experiments the precipitation scheme and the
baroclinic model were integrated in parallel, The main innovations were
in the baroclinic model, They included a coefficient of eddy diffusion
of potential vorticity which depends on the baroclinicity, seasonal
variations in the linkages between the levels, and the incorporation of

latent heat, radiation, and ocean heating effects,



RESUNME.

Un procéddé numérique destiné 3 prédire la quantité de précipitation
a3 1'aide d'un ordinategr a été'développé et utilisd de fagon régulidre, I1
fonctiome & la suite d'un modtle barocline se servant de'l'équation du
tourbillon potentiel. Une prévision des quantitds de précipitation et 3 la
grandé et 3 la petite échelle est faite pour chaque heure et pour trois
couches de 1%atmosphdre, Les quantités 3 la grande échelle sont calculées
& 1'aide de meuvements verticaux tenant compie de 1'humidité, Ces derniers
sont dérivés des mouvements verbicaux du moddle barocline traitant 1'air
comne étant sec et de préviaions explicites de la température et du décalage
entre lz température et le point de rosée, Les quantités de précipitation a

la petite échelle sont calculées selon trois formiiles empiriques,

Lors d%expériences récentes la méthode de prévision pour la
précipitation et le moddle barocline furent utilisés parallélement. Les
innovations principales se trouvdrent dans le modéle baroclinité, des

variations saisonaires dans le couplage des couches, de la chaleur latente,

de la radiation et des sources ou puits océaniques de chaleuvr,
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PART I ¢ INTRODUCTICN

1. General Aims

Mumerical Weather Prediction is a relatively young science
which has grown up since 1945, Nevertheless much progress has already
been made and there are many numerica; models of the atmosphere in
routine use, So far fﬁe main emphasis has been on the prediction of
the heights of constant pressure surfaces for the next one or two days,
The amount of effort that has gone into predicting the clouds and
weathef associated with these flow patterns is small by comparison,
The present thesis describes a modest atterpt to correct this imbalance;
it presents an atmospheric model in which those physical processes
involving moisture are given something of the prominence accorded to
then by Nature. In other words, this doctoral dissertation is concerned
with the problem of putting the weather into numerical weather prediction,
Three things are needed to set the present work in perspective,
First, 2 brief review of the historical highlights of the development
of numerical weather prediction. Second, a summary and some discussion
of the basic problems now facing researchers in the field, Third,
a technical account of all closely related previous work including

a fairly detailed treatment of those aspects of direct relevance,

2, Historical Highlights

Meteorological text books state that the physical laws which
govern the motion of the atmosphere are well known. They are the
classical principles expressing the conservation of momentum, of mass,
and of energy, supplemented by the equation of state for a gas.

Of course, even a cursory reflection reveals that this is not quite



the vhole story, Changes of physical state and changes of chemical
composition have also to be taken into account vhen such processes
occur to a significant extent. In the troposphere the moisture

budget is an important additional factor because it is the one most
directly involved with the weather, Nevertheless, if one chooses

to omit the complications arising from the presence of moisture, the
existence of these classical principles means that the motion of the
atmosphere may be described by five differential equations and the

gas laﬁ. L.F. Richardson attempted to manually integrate these
equations by muerical methods during World War I, He failed because
sound and gravity waves violated the criterion for corpubational
stability enunciated by Courant, Friedrichs, and Lewy (1928).

Charney (1948) showed that in theory this problem could be overcome

by using the vorticity equation to filter out non-neteorological
waves. The practicality of this approach was then demonstrated by
Charney, Fjortoft, and Von Neumann (1950), who successfully integrated
a geostrcphic barotropic model on an elecironic computer using one-hour
time-steps. By 1955 a stream function barotropic model, developed
by Cressman (1958) (1960), was in rcutire use at the Joint Numerical
Veather Prediction Unit in Washington; it included an empirical
Helmholtz term to control long-wave retrogression. Seven years later,
in 1962, a three-level baroclinic model came into routine use at
Washington; it was also developed by Cressman (2963). Meanwhile, with
the appearance of faster corputers, it had become feasible to integrate
the six basic equations directly, in their undifferentiated or primitive
form, using time-steps of ten minutes. Consequently, in 1966 the
National Meteorological Center (IniC), Washington, was able to put

a six-layer primitive equations riodel, developed by Shuman and



Hovermale (1968), into routine operational use. Each time a more
sophisticated model became operational, or even vhen a major innovation
was introduced into an existing model, there was a marked improvement
in the verification scores of the predicted charts issued by Washington,
The trend of events in other countries has followed the patterﬁ
set by Washington, In Canada, Kwizak et al (1960) carried out
preliminary research in the Operational Development and Evaluation (ODE)
Unit of the Central Analysis Office (CAO) in the years 1955-62, This
was done using the computer facilities of HcGill University. The CAO
obtained the first computer of its owm, a CDC G-20, in 1962, Soon
afterwards a Canadian version of the barotropic model made its
operational debut, A three-level baroclinic model was also developed
at the CAO, but in practice it was not feasible to fully incorporate
this into the operational run until a faster computer, an IRM 360-65,
was installed in 1967. In 1968 the CAO baroclinic model finally did
go fully operational. At the same time a three-layer precipitation

scheme also went operational, This scheme was the one developed by

the author and reported on in some depth in this thesis,

One important feature of the 1968 CAO baroclinic-precipitation
package anticipates the plans of the World Meteorological Organization
(W10) for establishing the World Weather Watch (M) in the 1970s;
see (1967a). A1l integrations are carried out for a limited
area on the basis of the early radio-sonde transnissions of mandatory
level data up to 500 mb, known as RADAT, from stations in North America
and adjacent ocean areas. Precipitation forecasts can thus be

transmitted over the operational facsimile circmits 3 hours and 5

minutes after observation time, This is more tkon three hours earlier

than transmission could occur if computations were to aweit all the



Northern Hemisphere traffic, The plans for WWW call for the
establishment of a three-tier hierarchy of ‘eather Centres, At the
apex of 'ﬁhis system will be three Jorld Weather Centres which will be
located in Washington, Moscow, and Canberra. Below the World Veather
Centres will come the Regional Weather Centres, and below them will
come the National Weather Centres, Fach World Weather Centre will
be responsible for providing the Regional Weather Centres, in its
area of jurisdiction, with hemispheric or global forecasts, Similarly,
each Regional Weather Centre will. provide National Veather Centres
vith regional forecasts which will have a more detailed fine structure,
And in all probability, at least for a decade or two, the regional
forecasts will be issued before the hemispheric forecasts because
they can be based on RADAT data, It appears, therefore, that the
main function of the hemispheric forecasts issued by the World Veather
Centres, i.e, hemispheric forecasts prepared from data mainly collected
at some particular observation time, will be to provide boundary
conditions for more detailed regional forecasts prepared from data
mainly collected at the next observation time. This state of affairs
will likely exist for as long as radio-sonde ascents continue to be
the main and the nost reliable method for observing meteorological
conditions aloft.

The CAO in Montreal will undoubtedly become one of the Regional
Weather Centres under the jurisdiction of the World Weather Centre
in Washington. As has already been pointed out, the existing CAO
baroclinic-precipitation package contains a strong element of the
World Weather Watch philosophy. This neans that it only needs a

satisfactory commnication link between Jashington and Montreal
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to make the technological dream that is the World Weather Watch come
true., For then the six-layer primitive equations rniodel in Washington
could provide boundary conditions for the baroclinic model in Montreal,
In fact this is already happening to a limited extent, and the two
offices are becoming joined together in a de facto symbiosis of the

type envisaged for a World Weather Centre and 2n associated Regional

VWeather Centre,

3. Current Problems

3¢1 The problem of predictability

The MO has set up a Global Atmospheric Research Program (GARP)
to investigate the scientific problems underlying the implementation
of the Morld Weather Yatch; see (2969). A planning committee
was established in 1966, In the following year, 1967, this comittee
published a statement enunciating three main problems; (1967),
The first was predictability., The second was ocean-atmosphere
interaction, The third was lack of knowledge concerning tropical
meteorology, Vhile there is no doubt that the last two problems are
of great importance, they will not be discussed further here because
they are not of direct relevance to this thesis. Predictability, on
the other hand, is of such fundamental importance to all work in
numerical weather prediction that some remarks on the subject are

appropriate,

Errors in forecasting may arise from various sources. Some of

these are:

(1) Errors in initial analysis ( also errors in verifying analysis),

(2) Numerical errors such as truncation and round-off errors,
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(3) Errors due to approximations in the applications of known
pbysical laws,

(k) Tack of knowledge concerning physical laws such as those
underlying the precise mechanisms of condensation,

(5) Errors arising due to interactions with very small scale
phenomena which occur in the atmosphere but are not resolvable
by a finite difference grid network,

(6) Real uncertainties in the future of the atmosphere,

It is conceivable that real uncertainties in the future of the
atmosphere could arise as a consequence of the amplification of quantum
events, The existence of macroscopic systems having this type of
non-unique future is well-recognised by the scientific community,

The author - Davies (1966),(1968) = has attempted to outline a
mathematical argument that such uncertainties might also arise in
situations governed by classical physics, Briefly, the case that

the atmosphere has a unique future in situations governed by classical
physics depends on the assumption that all meteorological variables,
such as temperature, and their spatial derivatives are continuous

in a strict mathematical sense. It can be arguéd that the continuity
assumption may break down in a turbulent regime, and hence that there
is no particular reason why the classical - but molecular e—
atmosphere should have a non-unique future. Essentially this argument
rests on the idea that the concept of continuity and the concept of
scale are not independent of one another for a physical variable such
as temperature which is really a statistical property of the air
molecules, Since in a turbulent flow the motions on any scale can

be affected by non-linear interactions with smaller scale phenomena,

it can be argued with full mathematical rigour that this is equivalent




to the breakdown of continuity, Real uncertainties of this type
are not yet recognised by the scientific commnity, However, it is
interesting to note that among meteorologists in recent years a new

school of thought has arisen which recognises a source of error

half-way between (5) and (6), viz:

(5%) Errors arising due to interactions with unknown and unknowable

small scale phenomena which occur in the atmosphere,

The recognition of (5%) has come about mainly on pragmatic grounds
due to the realisation that no matter how small a grid length is
adopted for a numerical model there will still be smaller scale
phenomena in the real atmosphere which will interact with the motions
on a scale resolvable by the grid. Recognition of error source (5%)
implies a certain ambivalence with regard to the question of whether
a classical atmosphere may have more than one future, This ambivalence
arises because in discussing the problem it has become custonary to
use words and statements carefully chosen so as to avoid the issue
of vhether or not a classical atmosphe?e can have more than one future,
Several workers, e.g. Lorenz (1969), Smagorinsky (1969), have
taken up the study of the problem of predictability and their main
conclusion to date apnears to be that in principle the atmosphere
should be predictable for about three weeks in advance, In concerning
themselves with the problem of predictability the scientists of the
GARP comittee have generally viewed the topic in a pessimistic light.
They have regarded predictability limitations as being the ultimate
barrier to weather forecasting. What does not seem to have been
realised heretofore is that a pessimistic outlook for forecasting the

occurrence of natural weather has a very important corollary. The




corollary is an optimistic outlook for weatﬁer ‘clontrol that is
economically feasible, In other vords, pessimism for forecasting
nataral weather reans optimism for forecasting man-made weather,

This follous because an atmosphere without a predictability problem
mst be relatively insensitive to all small man-made disturbances,

On the other hand, an atmosphere with a predictability limitation
must be relatively sensitive to small man-made disturbances and

in principle it should be possible to Judiciously choose the location
of artificial disturbances so as to induce desired large-scale

characteristics at some time in the future,

3.2 Primitive ecuations models vis-a-vis filtered ecuations models

Historically, of course s Tiltered equations models came into
use to rerrmit mumerical integrations using one~hour time-steps,
Primitive equations models came back into favour for three reasons,
First, cormuter technology advanced sufficiently to vermit ten-minute
time-steps, Second, in practice nobody has had much success with using
the complete form of the vorticity equation in a filtered model,

Even vhen inserted, such terms as the twisting-tilting term do not
seenn to benefit filtered models, Third,' many physical effects can

be handled in a straightforvard manner by a prinitive equations model s
but can only be incorporated into filtered ecuations models with some
difficulty,

In view of the tremendous success of NMC's six-layer primitive

equations nodel, and the fact that no filtered equations model has

yet manazed to rerforn nearly so well, it has come to be generally
believed that filtered models have had their day, This attitude has

been reinforced by the successful experiments of Kirizak (1970) with




the semi~implicit method of integration, which permits time-steps

of one hour even with primitive equations models, though at the cost
of introducing an iterative relaxation procedure into the integration
cycle of multi-~level models,

However, two assumptions underlie this faith in primitive
equations models. The first is that filtered models and primitive
equations models are equally well adapted for fine-grid integrations
over small areas for which time-dependent boundary conditions are
supplied by a hemispheric or global model working on the standard
grid, The second is that there are no important physical effects which

can be handled more naturally by a filtered model, The second assumption

will be discussed in this thesis,

3.3 Potential vorticity equation models vis-a-vis omega equation models

There are two alternative ways of irtegrating filtered equation
models based on simplified forms of the vorticity equation and the
thermodynamic equation, This situation arises because at any time-step
these two equations have two unknowns, the stream function tendency and
the vertical motion (omega), Thus one may first eliminate the vertical
motion by deriving the potential vorticity eqguation, Or one may first
elirinate the stream function tendency by deriving the omega equation.
In the former case the potential vorticity equation is a three-dimensional
Helrholtz equation which can be solved for the stream function tendency
directly. In the latter case the omega equation is a three-dimensi.onal
Poisson equation which can be solved for the vertical motion, Once
the vertical motion is known, its vertical derivatives can be computed,

and hence one can solve the vorticity ecuation for the stream function

tendency.



The three-level model in operational use at NMC from 1962-66
utilised the omega equation approach. Tt had the advantage that, once
a relatively simple form of the omega equation had been solved at some
particular time-step, some atitempt could be made to take the more
complicated terms of the vorticity equation into account at the same
time~-step, instead of sinply dropping them, For instance, inclusion
of the term representing advection by the divergent part of the wind
improved the forecasts. A disadvantage was that essentially three
sets of three-dimensional Poisson equation relaxations had to be
carried out, although two of these were conveniently separated out
into two-dimensional relaxations,

The three-level model in operaticnal use at the CAO utilises

the potential vorticity equation approach., In its adiabatic form it
has the advantage that it only reguires one three-dimensional Helmholtz
relaxation, though apparently, as will be seen, this no longer holds

true when diabatic effects are included in the model.

he General Review of Precipitation Forecasting by Computer

There are two main mumerical techniques for predicting precipitation

amount in operational use, One of these is the technique developed

by Shuman and Hovermale (1968) in conjunction with the MMC six-layer

primitive equations model, It is an adaptation of a graphical
technigue developed earlier by Younkin, Larue and Saunders (1965).
Subjective amendments have to be made to the computer produced forecasts

before they can be transnitted to users, The other technique is in

use at the CA0, This is the one developed by the author =

Davies (1967a), Davies and Olson (1968), Kwizak and Davies (1969),




and Davies (1970) - and reported upon in this thesis, The computer
produced forecasts are transmitted %o the users without any subjective
amendments being made., Another technique that should be mentioned
here is one developed by Glahn and Lowry (1967), (1969) at the
Techniques Development Laboratory of the Systems Development Office,
US Weather Bureau, It is essentially the same as the NiC technique
except for three things. First, all moisture computétions are carried
out over a fine grid mesh one guarter the standard size, Second, the
initial moisture analysis is based on multiple regression equations
which specify saturation thickness as a function of surface dew
point, sky condition, weather and station elevation, Third, the
actual observed precipitation amount is used as the predicted amount
for the first six-hour period of a 2l-hour forecast,

There have also been several limited studies on predicting
precipitation amount reported in the literature, These include
studies by Collins and Xuhn (195L), Danard (1963),(1964),(1966a),
(1966b), Estogue (1956), Harley (1963),(1965), Kuhn (1953), Pedersen
(1963), Smagorinsky and Collins (1955), Smebye (1958), Spar (1963),
Swayne (1956), Thompson and Collins (1953), and Vederman (1961),

Of these, as will be seen later, the work of Danard bears the closest
resemblance to that of the author,

More recently, Bushby and Timpson (1967) have develored a
ten-layer primitive equations model which runs over a fine mesh grid
and includes a technique for predicting precipitaticn, While the
published results of this work apvear to be very impressive, it is

not yet feasible to run the model on an operational basis,
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PART II : THE SECUENTIAL VERSION OF THE BARCSIINIC MODEL

5. The History of the CAO Baroclinic Model

5.1 Introductory remarks

The objective of £his Section is to provide a general account of
the history of the sequential version of the baroclinic model now in
operational use at the Central Analysis Cffice. The Sections that
follow vill contain detailed discussions of a more technieal nature.

The operationzl baroclinic model is referred to as the sequential
version tecause it runs in seqﬁence with the operational precipitation
schepe. And this is the principal feature which distinguishes the
operationzl baroclinic model from the experimental baroclinic model
reported upon later in this dissertation. The experimental baroclinic
model, by contrast, runs in parallel with the preécipitation scheme. It
will be referred to, naturally enough, as the parallel version. Briefly,
in a s2quential operation the baroclinic model is integrated right out
to the end of the forecast period before any precipitation computations
commence. This means that the sequential version of the baroclinic
model has to be completely independent of the precipitation scheme. “In
a parallel operation, on the other hand, the baroclinic model and the
precipitation scheme are integrated sinultaneously, This permits the
pfécipitation scheme to interact back with the baroclinic model. For
instance, the effects of release of latent heat can be fed back in this
manner. The origins of the sequential approach are discussed more fully
in Section 12. This is because they are tied in more closely to the

precipitation scheme than to the baroclinic model.
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The historical highlights in the development of numerical models
of the atmospherelwere reviewed in Séction 2. Briefly, by the early
19505 it had been establﬁshed that useful barotropic forecasts of the
500 mb flow pattern could be obtained by doing numerical integrations
of a simple form of the vorticity egquation using time steps of one hour,
By the late 1950s, with barotropic models already in routine use,
develepment work was underway on baroclinic models based on simplified
forms of the vorticity equation and the thermodynamic equation. As
mentioned 5n Section 3.3, two approaches were open to investigators.

One of these, the omega equation approach, was adopted by the MNHC in
Washington. Tt ultimately led to the development of the moderately
successful Cressman model (1963) which saw operational serviee from 1962
to 1966. The other approach is the one which uses the potential vorticitly

equation, This is the approach adopted in the CAO baroclinic model.

5.2 Godson's vroposed model

The CAO baroclinic model was conceived at the Stanstead Seminar
3n 1957. For it uas on this occasion that Godson (195%b) proposed a
new kind of four-leval baroclinic model. This model was to be based on
a finite difference form of the potential vorticity equation in which
the vertical derivatives were to.be evaluatgd by a semi-statistical
moethod. It appears that, at the time, the semi-statistical tzchnique
for handling vertical derivatives was regarded as the chief novel feature
of the proposed model. There were two reasons for this, First Charney
(1948) had earlier suggested that a nuierical model could be based on

the potential vorticity equation. Second, the proposed semi-statistical
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technique appeared to be such a premising way of evaluating vertical
derivativeé that it could be applied at 1000 mb as well as at upper

levels; this implied that the 1000 mb surface could be incorporated

into the baroclinic model as a full working level. In retrospect,

however, it is clear that the real significance of Godson's paper lay

in the fact that it gave a considerable impetus to Charney's idea that

the potential vorticity equation could be used as the basis for a

numerical model of the atmosphere, The semi-statistical technique for
evaluating vertical derivatives’ which had originally seemed so promisihg,
turneqd oﬁt to be of secondary importance because it did not lead to much

in the way of practical benefits. In particular, it never became possitle
to incorporate the 1000 mb into the model as a full working level, And

it was not found advantageoue to use anything more coaplicated than a

simple first order formula for the vertical finite difference approximations,
However, the static stab’ilities at the various levels are to some extent
arbitrary quantities in a potential vorticity equation model, and appropriate
optimum values for them can best be obtained by applying a procedure ratlrer

similar to that used in Godson's semi~statistiesl technique.

5.3 The prototype model

In 1959 the Cperational Davelopment and FEvaluation Unit obtained
access to the McCill IBM 450 computer., This enabled foﬁr experimental
Projects to be undertaken with a view to establishing an opsrational
nunerical weather prediction program at the Centrzl Analysis Office, In
one of these projects, Eddy et al (1961) carried out some preliminary
research on objective analysis. In a second troject, Kwizak and Robert

(1963) successfully integrated a barotropic nodsl based on a streanm

~
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function wind. The other two projects, which began in 1960, both involved
baroclinie models. Strachan (1962) investigated a three-level omega
equation model. And, finally, the CAO baroclinic model was born. Roberti |
(1963) did some experiments with a potential vortiéity equation model.

le prepared five 48-hour forecasts and carried stream function information
at 1000, 850, 500 and 200 mb. The objective of carrying out two prototype
baroclinic model experiments simultaneously was to enable a comparative
evaluation of the two approaches to be made. On the average both mcdels
performed about the same and produced slightly better forecasts than the
barotropic medel at 500 mb. The results of the two projects were therefore
sufficiently conclusive to suggest that bogh types of barcclinic model .
had som? merit, but not to indicate which of the two was superior to the
other. This was 211 the information one could really expect to acquire
frem these przliminary experiments as they were necessarlly very limited

in écope. Consequently, no clearcut guidance about which approach was the
‘better one emerged from comparative evaluations of the forecists produced |
by the prototype integrations. Wevsrtheless the value ol this early work
should not be underrated. For the first time the feasibllity of a baroslinic
nodel based on the potential vorticity egquation approach was fully
demonstrated. The feasibility of a baroclinic model based on the omega
equation was successfully confirmed. And a considerable awount of techhical
expertise was acquired in the process.

Yhat did emerge from the prototype integrations was that each model

appearad to have one inherent advantage over the other. This was not very
helpful information. The two apparent advantages balanced each other out

when discussions were held on the relative merits of the two modzls. In

A
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retrospect this was perhaps just as well. Neither apparent advantage
éﬁ@ turned out to be real. The first apparent advantage arose in connection
with the vertical motion; Long range plans called for the CAO to issue
numerical forecasts of pracipitation amount, and it was realised that
this could not be done without vertical motion fields. Vertical motions
are computed explicitly in the omega equﬁtion modal, but not in the
potential vorticity equation model, This was not thought to be greatly
to the advantage of the omega equation model. In principle, at least,
it was. easy to see that vertical motions were implicitly available from
the potential. vorticity equation model. For once the stream function
tendencies are known it should be possible to solve the thermodynanmic .
equation for the vertical motion. In practice, as it subsequently
turned out, this procedurs runs into certain complications when one

tries to allow for latent heat effects. These complications were

()

eventually overcome, vith some loss of elegance but, apparently, with
no loss of accuracy. So théy proved to be only a temporary handicap.
This aspect will be discussed more fully in Section 15. The second
advantage concerned przadicted charts of lOOO ub height. Historically,
operational meteorologists have always attached considerable importance
to their prognostic surface charts. This meant that there would be a
strong demand for machine-produced forzcast 1000 mb charts. The prototype
model based on the potential vorticity equation undeniably produced

. something that was easily recognisable as a forecast chart of 1000 mbd
heizht. The prototyps omega equition model had not done so. this
difference in performance was magnified by the suspicion that the onmega

equation could never produce prognostic charts of 1000 mb height in a
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straightforvard manner. Vhereas, of course, by virtue of Godson's

(0 ’
. (1958b) propossd semi-statistical method for evaluating vertical finite

differences, there appeared to be no reason why the 1000 mb should not

be incorporated as a full working level of a model based on the potential

vorticity equation. In practice this supposed advantage turnsd out to

be entirely an 3jllusion, The prototype integration of the model based

on the potential vorticity equation foreshadovwed what was to conme.

Robert (1963) wvas not able to incorporate the 1000 mb into the mod=l

as a full working level, He did not alléw the 1000 mb stream function

to affect the stream functions at the other levels in any way. Nor did

he take into account the 1000 mb vorticity. So, in effect, the prognostic

1000 mb charts of the prototype model were obtained by a derived field

technique which amounted to nothing more than using a weighted mean cf
eﬁp the advections of stream function thickness for the layers 1000 to 850 mb

and.1000 to 500 mb. Superficially, Robert's (1963) published 1000 mb

charts of forcecast height seemed to indicate that even this derived field |

technique led to acceptable results. It was therefore thought that

further investigation, either by trial and error, or along the lines

suggested by Godson (1958b), would lead to improvements. Unfortunately,

this view turned out to be over-optimistic. It has not been possible

to improve on the prototype derived fisld technique for obtaining

prognostic 1000 mb charts. This derived field technique is, at least

in principle, completely independent of the main integration cycle.of

the model. And it will work just as well, or just as poorly, with an

omega equition model as it does with a potential vorticity equation

model. Consesquently, a potential vorticity equation model does not

1
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have any natural advantage over an omega equation model when it comes to
doing 1000 ﬁb predictions. In retrospect, therefore, it can be seen that
both apparent advantages #ere unreal. It is fortunate that neither
supposed advantage played a very great role in determining the approach
to be used in the CAO baroclinic model.

The ultimate decision to base the CAC barocliniec model on the potential
vorticity equation was taken in 1962. It was Justified as follows, The
results of the prototyne bharoclinic model experinents had not indicated
a great.deal beyond the fact that the omega equation approach and the

potential vorticity equation approach were both equally feasible, But

- 1t was known that the NMC in “ashington had already carried out a great

deal of rescarch on an omega equation model. “hereas nobody else was
known to be working on a model based on the potzntial vorticity equation.,
The choice was therefore between duplicating NMC's work and breaking new
ground. Generally speaking, scisntific research is more valuable when

it is original than when it is a repeat of earlier efforts. Consequently,
a CAO model based on the potential vorticity equation was likely to lezd

to greater returns than one based on the omega equation.

5.k The octaron modsl

A CDC G-20 computer was installed at tbe CAO in 1962. Yor the next
couple of years much effort was devoted to the task of establishing and
improving a rudimentary operational run. This consisted of four main
features: automatic data extraction designzd by Strachan (1965), objective
analysis developed by Kruger (1965), (1949), (1970) and ¥ruger and Asselin

(1968), the solution of the balance equation developed by Asselin (1967),
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and a barotropic model checked out by Simla (1964). All work was done
using a 1709-point.octagonal grid. Following the lcad of NMC, the stream
function barotropic modei was subjected to three successive improvements.
First, terrain effects were simulated by the inclusion of a mountain and
friction term of the type proposed by Cressman (1960). Second, the 12-
hourly smoothing operation was expanded to include an unsmoother as well
as a smootker as suggested by Shuman (1957). This reduced the damping

of short wavelength features of synoptic importance whilst retaining
control over two-gridlength nolse, Third, the standard first order

finite difference Jacobian operator was replaced by the szcond order
finite difference Jacobian designed by Shuman and Vanderman (1965).

This speeded up the short wave advection rates and rnade them mora
realistiec. Meanwhile.a 1709~point grid version of the baroclinic model
was being programmed and tested. As in the prototype, the 1000, €59,

500 and 200 mb pressure surfaces were chosen as the working levels at
which to carry stream function information. Because the barotropic wodel
had so clearly ben:fited from the inclusion of 2 terrain term, unsmoothing,
and the Shuman Jacobian, the same three features were carried over into
the baroclinic model. In 1964 a sa2ries of test cases was run with control
coefficients corresponding to standard atmosphere values for thz static
stabilities. The results were very disappointing. Overdevelopment was
rampunt everywhere. Syétems moved too slowly at 850 mb and too rapidly

at 200 mb. In 1965 the control cosfficients were reset at values
prescfibed by an optimisation procedure which minimised the RMSE varification
scores for a number of selected cases. The net effect was to reduce the

linkage between the levels and make the baroclinic model much more

A




‘terrain term werc tested.

barotropic in nature. The overdevelopment problem was cured, but at the

cost of almost prohibiting any baroclinic development at all from taking
place. Unfortunately, phgsing problems at 850 mb and 200 mb were worse

than ever., The weak linkage between the levels meant that 850 mb systems
tended to move along barotropically with the 850 mb flow. Similarly,

200 mb systems tended to move along barotropically with the 200 mb flow,
At this stage Robert and Olson (1966) underteok a careful reappraisal of

each step of the integration procedure. The main conclusion of their

investigation was that the unsmoobher should not have been carried over

from the barotropic model. Sure enough, once the unsmoother was dropped

it became possible to restore some of the linkage between the levels and

increase the baroclinicity of the model, The optimization procedurs used

earlier was then repeated. It yielded an entirely new set of control

coelfficients which minimized the RISE verification scores for soue selected

cases., This time the outcome was more satisfactory., The static stebility

values corresponding to the final control coefficients were more realistic.

Some degree of baroclinic deepening vas permitted by the model, And although

the phasing problems betveen the levels were still plainly evident, they

tended to be less pronounced than they had been earlier, While this

optimization process was going on several other asvects of the model

yere also examined in some detail. For instance, the erpirical constants

used to control long-wave retrogression vere reset at new values which gave

slightly better verification scores. And several minor varjants of the

Tn addition, every effort was made to incorporate

the 1000 mb stream function into the model as a full working level, But

this particular venture did not meet with any success. In 1966 this period

of intensive development finally bore fruit, A moderately successful

b‘aroclinic model becare available for routine use. Unfortunately, another
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year was to elapse before it could be incorporated into the operational run,

The CAO baroclinic model. took too long to integrate on the CDC machine,

5.5 The 1968 operationai model

An  IBM 360-65 computer was installed at the CAO in August 1967, Plaﬁs
called for the sequential baroclinic-precipitation package to be introduced
into the operational run as soon as possible thereafter, Certain operational
requirements had to be laid dovm in some detail, Accordingly, the baroclinic
model and the precipitation scheme had to be specially tailored to neet
these requirements. This is where the baroclinic model ran into three
nev problems,

The first problem related to grid size. The 1709-point octagonall
grid was dropred when the switch-over was made %o the I machine. Instead
a 2805-point rectangular grid (55 x 51) was made the vorking area for
objective analysis, However, the baroclinic model was only integrated
over a 1221-point rectangular sub-area (37 x 33) of the main grid, Boll
the full 2805-point grid and the 1221-point grid are shoun in Fige 1 ,
together with some other grids which are used in the precipitation schene
and will be referred to in PART IIT. Some exreriments were therefore
carried out by Kwizak and Ulson =~ see Davies and Olson (1968) and
Kwizak and Davies (1969) ; to discover vhich grids should he used for
the balance eguation conversions from height -to stream function znd back
again, What appeared to be the most satisfactory procedure was then
adopted into routine use, The initial time stream function fields were
obtained by balancing the height fields over the 2805-point grid and then
extracting the required 1221-point sub-zreas., In addition, the initial tine
2805-point stream function ficlds were converted back into 2805-point height

fields by the reverse balance procedure. The height fields so obtained

vere not guite the sare as the original height fields, The slight aiffercnces
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Fige 1 3 The various finite difference grid networks., The large 2805-point
' grid is used for the objective analysis, The 1221-point grid is

used by the baroclinic model. The 1015-point grid, which has tke
bottom left-hand corner in common with the 1221-point grid, is used
for the temperature and dew point depression forecasts, The 667~
point grid is used for the diabatic effects -in the parallel model.
the 504-point grid is used for the precipitation forecasts. The
378-point grid is used for the objective analysis of precipitation
amount, The 238-point grid is a special verification area.




vere due mainiy to the changes introcduced when the height fields vere
ellipticised to ensure that the solution of the balance equation would

be convergent, but therc was also a-small contribution from an inherent
mumerical bias which arises in the use of the balance equation. See
Asselin (1967) for a discussion of these two problems, Tnere was, of
course, a reason for routinely reconstituting the jnitial time 2805-point
height fields in this mammer, The boundaries of the predicted height fields
had to be specified when the reverse balance procedure was applied to

prognostic ‘strean runction fields at output times. The best assumption

that coﬁld be made in the 1968 model was that the height fields remained

constant on the boundary during the forecast pericd, but constant at their

reconstituted initial time values, not at thosc wiich were originally

analysed.

The second problem arose fron the fact that the se uential baroclinic-
£y q

precipitation package was to be based on the early transiiissions of the

North American radicsonde reports, the RADAT reports, These only provide

snformation up to 500 mb and so there is no data made available for the

200 rb height analysis., The trial field for the 200 mo objective analysis

has therefore to be used for the initial time chart instead of the objective

anelysis itself. This trial field was ootained by the thickness advection

technique developed by McClellan, Page, Robinson and Yacowar (1966) which

used the current 500 rb height chart - the one wvhich had just been

amlysed from the new RADAT information =~ and the 12-hour old 500 and

200 mb height charts.

The third problem was the most unexpected one. Soon after the first

successful precipitation forecasts had been produced on the TBM computer,

disaster struck. The baroclinic model began to exhibit computational

.
instability at 200 b, This was completely contrary to previous experience



as there had not been a single instance of compuﬁétional instability in
the many hundreds of cases run on the CDC machine., It turned out that
the cause was the critical position of one of the new boundaries which
cut across the main westerly jet stream ovér Japan. Fortunately, Kwizak
and Olson - see Davies and Olson (1968) and Ywizak and Davies (1969) -
vere able to devise a simple method to protect computational stzbility.,
The wind was tested at each point of the 200 mb stream function chart at

every vime step., If it was becoming surercribical at some particular

]

point, then a local smoothing operator was apnlied just at what point

to cut the wind dowm to a sub-critical value, In applying this procedure

the critical wind speed had to bhe taulken slighily less than the wolue
hg, and Lewy (2926) criterion

# hecsnse the Jeconian term was

) second orlder schemc instead
of a simple first owder forimla,

Once these three problens had been solved there were no more obstacles
40 be overcome. In February 1968 sequential versions of the baroclinic

nodel and the precipitation scheme were introduced into the operational

run, Highly successful heighl and precipitation forecasts were routinely

produced tiice-a-dsy by essentially the sane computer prograns for the

next two years.

5.6 The 1970 operational model

Further develorrent work was carried out in 1968 and 1969, During
this period the sequential version of the baroclinic model evolved slowly

over the course of many experiments, The end result was sonething which

was indisputedly an improved baroclinic modszl. This replaced its

predecessor in the operational run in Fcoruary 1970,
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The 1970 operational model contzins four principal new features, The
first of these is the incorporation of time-dependent boundary conditions
using a technique developed by Creswick and Olson (1970). Variable lateral
boundary values of stream function tendency and vorticity for the 1221 -point

grid are generated in a straightforward manner by doing an integration of

the same basic form of the baroclinic model ( except, of course, for the
variable boundaries ) over the full 2805-point grid, but starting from an
initial time twelve hours earlier than the production run, This hemispheric
integration is carried out in the "i{OP UP RUW", about nine hoars after

observation time, vhen there is little operational dsmand for computing time,

carried out

Production run integrations over the 1221-noint giid are then
' quickly, as before, as soon as the early iransmissions of the Horth American
radio-sonde reports, the RADAT reports, have been received. But the use of
time-dependent boundary conditions means that maxiiim benefits are now obtained

e@? from the twelve hours old hemispheric data, The nain advantage gained is
that there is a tremendous improvement in the quality of the forecast height
patterns in those areas of the Pacific occean which are dowmstream from the

inflow boundaries, By 36 hours these improvements are sometimes noticeable

over the llest Coast of lorth America,

The sccond major innovation in the 1970 model is the inclusion of
eddy diffusion terms in the model equations, thereby eliminating the need for
twelve~hourly smoothing yprocedures, Creswick and Olson (1970) adonted this

feature from the avthor's work - see Kwizak and Davies (1969) - on eddy

diffusion in the parallel version of the baroclinic mcdel, Accordingly, a

fuller discussion will be postponzd until later in the thesis, The eddy
diffusion terms yield predicted height patteras with more detail than could
be obtained with the 1968 model., For instance, the 500 wb low centres at

‘
36 hours generally have an extra contour around them which would have been

Jost with the old smoothing procedures. And, most important, this extra
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detail is obtained without any deterioration in verificatién scores, From
the viewpoint of the precipitation scheme, onc of the major advantages of
using eddy diffusion is that the computed vertical motions, and hence the
computed precipitation amounts, chamge gradually from hour to hour, In the
1968 model the computed vertical motions would steadily build up and grow
more noisy for twelve hours, and then be drastically cut down and flattened
out in the first time step after smoothing. In addition, the eddy diffusion
terms help to keep the moving features at different levels in phase with
one another, This is more evident between 500 and 850 wb than bebreen
500 and' 200 b because the lover levels are linked together more strongly

in the model, The net result is that in the 1970 model there is a slight

speeding up in the advection of 850 mb low centres, as compared to the

1968 model, and a somevhat less perceptible - at least due to this cause,

see next paragraph - slowing down in the advection of the 200 mb troughns

and ridges.' Nevertheless, the control coefficients - vhich were optimised

for fhe 1968 model =~ allow so little interaction between 500 and 200 mb that

eddy diffusion alone is not enough to enforce realistic 500-200 mb relationships.
Consequently, the third change in the 1970 model. is that the 200 mb

advection speeds are slowed down by wholly aI;'bi.{‘icial means, The computed

winds at 200 nb are rerely multiplied by 0.75 uhen cosputing the poteatial

vorticity advection at this level. Incidentzlly, the zcross-the-board scaling

dowm of the 200 mb winds, in conjunction with the eddy diffusion terins, '

makes the 1970 model less prene to computational instability than its

‘predecessor, This probably eliminates the need for the special local smoother

mentionod in (5.5), although it has actually been retained in the 1970

model as an extra safeguard against blow-ups.

The last of the principal new features of the 1970 nodel. is thal, by



special request, the 12-hour 200 mb height forecasts produced by the
six-level primitive equations model in VWashinglon are transmitted up to
the CAO in digital form over the teletype circuits. These are used unamended
as the initial time 200 mb height fields for the prcduction run integraﬁons.
’.["hey replace the initial time 200 mb heights used in the 1968 model which
were derived by the thickness advection technicue of McClellan et al (1966).
In fact, the 1970 model actually went operational before it was possible to
finalize arrangements for ihe teletype transmissions of the 200 mb height
forecasts from Washington, There was therefore a short interim period during
which tile ‘12-hour 200 mb height forecasts produced by the heaispheric
baroclinic model were used as initial time charts for the production run,
A comparison of the 12-hour 200 mb height forecasts from the two different
models indicated thaet the main differences were usually over the Pacific,
due presumably to the Washington objective analysis taking into account
military weather reports not generally aveilable, In addition, with the
barcclinic model some kind of bias px"oblem was encountered vhich tended
to perpetuate itself in no-data areas through the objective analysis cycle.
The 1970 model, by virtue of the inclusion of eddy diffusion teims,
may be regarded as intermediate between thé 1968 model and the parallel
model reported on later in this thesis. However, the 1970 model differs
fronm the parallel nodel in two imnortant respects. First, it has no diabatic
effects, Second, it does not include the 700 mb surface as a full working
Jevel at which streem function information is carried, Fartherscre, the

1970 rodel uses control coefficients which were optinized for the 1569

nodel,
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6. The Baroclinic Modcl Eguations and the Primary and Sccondary Constraints

This Section presents a wnificed view of the baroclinic model as a
whole and introduces the formal definition; off prinmary and sccondary
constraints, The next Section indicatgs how the baroclinic model equatior ;
arc derived, Section 8§ exumines the problem of assigning rumerical values
to the control coefficients, Appondix C documents the munorical procedurcs
employed in the mein integration cycle, and also summarises the limitations
on these procedures, Appendix D deals with the primary constreints due to
terrain:' Section 9 discusses the smoothing procedures of the earlier

nodels, and explains how these have been replaced by bvrimary and secondary

.constraints due to eddy dilffusion in the 1970 model, Section 10 is devot ed

to the derived 700 mb stiream function forecasts, Iinally, Section 11
provides some statistics on verification scores,
The equations of the baroclinic model are:

: o ,_.V\zm e h== “‘{w M\U} J)= \Lz > <m> g <Bv

(fe (6.1)

= )h}’" {'

In the sequentizl models the levels m = 1,243,4 corresvond to 1000, 850,

500 and 200 mb respectively. The notation ?:%’ inplies that_gz.., i.ee
o Aot

the toteal horizontal time derivalive in vhich the advection due ﬁo the
divergent vart of the wind is taken to be zero, is to be evaluated at tke

m'th level. The characteristics of the model are to a large degree

The r

determined by the nunerical values assigned to the c:;ﬂh . Crran

are therefore knowm &3 the control coeflficients, Any term vhich avpears

on the R.H.S, of (6.1) is defined %o be a primary constraint on the

baroclinic nodel, Thus the terms E; E;. and I% whose physical
m? 1N F a4
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significance will be revealed in a later paragraph, will all be referred

@gb to as primary constiainits, The main interration cycle of the buroclinic

model is devoted to the task of solving (6.1) for the unknown stresm

. . ?}‘-" ‘\\ . .
function tendencies, S\ s Given the values of the stream function
Tields and the primary constraints., This is a2 topic which ig taken up in
Apvendix C,

= y:\
i\l
Once the <ifi~i¥;! arce imown, the actual integration in tims is carried
. \.

A
out by applying the tine step equations

. A '
ik A o N e
Yo = L Y E e ,m> (6.2)
Yhﬁw;2;3>u'
Equation (.2) is easily recognisable as g slir ghtly modified version of
the standard centred time difference formle (B16, 1), For the first time

& stepy instead of (6.2), a correspondingly modified form of the forward

Time difference fommula (Bi6,2) is used:

Gt * ’ t
Win = W+ A% (2 < £ (6.3)

2l
The ternms E;y“ vhich appear in (6.2) and (6,3) are definsd io be the

secondary constraints on the baroclinic model, As will be noted in

Section 9, sccondary corstraints have to be applied vhen eddy diffusion

effecls are introduced into tle model, In all work reported in this

thesis, with the exception of the recent Tine grid investigations of Paulin
R

(1969) . , the time step, ZS A, was taken to be fixed at one hour, This

has generally been sufficient to satis {y the Courant, Freidrichs and

A
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Lewy (1928) criterion for computational stabiliiy. However, soue
difficuliies werc encountered at 200 wb in the 1968 model duc to one of
the lateral boundarices cutting across the main jet strecm over Japan.
These difficulties, and the simple technique which wes develored to zope
with them, werc discussed in (5.5),

The primery and secondary constraints represent cartain physical
effects, The first primary comstraints Ty 9 represent terrain

’ Yivy TEP
effects, Adapbations of Cressman's (1960) mountains endé Tviction term
have begn included in the sequential models by Davies and Clson (1956
a 1 o b
Robert and Olson (1967 and Creswick and Olson (1970). As alrezd
’ J
nmentioned, thesc are described in some detail in Appendix D. g, 2
shows the relatively smooth field of mountain prossuxe~height,f§ s Which
is used in the scquential model; this was originally due to Berkofsky and
Bertoni (1955). For convenience of compariscn, Fige 3 shows the more
< a 2 g

detailed @

-

constraints, k:vﬁ are eddy diffusion of potential voriticiiy terms,
.

field used in the parallel model, The sccond primax
Y

These are applied in conjunction with secondary consirainie which are
terms representing eddy diffusion of stream’fﬁnction. The wholc cddy
diffusion procedure involving primary and secondary constrzints was
originally developed by the author - see Kwizak and Davies {1969) - for
use in the parallel model, However, it has alzo been incorporated into
the most recent sequential model, the 1970 operationci nodel, by Creswick
and Olson (1970), Consequently, the formalation of the cddy diffusion
terms is presented without discussion in Section 9, A fuller treatment
is deferred until later in the thesis, The third prinacy constraints,

™
1) have been taken to be zero in the sequeantial moiels. Thes
W aq
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g

The standard field of mountain pressure height (p

which is used in the operational run.

2:

Fig.
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The special field of mountain
which is used in the parall

)

pressure height (P
model experiments.

3

Fig,

el
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represent the diazbatic effects which are included in the parallel model.

It remzains to make a few remarks on the input and output procedures.
The objective analysis scﬁcmo developed by Kruger (1965) (1969) (1970)
and Xruger and Asselin (1968) produces height charts of constant pressure
surfaces for o hemispheric grid., The field meteorologists expect to
receive predicted height charts, But the baroclinic model works with strewun
function information, not height information. This is becansc spurious
anticyclogenesis, a problem discussed by Kwizal and Robert (1963), arises
in any model which uses geostrophic winds for advection purposes,
Consequently, at initiﬁl tine 1he objectively anclysed height fields have
t0 be converbed into stream function fields before they are fed into the
model. And at oubtput times the predicted strean function fields have to
be converted back into height fields, The conversion procedure is based
on the bulaice equation (Al.ll), which is a diagmostic relationship between
heigﬁt and streen function., Stream function fields are oblained from height
fields by solving the "forward" balance equation using the special techniqué
develooced by Asselin (2967)s Height fields are obtained from sbream
function Tields by solvinzg the "reverse" balance e@untion, which in this
case reduces to a Poisson equaticn, In the 1968 and 1970 rodels soue
special balunce equation problems arose due to the usa of the 1221-point
grid, These were discussed in (5.95) and (5.6).

A clear overall nicture of the baroclinic model in action now
emerges, Al initial time the cbjectively analyszed height fields are
converted into stream funciion fields by means of the forward balance
equation. Tae intograticn then proceeds from time step to time stiep by

the lear froz marching process which has becoume so Tamilizax o Y
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specialists. At the beginning of the general time step the stream

ﬁ@ function values for the current hour and the preceding hour are known.
This permits the primary and secondaxry con§traints to be evaluated as

required, The main integration cycle, which is the vrincinal feature

2o\

of the model, then solves cquation (6,1) for .:Ag.yf e Finelly, the
IS

nevly commuted values of E&”£>) are inseried ;nto the time step
&

equation (6.2) %o produce prodicted sirean Function values for the next
hour, This Qonwletﬁs the time step for the current hour anl leaves
everything ready %o embark on the time step for the nexd hour, which
thus in urn becomes the curzent hour, Integratioﬁ% nzy be carried out
in this way fo» any length of time by altermating apnlications of (6.1)‘
and (6.2). At the desired output hours, predicted height fields are

oblaine from predicted stream function fields by solving the "reverses"

balance cquetion.

&

Te Derivation of the Burocl¢nlc lodel Fguations without Constrsints

If the primary consiraints are all taken to be zero, the baroclinic

model equations (G.1) reduce to:

s f

-
- I N
=3 SN Wt 4 E Cuy, \f'ﬂ} =
D AT / (7.1)

- -

The purpose of this Section is %o indicate how (7.1) may be derived from
a simplified foim of the vorticity equation (A1,9) and a convenient form
of the thermodynwenic equation (A1,13)., ris derivation is based on the

papers of Charncy (1948), Godson (1958b), and Robert (1953). In the next

Section there will be some dizcussion of the problem of assisming nunmewical
&) (&
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values to the control coefficients.

The simplified form of the voriicity equation may be obtained from
(A1.9) by neglecting the ‘t'.a'istin{;-t.:i.lting teriny, the vertical advection
term, and the horizontal advection ternm a sociated with the divergent
part of the wind, and by replacing the absolute vorticity hy 'fo in the

divergence texrm:
4~ £ S
“~\ To Q- (7.2)

The convenient form of the thernodynenic equation is based on the assumplion:

gD bg,'_) ~ 9D (2=
T’:

fo LI\ 2p ALT (7.3)

In the notation the presence or absence of the star on the D/DL operator
denotes the presence or a.bsence of an advection term duec to the divergent

part of the wind. Substitution of (7.3) into (41,13) yields:

32 aw) we — H (7.4)
% DtUSp F 7’3

Under adiabatic conlitions equation (7.4) reduces furbther to:

9D (.é.&!f.) W o O

-

(7.5)

The potential vorticity equation is derived by eliminating LAJ between
equations (7,2) and (7.5):

A ]
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” e \
D IV W) 2 {f}fw JZ,(Q..‘E)) = ()

(7.6)

The next step is to assune that:

cn‘f D (20N} {2 (of 20))

~'—--" -----"" VaNg S ,\"’ ,,,.«m' pre(Re (7 7)
a!) Ve L" / D (‘l}»‘ & J °
Yhis assumpticn implies that‘?,/C‘ depends only on f? o In the CAO
baroclini¢ model thewre are nominally four working levels. Consequently,

at the m'th level, therc mist exist the verticel finite difference

. 9(?\/ o _ -

approximntions corresponding to ,.FE Sieize fwhich can be expressed in
¢

c™ <§{
the form of a lincar combination of thc\J,. at all levels, i.e. @

of
2 ( of 27} I =, Zw/‘ PSRV (7.8)
e.,f>\ oGP/ n=p ot m=1,2,2.1,
— ’.a’.) ); N

where the mumerical values assismed to the <:;v\depend on the actual choice
of vertical finite difference formila, In practice, as will be seen later,
certain difficulties are encountered in evaluating the control coefficients
if a level is not a full working level, or is not adjacent to two full
working levels; i.c. certain difficultics are encountered if a level is

not & true interior level., Some of these difficulties may b2 overcome by
assuning the vertical boundary conditions to be U= Cj at the bottom anrnd
the top of the atmosphere. Godson (1958b), when he first provosed a
baroclinic model based on the polential vorticity ecquation, attempied to

Justify thz uge of (7.8) for both interior and outer levels without regard




to vertical boundary conditions, Briefly, he préposed that vertical
interpolations to the stream function fields should be obiained by
statistically deriving the polynomial curves which give the best fit to
the lmovm siream functions at the working levels, This would ffectivaly
express the stream functlons? ;}—dependence in functional form, completely
separate Trom their x- and y-dependence, thus enabling thz conirol
coefficients to be evaluated by analyticul differentiation of the L.H.S.
of (7.8). Unfortunately, as discussed at some length in Section 5, this
particular approuch did not fulfil its eorly promise,

Substitution of (7.7) and (7.8) into the finite differsnce version
of (7.€) yields (7.1). This completes the derivation of the baroclinic

model equations withoult constraints,

8, Tumerical Values of the Control Cocfficients

The rmost satisfactory way of assigning numerical values to the control
cocfficients of the model is to procecd as follows, The first step is to
deduce a reasonably accurate fiist ruess set of values by assuming
realistic physical conTigurations and verticel boundary corditvions, For
instancey, at this stage one usually assumes the static stabililies
correspond to a standard atmosphere at latitude 451 , and that the vertical
notion is zero at the ton and the botlon of the atmosphers, %“he second
step is to gradually optimise these First gueés values by minimizing the
RISE verification scores for a series of celected test cases.

Robert (1953) gave the detailed calculations involved in the derivaiion
of a typical first~guess set of conurol coelficionis, IHe czlled $he vzlues
he obtained tha "dymanical-cquivalent" control coafficicnts to enmmhinsise

the fact that they had not been derived by Godsonts (1958L) somdi—siztisticnl
N N b

s
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technique,
It is worth vointing out that there are certain arbitary aspeoct

to be considered in the derivation of a first-guess set of control

ey

coclficients, This will be showm here by deriving anothar first suess

set of control coefficients using a procedure slightly differsnt to that

/

of Itobert (1963). Consider a model iith working lovels at 850 {m = 2 ),

o

500 (m =3 ), and 200 mb (m = 4 ). e 1000 b level will be ignowred

Tor the noment as it involves special difficulties, The computation of
the conirol coefficients by a direct application of (7.8) is straight-

Torwvard at 500 mb becausc it is the interior levels, A simple expansion

gives:
’. ':. A-C 2
& far 2;1{)} \ — ZeT W > >
op\e &r/is/ % opt PP 9P/ (8,1)

The parabolic fit Fommla for the first (B13.2) and second (B14.2) ana
second (31402) dexvivaetives of pressure may be substituted into (8.1)

from Appendix B to give:

¥ - 2 <
3 (& 2% }> S Yo+ agthi-o v,

~~
o]
-
[AV)
~

\ I ! { !
_:— 9 l 2 ol (‘n ::‘ ":. ‘S{E‘ 02\‘?:2.).. O: q/\;} "i’ Oi’.\,}/‘}
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Thus,

3

-
[ cad

boundary condition +that (if= C):ﬂ;the bottom and at

control coefficients, one has %o return to the vertical ¢
version of (7.2)
interior value of W} given by (7.4).

boundary conditions are chosen more specificully to be LA)::(D at 1025 mb

Cﬁ;:
-

i

——
3 9

T

s ofe

C{t.l‘.-. =

A
and also 1o S? and 7&

values corresponding to the "dry"

7
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n \
Qg o iﬁqﬁ« 0»4 qu Ay (8.3)
% 2

At the ouber levels, 850 and 200 mb. onc normally makes use of the
S b

thc top of the

atmosphere, Thus, instead of using (7.8) directly to evaluate the

inite difference
o i) .

and substitute for{ <“%% ) using o boundary WJ and an

latters are simplified if the

?

and WJ o O at 50 mb., This gives:

i W

é,cﬁg- JSU“‘

- C.z 2
O

0
of [

@i rma s e B

»
v e )

(8.4)

&)

3007

l:" c‘E‘SG
o

e [

3

! 2

Huerical values can be assignedl to (37\ and ClY\ from Appendix B,

from Table 1, Taking the ¢° to have muerical

stendard atmosphers as given in Table 24




" The large na

and also taking 1= 5 , (8.3) and (8.L) yield the following control

coefficient matrix:

B

?

C 0]
Wil

0

0

e

?.

- 5.23

L.56
0

?
5.23

- 5068

1.92

?
0
1.12

- 1,92

.

3 A1 -1 i
20 dn T e (8.5)

By contrast, the control coefficient matrix used by Robert (1963) in

the prototype experiments was:

" [l 328
...3.
pd 105
Cos|
2%
0
0

2,625

x 105

- 70066
6.1

0

0.98))
x 1

6.1

- 7069

G

0

0,624
0,578 - 1.23h

20 ’ dian "~ hr—  (8.6)

The optimised set which Olson - see Davies and Olson (1968) - derived

for use in the 1958 operational 'model, and vhich is also used in the

1970 model, is different again:

r"' 500 !
x 10°
(: - 0
'h“_'
0
0

4.5
x 10

- 5050
2,50

0

L

0.5
x 10

.80
- 30’-[.5
0,27

L

0]
0,50
- 0,62

- - -1
10 3 dkn 1 hr  (8.7)

gnitude values for the first row coefficients in (8.6) and (8.7),

together with the associated zero off-diagonal coefficients in the first

colum, mercly reflect the fact that the 1000 rb predictions are produced

independeniiy from the other levels by reans of a der

x
which docs mot take the vorticity into account,

ived fiecld technigue

As mentioned in Section 5,



Constant Value Units
R 3,72 %107 din? hr? /¢ deg
g 1.2715 x 107 dim hr_z
2, 0.3702 v

Table 1 : Ihwmerical valves of miscellanszous constants

Tevel (mb) S ( dm? mb? hr? )
: 1000 ' 2010

850 1360

775 1830

700 1950

500 ' 3570

350 6800

200 58000

Table 2 : Values of the static stability, ’3_’; s Tor the "dry"
standard atmosphere,

this derived field technique is still retained in the operationszl. model

e e
because there is no satisfactory way of evaluating .SLI-‘(E\ 1‘_1_)) at 1000 mb,
OF\ ¢ OR

The RISE optimization technicque merely confirms that the best one can do

is to drop the 1090 md voxticity and the linkage from 1000 mb to the

other levels, Anothcr important feature comion to both (8.6) and (8.7)

is that, except at 1000 mb, an empirical correction factor has been
. subtracted from each diagonal element to control spurious long weve

retrogressicn. In Robertt!s (1963) prototype set (8.6) this empirical

*
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correction factor was taken to be - 0,656 x 10—3 dm 1 hr‘-1 at all

-,

@E} three.levels. The optimised set (8.7), oﬁ the other hand, uses empirical
correction factors of =~ 0,70 x 10-3, - 0,15 x 10-3, and - 0,35 x 10“3

dkm-l hr L at 850, 500 and 200 mb respectively. Cressman (1958) first

used an empipical correction factor of this type to control spurioﬁs

long wave retrogression in the barotropic model., Robert and Laflamme (1962)

and the author - Davies (1967b) =~ proved that empirical correction

factors were also theoretically'necessary for the baroclinic model by
doing a linear perturbation analysis of (7.l). That this is true in
practice can easily be demonstrafed by doing integrations without empirical
correction factors and observing the spurious behaviour of the long waves,
The control coefficient sets (8,5) and (8.6) are both supposed to be
based on the straightforward application of finite difference techniques
using "dry" standard atmosthere static stabilities. Yet there are other
differences between them besides the presence or absence of the empirical
correction factors, These differences serve to underline the fact that

there is no such thing as a uniquely defined set of dynamical coefficients,

An unavoidable element of arbitrariness arises in the finite difference

approximations, Consequently, the best one can hope to do in a model such

as this is to come up with order-of-magnitude estimates of the individual
control coefficients and then subsequently adjust them by optimisation

over a series of test cases,

9., The Change-over from Smoothing to Eddy Diffusion Constraints

The 1970 operational model contains primary and secondary eddy

diffusion constraints., These eliminate the need for the smoothing




h3

operators which were applied every twelve hours in the earlier sequential
modeis.
Except at initial time, the primary constraints, EYI\ s which

appear in the baroclinic model equations (6,1) are given in analytical

Torm by:

Em:: ng (gv"pw\ - L. Z:me L}/“) (9 .1)

where !'(D is the coefficient of eddy diffusion of potential vortlclty.

The finite difference form of (9.,1) is:

* 2 2. #-| g
L\R_ <Em p— KJ)W KYJ/ &]/m ] f-i- i:C‘mn\}/n (9.2)

where K is defined by (Cl.3) and

K]) = .L'rf-i’- Kl;*

3

(9.3)

Equation (9.2) has been divided throughout by l,. K to make it suitable
for direct substitution into (Cl.4), The secondary constraints, £m ’

which appear in the time step equation (6.2) are given in analytical form

by

| ¥ 2 |
gm: KAV ¥ w230,

where l« d is the coefficient of eddy diffusion of stream function,

The finite difference form of (9.4) is:

x



®

bk

A-<E.m>'t= A

(9.5)
m=1,2,3,
were again ;4: is defined by (&l.3) and
5%
Ky = bt Ky (9.6)

9

At initial time, as no previous hour stream functions are available, both

primary and secondary constraints are taken to be zero:

t=0
'Z'R ‘<E‘“>I = w=1,2,3, .

. <£M>It.:0= 0

The important thing to note ebout both (9.2) and (9.5) is that the finite

(9.7),

difference evaluations have to be carried out using the previous hour
values of the stream functions, not the current ones. This is because,
as pointed out by Danard (1966a), the eddy diffusion constraints are
dissipation terms of the type which have io be integrated by a forward
time step in order to preserve computational stability. See Richiemeyer
(1957) for a full discussion of this aspect of finite difference techniques,
The foregoing procedure was originally developed by the author
- see Kwizak and Davies (1969) - for use in the parallel model, The actual
values assigned to’the eddy diffusion coefficients in the-1970 pmodel are
given in Table 3: These were determined by Creswick and Olson (1570) by
optimising the verification scores for a series of test cases, The
optirisation integrations were done using the control coefficients (8.7)

which were retained by the 1970 model although originally derived for the
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Jevel (ub) Kp(lo?dmzhr’l) K d(107dkm2hr"1) Ky (am) Ky (@)

1000 0.lk29 2,247 0.5 2.5
850 0,515 . 0,601 0.6 0.7
500 0.1429 0.429 0.5 0.5
200 0.859 0,859 1.0 1.0

Table 3 ¢ Values of the eddy diffusion coefficients
used in the 1970 baroclinic model

1968 model, Creswick and Olson (1970) found it simpler to specify zero
_eddy diffusion constraints at initial time, i.e. (9.7) , instead of using

slichtly different applications of (9.1) and (9.14) for the forward time

step, DBriefly, the main advantages of replacing smoothing with eddy

diffusion constraints are threefolci. First, the predicted heighﬁ pathterns
contain more detail with the eddy diffusion constraints, This additional
de’o;.il does not lead to any deterioration of the RISE verification scores,

nt in the vertical phasing of the predicted

ted by

Second, there is an improveme
height patterns, Third, the derived vertical motion fields compu

the precipitation scheme change smoothly from hour to hour, In earlier

models the vertical motion fields changed abruptly every twelfth hour

vhen the smoothing operator was applied, A fuller discussion of the eddy

diffusion terms will be deferred until later in the thesis,

Tn the 1968 model, which of course had no eddy diffusion constrainvs,

the following smoothing procedure was applied after completion of the 12 th,

2l th and 36 th time steps. The newly predicted stream function fields for
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the next hour and the current stream function fields of the time step

Just completed -~ which would have served respectlvely as the current

and one hour 0ld stream functlon'flelds in the time step about to begin
-~ were éll smoothed by an application of the standard smoothing

operatbf (B3.1). For instance, after completion of the 24 th time step

all the 24-hour and 23-hour stream function fields were subjected to

the standard smoother (£3,1), In additién, after the completion of the .
12 th time step the smoothed 12-hour and ll-hour stream function fields
at 50C-mb were unsmoothed by an.application of the standard unsmocthing.

operator (35.1). This was the only time siep and the dnly level at which

the standard unsmoother was applied, Finally, to provide more accurate
first guess fields for use in the relaxation process (01.10) in the next
time step, and thereby speed up the convergence slightly, the stream

6@9 function tendency fields just computed were also subjected to the standard
smoother (B3,1). As mentioned in Section 5, in the earlier work on the
octagon model the standard unsmoother was applied at all levels every
twelve hours, Unfortunately, attempts to optimise the control coefficients
with the unsmoother led to a pseudo~barotropic set that did not permit very
much linkage betﬁeen the levels, This paradoxical situation srose because
several successful features of the barotropic model checked out by Simla
(1964), including the smoother-unsmoother combination, had been carried
over to the baroclinic model under the assumption that whai was good for
the barotropic must also be good for the barocliniz, Thail this supposition
was an erroneous one was eventually demonstrated by Robert and Olson (1966).
They took the unsmoother out of the model gnd repeated the optimisation

procedure. They ended up with a truly baroclinic set of control
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cééfficients which gave physically realistic interaétions between the
levéls. Experimen&ation along the way indicated that it paid to retain

the unsmoother at 500 mb.at 12 hours, The smoothing procedures established
by this work remained a feature of the baroclinic model until they were
replaéed by eddy diffusion constraints.,

The characteristics of the response curves of smoothing operators
are well knowvm. They have been discussed by Shuman (1957) and Asselin
(19656). Briefly, the standard smoother (B3.1) eliminates two-gridlength
waves entirely and severely damps other short waves. The standard
unsmoother (85.1), on the other hand, amplifies short waves, In
combination, the two operators still eliminate two~gridlength waves, and
still damp other short waves, but the degree of damping is much reduced
especially for the longer short waves, The thing to remember, of course,
is that these remarks describe what happens to the actual field which is
subjected to the smoothing and unsmoothing operators, and only to thie
actual field. Thus, when the smoother-unsmoother combination is applied
to four individual stream function fields, the short waves in these stream
function fields themselves are damped in the manner one would expect from
the response curves, But the 8nag is that the response curves offer no
guarantee about what will happen to the short waves in the associated stream
function thickness fields. In fact the thickness short waves can and do
amplify. So much so, as the early work on the octagon model so clearly
demonstrates, that with physically realisti¢ control coefficients there is

a net generation of potential vorticity.
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10, The Derived 70d mb Stream Function Forecasts

The éequential version of the precipitation scheme requires hourly
- values of the 700 mb stream function field for the 1015-point grid shown
in Fig. 1. These cannot be provi&ed directly by the sequential baroclinic
model because the TOO mb surface is not one of its working levels.
Consequently, the best that can be done is to carry the 700 mb stream
function along in the RADAT RUN integrations with derived field status,
The actual derived field computations are discussed here in PART II because
they constitute a natural adjunct to the baroclinic model, In practice,.
however, they have always been included in the precipitation scheme,

In the 1970 model the derived 700 mb charts are obtained by means_
of the following procedure, The initial time stream function field at
700 mb is obtained from the initial time height field in the same way as
at the other levels, The first step is to solve the "forward" balance
equation over the full 2805-point grid, This results in a hemispheric
stream function field from which the 1015-point grid values can be

extracted, The actual forecast equation iss

%" , Qp (\I/gg - ‘v"’;o) -+ (l“‘ OP) (\KS‘O - LV?‘?)}

: x 2 X 2 ¥ 2

(10.1)

vhere Qp is a constant and the Kp* are eddy diffusion coefficients,
Note that, except for minor differences in the eddy diffusion terms,
equation (10.1) is formally equivalent to the = component of (6.1)
for the operational set of control coefficients (8.7). For a regular

centred time step the finite difference form of (10.1) may be written:
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x>
whexre K is defined by (Cl.3), the K)) are related to Rj) as in
(9.4), and as usual A?t is one hour, Along the boundaries of the
1015-point grid the values of the 700 mb stream function are made time-

dependent by applying:

[t

\!:;‘ = \1/70 ( gg'“‘%s‘) ( (\}ul sc;) (10.3)

For the corresponding forward time step which must be done at initial
time the same formulae (10.2) and (10.3) apply except that the (‘f. ’)
superscripts become 'at s the ( 2[& L) becomes ( A't) s and the eddy
diffusion terms are taken to be zero to conform to (9.7). The constant

QP is taken to 0.615, a value originally obtained by subjective
optimisation for the octagon model in which smoothing took the place of
eddy. diffusion. Table 4 lists the values of the eddy diffusion coefficients,
4] {-l)

- Ves

LCY I O
and (\!}S’O - \l/ 50 already reflect the primary and secondary eddy diffusion

These might seem a little high in view of the fact that ( \l/

constraints on the baroclinic model itself, However, the resultant 700 mb
height forecasts do not appear to be relatively too smooth; or distorted in

any way, in comparison with the height forecasts for the other levels,
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Gga Level (mb) ’ K;f (107 dkm 2hr-1) K (dkm)
850 . 0.859 . 1,000
700 0.752 0.875
500 . 0.644 0.750
200 1,288 1.500

Table 4: Values of the eddy diffusion coefficients
used in the derived 700 mb stream function
. forecasts and also in the vertical motion

computations of the 1970 model.

A

Consequently, it was felt wiser to retain the Table 4 values rather than
risk producing derived 700 mb stream function forecasts with too litile

qg} effective smoothing, There is currently no operational demand for predicted
706 mb height fields, and so none have been produced since March 1970, During
Pebruary and March 1970 700 mb‘height forecasts were produced for the
characteristic areas verification program which will be described in the
next Section. The conversion from predicted stream function fields to
predicted height fields was carried out in the usual manner by applying the .
"reverse" balance equation over the 1015-point grid, This’ required the
specification of predicted 700 mb heights aléng the boundaries of the 1015-
point grid, As in the 1968 model, these were simply extracted from the
2805-point initial time height field obtained by applying the "reverse"
balance equation to the 2805-point grid initial time stream function field,
No attempt was made to generate time-dependent boundary values for the

predicted 700 mb height fields. Obviously, there was an inconsistency here

A3
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as (17.3) does allow the boundaries of the 700 mb stream function fields
“to b; time;dependent. However, this is a small difficulty which could
easily be overcome if a demand arises for.predicted 700 mb height fields,
The derived 700 mb proceéure used earlier in both the 1968 model
and the octagon model was almost the same as that Just described for the
1970 model, As in the models themselves, however, twelve hourly smoothing
operators were employed 1n~tead of eddy diffusion terms, This meant, of
course, that all the F( in (10;1) were taken to be zero, The smoothing
operators were slightly trickier to handle than in the models, In applying
(10.2) the golden rule was that all stream function fields for the same
level must have been subjected to identical smoothing procedures, For
instance, at the 23 rd time step the (th ') values of the 850 and
500 mb stream functions made available by the baroclinic model would be
23-hour values which would have been subjected to the standard smoothing
operator (33.1). The t and (t" ') values of the same fields,
however, would not have been smoothed by the baroclinic model, Accordingly,
before commencing the 23 rd time step computations with (10,2) it was
necessary to apply the standard smoothing operator (33, 1) to the 2l1-hour
and 22-hour stream function fields for all three levels, 850, 700 and
500 mb. The 11 th and 35 th time steps had to be handled in the same way,
except that at the 11 th time step the 9-hour and 10-hour 500 mb stream
function fields had also to be subjected to the standard unsmoother (B5.1).
or course, this problem of matching up the smoothing of the stream function
Tields at different time steps only arose because the derived field program
was included in the sequential precipitation scheme, I{ the baroclinic

model and the derived field brogran were integrated similtaneously, the

. .
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smoothing cperators could all be applied at the same time step,

In fhe early development work on the octagon model it was not
possible to objectively Qerify any derived 700 mb height forecasts,
This was because these forecasts’were produced for a half-octagon grid
for which there was no "reverse" balance equation program available,
Consequently, the 700 mb stream function forecasts had ts be assessed
subjectively., In particular, they Were carsfully checked for horizontal
and verticgl consistency., As individual charts the 700 mb stream function
forecagts appeared to be intermediate in quality between their 850 and-
500 mb counterparts, They were therefore considered to be Treasonably
satisfactory in the horizontal. In all cases the phasing of the 700 mb,
features was intermediate between the corresponding features at 850 and
500 mb. The vertical consistency was therefore ratad as highly satisfactory
as the bargclinic model itself would permit, This was in markxed contrast
to the lack of vertical consistency of the 1000 mb charts produced by
.essentially the same derived field technique. The crucial difference, of
course, is that the 700 mb charts are derived by interpolation, whereas
the 1000 mb ones involve an extrapolation, Interpolation ensures vertical
consistency, but extrapolation does not, The same kind of subjective
assessments of the 700 mb stream function forecasts were made when the
1968 model was introduced into the operational run. The conclusions were
8imilar to those drawn earlier for the octagon model,

The first objective assessments of the 700 mb height forecasts were
made in March 1969, At that time a comprehensive verification program came
into routine use, This computed the RMSZ ﬁerification scores for the

characteristic areas of the combination of baroclinic model and precipitation

A .
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scheme. The results confirmed the subjective assessments of the relative
worth of the individual 700 mb charts, A fuller discussion of {the RMSE

verification scores is contained in the next Section.

11, Verification Scores for the Forecast Height Charts

11,1 Standard Areas

The root-mean-square errors (RMSE) of the height forecasts produced
operationally by the baroclinic modél in the RADAT RUN have been monitored
by two different verification programs., The first of these was designed
to function on a long term basis, It computes RMSE scores for the whole
122]1-point grid and also for the standard verification areas in use byv_
the National Meteorological Center in Washington, or ét least for those of
them which happen to fall inside the 1221-point grid integration area.
These standard verification areas, five in numbér, have come to be
internationally recognised, Their positions are given by Holyoke (1965)
who adds a sixth arza more appropriate for Canadian interests, Essentially'
the same verification program, with some extensions to handle the extra
standard areas, is also used to monitor the height forecasts produced by
the hemispheric model in the MOP UP RUN,

The purpose of having a standard areas verification program is to
permit direct comparisons between the performances of the CAO baroclinic
model and the models used by other countries, To this end monthly
summaries of the statistics generated by the standard areas verification
program are reported elsewhere by Creswick and Olson (1970), and Davies

and Olson (1971). They are not given here because they present an overall

picture which is qualitatively very similar to that portrayed by the
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characteristic areas verification program which will be described next,

11.2 Characteristic Areas

Unfortunately, the standard areas ao not match the CAO operational
grids too well.. For instance, the eastern boundary of standard area 2
coincides with a characteristic boundary of the 1970 model, namely the
eastern boundary of the 1221-point grid, whereas the western boundary of
the same standard aréa falls well within the 1221-point grid, It is
unaesthetid, and probably slightly unscientific, to base internal value
Judgements at the CAO on verification scores for areas which do not have
a reasonably symmetrical relationship to the'characteristic areas of the
main production run. Partly because of this consideration, and partly
because of the need to verify other quantities such as the temperature
fields, the author designed a second verification program to operate for
- & limited time. It computes RMSE scores for characteristic areas instead
of for standard ones., And it does this not only for the height forecasis
produced by the baroclinic model itself, but also for some of the predicted
variables ielated to the precipitation scheme., More specifically, it
verifies the RADAT RUN forecasts of height, including the derived 700 mb
height, and the three levels of temperature and - dew point
depression for the interior of the 1015—poiqt grid and the full 504-point
grid shown in Fig,l. The exclusion of the boundaries of the larger grid
means that the figures quoted for the 1015~point grid are actually for
the 891 interior pointss this is a matter Af convenience to avoid
introducing yet another grid-sizé into the dissertation, Unfortunately,

because of the growth in the demand for computer time, no indefinite
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operational commitment could be made to this more coﬁprehensive
verification prograﬁ. Consequently, it was run on a routine basis for

just over a year, from Maéch 1969 to March'1970, and then withdravm., The
principal verification statistics which have been gathered in these 13
months are summarised in this thesis, They will serve as a rough guide to
the general effectiveness of the forecasts produced by the sequential model,
and thereby provide some kind of background against which the forecastis of
the parallel model may be judged. It should be noted that the monthly mean
scores for March 1969 to January 1970 are for the 1968 model, and those for

March 1970 are for the 1970 model., The change-over between the two

"operational models occurred about one third the way through February 1970,

and so the mean scores for this month are hybrid ones weighted 2 to 1 in

favour of the 1970 model.

Fig.4 is a diagram showing the monthly mean corrected root-mean-square

- error (CRUSE) verification scores for the 12, 24 and 36-hour 1000 mb height

forscasts, both for the 1015-point and the 504-point grids, together with
the corresponding persistence scores. As i3 customary for height charts,
the individual scores which go to make up the monthly averages have been
corrected to take into account the differencé between the mean of the
forecast chart and the mean of the verifying chart; i.e. the CRMSE
verification scores are computed from the forﬂula (B17.2) which is given in
Appendix B. Figs. 5, 6, 7 and 8 give the same information for 850, 700, 500
and 200 mb respectively. It is clear from Fig., 7 that the baroclinic height
forecasts at 500 mb beat the corresponding persistence forecasis by quite a
bandsome margin. This is true even at 36 hours, Also, comparing the last

two months with the rest, it is obvious that at 500 mb the monthly mean

A v
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verification scores for the 1970 model are about the same as for the
'1968-mode1; This is in spite of the fact that the height forecasis
produced by the 1970 model exhibit somowhal more detail than those
produced by the 1968 model. Turning now to Figse 44 5 eand 6, it can

be seen that the comments just made about the height forecasts at 500 mb
also apply to the height forecasis at 1000, 850, and 700 mb, Further,
Figs. 5, 6 and 7 show that the monthly mean verification scores at 700 mb

exhibit patterns which are in every sense intermediate between the ones

at 500.mb and the ones at 850 mb, This is evidehce to sugzest that the

height forecasts at 700 mb do not suffer unduly in comparison to those

at the other levels because they are produced by a derived field technique,
Although, of course, this does not mean that the promotion of the 700 mb
field to the status of a full working level of the baroclinic model wouid
not lcad to improvements at all levels. Fig., 8 shows that there was a
striking improvement in the CRMSE scores for the 200 mb height forzcasts
when the 1968 model was replaced by the 1970 model, For the first eleven
months the scores at 200 mb are not nearly so impressive as they are at the
other levels, but at least they do consisiently beat persistence. For the
last two months, however, the scores at 200 mb beat persistence by a much
moré respectable margin, although s+till not to the same degree as at the
other levels,

The characteristic areas verification program also'computed CRMSE
scores for what might be called zero-hour forecasts, These were obtained
by verifying the initial time "reverse" balance height field against the
original initial time height fields, As explained in (5.5), the initial

time "reverse" balance height fields were used in the 1968 nodel io provide

]
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boundary conditions for the predicted height fields, They are obtained
by applying the nyreverse" balan;e equation to the initial time 2805-point
grid strcam function fields, which in turn, are obiained by applyirg the
wrorward" balance equation to the'original initial time height fields.

At 850 and 700 mb the zero-hour height forecasts had CRISE scores which
varied from about 0,15 dkm in summer to about 0.25 dkm in winter. At
1000 and 500 mb the corresponding range was From 0,20 dkm in sumner 1o
0.35 dkm in winter. At 200 mb the range was from 1.0 dkm to 1.5 dkm in

the 1968 model, but these values appeared to bz cut down by more than

half by the introduction of the 1970 model, There is 2 subile inference

_ 4o be drewn froin the figures just quoted. It is that even an jdealised

baroclinic model could not produce 12 24, and 36-hour height forecasts
with zero verification scores. The best one could hope to do with the
baroclinic model, at least without changing the balance equation prograi,
is ?o match the zero-hour SCOTeS. There are two reasons for this, First,
the height forscasis obtained from the stream function forecasts, by
solving the npoverse" bzlance equation, must be fully ellipticised. The
verifying height analyses, on the other hand, are objective analyses which
have not been ellipiicised. Second, there is a small bias problem which
arises in the solution of the balance equation. See Asselin (1967) for a
discussion of these two problems., In any casé, the net result j.s that the
zero--hour scorcs represeﬁt srreducible minima beyond which the 12, 24 and
36-hour verificalion scores may not go. The  reduction of the zero-hour
200 mb scores vy the 1970 model is not too difficult to explain. ¥either
model stearts from an objectively analysed 200 mb height fieild as no new

200 mb data is available for the RADAT RUN. As mentioned in (5.6),
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February and March 1970 were part of the interim period during which the

new model was unable {0 use the‘l2—hour 200 mb height forecasts from the
Washihgton primitive equations modei. So for these two months the initial
time 200 mb height charts that weht into the 1970 model were simply the
l12-hour forecasts from the hemispheric baroclinic model., These would
automatically have been fully ellipticised because they ﬁere producecd

from predicted stream function fields via the "reverse" balance eguation,
During this period, therefore, the entire zero hour 200 mb score of the

1970 medel must have been due to the bias problem. In the 1968 model, on
the other bhand, the initial time 200 mb height charts were generated by

the thickness advection technique of }cClellan et al (1966). No special
precautions were taken to ensure that these wefe ellipticised., Consequently,
before computing the stream function fieclds, the "forward" balance equation
program would have had to make adjustments to eliminate any hyperbolic peints,
It seems reasonable to assume that the bias contribution is about the same
for both 1970 and 1968 modelé. If this is the case, then the difference

in the zero-~hour 200 mh scores is atlributable solely to the ellipticisation
adjustments in the 1968 model, That, of courée, raises the question of what
kind of zero-hour 200 mb scores are associated with the final vefsion of the
1970 model. The 200 mb height forecasts from the primitive equations model
may not be completely free of hyperbolic points, But they are produced by

a highly sophisticated model, so they should require rmuch less ellipticisation
than the 260 mb height fields generated by the thickness advection technique,
So, presumably, one should expect the final 1570 model to have zero-hour
200 mb scores with a summer to winter range of something like 0.6 dkn to 0.9

dkm, This estimate has not yet been checked,



PART III : THE SEQUENTJAL VERSION OF THE PRECIPITATION SCHEME

12, Origing of the Sequentiél Approach

The author has developed a fully automatic scheme to produce three-
layer numerical forecasts of preéipitation amount on a computer., From the
beginning the scheme was specially designed to work in conjunction with
the CAO baroclinic models Neverthcless, many of its features are sufficiently
general in nature to be readily adaptable to a primitive equations model when
the time comes for such a change-over to be mzde.

As menticned in Section 5.1, the development work has been carried oul
in two stages. In the first stage the baroclinic model and the precipitation
scheme are integrated in sequence to one another; in the second stage they
are integrated in parallel so that the precipitation scheme can and does
interact back with ihe baroclinic model, The sequential scheme was develored
before the parallel scheme for the following three reasons:

(i) Nobody at the CAO had had eny previous experience whatsoever with tke
problem of how to predict precipitation amount on a computer. Nor
vas there much in the way of guidance on the subject to be found in
the literaturc. Under such circumstances it was felt that it would
be prudent to scparate out the problem of predicting precipitation
from the problem of predicting interactions such as the feedback of

effects due to the release of latent heat.

(31) During the time the original develcpment work was being carried out
the computer facilities were comparatively limited, Those were the
days before the installation of the IBEM 360/65 machine when the CAO

had only a CDC G-20 computer. The lack of drum and disk storage
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devices was in itself a powerful inducement to confine all
q&a ’ research on the precipitation project to the sequential mode

of operation.

(i3i) There was a strong demand for computcr-produced forecasts of
precipitation amount from the Forecast Services Division of
the Meteorclegical Branch. This meanl that every attempt had

to be made to develop un operational program as soon as possible,

Subtle though the point may be, note that the decision to proceed
with research into a precipitation scheme operating in sequence with the
baroclinic model did not imply a decision to concentrate on the development
of a purely diagnostic precipitation schemé. In fact a purely diagnostic
stage of the development was carefully avoided for three ressons, These

weras:

(a) A six-hour time period is the shortest one for which precipitation
amounts are observed., So meaningful evaluations of a precipitation

scheme cannot be carried out unless it contains a predictive element,

(v) One‘of the major weaknesses cermon 1o many of the earlier graphical
prceipitation schemes was that they tended to ignorc the prediction
aspects of the problem. TIor instance, in ahy diagnostic scheme it
is soon recognised ihat a knowledge cf the temperature is essentizl
in order to corpute precipitation amount, This means thkat, before
such a diagnoslic scheme can be applied to obtain precipitation
forecasts, it is nccessary to devise a method for obtained predicted

temperatures. So, in this respect, the sequential precipitation
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scheme rust be more sophisticated than a purely diagnostiic

scheme, because it nust predict temperatures and other quantities

as well as precipitation,

(c) The assunmplions made in the baroclinic model may affect the
computations in the precipitation scheme, For instance, in the
baroclinic model the assumption is made thal the statis stability
divided by the Coriolis parameter is & function of pressure only.
This hes dire consequences if carried over too literally into the
precipitation scheme, for if ro special precautions zre taken it
results ir the appearance of singularifies in the "“wet" vertical
moticn }ields. This type of probliem is not encountered in a purcly
diuagnostic scheme. It only becomes apparent when one actually

tries to use the baroclinic model as a basic tovl for predicting

precipitation amount,.

In esserce, then, the foregoing remarks testify to the fact that
the decision to develop a sequential precipitation scheme was a sound onc.
It was the oculcome of a middle of the rovad policy tetween, onc the one hand,
a purely diagnostic scheme which might tend to overlook the prediction
aspects, ard, on the other, a parallel scheme in which the problems of
haniling interactions might obscurc the more mundasne problems of predicting

precipitation amount itseclf,

13, Tables of Unit Condensation Rate

A unit muss of ascending saturated air has a most important physiceal

property. I superczturation does not occur, and if the moist adiabaiic
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assumption hkolds true, then the rate of condensation of water vapour is
uniquely determined by the vertical velocity, the temperature and the
pressurc. Because the dependence on vertical velocity is a linear one,
Fulks (1935) was able to prepare %ables of condencation rate for varying
temperature and ﬁressurc for a unit mass of air ascending with unit vertical
velocity; see also the Smithsonian Tables (1958),  The ieportant basic
theory underlying Fulks' tables is reviewed in Apperndix A, By malking
appropriate changes of units, it is possible to construct tabular values

of hourly condensation amount for the particular saturated layers of the

atmosphere under consideration. These will be referred to as tables of

.unit condensation rate,L)¥(’l). For the vertical finite difference scheme

of Fig. 9, which is the one wused in the precipitation scheme, these values
are given in Table 5 at intervals qf 10 C dege All actuzl computations arc
based on a more complete version of Table 5 giving values at intervals of

1 C deg.

Three things have to be known before the tables of unit condensaticn
rate can be used to compute the large sczle condensation amount, They are
the large scale vertical motion, the tcaperature, and some measure of the
moisture content of the air. For the first two of these quantities there
is no ambiguity about what is actually wanted., But there are several methods
of - specifying the moisture content of ihe air, So one of the first problems
facing someone aboutl to émbark on the design of a precipitation scheme is

the choice of moisturc parameter,
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850 mb 700 mb 500 mb

C deg (150 mb layer (150 mb layer) ' '(250 mb layer)
-7 20
- 60 22 38 30
- 50 33 56 ‘ 40
- 40 44 | 15 123
- 30 126 , 169 497
- 20 2170 366 1137
=10 511 714 2009
@ ' . 0 812 1088 2875
' 10 1098 . 1445 3830
20 1373 ' 1769 .
30 1660
N
UP 1500 1500 2500
Table 5: Tables of unit condensation rate, Up (T) in 107

inches rain/hour, for layers 150 mb thick (except the
layer centred at 500 mb which is 250 md thick) ascending

N
at lmb/hour, Values of UP are also given,
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14. Choice of Moisture Parameter: Dew Point Depression

*

-

The moisture content of the éir may be specified in many alternative
ways. The most common ones are tbe dew point depression, the dew point, -
the mixing ratio, the specific humidity, the relative humiditly, the wet bulb
temperature, the wet bulb potential temperature, and the vapour pressure,
Provided that the temperature and pressure are given, é kriowledge of any oro
of these quantities allows all the others to be computed, As far as
precipitation computations are concerneds; the importani thing one wishes
to know is how close the air is to saturation. Tho choice of moisture
parameter should therefore take into account the accuracy with which
predictions of closeness 1o saturation can be made, Convenience should also
be taken into consideration,

Moisture reports from the radio-sonde ascents are transmitted in {the
form of dew point depression, Consequently, dew point depression is the
moisture parumeter thai is objoctivs-y analysed in the CAO operational programn,
This is done partly as a matter of convenience, But, alsoy, it is done because
in principle one should analyse directly reported quantities in preference to
derived quantities, at least in cases where no good reason exists to do
otherwise, simply to avoid any errorzs which might arise due to approximations
made in the derivation process, As objectively analysed fields of dew point
depression arc made avzilable on a routine basis at the CAO, the natural
thing to do is to carry over the dev point depression into the precinitation
schene and make it the moisture parameter to ba used for prediction purpones
=~ 1l.e. at the CAO the deyw point depression is wilhout a doubt the most

convenient moisture paraneisr to use in a precipitation scheme,




71

A1l techniques to predict a moisture parameter must be based on
the conservation of mass of water vapour in the atmosphere. However, a
prediction of a moisture paramecter does not generally'consbitute a
prediction of closeness to saturafion. In fact only two of the nine
moisture parameters listed at the beginning of this Section provide a
direct measure of closcness to saturation without a knowiedge of the
temperature field, These are the dew point depression and the relative
hunidity. All the other;, including the mixing ratio and the potential
wet bulb teﬁperaturc, require a specification of the temperature field
before any estimate of closeness to caturation can be made, For instance,
a predicted value of the mixing ratio does not in itself provide any
information about closeness to saturation. One must also have a predicted
value of the temperature in owrder to compute a predicted value of saturation
mixing ratic. The difference between the predicted saturation mixing ratio
and the preéicted mixing ratio then constitutes a measure of closeness tc
saturation. So in such caseé the accuracy of predidiion of closeness to
saturation will depend om the accuracy of prediction of both the moisture
paramcter and the temperature, In other words the accuracy of the
precipitaticn forecasts will be very sensitive to errors in the predicied
moisture parameter and will also be very sensitive to errors in the predicted
temperature field. With the dew point depression, on the other hand, the
accuracy of the precipitation forecasts will still be very scnsitive to
crrors in fhe predicted moisture parameter, but relatively insensitive to
errors in the predicted temperature f£ield, This is because the temperature
is only used to conpuie the absoluts moisture content of saturated air, With

the dew poin® depression one does not use the temperature explicitly to test
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for closeness to saturation, as one does, for example, with the mixing

ratio. Now it is true that a knowledge of the temperature is nceded when
one actvally predicts dew point depression, but the dependence is agein
one of low sensitivity. Furbhermgre, for any schem2 bascd on the vorticity
equation, this dependence is not as critical as the dependence of the
vertical motion computations on the static stability, which must implicitly
or explicitly involve the temperaturs in some way or other, Even with a
primitive equations approach the thermodynamic equation, and hence the
static stability, must enter into the integration procedure in some vay
which will uliimately affect the prediction of the rmoisture paramster,

To summarise, there are two reasons why the dew point depression
should be seclected as the moisture parameter in the CAO precipitation
schemes  First, predictions of closeness to saturation are given directly
by predictions of dew poini depression, but not by any of the other commonly
used moistiure parameters except the relative humidity., Second, the dew poini

.
depression is the most convenient moisture Parameter to use for prediciion
purposes, This is becausc observations of the moisiure content of the air

are both reported and objectively analysed in the form of dew point depressicn.

15¢ . The large Scale Precipitation Amount

In the sequential precipitation scheme the hourly amount of large
o~
scale precipitation, I£ s which is predicted to fall from a layer of
central pressure, p, central temperature, T, and central dew point

depression, S, iy given by:
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where W) is the "wet" vertical motion and Up(T) is the unit condensation
A

rate'given by the tabies described in Section 13. The quantity S is the
threshold dew point depression at which the onsel of precipitation occurs.,
The concept of a threshold dew péint depression and the associated

EYS o '
introduction of the factor (S - $)/S into formula (15.1) is probably the
most inmportant single item contributing to the success of the precipitation
scheme. Some remarks on its origins are therefore in oxder,

Consider a volune of air with a vertical dimension corresponding to
one of the three layers of Fig. 9, and with both horizontal dimensions
equal to one gridlength. Assume that the vertical motion,ﬁﬁ) and the dew
point depression, S, of this volume of air are completely homogenecous in
the sense that cach constituen! parcel has the same vertical motion and
the same dew poini depression as all other parcels, Assumc also that a
uniform and well-behaved lapse ratec coxisis throughout, Then, providing
supersaturation does not occur, and providing the moist adiabatic assumption

t
Y
holds true, the large scale condensation amount;WQ sis given by:

= {,,’IP(‘T> U»‘ if ) < Q and S:: O
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In the first tests ut the CAO the condenszction amount was assumed to be
equal to the precipitation emount and formula (15.2) was uaed to predict
precipitalion amount directly. The results were totally unsatisfactory.
This was particularly lrue near initial time because reported values of
dev point depression ave rarely zero, Even in clouds and pracipitation

reperted values of dew veint depression usually run at 2 oc 3 deg C,
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Naturally, the initial time objective analyses of the dew point depression
fields are unable 10 portray fe;fures hot present in the reported observations,
so théy rarely possess grid point values that are saturated, If vertical and
horizonial advection were the only processes going on in the precipitation
scheme, some arcas of the chart would become saturated early on in the
integration. This is cvident from ihe fact that 5i§§' is of the order

B4
of 0.1 deg C/ mb (see Table 14) so that ascending vertical motions ol
10 mﬁ/ hour would tezke about three hours to saturate air originally possessing
a dew point depression of three degroes, However., these first tests shoved
that cven on the predicted charts the saturated areas are still far tco smaull
to account for the olsexved regions of precipitation. Furthermore, vervical
and horizontzl advection are not the only processes Zoing on in the operalional
version ol the sequential precipitation schemz. As will be seen latery a vewn
representing the eddy diffusion oi' dew point depression has to be included in
the moisture prsdiction equation to ensure computational stability, Thi: texru
has the effect of reducing the size of any saturated arca to evan smaller
proportions than it would otherwise be., So it sezms that no precipitation
scheiae based on dew point depression can predict realistic amounts of
precipitation with formula (15,2), This conclusion was drawm independently
by the author - see Devies (1967a) - and Darard (1966a).

It has alrcady beesn mentioned that, according to radio-sonde reports,
dew point depressions of about 2 or 3 degreces C are usuzlly cbserved when
precipitation is actually occurring. This consideration led both the autkor
- again see Davies (19€7e) =~ and Danard (196¢a) to independently provose

the Tollowing revised formula for the vredistion of rrecipitation amouni:
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where the concept oi‘ a threshold dew poini depress sion, S sy is now
introduced, and Lﬂ}(I ‘S)w‘ ) is not a unit condensation amaunt but a
e
unit precipitation amount having a dependence on .S; and :; as well as

on 'T' o The author originally chose

L; (, , \ : V*vé) = (,;'p ("r) for S< 5 (15.4)

and this gave fairly successful forecasts, Mea"n'hlle, howovcf', Danard
(19662) had decided that it was nos physically realistic to allow & sudden
onset of precipitation equal to the full saturated condensation amount at
the instant the dew poin% depressiosn becomes less than the threshold value.
So he chose his unit precipitation rete to be of ths fox

U (-m-g g)‘w _,\ojp(T) for S<-§~',

P 7 "§" / (15,5)

This allows the large scale precipitation amount to ircrease gradual 1y
from zero at the threshold dew point depression %o the full value atl true
saturation. The advantages of a gradual onset weré imaediately obvious
to the author when he became aware of Danz2rdts work, Consequently, a
-swi‘t.ch-—over was made from form (15.4) to form (15.5). This is how formala
(15.1) carme to be an important feature of the CAO precipitation scheme at

a fairly early stage of the development work, It isy of course possible
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I/ ¥
that a non-linear expression for L} r 5 S might give better
plis=) |

results than Danard's linecar form (15.5). However, even a non-linear

expression would have to satisfy the two conditionga:

(15.6)

when 5:‘: ¢
- o
when 5:.‘-‘ S (15.7)

These restrictions, and the considerations that led up to them, muke it

unlikely that the optimum foram of L@(Irgyx‘)deviates much from a straight

line.
When the concept of a threshold dew point depreseion is applied in
' ' o.d
‘.t\ LY

practice one has, of course, to assign a numerical value to w2 o Danzrd
2,

..\‘A . .
(1966a) used a value of.f; = T.5deg C in his work, In *he limited sevies

of tests which were run early on at the CAO with form (15.4), i.e. the

vl

"sudden onset" threskold, the optimum value Tor f; \appeared to be aboui

3 deg Co After the switch-over to form 15.5) a more extensive series of
8

3 \'4:

Py

L
appropriate value for .> .
b‘a:.
‘3

tests was carried out to determine the The

the value reported by Danard, i,e. J; = Ts5 deg C, gave
v)p'—

initial time, but that f;'= 5deg C gave best results

author found that
best results near

near the end of a 48-hour forecast period, Consequently, the final version
A

>
of the sequential scheme incorporated a tire-dependent .3 given by
3 A \.\.\:
paN v )
f; ~ fSﬁ - [35> hy (15.8)
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where i: is the number of hours which have elapsed since initial time,
'S.x‘:: 7.5 deg C, AS = 2,5 deg C, and 'tég = 48 hours, One further

sophistication was introduced inio the 1970  version of the sequential
precipitation scheme., For the first time, 5; was made dependent on the
mguntain field, FDS s but only at those grid points in the middle of
mountainous areas, This is accomplished by testing the values of /?9 at the
~top, bottom, left and right grid points, If any one of these four valueo is
greater than 925 mb, then no adjustment is made to the f; given by (15.8),
However, if Ez has a value less than 925 mb at all four surrounding grid

. points, then :;éé is determined not from (15.8) but from the following

formula instead

sy A
$¥= S:-*- AST) R - P,
X"fg Pf“" F’v\x

(15.9)
, %
where [Po . = 1013.3mb and
700 mb when n = 850 mb
X
P, = 500 mb  when  n = 700 mb (15.10)
300 mb  when n'= 500 mb

- The objective of this small modification was to reduce the systematic over-
forecasting of precipitation on high mountain plateaus., Note that coastal

grid points are not affected by this change,
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It remains to discuss the physical implications of wsing formula
@@9 (lS.i) to predict precipitation amount instead of using formula (15.2) to
predict condensation amount and then equating this to the precipitation

amount, If the amount of precipitation rredicted at a gerid roint is to

be representative of the surrounding area, then it must ba some kind of

areal average of the precipitation predicted for the region of roughly
one square grid-length in dimension which is centred at tnat grid point.
Formula (15,2) can only be applied to predici such an areal average when

the following three conditiong ars true:

(1) 1r uniforn, or atl least pseudo-uniform, condilions of vertical
motion, dew point depression, and temperature lapse rate pravail

throughout this region.

(51) If it is legitimate to equate cordensation rate 4o precipitation

rate, i,e, if the moist adiabatic assumption holds trve,
[ 1%

(iii) If supersaturation does not occur,

In the real atmosphere, of courzey these three conditions are simply not
valid in the meteorologically active areas in which rrecipitation occurs,
The first condition breaks down because of scale considerations, Even in
laréé scale disturbances most precipitation mechanisus depend, at least

in part, on dynamic phenomena of a scale smaller in dimension than the
spacing of the standard finite differerce grid, In other words the lateral
dimensions of the Jargest quasi--homogzencons Irecipitation cell associated
with a cyclone are generally no larger than some distance between one and
two orderz of magnilude smaller than the lateral dimensions of the cyclone

itselfs This can be seen quite cleariy by studying the siructure of cloud

>
)

B
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patterns in satellite photographs. The second condition is impossible to -
mcet.. Cloud formation is a nccbssary intermediate step in the precipitation
process. The third condition does not hold either. Supersaturation does
occur in nalure, and the degree tb which it does so depends on the supply
of condencation nuclei available.

Suppose it were possible to devise a numerical scheme which
accurately portrayed the details of all the physical processes leading up
to the production of precipitation. What would such an idealised scheme
be like ? How weuld it account for the breakdown of the three conditions
ncecasary for the application of formula (15.2) ? To begin with, it would
prubably have to use a horizontal grid with a much greater resolution than
the onn in standard use, It would also have t6 carry a new "cloudiness®
variable along in the integration scheme, This “eloudiness variable
would have 1o be a fairly accurate estiimate of the amount of liquid water
precont in the form of cloud dropleis. And it would have to allow
supersaturaticn to occur. Given a scheme with these threa sophistications, '
would it be possible to know ai what level of supersaturation condensation
occurs ? No precise specification is possible, even in cases where there
are ample condensation nuclei available; because there are no exact physical
laws governing supersaturation and comdensation, At least no such laws are
knovn, So the best thal could be altained is some kind of empirical
relationship betlween supersatumation ound condenzation, In such a sophisticated
scheme would it be possible to use formila (15.2) to compute the condensstion
amount when there is sufficient supzisaturation for condensation to occur ?
It might be possible if thz horizontal resolulion vere sufficiertly great

to describs all the scules of motion ‘het arc significant to the large sczale

accurulation of condensation amcunt, But from the very nature of the
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condensation process this seems highly unlikely. At best one might hope

to aéhieve results that were less and less unrealistic as one increased

the resolution. So some approximate or empirical technique would probably
still have to bc employed 1o estimate the amount of condensation occurring

due to motions on a scale not resolvable by the grid. And all this presupposes
that either one would have no difficulty computing amended unit condensation
rates to take into account the breakdovm of the moist adiabatic assumption,

or that this breakdown could be taken care of by an empirical formila. Finally,
would such a sophisticated scheme allow the precipitation rate to be compuled
from the other knowm variables ? This would have to be done by conmputing the
rate of conversion of cloud droplets or ice particles into precipitation,

Once again there arc no known physical laws wﬁich say precisely when
precipitation starls to gush forith from a cloud of non-precipitating drcplets
or ice particles, So, again, the best that could bhe done would be to resors
to some empirical fornula.

From the preceding discussion it can be seen that any numnerical schenmo
that attempted to account directly for all the physical processes leading to
precipitation would have t{o be an extremely complicated one. It would have
to employ a different empirical formula at each of three or more intermediate
stages of the computations, This procedure would be inelegant., It could also
be wrong. It could be wrong because the whole idea of using an empirical
formula is to express some elfect of great interest in terms of primary
Quantities that are known. By definition, such an empirical relationship
must be open to direct verification, i.e. the cffect itself and the Primary
quantitices must be in some sense measurable, Mor instance, formwla (15.1)
was incorporated into the sequential preciﬁitation schems because with the

PR

specified value of f; it gave a better correspondence between observed
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and predicted precipitation amount than did other fommulae, or for that
matter than did the same formula with different values of :; In
principle there is no intermediate empirical quantity in formula (15.1)
because S; is a primary quantity and, in principle at least, L) is
directly computable from primary quantities, Suppose the degree of
supersaturation at which condensation occursy sub-grid scale condensation
processes, and the rate of conversion of cloud droplets ox ice particles
to precipitaticn were able to be represented by "empirical® formulae,

The final preduct, the precipitation amount, would ther be related by an
"empirical" formulz to an intermediate ouantwi the amount of water
substance present in cloud form, This quantitutive measure of cloudiness
would in turn be related by an "empiriecal" fornule to at least one other
intermediate quantity, the degrec of supersaturation at which condensatlion
occurs, which would itsclf be relafed by an "empirical formula to the
primexry quantities, None of the intermediate quantities could be verified
by'information obtained in routine metcorological observations, And so
there would be no satisfactory way of irdividually investigating the
effectiveness of the "empirical formula used at each intermediate stage,
Only the final product, the precipitaiion amount, could be verified and
80 it would only be possible to a2ssess the collective effectiveness of gll
intermediate "empirical" foruulac. The empiricism of such = chain of
irtermediate "empirical" formvlae must ulways be open to doubt in cases
where intermedisztc verifications of accuracy cannot be carried out, And
the propriety of a chain brocecure is also quesiionable on the grounds of
reaundacy. For there will elways remain the suspicion ithat ihe Tinal
product could be directly related to the primary quqntities by a single

empirical Tormula.
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In view of all these grave difficulties if seems unlikely that an
accurate detailed representation of all the physical processes leading to
the pioduction of precipitation wili be estabiished on a computer in the
near future, So it looks as if formula (15.1),or something rather similar
to it, will be an important feéture of precipitation schemes for some time
to come. This is because simplicity is not its only attfaction. Formula
(15.1) also gives'excellent precipitation forecasts, And any errors that
do afise are in almost all cases clearly attributable to some othef source,

This Section has explained how the sequential precipitation scheme
converts large scale condensation amounts into large scale precipitation
amounts. Section 14 gave the reasons for selecting the dew point depression
as the moisture parameter, In Section 13 it was pointed out that three basic

meteorological variables need to be known before the unit condensation rates

~ gliven in Table 5' can be used to compute the large scale condensation amount,
‘These are the large scale vertical motion, the temperature, and a measure of

- the moisture content of the air -—- the dew roint depression. The next four

Sections describe how these three variables are obtained,

16, The "Dry" Vertical Motion

In baroclinic models based on the omega equation, such as those of
Cressman (1963) or Danard (1966a), (1966b), the vertical motions are computed
explicitly as part of the main integration eycle. The CAO model, however,
is based on the potential vorticity equation, not the omega equation,
Consequently, as mentioned ixaéection (5.3), the vertical motions are only
implieit and a separate calculation has to be carried out to recover them
explicitly. This Section deseribes how "dry" vertical motion fields are

actually computed from the hourly stream function fields by an application




of the thermodynamic equation. They are referred to as "dry" because
adiabatic conditions are assumed throughout. The next Section will
explain how the "dry" vertical motions are converted into "wet" vertical
motioﬂs by taking into account the release of latent heat. In order to
satisfy operatioﬁal requirements the "dry" and "wet" vertical motions are
only computed for the 504-point grid of Fig. 1.

In the 1970 version of the sequential precipitation scheme the 700
and 500 mb "dry" vertical motions.‘l)d , are based on the following

analytical equation:
= - gf K )} N, W
Wy = ;%é‘ {%{(bp 3p ? v ¥))+ I (16.1)

Ky oy
where D is an eddy diffusion coefficient and ’ 9l03 is an explicit
terrain vertical motion component which will be explained in a moment.

Or, more accurately, (16.1) is the analytical counterpart of the finite

‘difference equations which are actually used to compute \Lk]at 700 and

500 mb. The first term on the R.H.S. of (16.5) arises sinply enough by
solving (7.5) for omega. Equation (7.5), it will be remembered, is the
convenient form of the thermodynamic equation (A1l.13) which was derived

by assuming adiabatic conditions and the approximatlion (7.3). The second
term on the R.H.S. of (16.1) had to be introduced te accomodaté the eddy
diffusion terms in the 1970 baroclinic model.  The third term on the R.H.3.
of (16.1) 4s an explicit'terrain component, bliuq:i Theoretically, one
would expect the terrain vertical motion to ke contained implieitly in the
first term on the R.H.S. of (16.1), since the terrain constraints (D1.1)
are included in the baroclinic model. In practice, however, it turns out

that the implicit terrain vertical motion seriously underestimates the



actual terrain vertical motion. This is particularly true for the shorter
;wave-length components which, for r.eas.ons to be discussed later, are
undul& supprgssed by the chain of finite différence computations linking
(D1.2) to (16.1). Consequently, s.omet.hing had to be done to ensure that,
for instance, the amounts of érecipitation predicted on the West Coast

are consistent with the wj values computed from (D1.2)'. The simplest
solution was to aﬁgment the "dry" vertical motions at each level with an
explicit t;arfain vertical motion, N9 w;‘ . The symbol UJ;‘ , which was
first used in (D1l.13), represents the £errain-induced vertical motion

through the troposphere, As in (D1.13), it is assumed to be given by: .

W§= (p-200) Wy | (26.2)
(R-200) |

.y
The symbol N merely denotes that fraction of (8, which is to be
3 3

reinserted into (16.1). Originally, in early experiments on the octagon
-model, a value of 0.33 was a;signed to A/g « This still seemed to lead
to underestimates of the upslope rainfall on the West Coast, compared to
what would be expected from the UJ9 values computéd from (D1.2), so N9
was boosted upwards until it became apparent .that A,g-'-‘ ’ gave best
results, Consequently, a value of unity was used for N,O in later work
on the octagon model and also in the 1968 model, and this was carried
over into the 1970 model., The discussion of the explicit terrain vertical
motion will be taken up again later on in the Section.

At 700 and 500 mb the finite difference equation corresponding to

(16.1) at the general time step is:
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where [ s defined by (C1.3); Ky 1s related to Kp as in (9.3);

A't 4s as usual the time step of one hour; the superscripts (i"',) . t ’

" and ("(" ‘) denote v.alues for the next, current, and preceding tims steps;

the vertical derivative finite difference operators <—g-§~>, are
n

evaluated by means of the parabolic fit formula (Bl3.2); and /\6 is equal

to unity except when it premultiplies the 200 mb stream functions in the

t
, when it is taken to be 0.75

So
to compensate for the arbitrary across-the-board scaling down of the 200 mb

winds by 75% in the 1970 model, an improvisation which was mentioned in
Section (5.6). In particular, note that the standard first order finite
difference operator (Bll.l) is used to evaluate the Jacoblan term, and
not Shuman's second order form (B1l2.1). The implications of this will be
discussed later on in the Section. The facta&(%?é?) is assumed to depend
on pressure only, and is evaluated at latitude 45 N by taking the static
stabilities to have the "dry" standard atmosphere values given in Table 2.
This is the same as what is purportedly done in the baroclinic model.

The actual values used for the eddy diffusion coefficients are given in

Table 4. They are the same as those used in (10.2) for the derived 700 mb



forecasts. At initial time, when a forward time stép has to be used,
@ W) is computed from a modified form of (16.3). All the (%=1)
superscripts are changed .to % |, and the 24t is replaced vy At
Further, to match the baroclinic model, the eddy diffusion term is dropped
conpletely. |
Unfortunately, (16.3) cannot be used at 850 mb, Briefly, as
mentioned in Section 5, this is because the vertical phasing between the
predicted stieam functions at 1000 mb and those at the other levels is
not sufficiently reliable. As will be explained in more detail in the
next Section, the phasing inadeqﬁacies of the 1000 mb charts were originally
" discovered when (16.3) was used to compute the 850 mb vertical motions and
the results at ini’tial time were compared to the 850 mb vertical fnotions
produced by the diagnostic scheme of Haltiner at al (1963). Instead of
@ computing the 850 mb vertical motions by means of (16.3), the following
.mprovised formula is used: ' +
dlt = Ya (a?;: U')dl - N9L 9 70 + N,9 LU;‘ 85 (16.4)
Os

where Yo = 0.6 and the static stabilities are those of the standard
atmosphere given in Table 2, As in (16.3), UJ;(. is given by (16.2) and
N9 is unity.

The preceding paragraphs have just described how UJd is computed from
the hourly stream functions produced by the 1970 model; In the 1968 and
octagon models there was no need to introduce the factor N J‘ , as there
was no artificial scaling down of the 200 mb winds, and so in effect N J
was invariably taken to be equal to 1. The only other difference was that

12-hourly smoothing was used instead of thé eddy diffusion terms.
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Effectively, this meant that the values bf Kp were talen to be zero in.
(16.3). And the golden rule about matching up the smoothing of the stream
function fields for (10.2) also applied here. Thus at the 22 nd time step,
which produced the "dry" vertical motion charts for 21 hoﬁrs, equaﬁion
(16.3) was applied in a strajght-forward manner because the stream function
fields provided by the baroclinic model for 20, 21 and 22 hours were
homogeneous insofar as none of them had been smoothed. But at the 23 rd
time step thé stream functions which were provided for 23 hours had been
smoothed. Consequently, it was necessary to subject the stream functions
for 21 and 22 hours to the same smoothing operator before applying (16.3)
to compute the "dry" vertical motion for 22 hours. As in the case of the
derived 700 mb, this technical problem of matching the smoothing only
arose because the vertical motions were computed in the precipitation

portion of a sequential operation, and not in the barocliniec model part.

However, it was an important problem because totally unrealistic vertical

motion fields would have been computed if (16.3) had been applied to
unmatched fields. |
So far the discussion has concentrated mostly on the actual mechanics

of the "dry" vertical motion computations. It is now approprilate to say a
few ;ords about each of the following topics:

(1) The implications of the use of the standard Jacobian in (16.3).

(31) The reasons why an explicit vertical motion coﬁponent has to

be inserted in (16.3) and (16.4).
(431) The role of the eddy diffusion term in (16.3).
(iv) The evaluation of the factbr'{a in (16.4).

(v) The quandary presented by Q& in (15.3).



Each 4tem will be dealt with independentiy of the others, Admittedly,
this is an oversimplification, but iﬁ is the only way one can hope to
draw meaningful conclusions, -

The standard Jacobian was a feature of the "dry" vertical moﬁion
conputations in the octagon model and has been retained in the 1968 and
1970 models. There appeared to be no compelling reasons to change to the
~ Shuman Jacobian, and in fact there was some evidence that such a change
might yleld adverse results until better baroclinic models become available.

The mere fact that (16.4) has to be used instead of (16.3) at 850 mb
ueans that there is no hope of recapturing the full terrain vertical motion
at this most important level. The use of the standard Jacobian and the
terrain constraint in the particular form (Dl.l) may also coﬁtribute to
the failure to recover the terrain vertical motions from the stream function
'fields. All these considerations serve to justify the use of the explicit
terrain vertical motion term. ' .

The "dry" vertical motions implicit in the 1970 model do inecliude eddy
diffusion effects, Physically, the derivation of the baroclinic model
equations (6.1) complete with primary eddy diffusion constraints (9.1)
can be done in only one way. Namely, by starting out from a more sophisticated
form of the thermodynamic equation (7.5) which itself includes an eddy
diffusion term. In other words by starting out from a thermodynamic equation
which looks very nuch like (16.1) without the explicit térrain vertical
motion component, So there is no doubt that the "dry" vertical motion from
the 1970 model should contain an eddy diffusion term. There remains to

®»
decide what valuss to assign to qué, and whether P(D should appear
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inside or outside the pressure derivative operator., In practice, the
eddy diffusion coefficients of Table 4 were obtained by adding the eddy
diffu;ion coefficients associated with the secondary constraints to half
those associated with the primanylconstraints. and simply interpolating
between 850 and 500 mb to obtain the 700 mb values. Ear}ier numerical
experience with smoothing operators in the baroclinic ﬁodel suggested it
would be wiser to.stick to the golden rule, eminciated in Section 10, that
all derived field computations should employ smoothing:or eddy diffusion
operators which are matched as closely.as possible to those used in the
baroclinié¢ model at each individual level. Consequently, the ,(;?'was :
kept inside the pressure derivative operator and this led to perfectly
satisfactory results. It is clear that the eddy diffusion term may serve
as a fine scale adjustment to the vertical motions nzar active centres;
inereasing KD reduces such motions and vice versa.

The nume}ical factor, Yo , which appears in equation (16.4), is a
somewhat arbitrary number representing, if anything, the hypothetical
ratio of the "dry" vertical motion at 850 mb to that at 700 mb, in the
absence of terrain effects, when there is no vertical yariation in the
static stability. Trial and error experiments with the octagon model led
to the best precipitation foreéasts when ?a was set equal to 0.6, so this
value has been incorporated into the operational run. The whole factor

Ta%%.’s-t} therefore works out to 0.85, perhaps a trifle higher than
might ;e expected on purely physical grounds. The major disadvantage that
arises from the use of (16.4) is that the 850 mb "dry" vertical motions
will always tend to be in phase with those‘at 700 mb. The use of (16.4)

is Justified here because it permits the atmosphers to be broken up into



three layers for the moisture computations, and the author - Davies (1967a) -~
has demonstrated that this increase.in vertical resolution does lead to
better precipitation forecasts than a similar single-layer scheme.
Nevertheless, this is recognised as nothing more than an interinm procedure.
which will be replaced when a better method for computing the 850 mb "dry"
vertical motions has been developed.

, bne of the least satisfactory aspects of the "dry" vertical motion
computations is the need to make hb::0.75 when it premultiplies the 200 mb
stream function in (16.3). However, this is the only consistent way of
compensating for the 75% across-the-board reduction of the 200 mb winds in
the 1970 model, and one is reluctant to make compromise adjustments when
faced with these wholly artificial manipulations of the baroclinic model

equations.

The foregoing discussions have examined a maze of detall about the

"dry" vertical motion computations. Three important questions will serve

to bring the overall picture back into perspective. First, how good are
the final.U@d fields? In view of all the little idiosyncracies just cited,
and in view of the fact that these presumaﬁly interfere with each other in
an unknown fashion, it may come as a surprise to the reader to discover
that the final U.)d fields do in fact bear a remariable resemblance to
those found in nature. Yet such 4s the case, As will be revealed in the
next Section, there is ample evidence to show that the "wet" vertical
motion fields, despite their imperfections, are worthy simulators of the
atmosphere., This would be impossible if the "dry" vertical motion fields
were not equally satisfactory. The explanétion for this success 1s as

follows. The many approximations and arbitrary procedures which enter



into the computations are broadly 1imitéd on physical grounds. But physics
élone is insufficient to specify the exéctvdetails of what should be done

in a numerical simulation scheme of this type. The exact details therefore
become enmeshed in arbiguities of one sort or another. If properly handled,
these ambiguiiies do not lead to chaos. Instead they offer opportunities

to impose fine scale tuning controls on the simulated characteristics.
Adjustments can then be nade by trial and error, using synoptic experience

as a guide, to find the best match with the atmosphere. Tre second question
is a more subtle one. Many of the techniques, such as the use of the standard
Jacobian in (16.3), were originally developed for the octagon and 1968 models.
Trese were simply amended for the 1970 model, they were not fully redesigned.
Is it not possitle that better results would be obtained with current more
advanced models if the Shuman Jacobian were used in (16.3), and if a few of
the other techniques were similarly redesigned? As will te seen later in
.this thesis, this question has been answered at least partly in the affirmative
for the parallel model, Vhile it is possible that some design changes woulé
also prove benaficial for the 1970 model, any improvements are likely to

be of a more marginal nature. Consequently, it seens wiser to deploy
available rescurces on the parallel model at this time. The third question

is éhis. Yhy has the discussion on the rdry" vertical motions teen separzated

so completely from the discussion on the incorporation of latent heat effects?

The next Section supplies the answer,

17. The Mlet" Veriical Motion

The "dry" vertical motions of the last Section are converted into "wet"

vertical motions by taking the release of latent heat into account. In the
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1970 version of the sequential precipitation scheme this is done in the

following manner:

(*\)w if S<_S')e and Wy<O0
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The formulae (17.1) -~ (17.7) are valid for all three levels, 850, 700 and

500 mb. The quantity(H*z:J) is the heat function, H , defined by (Al.14),

Or, more precisely, it is the special case of this heat function which

arises when the diabatic efficts are duve to the release of latent heat. On
the R.H.S. of (17.5) the quantity AP is the thickness of the layer surrounding
the preisure level P ’ UP(T) is the unit condensation rate defined in Section
13, S is the threshold dew point depression introduced in Section 15, and
the remaining symbols are standard ones which are included in the list of
symbols which appears at the beginning of the thesis. The quantity C" is
the moist static stability which (17.6) defines to be a linear interpolaticn
between the static stabilities of the "dry" standard atmosphere, q;- , and

an arbitrary rainy atmosphere, O'W » to which temperature and latitude
corrections have been applied. Values of C_“g and Cjy are given in Table 6,

*®
together with the values of H for fully saturated air at 0c deg axd

=~ 10 C deg which are listed for comparison purposes., The values of Up

are given in Table 5.

Static Stability

% Standard Arbitrary Rainy
H Atmosphere Atmosphere
Level -10 C deg 0 C deg ' '
850 mb - 920 1470 1360 3000
700 mb 1570 2390 1950 3100
500 mdb 3710 5300 3570 5200

g
Table 6: Values of the latent heat factor H at -10 C deg and O C deg,
the static stability of the standard atmosphere, and the static
stability of an "arbitrary rainy atmosphere". The units are

dkm? mb-<_hr-2. '
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They correspond to zbout the maximum values: of U"-(T)which will be encountered
in the North American region, exclqs.’n're of such abnormalities as hurricanes.
Or at least they do at 850 and 500 mb., The 700 mb value has been deliberately
overestimated by about 15% to fav&ur the latent heat amplification of vertical
motion at this level, Superficially, formula (17.3) btears the same .
relationship to the diabatic version of the convenien{; form of the thermo-
dynamic equation (7.4) as the "dry" vertical motion (16.1) bears to the
adiabatic version of the convenient form of the thermodynamic equation

(7.5). However, the baroclinic model is based on the assumption that (C‘/F )
is equal to (03,/{'0) o This assumption can still be applied in the “dry"‘
vertical motion equation (16.1), but it cannot be carried over unambiguously
to (17.3). The reason is that, as Table 6 shows, when the air is saturated
the magnitude of ,'" can easily exceed the magnitude of Op . This means

|
that 4f € were taken to be equal to C¢ , then (17.3) eould and would

develcep singularities when G:s-": H 'Fc/’f « Such singularities never occur

. - J
in the real atmosphere, of course, because - :__D..,(S’.‘k)] y 1.e, D T
Dtiep Dk
(see(7.3) and (Al.2)), will pass through a zero and change sign at the same
X
time as (G’ —H fﬁf); and, if necessary, there will be convective adjustments

to ensure this. Under fully saturated conditions in the real atmosphere

DI will be of the opposite sign to that of ascending vertical motion

D

when the actual lapse rate is intermediate between the dry adiabatic and

moist adiabatic. In the model, because dry conditions are assumed,

[..2(3‘1/)] must always have the same sign as the vertical motion,

Dt\op

So to ensure the correct sign for the vertical motion in the model,

b
C - H fo/ {: must not be allowed to bacome negative. Nor must it be



95

allowed to approach too closely to zero. For the sake of simplicity the
foregoing remarks have ignored the ccmplicétions arising from eddy diffusion
and terrain effects, This difficulty is a{roided by introducing the concept
of the static stability of an arbitrary rainy atmosphere, Oy . The values
of this quantity which are given in Table 6 are well inside the physically -
realistic range, but they were actually chosen as much for their numerical
convenience as for their physical properties. Since l'"* has to include a
(S.)G“S)/ S ® factor to be consistent with large scale precipitation formula
(15.1), a moist static stability factor O" with a similar dependence cn the
(S%—S\)/'S X factor has to be defined for use in (17.3). The H. term in
(17.3) includes the 'Fb/(: factor because the static st'ability assumptions,
both in the baroclinic model and in the "wet® vertical motion computations,
relate to the ratio (c-/ F) and not to O alons. This is indicated more

clearly by rewriting (17.3) as:
/
(osf/f— H*)
C\OsT/Te

The factor UP(I'D UP builds a temperature dependence into the definition
!

(17.8)

of 0~ , (17.6), to take cognizance of the fact that the threat of
singularities is considerably reduced in cold air. Wi;,hout this temperature
factor the value of O" would be suitable for warm air, but excessively
large for cold éir. Similarly, the factor 'Fo,/F builds a latitudinal
dependence into the definition of 0" » (17.6), so as to best accomodate

the latitudinal variation of({'oH/ 'F) in (17.3). Although (17.3) works

quite well when the "dry" vertical motions are small, it can sometimes

lead to excessive amplifications when thé "dry" vertical motions are already

large. One way of getting round this difficuity would have been to insert

.
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a "dry" vertical motion dependence into the definition of 0" . However,

it was simpler to prescribe maximum ailowed amplifications by means of
(17.é) and (17.7). Note that the amplification limits are imposed not .

on the "dry" vertical motion, UJJ , but on the quantity UJ* which is
defined by (17.4). This has 4the effect of making the restrictions depend'
on temperature, since 0\" is itself temperature-depender.xt. In fact this
means that the maﬁmum amplifications allowed for the "dry" vertical motioné
are.greater for cold air than they are for warm air. The quantities Quy, l‘:u_,
and Gy, in (17.7) are chosen to make Y\(uj’f} a quadratic function of LU*

in the region W.), UJXZ' Wy , such that:
“‘ when w*-: w‘
’ﬂ(u.)*) = Ny when w*::. Wz (17.9)
M ¥z w
3 when W' = 3

The actual values of My V2, Y3, vJ,,u)z, Wy, Gy, Dw ana Cu are

given in Table 7. The complete formulae relating Quay bw and Cw tx; 'ﬂi,ﬂz,

.\\3)"‘)1 ’ W, and LU3 are given elsevhere ‘dy the author; see Davies (19672).
The octagon version of the "wet" vertical motiox:x comﬁutations was

almost the same as the 1970 one just described. It differed, however,

in that three factors were omitted. These were the factor (‘& /F) which

multiplies H* in (17.3), the factor (ﬁ,/'f ) which multiplies C&jy in

% \
. the definition of € , (17.6), and the factor [UP(T)/ UP:I which also

appears in (17.6). This meant that all three factors were set equal to
one everywhere, In the original development work it was realised that

9%
to be consistent with the baroclinic model the H term should include



the factor (\Co/ f ) , but that this would introduce an equatorial

singularity into the equations.

Constant 850 mb 700 mb 500 mb Units
! 5 5 5 -
Ny 1.33 1.50 1.33 -
N3 2.5 3.0 2.5 -
W, ol 4 wb hr-1
W =36 B0 -36 mb br-1
W -16 -6 _ mb hr-l
Gw 0.390 0.722 0.390 -

buw 0.0395 0.0509 0.0395 mb~L hr
Cw  -60.5 -86 . -60.5 mb hr-1

. Table 7: Values of the constants used in the maximum amplification
restrictions imposed on the "wet" vertical motions.

It was also realised that OJ should have some kind of temperature
dependence, but it was not evident what form this temperature dependence
should take. Needless to say, singularities were an anathema to be

avoided at all costs, and the prospects of coming up with a sensible
temperature variation for C?|'were bleak at a time when there were many
other more urgent probléms to solve. Accordingly, as an interim measure,
the "wet" vertical motions wére conruted without allowing for any variation
in*F o 2nd without introducing any temperature deperdence into CP‘,
Unfortunately, with a C; independent of temperature there was not enough

latent heat amplification over Canada, the very area which is of central

importance for the precipitation forecasts. Conseguently, when the



preclpitation scheme was reprogrammed for the 1968 model the (fo/{)
factor was included in the H term, and 0' was made temperature
dependent by introducing the [UP(T)/ Up]factor. The particular factor
[UP(T)/ OP] was decided upon after studies of individual charts had
indicated that the most consistent latent heat effects were obtained when
the temperature dependence of O" matched that of H « These two changes
led to improved precipitation forecasts for Canada, but the (fc/ {) factor
led to excessive "wet" vertical motions in the south-west and south-east
corners of the 504-point grid, which are ocean areas south of latitude

30 N. These were controlled by the maximum amplification restrictions
(17.2), but were still an undesirable feature of Athe precipitation scheme.
Consequently, it was decided that O' and H should also have matching
latitudinal variations, and this led to the introduction of the ( F [ / f)
factor in the Oy term of (17.6) with the 1970 model. |

An interesting corollary to the 1970 method is obtained by substituting

(17.5) and (17.6) into (17.3):

O Wy )
Wy = sivs\ v (T) Is R ol (17.10)
- () "'%77{'\‘9'[0“’ " EpEp O - }

A special case of (17. 10) occurs vhen Cw = (-R 9 L ‘OP)/(CP PA p) :

[, <S*‘ S q) Up(-r)J | | (17.11)

It is slightly disturbing to note that (17.11) contains the essential

ingredients of (17.10),for the ﬁ: Cw R LA term can only play
CeplOP
a marginal role in determining the "wet" vertical motion. It actually
works out to be slightly positive at 850 and 500 mb, and slightly negative
Pa

at 700 mb, as can be seen by substituting numerical values for UF and Oy



from Tables 5 and 7. This suggests that the precipitation schems would
probably work jusf as well with (17.11) replacing (17.3).

The arbitrary assumptions regarding C@V are not the only scientific’
ambiguities arising in the "wet" vertical motion computations. Thers is
also approximafion (7.3), of which more will be said later in the thesis,
And the latent heat caleculation for }49913 for precipitation, as given
by empirical formula (15.1), and not for condensation, Furthernore, as
has already been remarked upon in the last Section, it is not strictly
correct to use (7.4) to compute UJ » as (17.3) essentially does, unless
the U}-d » Or more preéisely the "]D%-: (%%) s ‘have been computed from a
baroclinie model which also takes He’G into account. This 4is because the
stream function tendencies would have been different if latent heat
effects had been fed back into the baroclinic model. Generally speaking,
if latent heat effects were somehow included in the baroclinic model,
one would expect the magnitude of %(‘%—g) in baroclinic short waves to
increase where there is precipitation, In particular, if the actual lapse
rate were intermediate between the moist adiabatic and dry adiabat;c, and
conditions were fully saturated, then in (16.1) the qggnitude of the streanm
function tendency term would be greater than the magnitude of the advection
term, and UJQ vwould work out to be positive in spite of the precipitation.
Of course, in such a case, the conversion to "wet" vertical motion would
include a change of sién. and so reveal UUd to be more a quantity of
numarical convenience tran a meaningful physical variable,

In spite of all the little inconsistencies, approximations, and
rather arbitrary procedures which characterise both the "wet" ang "dry"

phases of the computations, the final vertica) motion fields are of a
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very high quality. Unfortunately, it is not possible to support this
assertion by directly verifying the cbmputed vertical motion fields.
Direét measurenents of the large scale vertiéal motions in the atmosphere
are not made in the routine meteofological observation program. Instead
it is necessary to rely on iﬁdirect evidence. Such indirect evidence is
of three types. The first is elementary. The verticél-motion fields do
not exhibit any obvious deficiencies. Or, at least, they do not exhibit
any‘obvioqs deficliencies other than the faet that those at 850 mb are
exactly in phase with the ones at 700 mb, This was established by
inspecting a large number of individual cases., The 700 mb vertical motion
charts have been subjected to a particularly close scrutiny by field
forecasters because they have been transmitted over the facsimile circuits
for 2% years., Freedom from obvious flaws is much stronger evidence than

it sounds., lost of the development work on the vertical motion computatious

" was actually concerned with the detection and eradication of obvious flaws.

This type of research activity is by no means uncommon in numerical weather
prediction. The second type of evidence involves comparisons with‘vertical
motion fields computed by other techniques., .In particular, at one stage of
the work on the octagon model some fairly detailed coﬁparisons were made
between the first hour "dry" vertical motions computed from the baroclinic
model and the diagnostic "dry" vertical motions produced by the technique

of Haltiner et al (1963). First hour values were used to avoid the

. complications arising from the use of a forward timestep at initial time.

At that time the correlation between the two sets of vertical motion charts
was very good at 700 and 500 mb. The patterns of the two sets of charts

at these levels were recognisably the same when viewed from a short distance
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away, although differences of detail wefe discernible in a close-up

6@@ binspection. Hovever, the corresponding correlations at 850 mb were
initially very poor. The cause turned out to be the 1000 mb stream
function fields from the baroclinic model, as discussed in Sectioﬁ 5.
Since those early days the vertical motion fields from the baroclinic
model have been improved considerably, for instance, by taking latent
heat effects into account. More recent comparisons with the diagnostic
vertical motions produced by the technique of Haltiner et al (1963)
show muck greater differences. The vertical motion fields from the
baroclinic model now not only have stronger maxima and minima than
their Haltiner counterparts, but they also contain more detailed patterns
which appear to be meteorologically real. Comparisons withlvertical
motion fields from other sources have been made from time to time. The

Qg% conclusions drawn on such occasions have varisd in dagree, but usually

| they have been similar in kind to those made for the recent Haltiner

comparisons. The vertical motion fields from the baroclinic model‘tend
to display both greater magnitudes and more detail than vertical motion
fields from otker sources. However, there is a 1imit to the usefulness
of carrying out comparisons of vertical motion fields. It does not take
long for a discussion of the pros and cons of small differences to enter
the realm of speculation. The third type of evidence comes from the
direct werification of the precipitation forecasts agaihst the reported
precipitation amounts. This is tantamount to an indirect verification
of the vertical motion fields because precipitation amount is linearly
dependent on vertical motion. As will be reported in Section 22, the

predicted precipitation patterns almost always bear a reasonably close
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resemblance to those which are observed. Consequently, one can justifiably
infer that the vertical motion fields-are equally satisfactory. The three
types of evidence, taken together, lead to the conclusion that the "wot"
vertical motion fields are high qﬁality simulations of the large scale
vertical motions in the atmosphere. .

Some of the general properties of the "wet" veriical motion fields
were.ﬁonitored by.the characteristic areas verification program described
in Section. 1l. Most of the accumulated information, which covers just
more than a year, is for the 1968 model. In digest form it provides a
fairly comprehensive picture of the type of "wet" vertical motion field
one might expect to encounter. For instance, on an average kind of day
during the winter months the 700 mb "wet" vertical motion charts behaved
as follows. At the first hour the root-mean-square magnitude was about
6 mb/hour, the maximum ascent was in the range =30 to -40 mb/hour, and
.the maximum subsidence was about 20 to 30 mb/hour. Results are quoted
for the first hour rather than at initial time because this is when the
first centred time step is taken. The magnitudes of these values then
increased by about 0.5% to 1% per hour until.the first application of the
standard smoothers at 10 hours. As mentioned 4n Section 16, the necessity
of maintaining matched stream function fields meant that the vertical
motion computations effectively passed through the smoothing operation
two hours z2head of the ba?oclinic model itself. The values immediately
-after smoothing were about 12% smaller than the corresponding first hour
values, so this meant that the values just prior to smoothing were actually
cut dovn by about 20%. The same thing hapbened as the forecasts progressed

from 10 hours to 22 hours, the next smoothing time, and once again as they
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progressed to the last smoothing time at 34 hours. Consequently, at 35
hours the first-houf values had been reduced by about 1/3, so that the
root-mean-square magnitude was about &4 mb/ﬁour, the maximum ascent was

in the range -20 to -30 mb/hour and the maximum subsidence 12 to 20 mb/hour.
Raturally, the general trends indicated by the foregoing remarks may be
masked by synoptic developments in individual cases. One unsatisfactory
feature that showed up moderately frequently, usually in the last twelve
hours, was that uncoupling between odd and even time steps became evident.
Sometimes the uncoupling variations would be a barely discernible 2 or 3%;
occasionally they would grow to a vast 15 or 20%. The corresponding
first-hour values.at 700 mb for winter days that are rneteorologically
active, and alsq for winter days that are meteorologically qﬁiet, are

given in Table 8.

Type WINTER SUMMER
of day RMS faximum Maximum RMS  Maximunm Maximun

. ascent subsidence ascent subsidencs
Active  8/10 - 50/ - 62 25/35 4f5 - 25/ -35  20/25
Average 6 - 30/ - 40 20/30 3 -15/-20 13/18
Quiet L 15/ - 25 15/25 1/2 - 5/ -0 5/10

- Table 8: Typical first-hour values for the root-mean-square, maximum
"~ ascent and maximum subsidence of the 700 mb "wet" vertical
motien charts, The units are wb/hour. Winter and summer
ranges are given for active, average, and quiet days. These
values vere obtained by monitoring the output from the 1968
model, but they should also be valid for the 1970 model,
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There were about a dozen winter cases for which the maximum ascent Jjust
surpassed -50 mb/hour, but in no instance did it get as low as -63 mb/hour.
Table 8 also lists similar sets of first-hour values at 700 mb for summer
days. A word of caution here. The numerical values appeaying in the
vertical motion charts transmitted over the facsimile clrcuits cannot be
compared directly to those in Table 8. This is bécause the facsimile
charts are contoured using the incredible unit of minus microbars/sec.
The numbers appearing oﬂ the facsimile charts have therefore to be
multiplied by a conversion factor of -3,6 to make them meaningful in

terms of Table 8. In all cases, winter and summer, the variation in

" time after the first hour was rather similar to that for average winter

days; 1.e. values increased by about 8% in petween smoothing times,

only to be cut down by about 20% at each hour the smoothing operators

were applied. Uncoupling problems were most common and most severe in

active winter cases. As is to be expected from (16.4), the properties
of the 850 mb "wet" vertical moﬁion charts were very similar to those at
700 mb. In general, the root-mean-square, maximum ascent and maxinum
subsidence values at 850 mb were about 0.9 times their .counterparts at
700 mb, This ratio is slightly higher than the Th(hgkq/@ékg factor of
(16.4), which is about 0.85, because of the greater terrain contribution
at 850 mb., At 500 mb the correlation with 706 mb was not nearly so great.
At the first hour the root-mean-square, maximum ascent and maximum
subsidence values at 500 mb were usually about 0.7 to 0.8 of the
corresponding values at 700 mb, This ratio tended to be higher on quiet
summer days and lower on active winter days. However, the net drop off

with time was not so great as at the other levels. By 35-hours the
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500 mb "wet" Qertiqal motions tended to retain about 3/4 of their first-
hour amplitudes. So either the noise build-up between smoothing times
was slightly greater at 500 mb, or else the smoothers themselves were
slightly less effective at this level. In summer the mean “wet" vertical
motions at all levels were in the range O to -0.5 mb/hour; in winter they
were in the range -0.2 to -1.2 mb/hour, However,'the mean at 700 mb was
usually, but by no means invariably, about 1.5 to 2 times larger than the
mean at 500 mb, whereas'the mean at 850 mb usually lay somewhere in
between,

After the 1968 model was replaced by the 1970 model, the following
" changes in properties were inferred from monitoring the "wet" vertical
motion charts in February and March 1970, The most important change,
of course, was the elimination of the adverse effects of smoothing. The
tremendous discontinuities in the time sequence of vertical motion charts
every twelve hours completely disapppeared. There was also an unexpected
side effect. The uncoupling prbblem has also been complefely cured.
Getting down to the details, the first-hour values of the "wet” vertical
motion fields are about the same as they were before at 850 and 700 mb.
Thereafter, as the forecasts progress, there is generally a steady decrease
in all values of about 0.5% per hour, so that by 35 hours they are down
to about 5/6 of their first-hour values., At 500 nb the first-hour values
seem to be down by about 15%. Then there appears to be a more rapid fall
off than at the other levels for the first twelve hours, perhaps as much
as 1% per hour, until the rate slows down to about the same 0.5% figure
as at the other levels. This makes the 35-hour 500 mb "wet" vertical moticns
Just under 80% of their first-hour values! which works out to be Jjust under

2/3 of the first-hour values they would have had in the 1968 model, The



precipitation grand totals for the 1970 model were about as for the 1968
model at 850 and 700 mb, but about 25% lower at 500 mb. From the preceding
remarks it appears that at least part of this difference in behaviour
arises from changes in the relative net decay characteristies at the three
levels, | |
Besides monitoring general properties, the characteristic areas
verification progrém also compared predicted "wet" vertical motion charts
against first-hour "wet® vertical motion charts which were produced in
later runs, but which were valid for the same real time. Specifically,
the 13-hour "wet" vertical motion forecasts were compared to the l-hour.
"wet" vertical motdon charts produced in the next run, the 25-hour |
forecasts were compared to the l-hour charts produced in the néﬁt run
but one, and the 35-hour forecasts viere compared to the l~hour charts

produced in the next run but two. No 37-h6ur et vertical motion

forecasts are produced in the operational run, so the last one available

was used instead. Once gga@n comparisons were based on the first-hour
"wet" vertical motions because these correspond to the first centred time
step. These comparisons only constitute a kind of pseudo~verification
procedure, not a true one. This is because the verifying charts are not
based directly on observations; they are themselves computed quantities.
Unfortunately, too, RMSE verification scores are practically meaningless
for vertical motion charts because neither the grid-point values themselves,
nor their errors, have a normal distribution. So the best that could be
done was to compute the percentage of grid points at which the predicted
"wet' vertical motion fields had the same 5ign as the corresponding

first-hour fields. The results are shovm in Fig. 10. The sign
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Fie 10: Monthly mean values of the percentages of grid-points at which
the 13, 25 and 35-hour forecasts of the "wet" vertical motion
fields have the correct sign., The thick curves are the 13-hour
forecasts, the thin curves are fhe 25-hour forecasts, and the
dashed curves are the 35-hour forecasts. The lower, middle and
upper diagrams are for 850, 700 and 500mb respectively. The
verifying "wet" vertical motion fields are l-hour forecasts from
subsequent runs. All values are for the 504-point grid.



108

correlations area bit Ligher in winter than in summer, and a bit higher
at 500 mb than at the other levels. No doubt this is because the wveather
systems are better organised in winfer, and because tﬁe advection speeds
are more realistically simulated at 500 mb than at the lover levels. The
information in Fig. 10 may be‘quickly summarised by quoting averages for
the vhole year. At 500 mb the sign correlation with the first-hour "wet !
vertical motion charts is about 824 at 13 hours, 76% at 25 hours, and 71%
at 35 hours, The corresponding figures at both 700 and 850 mb are 79%
at 13 hpuré, 73% at 25 hours, and 68% at 35 hours.

Over the vhole year, for the 1968 model, the average number of
maximum amplification restrictions (17.2) imposed on the "wet" vertical
motions at each time step over the 504-point grid were as follows: at
850 mb, 12 grid points; at 700 mb, 9 grid points; and at 500 mb, 3 grid
points, These figures are about 1/3 the maximum numbers of restricted
‘gria point; as the distribution is skew. The variations from month to
month reflect changes in the. objective analysis procedures more than the
season, Further, the results are based on diagnostic totals for the
entire run, so there is no information available about Low they varied
during the forecast period, Neithér is there any infofmation about
geographic distribution., Presumably, though, most of the restricted
grid points were either in the south-west and south-east corners of the
504-point grid, where the fo/ ‘F factor of (17.3) was a problem, or else
.in other ocean no-data areas where there‘was a lack of vertical consistency
in the initial time objective analyses. There has been sonme reduction
in the numbers of restricted grid points in the 1970 model, but there is

not yet enough information to decide how the overall figures have changed,
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This concludes a fairly comprehensive account of how forecasts of
vertical motion are obtained in the opérational run, and what their general
propefties are. As was seen in Section 13, vértical motion is the first.
basic meteorological variable needed to compute the large scale precipitation

amount. The second is temperature.

18. The Temoerature Forecasts

" The temperature forecasts in the 1970 version of the sequential

precipitation scheme are based on the following analytical equation:

E_I_—_—, ~V.VT~+ w(.a‘l.—@:[ - KD\7 T-»P Ht (18.1)

L 4

%
where P’ is an eddy diffusion coefficlient, and }44-15 the Special heat
function (Al.14) for net radiation effects. Essentially, (18 1) is a
version of the thermodynamic eguation which serves as a prognostic equation
.f3r temperature. Under dry conditions it corresponds to (A1.17) so that
cT a1

’ . under saturated condition it corresponds to (A3.9) so that
dT d'r,
dp~ dplew
The finite difference form of (18.1) is:

R R R N
+ KKD¢ Tn“ -—-Hl -+- hs (18.2)

n= 850, 700,500
*
where P(l is given by (Cl.3) and PQD 4s related to P{D as in (9.3). The

time step.[}k~, is the same as that used in the baroclinic model, namely
onhe hour. The term ,15 which appears in (18.2), but not in (18.1), is an

empirical correction factor which is applied only at 850 mb, and only when



.the Showalter Index, I, is less than some critical value. More specifically:
@ 0 it w=700 o n=500 o II,

h; _ ¢18.3)
-[Qs*bs(t‘taj if =850 ang I<Ih |

where (12"13) is the time in hours which has elapsed since initial time.
. )
Values of Qg » bS and I’\ are given in Table 9, The quantity W is a
damped version of the "wet" vertical motion given by:
I Ww

T F R b (w)?
UJC ¢ UJQ
vhere Wc'and bc are constants given in Table 10,

(18.4)

Constant Value Units

Ih | -3 C deg

@ | d¢ 0.26 C deg
bs 0.005 C deg hour-l

Table 9: Values of the constants used in the adjustments to the 850 mb
temperature fields when spurious air mass instability develops,

Predicted w We b'c

Level Quantity (mb hr-1) (mb hr™Y)
850 T all 3 0.2
700 T all | 9 0.2
500 T all 3 0.2
‘a1l S w0 35 0.2
all s w< 0 40 0.2

Table 10: Values of the constants used in the vertical motion damping
formula; D, 1is dimensionless. The values given for We are
for initial time; ,these are reduced by 1% per hour.




The t?tal pressure derivative is obtained from:
4T o
a1 = (dP) . (18.5)
dp (clT) ( ) (S S) ir §< S¥
dp + des,

As noted in Appendix A3, dT at a glven level depends only on the
P low

temperature and is obtained from tables giving values at intervals of

1 deg C. Table 1l lists a shortened form of these tables in which the

interval is 10 deg C.

Temperature _‘_tr.. (10"2" C deg mb™1)
(C deg) 850 :}l)P ¢ 700 mb 500 mb

~70 640
-60 374 Lss 960
-50 561 683 1280
4o 77 910 1287
-30 750 913 1290
~20 727 877 1190
10 643 790 1037
. 0 570 660 8lo
10 | 500 540 667
20 1n3 u67
30 - 363

Table 11: Moist adiabatic lapse rate tables, .SL-_E o

dP Lw

By differentiating (Al.7), and converting from degrees Kelvin to degrees



Celsius, it follows that:

dT| = R (7+273.2
dple GCopP |

For convenience of application, this is rewritten in the form:

SII = be(T+273,2) . (18.7)
c!P 6

(18.6)

‘Constant 850 mb 700 mb 500 mb Units
be 3.36 4,08 570 107 ml

Table 12: Values of the constant used in the computation of E[]: .

dp le

where values of be are given in Table 12, The partial derivative with

respect to pressure,<§§];>, is evaluated by means of the parabolic fit
: P

‘formula (B13.1) at 700 mb. But simple non-centred formulae have to be

applied at 850 and at 500 mb.because no temperature information is
available either at 1000 mb or at 200 mb. In practice, formula (B15.2)
is applied at all three levels with appropriafe sets of coefficients,
Note that the standard Jacobian operator (Bll.l) is uééd to evaluate the
advection term. And, as usual, ( hour - 1 ) values have to be used in
the eddy diffusion term. The radiation effect,(Liég—L&u, was adapted
from the recent work on parallel operation. For this reason, and also
because of some computer hardware complications involving storage
limitations in the operational run, the discussion of this term will

be deferred until later in the thesis. As usual, a forward time step

has to be employed at initial time to start off the leapfrcg marching
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process which characterises the integration procedure. This is done by
applying a slightly amended form of (18.1) 4in which the (ﬁ‘—l) superscripts
are replaced by f » and the QAt is replgced by At e The - nt.”given
by (18.2), and also the initial time temperature fields, are not allowed

to exceed the maxima and minima 1im1ts of Table 13,

Level Minimum Maxirmm
(mb) Temperature Temperature
Allowed Allowed
(C deg) (C geg)
850 ~-60 30
700 ~60 20
500 ~70 10

-Table 13: Maximum and minimum restrictions on the tenperature fields,

This restriction is imposed by testing each grig point in turn., If‘the
temperature is greater than the allowed naximum it is reset to that maximum,
and similarly if it is lower than ihe allowed minimum it is reset to that
ninimun, .

As w111 be explained in Section 20, the Showalter Index, I ’ 1s.
used in the computation of small scale precipitation amount because it
is a reliable indicatéor of air mass instability., It is a quantity which
can be obtained quite easily on a computer by a table look-up procedure.
First, a parcel of air is 1lifted adiabatically from 850 mb to 500 mb,

taking saturation into account if it occurs. The 500 mb tenperature it
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ends up with, .T.;O , depends only on the temperature and dew point

depression at 850 mb, and so its value can be interpolated from Table 14.

The Showalter Index is then simply defined by:

L
I = T;o = Tso | (18.8)

Sgs (C deg)
0 5 10 15 20 25 30

30 13.8 8.7 43 0.1 3.9 -7.4 -104

25 7.3 2.4 -2,3 -6.8 -10.0 -12.8 -14,9

20 0.5 <4.5 -9.5 -13.5 -16.2 -18.2 -20.2

Tgs 15 -7.0 -11.8 -15.3 -18.2 -20.6 =23.7 -25.0
(C deg) 10 -14,0 -18.2 -21.8 ;24.6 ~27.0 -28.2 -29.8
5 «21.5 -25.2 ~27.9 -30.2 -31.8 -32.5 -=33.4

0 -30.0 =32.0 =33.7 =35.6 -36.4 =37.2 -37.8

-5 -36.2 =38.3 -39.8 -40.5 -41.3 -41.8 42,2

-10 -42,5 44,2 449 -B5.5 46,0 464 -46.8

Table 14: Values of T?O , the 500 mb temperature of a parcel of air
lifted adiabatically from 850 mb, used in the computation
of the Showalter Index. The units are C deg. The Showalter
Index is not computed if Tgs < - 10 C deg.

The precipitation scheme carries temperature fields at 850, 700 and
500 mb for the 1015-point grid of Fig. 1. However, the full form of
equation (18.2) can only be applied inside the 504-point grid of Fig. 1.

This is because the "wet" vertical motions, the Showalter Index, and the
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radiation tern are only available over the smaller grid. In the remainder
6f the 1015-point grid, which constitutes}é wide border around the 504-point
grid, a truncated form of (18.2) has to be used. This contains only the
advection and eddy diffusion terms. A comparatively inactive border zone

of this type is in any case necessary, and it has to be at least two or

three grid points wide. Otherwise there is sone incompatibility between

- the vertical motion term and the assumption of zero temperature tendencies

along the boundary of the 1015~-point grid, and this results in the development
of unrealistic distortions near the boundary.

The temperature forecast scheme has another minor feature which was
originally designed as a safety device, but in practice has turned out to
be a valuable diagnostic indicator of trouble with the inputAcharts which
are fed into the precipitation scheme at initial time. This feature is

based on the following approximate relationship between the stream function

thickness and temperature:

T ~ - [Psf)3 (axv) o
ox Rfo / ox\op '

Equation (18.9) is derived by operating on the hydrostatic equation (Al.2)

with @ » and then substituting the rotational part of the wind for

o=

the geostrophic wind, Its finite difference counterpart is:
[T:’:x(m): - %ﬁ) <%%>L\_ N=700,500 (18,10)
. ° x_(w)

where the (’d) indicates the standard x-derivatives are to be taken over

one gridlength instead of the usual two., The parabolie fit formula (B13.1)

is used to evaluate the préssure derivatives. At 9, 21 and 33 hours the

finite difference relationship (18.10) 1is enforced in the square nine-point
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region centred on "significant" maxima and minima. This is done by proceeding
from left to right along each of the thrée‘lines in turn. Of coursa, starting
from a point to the left of, but not included in, the nine-point area, one
eventually computes a temperature for a pcint to the right of, but not
included 4in, the patched area. This new tempesrature will not generally

be the same as the existing temperature at that point. To overcome this
problem, the new temperature at this right-hand point is restored to its
original value by computing the correction factor and distributing it

equally among the amended grid points in that line., Equation (18.10)

cannot be applied at 850 mb because of the phasing problems of the 1000 mb
stream function field. Consequently, the best one can do is to apply the
R.H.S. of (18.10) evaluated for n = 700 mb to cormpute the L.H.S. of the

same equation evaluated for n = 850 mb. A maximum is deem=d significant

if the temperature at a grid point is more than 1.5 deg C warmer than

each of the eight surrounding grid points. And a minimum is deemed

significant if the temperature at a grid point is more than 1.5 deg C
cooler than each of the ejght surrounding points. The boundaries a;e
never amended by this procedure and so the points adjo?ning the boundaries
are not tested for significant maxima or mininma,

It will now be shovm that (18.1), or at least its finite difference
counterpart (18.2), does indeed allow for latent heat effects in a
reasonably realistic manner, Two things have been accomplished by
taldng the moist adi=batic lapse rate into account. The vertical motion
has been amplified. And [%-—g- -%:—:;] has been reduced. Superficially,

remembering (Al.15) and (Al.7), it may seem as if the complex manoeuvres

of Sections 16 and 17 had accomplished nothing more than producing the

.
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dT bT) (18.11)

and calling it the "wet" vertical motion. If this were the case, the
capacity of (18.2) to handle latent heat effects would be entirely

11lusory. Fortunately, it is easy to demonstrate that this is not so.

- Under fully saturated conditions (%%]j “3215) will be negative when
\lp low Op

the lapse rate 1lies between the moist adiabatic and the dry adiabatic.
Thus when the vertical motion is negative the whole term: [g%l:g%g will
be positive, This represents a true simulation of the effecisygf the
release of latent heat and sonething which could not be attained by the
dry adiabatic equation. So Sections 16 and 17 did after all accomplish
something and the final "wet" verticsl motions are sufficiently realistic

to have a useful application in (18.2) as well as in the actual prediction

‘of large scale precipitation. This point may be pursued further by re-

reading the discussion on the vertieal motion computations.

The advantages of using (18.1) as a prognostic equation for témperature

ean only be realised in practice 1f its finite difference counterpart,
(18.2), is computationally stable. As has already been mentioned, the
eddy diffusion ternm is sufficient to prevent horizontal instahility due
to the amplification of two-gridlength waves., The actual values of the
eddy diffusion coefficients at initial time are given in Table 15, It
is advantageous to have a larger coefficient at 850 mb than at 500 mb,
and also to augment all values by 1% per hour as the forecasts progress
in time, Vertical instability was encountersd in the first experiments

with the octagon model when moderately strdng inflow conditions occurred




118

at the outside levels. And it made no difference if "dry" vertical motions
were used instead 6f "wet" ones, It soon became evident that the cause of
the trouble was the non-centred finite difference approximations for 22:[

opP
at 850 and 500 mb.

Level (mb) x; (107 din hrY) Kp (dkm)

850 6.4 7.5
700 5.15 6.0

500 3.86 4.5

- Table 15: Initial time values of the eddy diffusion coefficients used

in the forecast equations for temperature and dew point
depression; these are augmented by 14 per hour.

The cure turned out to be a simple one, The magnitudes of the yet®

vertical motion are damped by formula (18.4) before being applied in (18.2).

The best verification Scores were obtained when heavy damping factors were
applied at 850 and 500 mb, and a moderately heavy one even at 700 mé where
there was no vertical stability problem. The actual values of (Lé_and bc
which are used in formula (18.4) are given in Table 10. The severity of
the damping can be Judged from the fact that at 850 and 500 mb a "wet"
vertical motion of 10 mb/hour is cut down to about 1.5 mb/hour, one of

20 mb/hour to about 1.25Imb/hour. and that nowhere does the magnitude of
the damped vertical motion exceed about 2 mb/hour. At 700 mb the figures
are roughly three times these, Yet vertical stablility is achieved with
the UJC values at 850 and 500 mb an order of magnitude larger than those

cited in Table 10, and no damping at all of the "wet" vertical motion at




700 mb. Two other features of the temperature forecast scheme play minor
roles in ensuring computational stability. The thicknegs-temperature
anendments (18.10) of nine-point areas surrounding significant maxima and
minimé are only applied at 9, 21 and 33 hours. They are a hold-over from

an early attempt'to control vertical instability in the octagon model,

It was an unsuccessful attempt because the patched areas tended to link
together in chains when there was no damping of the vertical motion.

But in some cases the technique did slow down the development of computational
instability. Consequently, it was décided to retain it as an extra safety |

feature in the operational precipitation scheme. Quite unexpectedly, it

. turned out to be a valuable diagnostic indicator of trouble with the input

charts, At initial time the maximum and minimum values of all the charts

which enter the precipitation scheme have to satisfy identification checks.

This is a precautionary measure to provide protection against a hardware

‘malfunction. For instance.Qif by some mischance the precipitation schene

®

Picks up a height field atrsoo mb instead of one at 700 mb, it will
immediately come out of an error exii. But the most common kind of'error
arising from a hardware malfunction is that yesterday's objective analyses,
say of the temperature fields, are passed into the preéipitation scheme
instead of the current ones. Faturally, these satisfy the identification
checks and so when the precipitation forecasts come out looking a bit odd
there is no direct clue as *o what has happened. However, in a normal run
the total number of maximum and minimum amendments is usually zero, although
it is occasionally one, two or even three. In an abnormal run, when there

is something wrong with one or more of the input charts, such as an incoriect

initial time or an accidental displacsment of the grid network from its true
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position, the total amendment count jumps to at least five and may rise

to more than twenty altogether. An.in£ermedigte figure, say a total count
of four or five, may be an indicator of some lack of vertical consistency
in the objective analysis., The aﬁsolute maximun and minimum restrictions
of Table 13 were first incorporated into the 1948 model. They were |
inserted to provide a rigid guarantee that the variou§ table look-ups
based'on temperature would not pick up numbers from ocutside the preseribed
table areas. They were not primarily intended to serve as a hamhandad
kind of protection against computationél instability., Nevertheless, they
would in fact massively suppréss any strongly amplifying numerical
phenomenon which could not be controlled by eddy diffusion and damped
vertical motion. So, in this sense, they do serve as a second line of
defence against computational instability. In practice, however, these
restrictions are not called into play to provide stability control.
Diagnostic print-outs of the numbers of restricted points are made after
each run as part of the operational routine. These show that no restrictions
whatsoever were imposed on the 700 and 500 mb temperature fields from
January 1968 to May 1970. Nor were any mihi@um restrictions imposed on
the 850 mb temperature field for the same period. However, there were
sorie maximum restrictions on the 850 mb temperatures. These start to
occur towards the end of May, increase to about 20 or 30 corresctions a

run in July, and then gradually die down again until they disappear in
‘September. Or at least this happens for forecasts originating from 00Z
initial times. Even in July there are usually no maximum temperature
restrictions at 850 mb for forecasts origiﬁating from 127, although one

or two cases do crop up. These results are not difficult to explain,
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In summer the reported 850 mb temperature do regular]7y exceed 30 deg C
in the mountain areas of the southern U.S. at 00Z. So the maximmn.
restrictions that are imposed at 850 mb are phys:lcal and not numerical in
nature, The sets of 850 mb tables could, of course, be extended out to
b0 deg C to accomodat.,e these irery warm temperatures., But, on the other
hand, as 850 mb temperatures of over 30 deg C only _occur' vhen the ground
level ‘is close to the 850 mb surface, it may actually be prcferable to
leave the present restrictions in force. The empirical correction factor
hS » Which is defined by (18.3), was not introduced into (18.2) to
control computational instability. Instead it serves to compensate for
the systematic underadvection of cold air by the baroclinic model in
certain critical areas of the 850 mb chart. Without hS » Spurious
regions of highly unstable air would sometimes develop along cold fronts.

These would have large negative values of the Showalter Index associated

‘with them, and so cause some difficulties for the small secale preéipitation

computations of Section 20. There is one further item which should be

commented upon. Instead of (18.5), it would make more physical sense to use:

dT if 525* or w20
dT dp)a (18.12)

dp ) [dT *

P (J ""‘S* +(dL S'—S> if S<S*and w< 0

S o
o dPlew S

However, (18.5) gave better verification scores than (18.12), Or at least
At did before the radiation term was introduced. The reason might have
been that the mean values of the forecast temperature fields were usually
too warm, especially in winter, without the radiation term. Using (18.5)

instead of (18.12) tends to cool down the mean temperatures slightly, and




so provide some small compensation for the lack of radiation. Further tests
will have to be carried out to see if (18;12) works better than (18.5) now
that a radiation term has been incorporated into (18.2).

The temperature forecasts produced in the operational run from March
1969 to March 1970 were monitored by the characteristic areas verification

program described in Section 11l. The RMSE scores were the principal

- quantities actually computed. These provide a meaningful measure of the

accuracy of the temperature forecasts because, as in the case of héight
forecasts, the errors have an approximately normal distribution. Fig. 11
consists of six diagrams showing the monthly means of the RMSE verification
scores for the 12, 24 and 36-hour forecasts of 850 mb temperature, together
with the corresponding monthly mean persistence scores. The left-hand
diagrams are for the 504-point grid, and those on the right are for the

1015-point grid. The thick curves are the forecast scores and the thin

'curves are the persistence scores. Figs. 12 and 13 consist of similar

sets of six diagrams for the 700 and 500 mb temﬁerature forecasts. From
these three Figs. it can be seen that all the temperature forecast ;cores
beat their rersistence counterparts by a fairly wide margin. And this
margin increases with time as the forecasts progress ffom 12 hours to

36 ﬁburs. It i1s gratifying to note, too, that the differences between

the forecast scores and the persistence scores are more marked for the
504-point grid than they are for the 1015-point grid. This is to be
expected since (18.2) is used as the forecast equation inside the 504-point
grid, and only a truncated form of the same equation is used in the
remainder of the 1015-point grid. In as#essing the results one should

note that the persistence scores for the 1015-point grid are lowered over
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the Pacific Ocean because only a small aﬁount of data enters the objective
analysis cycle, Figs. 11-13 have two other qualitative features which
are worth noting. The seasonal variation in the forecast scores is
invariably less than the seasonal variation in the corresponding persistence
scores, and the temperature forecasts at £5C mb show less skill than thkose
at 700 and 500 mb. This latter trait is undoubtedly explained by the fact
"~ that the net effects of the heat exchange processes between the atmosphere
and the underlying surface are of much greater magnitude at 850 mb than
they are at higher levels,

The characteristic areas verification program also revealed systepatic
seasonal errors in the means of the forecast temperature fields produced
by the 1968 model. In winter, over the 50k-point grid, the means of the
36-hour forecast fields were usually 1 to 2 deg C too warm. The corresponding
figures in summer depended on whether the initial time was 00Z or 12Z2. The
36-hour forecasts from 00Z were usually 0 to 1 deg C toc warm, and those
from 12Z were usually 0 to 1 deg C too cool. These mean errors can 1arge1yl
be attributed to the neglect of radiation effects, both in the form of long
wave cooling and solar heating, and to 2 lesser extent to the neglect of
ocean.heating effects. If the monthly mean errors at individual grid
points had been monitored, instead of the mean errors of individual forescasts,
these would have shown errors of larger magnitude than the figures Jjust
" quoted. .This is because heating and cooling effects are usually tzaking
place simultaneously over different parts of the grid, and so terd to
cancel each other out when the mean errors are computed for the 504-point
grid. In the 1970 model an attempt was madg to reduce these systematic

sea;onal errors by introducing the radiation term into (18.1). Unfortunately,
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because of hardware complications in February and lMarch 1970, it has not
yet been possible to judge how effective the new term is.

Quantitatively, at 500 mb the RUSE scores for 36-hour temperature -
forecasts over the 504.point grid range from about 3.5 deg C in winter
to about 2 deg C in summer, At 700 mb the corresponding range is from
35 deg C in wintgr to about 2.25 deg C in sumumer, and.at 850 mb it is
from.4.5 deg C in winter to about 3 deg C in sumer. In considering the
acceptability of these verification figures, it should be rememtered that
the tewmperature forecasts are not produced for their own sake, but as an
intermediate step in the prediction of precipitation amount., More
specifically, the forecast temperatures enter into the conputation of
large scale precipitation amount in three different ways, They are used
to compute:

(1) The unit condensation amount, \} fT) from Table 5,

- (11) d T ; l.e. ((;%) from equation (18.7), and{!{) fom Table 11.
dp

df: wIEC
(1314) géi ; l.e., as will be seen from the next uect;on,\" ) frem (19.5)
d P

In all these instances, the accuracy of the temperature forecast is not very
critical., Errors of 2 or 3 deg C can be tolerated without any 11a jor
repercussions, and even errors of 5 deg C are by no means disastrous. 59
the magnitudes quoted for the RMSE scores are themzelves very acceptable,
But, of course, if the errors have an approximately normal distribution,
one has to be prepared to encounter errors 2 or 3 times greater than the
RISE values. So, from a purely statistical point of view, one may expect
unacceptable errors, say of the order of 10 deg C, at something like 5%

of the grid points in the forccsst charts at 36 hours, and marginally

acceptuble errors, say of 5 to 8 deg C, at anather 5% of tihe grid points,
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It is easy to confirm these statistical éxpectations by examining sample
é6—hour forecasts of the temperature fieid§ and comparing them with the
corresponding verifying fields. Further, as so often happens, the charts
themselves are more revealing than any statistics about their RMSE scores.
From inspection, one notices immediately that the major errors occur when
the displacements of warm tongues of air associated with baroclinic waves
are incorrectly predicted. Unfortunately, these are the very areas where
one expects to find precipitation. However, one also notices that the
predicted positions of these tongues of warm air are broadly consistent
with the predicted height fields, and that the temperatures inside a
forecast tongue match up very well with those inside the corresponding
verifying tongue when due allowance is made for the displacement error.
So it seems that the major errors are attributable to the baroclinic

model, and not to the temperature prediction scheme based on (18.2).

This is not to say that the temperature prediction scheme 1s perfect.

But it does mean that the major errors can only be reduced by improving
the baroclinic model. As will be explained in Section 20, forecast
temperatures also enter into the prediction of small scale precipitation
amount. Jhe unit condensation rates,\)P(r), of Table 5 are needed once
again, In addition, the Showalter Index and the horizontal temperature
gradients are also used. As these quantities both involve taking
derivatives of the temperature fields, either in the veftical or the
horizontal, the accuracy with which they are predicted drops off quite
rapidly with time. The errors in the Shqwalt?r Index predictions tend

to be more serious near cold fronts than they are elsewhere. This happens

because of the systematic under-advection of cold air by the baroclinic



129

model at 850 mb in_these regions. The phehomenon is.controlled to sone
extent by the introduction of the P{gterm into (18.2). The situation is
not quit€ so bad as it seems for the horizontal temperature gradients.

The predicted temperature charts are always much smoother than the
corresponding verifying charts because of the rélatively high values

which are used for the eddy diffusion coefficients and the vertical motion
damping factors, But these high values were adopted because they led to
better verification scofes. So, in general, the suppressed detail, even
if physically real, would have been off position if it had been retained
in the forecast charts, Consequently, only temperature gradients which

" are associated 5n some way with large scale patterns will persist in the
forecast charts for any length of time, and even these will steadily
weaken., The net result is that those detailed features of the temperature
gradient configurations which are most difficult to forecast are subjected
to the most severe attrition with time. And no nevw features are predicted

to develop.
This Section has explained the procedures for obtaining the hourly

temperature forecasts and discussed the quality of the predicted temperature
fields. The temperature and the "wet" vertical motion are two of the three
basic variables required for the prediction of large scale precipitation

amount. The third is the dew point depression.

19, The Dew Point Depression Forecasts

The dew point depression forecassts in the 1970 version of the sequential

precipitation scheme are based on the following analytical equatjon:
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where D is an eddy diffusion coefficient_., H[)_is the same special heat

(19.1)

function (Al.14) for net radiation effects as that which appears in (18.1),
and E represents effects due to moisture sources. The condition
stipulates that supersaturation does not ocecur, Under dry conditions

) -

GS = ( ({S ; under appropriate saturated conditions _4_5:.-, ,C_,:S - O .
dp ~ \dp/6 dp ~ \dp/y
Essentially, of course, (19.1) is an equation expressing the conservation of

moisture substance, and it is directly comprehensible from this point of view.

Alternatively, though, one can think of the moisture conservation equation as

being:

oy ™ [dTa_.bT dve
ET Y.Vn-z-wa_f; -a—P-" }-KDVD*E - 9.2)

Then one can go on to "derive" (19.1) by subtracting (19.2) from (18.1).
However, there is a physical reason for regarding (19.1) as a more primary
expression of conservation of moisture than (19.2). It. is simply that
when and where saturation occurs i.s taken care of automatically by (19 .1).'
but no information whatsoever about saturation is contained explicitly in
(19.2). 1In fact, it was for this very same reason that the dew point
depression was chosen as the moisture parameter in Section 14, In a sense,
of course, it is the standard symbolism which is a 1ittle misleading here.
One gets so used to writing the dew point depression as a difference of two
quantities.(T—B) » that there are mental barriers to thinking about it as

a single entity of some significance in its own right. This is why the

/

N TN 7 o P Tat Bkl



131

present dissertation has abandoned the standard symbolism for the dew

point depression in favour of the sing;fle symbpl. S .
The finite difference form of (19.1) is: + t
P ur £ 3 o) 28 @) ]
Sa = Sy +2At{— KJ(\!";\ ’~Sh)+ (uJ) dply \oP/Ind

2, 1-1 -1 1) (19.3)
+ KKV, =B H| - [ }
=850, 700, 500

where K is given by (C1.3) and KJ) is related to Kj as in (9.3). The

quantity U)‘ is still the damped versioh of the "wet" vertical motion
given by (18.4), but now the nagnitude of wc is set an order of magnitude
higher than it was earlier for the temperature forecasts. See Table 10
for the actual values. Since ( J,S_)E 0, the total pressure derivative is

obtained from: Plaw

s - g% e w52 s* (19.4)
P “3-%)3% ir S ‘< s* .
With sufficient accuracy,
j_PS.. j = 04+ de | (29.5)

where the temperature is in degrees Celsius and Qd and bd are constants ‘
given in Table 16, The partial derivative with respect to pressure,

.aé.S. s 1s evaluated at 700 mb by &xeans of the parabolic fit formula
(313.]‘3. At each of the S50 arnd 500 mb levels, .however, one tenth of the

700 mb value is used instead of resorting to a non-centred finite difference
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formula. The factor 'f; » which appears in (19.3) but not in (19,1), is

an empirical reduction in magnitude of the radiation effect,

level
Constant  80mb  700mb 500 mb - Units
@4 snm 9.56 134 1072 C deg mo-2
by 2.42 2.83 b0 107% -l

Table 16: Values of the constants uséd in computing d S
Ple

Currently, TS is set equal to 0.3, but it may later be adjusted upwards.
As mentioned in the last Section, it is convenient to defer. the discussion
of the radiation term until later in the thesis. This is because it is a
ney feature which has just recently been adopted from the parallel model.

The moisture source term, E » is broken dovm into two parts:
J ]|
G = E + ’; €19.6)

' .
The first part, ’; » represents the net upward eddy diffusion of moisture

from the Earth's surface, and is given by:

r = ca(s-%) i1 §> 54
S 0 ¥ §< Sy

where the values of Cg and SJ are given in Table 17. The second part,

(19.7)

]
'; » represents the net evaporation from precipitation falling into

a dry layer from the layers above, and is given by:
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r"'_ 0 ., if Sh\< S* or n=~500)
(SrSNEEgtpvsy) 2 Sp>s% @

Level
Constant 850 mb 700 mb 500 mb Units
Sd 15 20 25 C deg
C4 0.1 0.1 0.1 -t
Table 17: Values of the constants used in the tern representing
upward diffusion of moisture from the Earth's surface.
where
¥
. ! 0 it SoS o0 W, 30
S = =700.500 (19.9)
® M st s, S <c* MRG58
F ) i Om and W< Q

70 '
and the values of ﬁn and Ianoare given in Table 18,

™ (Level)
850 mb 700 mb 500 mb Units
7 1
ﬂm 0.1 0 0 hr”
SO =1
0.1 0.
. b0

Table 18: Values of the constants in the term representing net

evaporation from falling precipitation.

Note that, as in the case of (18.2), the standard Jacobian operator (Bl1l,1),

@ ' is used to evaluate the adveection term, and ( hour - 1 ) values have to
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be used in the diffusion term. The forward time steé that has to be taken

at initial time is handled in exactly the same way for dew point depression
as it is for temperature, This involves mdking slight amendments to equatioﬁ
(19.3) so that the (t - superscripts are replaced by t and the (th)
factor by(At) .« The S given by (19.3), and also the initial time dew
boint depression fields, are never allowed to become negative., This
restriction is imposed by testing each grid point in turn, and resetting

any negative values to zero.

As in the case of the temperature, the precipitation scheme carries
dew point depression fields at 850, 700 and 500 mb for the 1015-point grid
"of Fig. 1. Once again the full form of equation (19.3) ean only be applied
inside the 504-point grid of Fig. 1. This is because the "wet" vertical
motions and the radiation term are -only available over the smaller grid,

In the remainder of the 1015-point grid, the part which lies outside the
504+point grid, a truncated form of (19.3) has to be used. Tbis contains
the advection and eddy diffusion terms; it also contains f_-; ’ but. not

,;" o Again, a comparatively inactive border zone is in any case
necessary, This guarantees that the assumption of %f:Oalong the horizontal
boundaries will not cause any distortion problems,

The 1970 scheme for predicting dew point depression differed in only
one respect from the 1968 version. The radia;cion term was added. However,
there were. several small improvements made at the time of the change-over
from the octagon model to the 1968 model. First, the following relationship
was used instead of (19.4) in the octagon model:

(95w c5g
dS _ (dg A i S?O - uu>.O (19.10)
P O i §=0 =x wWgO
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although, of course, C’S was still obtained from (19.5). This was
. ) pie o
@ because no thought had been given to the possibility of using (19.4),

and (19.10) seemed to give better results than:

dS = (gg_)a i $258 &« w0

dp .d_S,)..S.. * s w<O
(dpes* 11‘.5(5 na W

Second, in the octagon model it was assumed that as was zero at
§p

(19.11)

211 levels. Third, in the octagon model there was no attempt made to
‘allow for evaporation from falling precipitation. Effectively, this
meant that E" was taken to be zero. Fourth, several of the constants
used in the dew point depression prediction scheme were reset. These

are listed in Table 19, together with their old and new values.

quantity condition level octagon 1968470 units

We w20 a1 20 35 mb/hour
UWe w< e all ko 40 _ mb/hour
54 - 850 15 15 deg C
LY - 700 15 20 deg C
‘Sd - 500 15 .25 deg C

Table 19: Some of the constants used in the dew point depression
prediction scheme were reset at the time of the change-
over from the octagon model to the 1968 model. These
are listed here together with their old and new values.

Successful forecasts of dew point depression can only be obtained

if (19.3) is computationally stable. Horizontal instability due to the
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amplification of two-gridlength waves is controlled by the eddy diffusion
term in exactly the same way as in (18.2). In fact, as indicated in
Table'15. the eddy diffusion coefficients havé the same initial time

values for botg temperature and dew point depression, and they are
augmented hourly by 1% in exaétly the same manner. No problems were
encountered with vertical stability in the development:wérk with the
octagon model. Bﬁt this was because non-centred finite difference _
apprb:dmat!.tons were avolded by taking <%£> to be zero everywhere.
Nevertheless, some experiments were carrigz out with damped vertical
motions, and it was found that better forecasts of both dew point depression
and precipitation amount were obtained by applying a very iight damping
factor. Further, best results were obtained when subsiding vertical motions
were damped more heavily than ascending ones. 'By contrast, the optimum
procedure for temperature forecasts involved damping to a much heavier
'degree, but made no distinction between up and down vertieal motiéns. As
can be seen from Table 16, JS) is of the order of 0.1 deg C/mb, Over
most of the map < %.S_) willax_éuaally be an order of magnitude smallér, so
under dry condition:>cannot be expected to-contribute much to (19.3).
Nevertheless, in the 1968 model it was decided to add the @g_s.> term at
700 mb, not because appreciable improvements in the forecast;?were expected,
bgt because this particular term could be computed quite easily. This
small but natural innovation had a slightly perplexing ramification, It
.was' not clear what, if anything, should be done to evaluate (_g__s..> at the
other levels. Obviously, after the earlier difficulties with J:rtical

| instability in the temperature forecasts, it would have been an unsound

move to suddenly start using non-centred finite difference approximations



at 850 and 500 mb. Eventually, an interim procedure was adopted as it
was found to be safe to use one tenth the 700 mb value °f<3$> at the
other levels, Néanwhile, of course, (19.4) had been substituted for
(19.10), and the term representing evaporation from falling precipitation .
had been added to (19.3). At this juncture, studies of individual cases
suggested that some of the constants should be reset ét new values. The
two'a;tual changes that vere made are indicated in Table 19. First, a
variation with level was incorporated ;nto the term representing the net
upward eddy diffusion of moisture, This made it most effective at 850 mb
and leasf effective a£ 500 mﬁ. Second, the damping of dowrward vertical
motion was reduced to make it almost the same as that for upward vertical
motion. Presumsbly, this was made possible by the adoption of (19.4) in
place of (19.10). All these changes, taken together, led to improvements
in the dew.point depression forecasts., But the preservation of vprtical
stability was a necessary prerequisite to the achievement of this objective.
It was accomplished with only a conparatively mild damping of the Ygrtical
motions. For instance, an ascending vertical motion of 10 mb/hour is
reduced to 8 mb/hour, one of 20 mb/hour is reduced to 13 mb/hour, and one
of 40 mb/hour is cut dovn to 18 mb/hour, And even this degree of damping
is probably not essential for vertiecal stability. After all, it was
originally imposed to obtain better verification scores, not to remedy
vertical instability. Two other features of the scheme for producing
"dew point depression forecasts play significant roles in ensuring
computational stability. In both cases the'restrictiqns that are imposed
are primarily physical in nature. The nuﬁerical benefits they happen to

bestow are side effects. One of these features, of course, is‘that



eddy diffusion term makes it impossible to maintain a single fully

&0

supersaturation :ls strictly prohibited. Under no circumstances whatsoever
is the S“ 'of (19.3) allowed to become n2gative. In theory this sounds
like a massive restriction. But in practive it is not. Dilagnostic counts
of the number of times this restriction is enforced are printed out after
every operational run. At each of the §50 and 500 mb_leve.ls, on the
average, there are only about 5 grid points at which the restriction is
enforced, And this figure is for the whole run, not Jjust a single time
step. At 700 mb, on the average, the corresponding count is about 9.

So far, the maximum number of restrictions enforced at any one level in

a single 36-hour run is 145. There are only 'a few counts at a single
level, perhaps a dozen a year, over 100. The precipitation forecasts
would not be vezly successful if they required full saturation ! There
are two reasons why so few grid points need to have negative dew point
depressions corrected to zero. In the absence of other effects, :t.he
saturated grid point from one Lour to the next. Again iﬁ the absen‘ce

of other effects, the term wJS is generally insufficient to generate
full saturation on its own when d is evaluated by means of formula
(19.4). So, usually, full satu.ration can only be attained with some
assistance from the vertical and horizontal advection terms, which would
have to more than compensate for the eddy diffusion drying as supersaturation
is approached., Nevertheless, as examination of the predicted dew point
depression charts shows, there is no trouble at all in getting down to
within half a degree of true saturation, and this is more than is needed
for the precipitation scheme to work very well. The remaining feature

which contributes to computational stability is the term G » Eiven
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by (19.7), which simulates the net upward eddy diffusion of moisture from
fhe Earth's surface. The octagon model fbfecasts were perfectly stable
without this term, but very dry areas would develop in regions of strong
subsidence. The numerical properties of these dry areas were unremarkable,
but from a climatological point of view the degree of dryness did not make
sense. And s> it was to overcome a physical weakness, not a numerical one,
* that the E' term was introduced. However, as the(%%} term was included
in the 1968 model, but not in the earlier work, it is conceivable that

[;‘ nov serves a numerical purpose as well as a physical one. This is
unlikely, because of the precautions that were taken with the introduction
of< .b__$,> , but it is not impossitle. The only way to check would be to
do s?mPe runs without the rs.‘ term and see what happened. To sum up,
the situation regarding computational stability seems to be rather similar
to that for the temperature forecasts. The primary stability controls are
'the eddy diffusion terms, the vertical motion damping factors, ané the
deliberately undervalued'<_a__s.> terms at the outside levels. However, if
by some mischance these hagg:n to fail, then there is a second line of
defence against computational instability. This is prqvided by the
progibition of supersaturation and the presence of the [;'term, although
the ffimary role of both these features is a physical one. One last aspect
of the scheme for predicting dew point depressions should be noted.
Physically, it is a little puzzling that better results éppear to be
obtained when g_s. is evaluated by (19.4) rather than by (19.11). In
Section 18 it wJ: seen that a similar small mystery exists in the |
temperature forecast scheme, In the case of the temperatures, the lack

of a radiation term at the time the tests were carried out was suggested



as a possible explanation. Weak though this explanation is, no better one
can be offered for.the dew point depressions., So, once again, it seems
that the earlijer tests should be repeated,. this time with the radiation
term in. to see if the former conclusion about the superiority of (15.4)
still stands up..

The dew point depression forecasts produced in the operational run
from March 1969 to March 1970 were also monitored by the characteristic
areas verification program described in Section 1l. Once again, the
RMSE scores were the principal quantities actually conputed. Unfortunately,

these do not necessarily provide a reliable guide to either the accuracy

- or the value of the dew point depression forecasts, For one thing, to

say that the errors have a normal distribution is not a very good
approximation. The fact that supersaturation is prohibited is bound to

distort the error distribution curve in some way. Also, the objectively

.analysed dew point depression charts contain much more elaborate detail

than the corresponding height and temperature analyses. But this initial
time detail répidly disappears in the prediction scheme., The forec;st
dew point depression charts, even at twelve hours, look comparatively
smooth, Consequently, the RMSE scores must reflect this great difference
in smoothness between predicted and verifying charts. In particular,
they will be somewhat larger than the corresponding RMSE scores for the
forecast temperatures, For although the foyecast temperature fields are
also smoother than the objectively analysed temperature fields, the
difference is not nearly to the same degree as it is for the dew point

depression fields. The value of the dew point depression forecasts depends

on the use to which they are put. So the only thing that réélly matters
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for the large scale precipitation computétions is the accuracy of the dew
ﬁoint depression forecasts in those areas which are relatively close to .
saturation. An error of 2 or 3 deg C is of some consequence when S < _';')‘..
But an error of 10 deg C matters not a whit when S P 5*. Qualitatively,
the same remarks apply to the small scale precipitation computations.
Unfortunately, the displacements and intensitiies of the dry areas of the

dew point depression fields turn out to be the most difficult featurss to

predict., So the RMSE scores, which do not diseriminate tetween errors in
dry areas and errors in moist areas, may be a poor indicator of the value
of the dew point depression forecasts. Nevertheless, in spite of all these

misgivings, the RMSE scores are not devoid of interest_and so0 the results

of monitoring the operational run are presented here. Fig. % consists

of six diagrams showing the monthly means of the RMSE verification scores
GE? ' for the 12, 24, and 36-hour forecasts of 850 mb dew point depression,

'together with the corresponding monthly mean persistence scores. The

left-hand diagrams are for the 504-point grid, and those on the right

are for the 1015-point grid. The thick curves are the forecdst scores

and the thin curves are the persistence scores. Figs. 15 and 16 consist

of similar sets of six diagrams for the 700 and 500 mb dew point depression

fore;asts. The first thing that strikes one about these three Figs, is _ -

that the monthly mean forecast scores are invariably better than the

corresponding persistence scores. This is a feat which ﬁhe original

development work on the octagon model did not manage to accomplish;

see Davies (1967) p. 58. So, presumably, the changes made in the 1968

model were indeed improvements. The second thing that Figs. 14-16 show

is that the seasonal variations are quite small. In fact in some cases
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Fic 14: Yonthly mean root-mean-square error (RMSE) scores in deg C for

the 12, 24 and 36-hour forecasts of 850mb dew point depression,
together with the corresponding persistence scores. The diagrans
on the left are for the 504-point grid, and those on the right
are for the 1015-point grid. The thick curves are the forecast
scores, and the thin curves are the persistence scores.
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scores, and the thin curves are the persistence scores.
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the seasonal variations are so small thét they are barely discernible.
for example, the curve showing the 12-hour scores for the 850 mb forecasts
over the 504-point grid is practically a straight line. Third, it is
interesting to note that the worst dew point depression forecasts are at
500 mb. This was the level that had the best temperature forecasts.
Fourth, a rather discouraging result, the forecast scores are quite poor
at 12 hours. The best monthly mean 12-hour RMSE score for the dew point
depression forecasts is 4 deg C. This is only slightly vetter than the
worst monthly mean 36-hour RMSE score for the temperature forecasts. On
the other hand, the dew point depression forecasts do not seem to deteriorate
very rapidly after 12 hours. Thls behaviour, as anticipated, reflects the
fact that all the forecast charts are much smoother than the'verifying
charts. The RMSE scores will not be discussed further here because they
are an inadequate tool for evaluating dew point depression forecasts.

The characteristic areas verification program also morditored the
mean errors of the forecast dew point depression charts. Typical winter
and summer values for 36-hour forecasts originating at 00Z and 127 are
listed in Table 20. These results, which are for the 504-point grid,
clearly reflect the failure to account for radiation effects in the 1968
modél. ' -

Subjective assessments of individual dew point depression forecasts
lead to two main conclusions. First, the moist reglons associated with
active weather systems are handled quite well 3in a broad sense. However,
the detailed fine structure which is assqciated with a single cyclone at
$nitial time is soon reduced to a homogeneous blob of moisture. Second,

as in the case of the terperature forecasts, the major errors in displacement
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of the main moist regions seem to be associated with errors in the

predicted height patterns rather than with errors in the moisture prediction

schene,

Level | Summer Wintef

002 127, - 00Z 127
850 mb - 0.3 1.8 - 0.8 - 0.3
700 mb = 0.3 1.0 - 1.4 - 0.9
500 mb 0.0 1.0 - 1.7 - 1.2

-

Table 20: Typical winter and summer values of the mean errors of the
36-hour dew point depression forecasts over the 504-point

grid. The units are deg C,

The foregoing discussion has.not been a wholly satisfactory one.
-This is because the problem of scale has obtruded much more forcefully
than it did earlier with the other predicted quantities, Although the
problem of scale was present with the forecasts of height, temperature,
and vertical motion, it always seemed to be a secondary consideration.
In the case of temperature, for instance, there was certainly more detail
in the objectively analysed charts than any of the forecasts, But the
loss of detail with time was a more gradual one, in the sense that the
12-hour temperature forecasts had a degree of smoothness which appeared
to be roughly mid-way between that of the initial time charts and that
of the 24-hour forecasts. One reason for this is that the objectively
analysed temperature fields are themselves reasonably smooth to begin

with, Another is that obvious fronts are among the mre important details
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appearing in the initial time temperature charts, and it is possible to
follow the progression of these quite unambigupusly in a series of fbrecast
charts and also in the corresponding series of verifying analyses., In fact,
it is precisely this continuity in time which provides strong evidence that
the objective temperature analyses are of high quality. For it means that
nuch of the detail which is present in the initial timé temperature fields
is bqtﬁ realistic and appropriate to the spacing of the standard grid,

The same cannot be said of the dew point depression fields, Much of the
detailed fine structure present in the objective analyses cannot be
followed along from one synopfic time to the next with any degree of
certainty. Only conglomerations of fine scale structures display good
time continuity. In this respect the objective analyses of the dew point
depression fields are more like the temperature gradient patterns associated
with the objectively analysed temperature ficlds than they are like the
.actual temperature fields themselves., So it is no wonder that it is
difficult to produce dew point depression forecasts with detailed f%ne
structures which bear some resemblance to those of the verifying analyses.
In any case, one can argue that detailed dew point depression forecasts

are not really required for the prediction of large scale precipitation
amount at the standard grid points. After all, as was explained earlier, .
formula (15.1) was designed to take care of large scale precipitation
mechanisms associated with dynamic phenomena of dimension at least one
order of magnitude smaller than cyclones., If this is true, then obviously
there could be important implications for the objectively analysed dew
point depression fields now being produced.at the CLO, It could mean

that the objective analysis procedures which work so well for height fields
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and temperature fields should not in future be appliéd quite so freely to
the dew point depression fields as they have been in the past. It could
mean, perhaps, that the present objective analyses of dew point depression
show details that are neither completely realistic nor fully appropriate

to the spacing of the standard grid; and this could be oné reason vhy

such features show such poor time continuity. For instance, it is possible
that the aliasing problem is much more acute for dew point depression fields
than it is for temperatﬁres, and that steps should be taken to compensate
for this in some way, The reported dew point depression values certainly

show much more vertical and horizontal variation than the reported temperature

" values in the vicinity of an active weather system., And it does seem

unreasonable to expect these variations to be reflected faithfully in an
objective analysis over the standard grid. Yet, on the other hand, Glahn

and Lowry (1967), (1969) report quite convincingly that a detailed moisture

analysis is of vital importance in getting more accurate precipitation

forecasts, at least over short tinme periods. However, théy do their moisture
analysis and pradiction over a fine scale grid, and they produce their
precipitation forecasts for a fine scals grid, although their advecting
winds are interpolated from the standard grid. This suggests that deiailed
objective analyses of moisture are only appropriate for finer grid scales,
than the standard one. Certainly, the aliasihg problem would not be so
acute for a fine grid, éut the work of Glahn and Lowry also suggests that
there is not much point in doing {ine grid moisture analysis and prediction
unless one also produces forecasts of precipitation amount for a fine grid.

This is a toplc which is outside the scope of the present thesis. dovever,

as will be seen in the noxt Section, finer grids are not the only way of
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coping with the problem of scale.

20, The Small Scale Precipitation Amount

. 20,1 The Empirical Approach

Computations based on (15.1) are only successful. in predicting large.
scale precipitation amount. They completely fail to catch small secale
shower‘activity dué to heavy cumulus and cumulonimbus clouds. This
inability to cope with convective showers is not a weakness which can be
easily remedied by improving the resolﬁtion of the model. Even if the
horizontal grid spacing were to be increased by two orders of magnitude,
and even if there were enough reported observations to Justify an objective
analysis on this scale, there would still be little hope of simulating
the internal dynamics of an individual heavy cumulus cloud. So, at least

in the foreseeable future, fine grid forecasts based on (15.1) can only

be expected to improve the resolution of the large scale precipitation

patterns. They cannot be expected to cope with convective shower activity
any more successfully than a standard grid model. Yet a profession;I
meteorologist can predict the areas where Shoﬁers are 1ike1y to occur in
the next six hours. And he can do it reasonably well with the number of

}eporting stations that are now in existence, Essentially, then, his

forecasts are based on a knowledge of what types of large scale configurations

of the atmosphere lead to showers., So not only should a computer be abie
to predict showers too, but it should be able to do it for the standard
grid. The weather forecaster's experience and practical knowladge have
somehow got to be expressed in a form which can be handled by a computer.,

There is only one way this can be done. That is by resorting to the use




of empirical formulae. Empirical formulae are essential for predicting
convective shovers on a standard grid.. And they are just as essential
for predicting convective showers on a fine grid.

Three such empirical formulaé are presented in the succeeding portions
of this Section. However, these did not suddenly appear from nowhere in |
final form. They were developed in the following mannér. First, the
occurrence of convéctive precipitation was broken down into three categories:
frontal showers, air mass showers, and induced instability showers. This
was an important step because it meant that a different empirical formula
would have to be developed fof each category. Second, three "first guess"
empirical formulae were postulated. These were fairly simple and based
on practical forecasting experience. The third step was to ‘amend the
nfirst guess" formulae by trial and error. This was done by actually
making forecasts on the computer, noting what the deficiencies were, and
ihen attempting to correct them by changing the formulae. For instance,
the "first guess" formulae would probably predict showers in some of the
right places, but not in all of them. And they would also predict showers
in many of the wrong places, So attempts wbuid have to be made to introduce
showers where they had been missed and eliminate them where they were not
wanted. And, of course, any changes would have to be made without disturbing
those areas where showers had been correctly forecast, What happened in
practice was that most of the attempted changes made things worse rather

than better, But some of the changes were beneficial. These eventually

led to the following empirical formulae.



151

20.2 - Frontal Showers

The hourly precipitation amount due to frontal shov&ers. '):c y is
given by:

K Up (T)(fﬁ -G-r)(w’ BATAS -XM;‘L

£ (..L Cf)>o and §< S:F and W< WY ang I;/O( )
20.2.1
' if (d) G)<O or S)S{ or W2 we or § <O

" vhere

@, =£f<’<v-r>‘)2: {% IVT/Z (20.2.2)
bk (V)= K vy
R AL +(8T>23-; By Lasy
T

(I LT il

(20.2.3)

(20.2.1;)

(20.2.5)

and K'F G-F , w{ i Ko , S > and S'F are constants given in Table 21,

Physically, empirical formula (20,2,1) recognises the existence of small

scale turbulent activity in the vicinity of significant horizontal
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temperature gradients. This turbulent activity is presumed to give rise
to showery precipitation provided that.there is not too much large scale
sdbsiéence, provided that the air is not too dfy. and provided that the .
relative vorticity is cyclonic. The amount of precipitation due to frontal
showers is assumed to be depeﬁdent on the product of the following factor;:
(i) The unit condensation rate, -
(3i) The amounf by which the sjuare of the temperature gradient exceeds
a threshold value.
(3311) The amount by which the large scale vertical motion is less
than a threshold value.
(iv)- The amount by which the dew point depression is less than
some specified value,
In addition there is assumed to be a slight linear dependence on the

relative vo?ticity; and also on the square of the second spatial

‘derivative. of the temperature taken in a direction perpencicular éo

that of the temperature gradient, to further enhance the precipitation
amounts in the neighbourhood of trowals ( troughs of warm air aloft‘).
Formula (20.2.1) was originally developed for.the octagon model, but it

has been carried over to the 1970 model unchanged. In particular, the
constants of Table 21 still retain their original values., The effectiveness
of this approach to the prediction of frontal showers is discussed in

Section 22.

20.3 Air Mass Shovers

The hourly precipitation amount due to ajr mass showers, ’7:k ’

is given by:
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Ka Up(T) {ta=12) (21 2) (135 1) (w- o) ($-57)

' -
,T;.-: if I <Iq and w< u)Q and S<SQ and |2<’t0< 21] :
(20.3.1)

Qs IV or wowa o S35 o to$12

where tq is the local time-of-day, in hours, as computed from the

longitude,

t . '
I - Ia 1w J< L\x% (20.3.2)
I if I 2 IQ '
| s Wo-f(‘ < | (20.3.3)
wq = wa if l < WQ% < ‘O
|0 ¢ UJ(:e 210

K, = (|-- b, cos “q) Kr (20.3.4)
; |
Wo = |0 §‘ /(Gf)7o "~ (20.3.5)
XKy = ZTTY\Q/.?()S | (20.3.6)

n& is the day of the solar year, counting from the winter solstice,

*% X X
Dec. 21 st, and b, , K, , S . Sx . I . I and 17 are constants
a* Nag a q.2nd Lq

given in Table 21.




Physically, empirical formula (20.3.1) recognises the existence
of afternoon air ﬁass shover activity in areas of fairly unstable
Showalter Index, provided there is not too much large scale subsidence,
and provided the air is not too dry. The amount of precipitation due
to air mass shc&ers is assumed to depend on the product of the following
factors:

(1) The season of the year,

(11) The unit condensation rate.

(i1i) A quadratic function of local time-of-day with a maximum at
1800 hours. H

(iv) The square of the amount by which the Showalter Index is less
than sone specified value.

(v) The amount by which the large scale vertical motion is less
than some threshold value, which itself has some dependence
on the temperature gradient, .

(vi) The amount by which the dew point depression is less than some
specified value, ‘

The air mass shower formula which was originally developed for the
octagon model differed slightly from (20.3.1) in two respecis. First,

there was no seasonal variation. Second, Eastern Standard Time was used.

instead of local time-of-day. Both changes were incorporated into the

L}

. X % X
1968 model. The values of Ka, Sa ’ .SQ » Iq ’ Iq anqu in Table 21
have not been changed since the work on the: octagon model was carried out.

Though, of course, the seasonal variation coefficient, th','was effectively

set to zero for the octagon model..
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Constant Units Level Value Conditions
® K dkn Bl all 7.063 x 1073 -
KF c deg_3(2 x grid distance)2 all 4.762 x 1074 -
We mb hr all 10 -
G-F c deg2 (2 x grid distance)2 850 mb 150 . * Initial time
o 2 Values only.
: G’.p C deg” (2 x grid distance)® 700 mb 50 These are
G o o augmented by
¢ € deg” (2 x grid distance)® 500 mb 50 2% per hour,
Se C deg all 10 -
SE |
£ C deg all 12 -
G dkn~t all 0.1 -
bp -2 ' ,
b C.deg all 0.2 §3 >0
¢ C deg™? all 0 ¢, & o
‘%Q C deg 850 mb 3 -
a C deg 700 mb 3 -
I‘f‘( C deg 500 &b 2 -
Q C deg all 3 -
T’?‘G% T
';\ C deg all -3 -
a
S * C deg all 10 -
a C deg all 12 -
b, = all 0.3 | -
) : -3
K ge nr 2 ¢ deg“3 850 mb | 0,289 x 10 -
K; hr? ¢ deg-3 700 mb 0.289 x 10'.3 -
Ke nr=2 C deg™> 500 mb 0.521 % 10~ -
Ki C deg™2 850 mb 0.444 -
K" c deg-'2 700 mb 0.444 -
K: C deg™? 500 mb 1.0 -
" Table 21 ¢ Vzalues of the constants used in the empirical formula for
@ frontal showers, air mass showers, and induced instability

showers, ( Notes §3 is defined by (20.2.4)



20,4 Induced Instability Showers

The hourly precipitation amount due to induced instability showers,
Ti . s given vy .
‘ Killa-IV2(N+h) = I'<I,
’YE = ' \ ' (20,4,1)
0 s« T 21, | | .

where ]:‘is given by (20.3.2) and the values of P({ and :[q are given
in Table 21. The symbols 7} and 7} » of course, respectively denote
the amounts of large scale precipitation and frontal shower precipitation.
Physically,.empirical formula (20.4.1) recognises that shower

- activity is induced in large scale precipitation and along fronts when
the Showalter Index'takes on unstable values. The values of }<k given
in Table 21 were the ones'used in the 1968 and 1970 models. In the
octagon model the same value of %(l was used at 500 mb, but 0,556 C deg~ -2

was used at 850 and 700 mb.

21, The Total Precipitation

5

The total hourly precipitatiocn amount for a layer, ¢T\ y is

conputed from the following formula:

* { |

T =¢ T i T <
T o T>/

(21.1)

A _
T :
-~

7’

where

T B+ G+ T+ T

(21.2)




157

N : .
and 'r\ is 0.05556 inches, In other words, the total hourly precipitation

for a layer is computed by simply adding the three small scale amounts to
/e
the large scale amount, except that it is not allowed to exceed 'T" .

The value ofﬁ>~ was chosen so that the maximum 24-hour precipitation at
a single grid point would be 4 inches, In practice, the réstristion is

enforced in two stages., First, ‘I% is not allowed to exceed ‘7” o And

then, later, the sum of the three small scale components is not allowed

to exceed (ﬁ>-fY}). Diagnostic counts of the numbers of times these

restrictions are imposed are printed out after each run. These show

that the large scale precipitation amount has never been restricted at

© 850 mb at any time of the year, and that it has never been restricted at

700 and 500 mb during the summer months. Even in winter, the large scale

precipitation amount is only occasionally restricted at 700 mb; the

greatest number of restrictions ever imposed at this level in a 3§-hour

run was 29, At 500 mb, on the other hand, the number of large scale
restrictions seems to depend on the synoptic situation. Periods of ten

or twenty days with 10 to 40 restrictions per 36-hour run are interspersed

with similar periods of no restrictions. The greatest number of restrictions

ever imposed at 500 mb was 184, but there have only been three counts over
100. The small scale precipitation amount at each level is restricted .
about 50 to 250 times in most 36-hour runs. On the average, thal works
out to be about 4 grid points/hour, or less than 1% of the grid/hour,

The maximum numbers of small scale precipitation restrictions that have
been recorded so far are 939 at 850 mb, 678 at 700 mb, and 764 at 500 mb.
In effect, the restrictions on the total precipitation amount reflect the

fact that the three formulae (20.2.1), (20.3.1) and (20.4,1) comprise
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: : | A
lirear relationshirs which cease to be valid when .YN aprroaches .Y~ .

Essentially, the problem is that only a limited amount of moisture can

be precipitated out of thé atmosphere, and linear formulae must break down
as this value is approached. The three formulae should really be non-
linear, of course, tut for practical purposes an artificial 1id serves
almost as well as an upper limit imposed by non-linearity,

The total hourly precipitation amount received at the ground is
usually, but by no'means invariably, the sum cf the total precipitation
amounts falling out of each of the three layers. The exceptions arise
because two corrections may be applied to the layer totals. The first of
these corrects for the presence of mountains, and the second for evaporation
into a dry layer. The mountain correction is in itself quite a straight-
forward one, If the mountains actually project up into the 150 mb layer

centred at 850 mb, then the total precipitation falling out of that layer

is cut dowm proportionately. Obviously, precipitation cannot fall out of

.

the inside of a mountain, Similarly, if P9< 775, reductions are made in

the total precipitation amount falling out from the 150 mb layer centred
at 700 mb. In formuls form, the mountain reduction ‘factors at 850, 700

and 500 mb, ' /i $5 M7o and Mgo » respectively, are defined by:

l £ Py 2925
Mes = (.Eg::ZZé’ i 925>Py > 775
. IS0
O if P9 77 5 R (21.3)

M. _ l ' if 2775
® . 150 M Py <775 )

MSo'-'- |




There are no mountains as high as 700 mb in the 50k-point grid. Consequently,

M 70 hever becomes zero and the 500 l;lb preci‘pitation is never reduced at’
all. Note that these mountain reiduction factors are something quite different
to the mountain dependence of S described in Section 15. In the absence
of mountains, the total precipitation amount falling out _of the 500 mb laye.r
is multiplied by an evaporation reduction factor (l" E;-: ) if 570 > S ¥ ;P

; ' b *

and by a further reduction factor ( |=Egc/ir Sec >S™. sintrany,
the total precipitation amount falling out of the 700 mb layer is multiplied
by ("" Ezg)if SES> S.*. The evaporétion factors E ;:ﬂ are given by

the following empirical formula:

O if S-n\< S% or MN <m
Em _ - (21.4)
— % B
n Un (Tvb (Sn," S ) :.‘Pm if S“>S)§md' n2wn
Ay | n= 850, 760

™= 850,700,500

. |
¥, = ¥+ 2 = 0.9 1n (21.5)
nooleoTy 2 AT 7::700,500215

> _
S is given by (15.8), and not by (15.9), even when mountains are present,

where

and where AQS is 0.0225 in units of (deg C) (inches of rain/hour for 2
layer 150 mb thick ascending at 1 mb/hour), j..e. the units of S Up(T). )
and A7D is 0.0192 in the same units. Due allowance has also to be made
for the presence of mountains when the evaporation amounts are actually
computed, so in practice the mountain and‘ evaporation corrections are
applied simultaneously. The totz2l precipitation from a layer received

at the ground,'y;‘ »is given by the following formula:



¥ ¥
e i T %0
" C) otherwise
(21.6)
where
’rh = M"n T‘n (l = E70M70)(' - Egs‘ M85> (21.7)

"= 856,700,500
The most noteworthy feature of the evaporation correction is the non~
linearity of the SEY‘ given by (21.5). This innovation was first
included in the 1970 model, It permits very light precipitation to be
evaporated away completely, but does not greatly diminish heavy
precipitation, The 1968 model had a similar evaporation correction, but
’ 3? was not evaluated by (21.5); instead the following linear formla
was used: |
T |
¥, = _;:':\, "= 700, 500 1.8)

T

This had two disadvantages. Light precipitation was not cut down enough,
and heavy precipitation was reduced too much, No evaporation correction ]
was included in the octagon model, The mountain corraction has not been
changed since it was first introduced in the octagon model,

It is a comparatively easy matter to classify the tyve of

precipitation from each layer at each gridvpoint according to the following

criteria (which are expreseed in Cdeg):
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(i) 1r TS-'.S’)/ -3 , all layers rain.
‘(ii)- If .TSS {~3 amd T,, €0 s all layers snow,
(iii) It - 1°\<T8.5'<' 3 and T‘}o » 0, snow from 850 mb
layer and freezing rain from the 700 and 500 mb layers,
(iv) Ir Tés< -1 and T, » 0, snow from the 850 mb layer
and ice pellets fron the 700 and 500 mb layers,
_In practice, neither freezing rain nor ice prellets are ever forecast at a
grid point, |
Time integrated predictions of precipitation amount for 6-hour
and 24-hour periods are obtained by adding the hourly totals received at
the ground, In practicé, it is convenient to add up the 6-hour amounts
first, and then add four of these together to get the 24-hour amounts,
Since the hourly amounts are assumed to be for cenired time periods,
the values every six hours straddle two six~hour periods and have
%o be divided up between them. No precipitation amounts are compuéed
for the forward time-step which has to be taken at initial time., Nor are
any computed for the 36 th hour, These small omissions are rectifieé by
multiplying the l-hour and 35-hour values by 1,5, For thé purposes of
verification it is vexy important to have a clear dividing line between
precipitation and no precipitation. Trace amounts introduce an

unwanted ambiguity and so they are eliminated in the follwing manner,

After the 6-hour and the 24-hour totals the been computed, all grid-

point values are examined for significance, If a 24-hour amoun: is

greater than or equal to 0.01 inches, then that value is retained,
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If a 24-hour amount is less than 0,01 inches but greater than or
equal to 0,005 inches, and if one of the constituent' 6~hour amounts
is also greater than 0,005 inches, then thé 24~-hour value is reset to
0,01, | Otherwise, if the 24~hour amount is non-zero it is reset to
zero, Similarly, if a 6-hour amount is greater than or equal to

0.01 inches, it is left unchanged; if it is less than 0,0l inches but

‘greater than.or :equal to 0,005 inches, it is reset to 0,0l inches;

otherwise it is reset to zero if it is not already zero, Time integrated
predictions of the large scale precipitation and each of the precipitation

classes can be carried out in exactly the same way as for the total
precipitation,

This completes the description of how the sequential precipitation
forecasts are obtained, For convenience, the main steps in the process
are summarised in the flow diagram of Fig, 1T So now it only
remains to discuss th useful these forecasts are, This is a topic

which is taken up in the next Section,
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22, The Evaluation of the Operastional Precipitation Forecasts

The precipitation fo;ecasts isshed'operationally have been verified.
by two objective techniques. One of these involves tﬁe computation of
threat scores. The other involves the computation of penalty table skill
factors, When examining the results, it should be borne in mind that good
forecasts lead to threat scores that are high, but to skill factors that ;re
lows PFurther, whereas the level of zero skill is somewhat ambiguous for
threat scores, because it depends quite strongly on the actual occufrence
of precipifation, it is quite unequivocally 100% for the skill factors.

In addition, the precipitation forecasts have been verified by various
objective and semi~objective procedures in the Weather Centrals across
Canada., And they have also been assessed subjectively on a day-to~day basis.
It is perhaps worth pointing out here that RMSE scores are quite worthless
for evaluating precipitation forecasts, This is partly because neitker the
‘predicted aﬁounts nor their errors have normai distributions, and'partly

because they fail to take into account the crucial importance of the onset

of precipitation,

The primary interest in objective vérification scores, from the
operation point of view, is to accumlate monthly mean figures on a long
term basise These should meet three requirements: .

. (1) They should permit comparisons to be made with quantitative
precipitation forecasts issued elsewhere.
* (i1) They should be sensitive enough to reflect improvements
resulting from small to moderate modifications,
(1ii) They should monitor the performance.of the precipitation

forecasts with and without the small scale contributions.



165

The first requirement if fulfilled by the threat Score evaluations,
The second and third requirements are -met to some degfee by the
penalty table skill factor assessments, and to a slightly 1lesser

degree by the threat score evaluations,

The "threat score" is g simple but crude indicator of the
usefulness of precipitation forecasts, 1In addition to simplicity,
the other chief advantage of the threat Score is that it is commonly

quoted in the literature,

(i) Precipitation forecasts at some particular selection
of 1\1- stations are obtained by quadratic 1nterpolatloﬂ
from the predicted grid-point values, These, of course,

will be for a given time period which will almost invariably

be 24 hours,

(ii) Some particular threshold value of Precipitation amount is

specified; wusually this will be 0,01 inches, .

(iii)-A count is made of the number of stations, hJo "y at which
the observed precipitation amount exceeds the threshold
value, Each of these FJO stations will be one of the

original set ﬁV,- N

(iv) A-count is made of the number of stations, r\,F, at which
the interpolated forecast amount exceeds the threshold

value. Again, each of these ,VG: stations will be one

of the original NT .
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(v) A count is made of the number of "hits", hJ}' y i. e, the
number of stations at which both the observed amount and the

interpolated forecast amount exceed the threshold value,

(iv) The threat score is then given by:

N

Threat Score = x 100% (2.1)

NO+ NF- NH

And it is valid for the set of I\LT stations, the given time

period, and the specified threshold value.

A threat score of 100% therefore corresponds to a perfect' forecast,

and one of zero to a complete bust, There are two other special cases
worthy of note, When zero precipitation is predicted everywhere the

threat score is 0%, But when some precipitation 1is predicted for

every grid point the threat score is x 100%, So, probably, this

AL
N+ :
js the threat score value which should be regarded as the borderline
between skill and no skill, Although the threat score evaluation
procedure described here is based on the use of station data, it

could easily be adapted for grid-point data. However, nobody has

actually ' computed threat scores for grid-points,
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Unfortunately, the first precipitation forecasts issued operationally
could not be verified on the computer.’ This was because the observed
precipitation reports were not procéssed by the autométic data extraction
(ADZ) procedures at that time. Threat scores for a precipitation threshold
of 0.01 inches were therefore‘computed manually for 57 selected Canadian
stations, This was done once-a-day from December 1967't6 September 1969
for forecasts of 00-24 hours and 12-36 hours which verified for the same
time.period. The ADE of observed precipitation reports began on aﬁ operational
basis in August 1968, However, the handling of incorrect reports presented
several small problems and it took over six months to discover these and take
steps to circumvent then. Consequently, it was not until June 1969 that the
threat scores for the 57 selected Canadian stations could be produced
automatically by the computer on a twice-a-day basis, The automatic

procedures, for the first time, also computed separate tkreat scores for the

‘total precipitation forecasts and the large scale precipitation férecasts.

Fig. 18 displays the resultiﬁg monthly mean threat scores for the total
precipitation forecasts for the whole period from December 1957 to April 1970,
including the four months overlap beitween the manual and automatic procedures.,
The thick curve is for the peiiod 00~24 hours, and the thin curve is for 12-36
hours, The differences duriﬁg the overlap period were parily due to thg fact
that the automatic threat scores were computed twice-a-day, at 00Z and at 122,
whereas the manual ones were only computed at 122, They could also be parily
attributed to certain practical difficulties in the manual procedure. Wnen
the threshold line passed through a station a subjective decision had to be
taken about which side of the line it actually was. This kind of dilemma

was compounded by the fact that the threshold line was traced from the original
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for the purposes of verification and 8o could easily be in error by a

pencil thickness, Spot checks of many individual cases also revealed that
the missing station lists of the manual and automatic computations did not
match-up very well. Sometimes the computer picked up stations misged by the
manual extraction, and sometimes it was the other way round, The discrepancies
usually seemed to make the automatic threat scores sliéhtly higher than tﬁe
manual ones. Monitoring the numbers of missing stations revealed some other
surprises. First, about twice a month a large mumber of stations are missing,
presumably due to communications troubles, "o cope with this problem, all
cases with more than 12 missing stations were excluded from the monthly means,
. dn the remaining cases, i.e, the vast majority, the average mumber of missing
stations was 4. So the statistics are really based on 53 stations and not on
57, Fige 19 displays the monthly mean threat scores for total precipitation
= the thick curves - and large scale precipitation - the thin curves -
‘for June 1969 to March 19703 these results are still for the 57 éelected
Canadian stations, For 00-24 hours the only clearcut difference was in July
when the total precipitation scored about 3% higher than the large écale.

Out of the ten months the total precipitation scored higher five times, the
large scale scored higher four times, and once they wefe the same, For 12-36
hours clearcut differences of about 2 to 3% showed up in July and August,_anﬁ
on both occasions they were in favour of the total precipitation, Out of the
ten months, the total précipitation scored higher nine times, and lower once,
Some associated frequency distributions are shown in Figs. 20, 21, and 22, |
Fige 20 consists of two histograms showing the frequency distributions of

the ( total - large scale ) threat score differences. Figs. 21 and 22 show

the distribution of threat Scores with precipitation occurrence for 00-24
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for 00-24 hours, and the lower one for 12-36 hours.
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A diagram showing the frequency distribution of threat score with
precipitetion occurrence for forecasts of precipitation amount for
00-24 hours. The threat score value is given on the vertical axis,
and the number of stations at which precipitation is observed is
given on the horizontal axis. The unbracketed numbers in each

box indicate the frequency distribution for total precipitation
(large scale plus small scale), and the bracketed numbers are for
large scale precipitation alone., These results are b=sed on the
threat score values which were computed for 57 selected Canadien
reporting stations from June 1969 to March 1970,
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A diagram showing the frequency distribution of threat score with
precipitation occurrence for forecasts of precipitation amount for
12-36 hours. The threzt score value is given on the vertical axis,
and the number of stations at which precipitation is observed is
given on the horizontal axis., The unbracketed numbers in each

box irdicate the frequency distribution for total precipitation
(large scale plus small scale), and the bracketed nunmbers are for
large scale precipitation alone., These results are based on the
threat score values vhich were compuied for 57 selected Cenadian
reporting siations from June 1969 to March 1970,
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and 12-36 hours respéctivaly. The total distributions are - indicated

by the unbracketed numbers, and‘the large scale distributions by the
bracketed ones, These three Figs, confirm:that there are no pronounced
differences between the threat score verifications of the total and large
scale precipitation forecasts for 57 selected Canadian stations in the

entire period June 1969 to March 1970, While this is broadly true for

. both 00-~24 and 12-36 hours, there is some slight evidence that the small

scale effects improve the forecasts for 12-36 hours, Figs, 20 and 21 do,
however, demonstrate something else in a very striking fashion, They show
that the computed threat score is correlated with occurrence of observed
precipitation. And the correlation is such that a low threat score is
Just as likely to be an indicator of a dry day as it is of a poor forecast,
Naturally, this does not help to increase one's confidence in threat score

evaluations, The overall mean threat score for the total precipitation

'for 00~-24 hours is about 50%, and for 12-36 hours about 44%. Boih these

figures are recognised as being quite high, However, it was realised
vhat the geographical location of Canada might favour high threat séores.
In summer, for instance, Canada probably tends to have more frequent
occurrences of large scale precipitation than the United States, and less
freqﬁent occurrences of convective precipitation, Consequently, a more
comprehensive threat score evaluation package was made aveilable in August
1969, This was run twice-a-day for five months until hardware considerations
led to its withdrawal from operational use, It computed threat scores for a
precipitation threshold of 0,01 inches for all received Canadian repoits, all

received U. S. reports, and finally for all received North American reports,

On the average, there were 182 Canadian reports and 200 U.S. ones, Fig, 23
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shows the monthly mean threat score values that resulted. Once again the

thick curves are for total precipitation and the thin curves for large

scale precipitation, The threat scores for all received Canadian stations

were roughly 4% lower than those for the 57 selécted Canadian stations,
However, the general conclusions about the relative merits of the total

and large scale precipitation forecasts remain unchanged., For 00-24 hours

the total forecasts were slightly better than the large scale forecasts fof
three of the five monthsy; and the reverse was true for £he other two months,

If is interesting to note that the relative results for total and large

scale precipitation for September and October were interchanged in the two
Canadian threat score computations; and also that the November scores were
wvorse than October and December for the 57 selected stations, but better

for all received Canadian stations, For 12-36 hours the totel forecasts

were slightly better than the large scale forecasts for all five months,

The differences between the results for the 57 selected stations and all
Canadian stations caﬂ be attributed to two sources., First, none of the '
57 selected stations are north of latitude 60 N, whereas about 35 of" the

182 all Canadian stations were in these northern regicus. Second, the 57
stations were selected because their weather reports were judged to be

among the most reliable ones in the populated areas of Canada, gnd at the

same time not prone to precipitation from local éffects.. Both these factéfs
will tend to reduce the threat scores for all Canadian stations, The inclusign
of the nérthern stations will do so because there is lesc observed precivitation
in the Arctic than in soutkhern Canada, As Figs, 21 and 22 showed, the threat
score is correlated to precipitgtion occurrence, And, of course, the inclusion

of stations particularly prone to local effects wiil lower the threat scores

because these are not taken into account in the forecasts, The threat scores
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for all received U.S, stations were roughly 6% lower than those for all
Canadian stations; énd roughly 10% lower than those for the 57 selected
'Canadian stations, Further, the addition of the smali scale effects
reduced the threat scores for 00-24 hours by about 2% from October to
December, and evel sl;ghtly hurt the forecasts for 12-36 hours during
these months. The threat scores for all received Norih'American stations
wore intermediate between those for all Canada and all U. S. The more
compfehensive evaluation package also computed threat scores for all
received North American stations for thresholds of 0,25 inches, 0.5
inches and 1 inch. The corresponding monthly mean values are shown in
Fig, 24, Once again the total precipitation-is indicated by the thick
curves, and the large scale precipitationlby.the thin curves, As one
would expect, the fhreat scores drop off sharply with increasing threshold,
In addition, the presence of the small scale effects becomes increasingly

"beneficial as one progresses to higher thresholds.,

The second objectivé verification technique, which involves the
computation of penalty table skill factors, is described fully in
Appendix E, Briefly, though, the main features of the technique are
as follows. GOrid-point forecasts of precipitation amount are verified
against objective grid-point analyses of the corresponding observed -
amounts, However, in order to obtain meaningful results, the analysed
grid points are assigned to Class 4, Class B or Class Cy according
as to whether the data coverage is good, fair, or poor. Skill factors
are computed for two penalty tables, In the Table 1 verifications
under-forecasting and over-forecasting are.considered to be equally harmful.

In the Table II verifications under-forecasiing is considered to be twice
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as harmful as over-forecasting, Operational skill factor verificafions
comnenced when the'precipitation réports were made available by the ADE
procedures, Consequently, results are avzilable for the 2l-month period
from .August 1968 to April 1970, These are summrised here for the whole
period, but it should be borne in mind that for the first six to nine
months there were ADE problems of one sort or another., In the development
work on the octagon model, as described in Davies (1967b), skill factors
were computed for the 504-point and 238-point grids shown in Fig, 1, The
smaller grid was introduced in the first place because comparisons had to

be made with the precipitation forecasts produced by an automated version

- of the technique developed by Harley (1963) (1965) and Penner (1953), and

these were only made available over the 238-point grid. However, some
comparisons for different kinds of precipitation forecast had already

been carried out for the 504-point grid, and so as a matter of interest

these were repeated for the 238-point grid, Statistical significances

of the differences between the various sets of forecasts were computed
for both grids using applications of the Student "t" test describ;d in
Br&oks and Carruthers (1953). Surprisingly, these differences were more
significant for the 238-point grid than they were for the 504-point grid.
At the time, the reason for this was thought to be that evaluations over _
the larger grid included stations in Alaska and Florida which were
surrounded by no data aréas, and vhich were also nearer to the boundaries
of the stream function gride. Accordingly, arrangements were made to |
corpute skill factors for both the 504-point grid and the 238~point grid

in the operational run. Figs., 25 to 32 show results for the 238-point

grid. Figs. 25, 26, 27 and 28 all show the monthly mean skill factors for
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TABLE I -
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Monthly mean Table X skill factors for the sequential forecasts
of precipitation amount for 00~2L hours which were issued
operationally in the period August 1968 to April 1970. These
results are for the 238-point grid. The thick curves are for
total precipitation and the thin curves are for large scale
precipitation. The two solid curves are for class A grid
points, the two dashed curves for class B, and the two dotted
curves for class C. On the average, there were 110 gridpoints
in class A, 41 in class B, and 33 in class C,
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TABLE IT -
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Monthly mean Table II skill factors for the sequential forecasts
of precipitation amount for 00-24 hours which were issued
operationally in the pericd August 1968 to April 1970. These
results are for the 238-point grid. The thick curves are for
total precipitation and the thin curves are for large scale
precipitation. The two solid curves are for class A grid
points, the two dashed curves for class B, and the two dotted
curves for class C, On the average, there were 110 gridpoints
in class A, 41 in class B, and 33 in class C.
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Monthly mean Table X skill factors for the sequential forecasts
of precipitation amount for 12-36 hours which were issued
operationzlly in the period August 1968 to April 1970. These
results are for the 238-point grid. The thick curves are for
total precipitation and the thin curves are for large scale
precipitation. The two solid curves are for class A grid
points, the two dashed curves for class B, and the two dotteqd

curves for class C. On the average, there wers 110 gridpoints
in class A, 41 in class B, and 33 in class C.
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"F16 28: Monthly mean Table IT skill factors for the sequential forecasts
of precipitation amount for 12-36 hours which were issued
operationally in the period August 1968 to April 1970. These
results are for the 238-point grid. The thick curves are for
total precipitation and the thin curves are for large scale
precipitation. The two solid curves are for class A grid
points, the two dashed curves for class B, and the two dotted
curves for class C,” On the average, there were 110 gridpoints

' in class A, 41 in class B, and 33 in class C.
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Monthly mean Table I skill factors for the sequential
foracasts of precipitation amount which were issued
operationally for class A grid points in the period
August 1968 to April 1970. These results are for the
238-point grid and on the average there were 110 grid
points in class A. The thick curves are for total
preciplitation and the thin curves are for large scale
precipitation. The two sclid curves are for 06-12 hours,
the two dashed curves are for 18-24 hours, and the two

dotted curves are for 30-35 hours.
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Monthly mean Table II skill factors for the sequential
forescasts of precipitation amount which were issued
operationally for class A grid points in the period
August 1968 to April 1970, These results are for the
238-point grid and on the average there were 110 grid
points in class A, The thick curves are for total
precipitation and the thin curves are for large scale
precipitation. The two solid curves are for 06-12 hours,
the two dashed curves are for 18-24 hours, and the two
dotted curves are for 30-36 hours.
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Monthly mean values of the average 24-hour precipitation amount/
grid point for the sequential forscasts which were issued
operationally for class A grid points in the period August 1968
to April 1970. These results are for the 238-point grid, and on
the average there were 110 grid points in class A, The dashed
thick curve is for the total precipitation for 00-24 hours and
the solid thick curve is for the total precipitation for 12-36
hours, Similarly, the dashed thin curve is for the large scale
precipitation for 00-24 hours, and the solid thin curve is for
the large scale precipitation for 12-36 hours. The dotted thick
curve indicates the corrssponding objectively analysed values of

the observed precipitation.
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"Fi6 32: Monthly mean values of the average 6-hour precipitation amount./
grid point for the sequential forecasts which were issued
operationally for class A grid points in the period August 1968
to April 1970. These results are for the 238-point grid, and on
the average there were 110 grid points in class A. The dotted,
dashed and solid curves are for 06--12 hours, 18~24 hours and
30-36 hours respectively, and in each case the thick curves are
for total precipitation and the thin curves for large scale
precipitation, The circled thick curve indicates the corresponding
objectively analysed values of the observed precipitation.
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24-hour verification periods; Figs. 25 and 26 are for 00-24 hours, and
Figs..27 and 28 are for 12—36 hdurs. HoweVer, Figse. 25 and 27 are computed
for Penalty Table I, whercas Figs, 206 and 28 are computed for Penalty

Pable II. Information is displayed in a similar manner in all four diagrams.
Phe thick curves are for total precipitation and the thin curves are for

large scale precipitation. The solid curves are for Class A grid points,

 the dashed curves for Class B, and the dotted curves for Class C. On the

average, there were 110 grid points in Class A, 41 in Class B, 33 in
Class ¢, and 53 in no data areas, All four diagrams show quite clearly
that the skill factors tend to be lower in winter and higher in summer,
They also show thal, on the whole, Class A grid-points verify better thén
Class B grid-points, anl the Class B grid-poinis verify betier than Class C
grid-points, They also show that the relative worth of the total precipitation

forecasts compared to the large scale precipitation forecasts deteriorates

from Class A to Class B, and again from Class B to Class C, Similar

conclusions may be drawvn from the 6-hour results. Consequently, one should '
regard these inter-class comparisons primarily as being evaluations of the
worth of the objective analyses, and only secondarily as evaluvations of the
worth of the forccasts, However, at the same time, the mere fact that

Class B and Class C points lie along the coast lines will doubtless

contribute to the differences between the classes, simply because the

- proximity of no data areas will tend to make the stream function forecasts

poorer in these regions., For both these reasons the Class B and Class C
results will not be discussed further, The usefulness of the forecasts
will be judged entirely on the basis of the Class A results, Concider

first the Class A results for 00-24 hours, The Table I results of
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Fige. 25 show that the total precipitation forecasts are usually significantly
better in summer, but that the large scale precipitation forecasts are usually
significantly better for the rest of the year, The Table II results of
Fig, 26 show that the total precipitation forecasts are much ﬁetter than the
1arge scale forecéstsi11summer, and slightly better for £he'rest of the year.
Consider next the Class A results fof 12-36 hours, - Figs. 27 and 28 show |
that the comments just made about the Class A results for 00-24 hours also
apply to the Class A results for 12-36 hours. Note that, in all four Figs.,
the first two complete months of results for the 1970 model, March and April

1970, are quite encouraging, Quantitatively, for total precipitation, the

.average skill factor values for Class A for the whole 21 months are

approximately as follows: for Table I, 56% for 00~24 hours, and 63% for
12-36 hours; for Table II, 449 for 00-24 hours, and 53% for 12-36 hours,
The corresponding values for large scale precipitation are about 1% lower
for Table I and 1% higher for Table II, In all cases, the suﬁmer and

winter values are, respectively, about 8% above and below the dorresponding

overall averages,

Figse, 29 and 30 show thé monthly mean skill factors for Class A

grid points for 6-hour verification periods. Fig. 29 is for Table I,

and Fig, 36 is for Table II, Once again the thick curves are for total .
precipitation, and the thin curves are for lafge scale precipitation, The
solid curves are for 06-12 hours, the dashed.curves for 18~24 hours, and
the dotted curves for 30-36 hours, The forecasts for 00-06 hours, 12-18
hours, and 24-30 hours could not be verified because no ADE is doné at
the intermediate synoptic times, 062 and 182, This was particularly

unfortunate for the 1968 model because of the smoothing of the stream
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function fields, The results of the octagon model work showed quite
definitely that the 6-hour time periods following the smoothing times

are the most reliable ones for verification pﬁrposes.. Tﬁé main features

of Figs. 29 and 30 are the seasonal variations of the individual curves

and the steady deter;oration of the skill factors with time, The Table I
results of Fig. 29 show that the large scale precipitétibn forecasts always
do.better than their total counterparts, irrespective of season, but that °
the degree of the difference diminishes with time. The Tgble II results
of Fig. 30 show that there is not much to choose between the total and the
large scale precipitation forecastsy although the total forecasis are
slightly better in summer and slightly worse in winter, Once again, the
first results with the 1970 model are quite encouraging. In particular,
the Table I skill factors for 06-12 hours set a record in April 1970,
Quantitatively, for total precipitation, average skill factor values for
"Class A over the whole 21 months are approximately as followss for Table
I, 77% for 06~12 hours, 80;,% for 18-24 hours, 89% for 30-36 hoursj for
Table II, 57% for 06-12 hours, 64% for 18-24 hours, and 71% for 30-36
hours, The corresponding figures for large écale precipitation for

Table I are 73%, 77% and 87% respectively; the Taﬁle IT figures are
the same as for the total precipitation, All these 6-hour values are,

of course, much higher than the corresponding 24-hour values quoted earlier,

Fige. 31 shows the monthly mean values of the average 24-hour
‘precipitation amount/grid point for Class A grid points, The thick curves
are for total precipitaiion, and the thin curves are for large scale
precipitation, The solid curves are for 1é-36 hours, and the dashed curves

are for 00~24 hours, The thick dotted curve indicates the corresponding
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objectively analysed values of the observed precipitation, The first

thing to notice about Fig, 31 is that the average 24-hour observed
precipitation/grid poiht oscillates between 0,04 inches in winter and

0.08 inches in summer, The 24 hour forecastis of large scale precipitation
amount /grid poin%, on the other hand, oscillate between about 0,10 inches'
in December and 0.03 inches in July. So the seasonal'oscillation of the
larée scale precipitation has about the Same amplitude as the seasonal
oscillation of the observed precibitation, but unfortunately it is about

180 degrees out-of-phase, It was Precisely because of this gross under-
forecasting of the large scale precipitation in the summer months that

- the small scale effects were introduced in the first place, However, the
total precipitation seems to over-compensate for this summer deficiency, and
at the same time it adds some extra precipitation in winter when it is not
really wanted, To put things in perspective, however, it should be poinsed
.ouﬁ that ths small scale contributions comprise about 75% of thé total
forecast precipitations in summer, and only 25% in vinter, This is the
type of thing that the small scale effects were designed to do., An;ther
aspect of Fig. 31 which is quite interesting concerns the relative behaviour
of the curves for the two forecast periods, Both the fotal and large scale
amounts drop off from 00-24 hours to 12-36 hours, But usually the ;educ;ion
is only about 15-20%, a much smaller value than was commonly imagined, Once
again the March and Aprii 1970 results bode_reasonably well for the 1970 model.
Fig. 32 contains the same kind of information as Fig, 31, but for the 6-hour
periods instead of the 24-hour ones., The comments made about Fig, 31 also

apply to Fig. 32, except that the shorter time period has to be taken into

account,
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The skill factor results for the 504~-point grid were virtually
the ;ame as for the 238-point grid, The only difference was that all the
5C4-point grid skill factors were uniformly worse by about 2-3%, total and
large scale precipitation alike. This shows that the differences in
significance obiained for the two different grids in the octagén model
experiments were due to the biassed sample of cases, lThe cases were
chosen, after all, because there were interesting weather systems in
mid-continent, not because of what was going on in Alaska and Florida,
In the monthly mean figures there are weather systems in Alaska and Florida
as well as in mid-continent, so differences of significance no longer show
up, However, the across-the-board decrease in skill factor is doubiless
due to the proximity of no-data areas,

In both the threat score and skill factor verifications, the

differences between the total and large scale precipitation forccasts were

" tested for statistical significance each month by applying the Student "“t"

test as described by Brooks and Carruthers (1953)s The results are not
quoted here because they merely confirm the common sense interpreta%ions
of Figs, 18-32, Tests of statistical significance are probably more useful
wvhen applied to limited series of ten or twenty cases,

The regional studies undertaken in the Weather Centrals across A
Canada were, like the threatscores, based on the verification of station
or "spot" forecasts interpolated from the predicted areal values at the
grid-points., On the whole, they tended to confirm the results of the CAO
objective verification procedures. ﬁowever, there were two interesting

findings, It appears that in the Maritimes, unlike the rest of Canada,

the computer forecasts tend to systematically under-estimate the actual
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precipitation amount, This must be because the baroclinic model
systematically under—esiimates East Coasf.deepening. In British Columbia,
as might be expected, local orographic effects are much more important

than elsewvhere,
The subjective assessments have led to three significant conclusions,
These may be summarised as follows., First, the most serious errors in ihe

Precipitation forecasis are directly attributable to errors in the predicted

stream function patterns produced by the baroclinic model, In particular,

- the most unsatisfactory precipitation forecasts are associated with

developing low centres which move rapidly in the atmosphere. Even the
1970 baroclinic model tends to under-develop such systems and move them
along much too slowly. The second conclusion is a very interesting one
because it concerns complex systems of two or more low centres, moving

together, but spaced about two grid~lengths apart, Normally, when there

.18 a well-defined single structure, the precipitation forecasts that are

issued for the same low centre from consecutive initial times are broadly
consistent with one another, The maximum amounis predicted will increase
or decrease, sometimes sharply, but they will not alternate up and dowm,
With double-centred lows, on the other hand, there are marked v30111at10ns
in maximum amount from one initial time to the next, and these may persist
for three or four days as such systems track across the oontinent, What
apparently happens in such cases is that the baroclinic ﬁodel is able to
resolve only one low. If it happens to pick uﬁ one of the real low cenires,
and loses its companion coapletely -~ i,e, if one low is dominant at

initial time <« then comparatively large maximum precipitation amounts

are predicted, On the other hand, if the baroclinic model is able to
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resolve neither actual low, but instead only a broad fictitious trough
mid-way between them -~ i,e, if yotﬂ lows are of abput'equal prominence

at initial time -- then comparatively Smalllmaximum precipitation amounis
are predicteds The vacillations in the forecasts from one initial time

to the next merely reflect the struggle for supremacy‘that is going on
between the two lows in ithe real atmosphere, Usually; the comparatively
large'precipitatién amounts work out to be better forecasts, However, the
actual speed of motion of complex systems of this type is predicted quite
accurately by the sequeniial baroclinié model, It seems that in the real
atmosphere these complex lows move more slowly than their more simple
counterparts, The normal under-advection by the baroclinic model, which
only resolves one low in any case, therefore becomes advantageous, And

the predicted precipitation areas verify quite well even if the amounis

do jump up and down every twelve hours, The third conclusion is that

.there are a few systematic errors in the precipitation forecasis, One

of the most obvious of these, in the 1968 model, was the tendency to
forecast too rmch precipitation in mountain plateaus, This was corrected
in the 1970 model, as indicated by (15.9), by making s* dependent on 1 J
Another pronounced error is that too much fronial precipitation is predicted
for the Arctic ;Front. Most of the other systematic errors are similar to
those revealed by the objective verification techniques, However, one concerns
precipitation type. The dividing line between snow and rain is predicted too
‘far north when there is already snow on the ground, In such circumstances,
obviously, the criteria of Section 21 fail to take into account the presence

of an isothermal layer or inversion near the ground,
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Some general remarks on the interpretation of.the precipitation
forecasts are in order at this juncture, The most important thing to
remember about the forecast cbarts.is that thé schemé produces values of
precipitation amount at the grid—points of the standard finite difference
network, These values should‘not really be interpreted as spot forecastg
at the grid-points, they should instead be regarded aé ﬁredictions of the
average amount of'precipitation to fall in the area surrounding the grid-
poiﬁt. This area can roughly be regarded as a square of side one grid-
length having the grid-point itself at the centre, However, it was decided
that Weather Centrals and Weather offices would find contoured charts of
precipitation amouﬂt mbre convenient to use than a print-out of grid-point
values, A special computer program was therefore designed .to transform °

the predicted grid-point values of precipitation amount into the actual

contoured charts which are transmitted over the facsimile circuits,

'Unfortunately, in order to do this, it is necessary to regard the predicted

grid-point values as spot values and not as areal averages, Although this
procedure is, in general, a reasonably satisfactory one, it should %e
realised that there are two important implicétions. First, the contoured
areal average forecasts, even if accurate, will add a collar about 50 miles
wide to all the actual precipitation areas, The precise width of this collar

will vary from O to 100 miles, depending on how the actual precipitation area

is situated with respect to the grid-points., In the threat score

.verifications, the collar effect is evident in the relative numbers of

stations predicted and observed to have precipitation. On the average,
over the whole year, the number of stations predicted to have total

precipitation runs about 20% more than the numbers actually observeds
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the corresponding figure for large scale preclpltatzon is about 10%, In
the skill factor verification procedure, by contrast, no such areal over~
forecasting shows up because it uses grid-point analyses of the reported
amounts and contoured charts of these analyses will have collars of their
own. In fact, because the radius of influence in the analysis scheme is
set at 1,25 grid-lengths, the areas of total precipitation on the predicted
charts appear to be under-forecasts of about 5%; the Predicted areas of
large scale Precipitation are under-forecasts of about 15%, This suggests,
perhaps, that the radius of influence in Fig, . should be cut down to
about 1 grid-length, The second implication of contouring the areal average
forecasts, of course, is that it is impossible toAportray features smaller
in dimension than one gridlength. In particular, contoured ereal average
charts have broad flat maxima, whereas contoured station revorts exhibit
_narrow sharp peaks, Now the field meteorologist expects the contgured QPF
charts to tell him two things, First, where the Precipitation areas are
going to be. Here the presence of the 50-mile collar is not a great
inconvenience, The major areas of precipitation and no precipitation are
fairly‘well-defined, and in between them are border zoneE, including the
collar, which may or may not have precipitation. The second thing the
field meteorologist wants to know is what the maximum agounts are going -
to be. Obviously, the contrast between the shapes of the actual and
predicted maxima creates some difficulties, If true areal averages were
predicted the contours would not show amounts anyvhere near the actual
maxima, Yet if the contoured forecasts show the actual maxima, they must
show them spread over too large an area, W. S, Creswick has suggested that

one way out of this dilemma would be to redesign the contouring program so
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as to sharpen up the maximaj this is a possibility which will be explored
in dﬁe course., In the operational model an attempt was made to arrive at
& compromise position, However, as mattefs stand now, it looks as if this
compromise position was not chosen as well as it might have been, The
tendency to over-forecast is too pronounced over most of the mép, so the
broad flat forecast maxima tend to be closer to the aétual maxima then

they are to the areal averages,

This tendency to over-forecast the precipitation amount is evident

no matter what kind of verification is carried out, Yet it was not

apparent in the original series of test cases which were run on the octagon
model. Perhaps the main reason for this was the fact that the original test
cases were chosen because very active weather systems were present in mid-
continent, and the baroclinic model grossly under-developed the main low

centres in these cases, Consequently, the precipitation scheme was designed

" to cope with extremq under-development, rather than with average under-

development, and so naturally might be expected to over-forecast in the

average kind of situation., This is confirmed by the fact that the

- operational precipitation scheme generally predicts the correct amounts

in the worst stormsj the over-forecasting problem occurs in the average
sitﬁation. Unfortunately, it is not possible to know in advance how much
under-development there will be in the model, So it could be dangerous
to tamper too much with the present scheme, After all, the worst storms
are the important ones even if they do not contribute a great deal to the

monthly mean verification figures, What ﬁight be done with the large scale

precipitation, for instancey is to introduce a small vertical motion

variation into the unit precipitation formula, and rewrite (15.,5) as:
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[(1,+zx)( ) (3+2X)( )+ ]UP [1) i s<5*
UP(TS s* (.U : .
(22.2)

| %
0 ¢ S28
where

X = WX“' IW’
wx ' (22.3)

and (A})( is some specified constant, say 50 mb/hour in winter and

25 mb/hour in summer. This would make:

| ) o when S= E;ﬂﬁ o
Up (T, 5,83 “-’) =< 05(-X) wmen S=SV2
l vhen 5;:: C} .

Hopefully, (22.2) would go some way towards reducing the large scale
precipitation amounts associated with the weaker low centres, while not
affecting the major storm centres too muchj though, of course, it does no%

really solve the problem of how to anticipate under-development in the

baroclinic model, As for the gmall scale precipitation, it is quite clear

that the major problems are arising with the over~prediction of frontal
precipitation. This means that the varicus frontal precipitation constants

should be reset at more appropriate values, or the empirical formula
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redesigned slightly, and that some specizal attention should be given to

the problem of temperature gradients behind the Arctic Front., Also, the
value.of ;;‘ in (21,1) should be made temperaéure dependent, It is not -
clear why the frontal showers are not working out so well in the operational
run as they did in the original development work. Limited experiments havé
shown that the frontal precipitation is much more senéitive than expected
to the use of a tfial field as an initial time 200 mb height chart., 3But
this.seems.unlikely to be the sole cause. Presumably, the other differences
between the octagon model and the 1958 model have also adversely affected
the frontal shower computations, The air mass showers seem to be working
out quite well, bul perhaps it would be worthwhile including a latitudinal
variation as well as a seasonal one. One aspect which needs more study

is the role the small scale effects play in mountain areas.

Modifications to the precipitation scheme may cure some of the

systematic- errors which have been revealed by monitoring the forecasts over

& long period of time. But the improvements which result are likely to be

minor ones, Major improvements in the precipitation forecasts can only

be brought about in two ways:

(1) By increasing the resolution of the grid network,

(ii) By improving the baroclinic model itself,

Harvey (1969) and Paulin (1969) have started to carry out some experiments
with a fine-grid baroclinic model. Their results so far bave been quite
encouraging, and it look as though their work will lead to more detailed

precipitation forecasts for the first day.. However, only a more sophisticated

baroclinic model can lead to better precipitation forecasts for the second day;

1o more accurate computations of tomorrowt!s rain,
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PART IV : THE PILCT PROJECT ON PARALLEL OPERATION

23. The Pilot lodel

- A pilot project was carried out on the CDC machine in 1967. The
objective was to investigate the feasibility of improving the forecasts
by operating the baroclinic model and the precipitation scheme in
parallel, In view of the work reported by Danard (1963),(196L),(1966a), '
(1966b), the main improvements were expected to come from the incorporation
of latent heat effects,

Hardﬁare limitations made it necessary to restrict the imvestigations
to 2 3h2-point rectangular grid (19 x 18) centred on North America.
Consequently, fields of =z , \.,/ s T ,and S were all carried for the-
whole grid, while W) and T were computed for the interior points,
Besides the reduction in grid, there were three other major.modifications

made to the octagon model, First, the 700 mb stream function field was

-promoted to the status of a full working level of the baroclinic model.

Second, the smoothing procedﬁres were replaced by eddy diffusion terms.

Third, latent heat feedback was incorporateds

The 700 mb level is of primary importance for the processes involving

moisture, Consequently, the stream function at 700 rb was substituted for

the one at 1000 mb in the relaxation cycle. This did not detract from

the model in any way because the 1000 mb level only had derived field
status, even though it was actually prograrmed into the relaxation cycle,
The following set of control coefficients was computed from the standard

atmosphere static stabilities of Table 2 using an approach very similar

to that described in Section 8 :



 factor was taken to be =~ 0,131 x 10
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F'_ h.hi52  }.321 0 .0 i
5.551 - 9.846 1.6l 0 .
[c ]= . 1072 aier” e
N 0 2,917 - 3,210 0,162
0 ) 0.116 - 0.21,7 | (23.1)

In the notation, m = 1 now corresponds to 850 mb, m=2 to 700 mb,
m=3 to500mb, and m:=L to 200 mb. The empirical correction

2 -1 at all levels,

dkm-lhr
The model was integrated exactly as described in Section 6 3 in particular,
the main integration cycle was identical to that of Appendix C. The only
differences from the octagon model arose in the evaluation of the primary
and secondary constraints,

Smoothing every twelve hours was known to lead to the tremendous

time discontinuities in the vertical motion fields described in Section 17.

Equally deleterious effects were evident in the precipitation forecasts,

and it was feared that these might have grave repercussions for latent
heat feedback. Consequently, it was decided to abandon the smoothiqg
procedures altogeth.er. Instead, a switch-over was made to the eddy
diffusion apnroach which normally guaranteed time contiﬁuity. BEarlier,

Danard (19662),(1966b) had successfully used eddy diffusion terms in an

omega equation model, It was soon discovered that the introduction of -

the eddy diffusion of potential vorticity alone led to cbmputational
instability, For vhen primary constraint (9.1) is applied to (6.1)
without any secondary constraint (9.h) blow-ups readily occur, Vhat

happens is that at a few points Qm grows large and positive while

b i
'-<;:‘ Cm“\zbh grows large and negative, thus permitting (Q,»,;" Léﬁm‘-kﬂ)

tc remain small. This phenomenon is successfully counteracted by

applying the secondary constraint (9.}) to the time step equation (6.2).




Thus in the pilot model the terms < Em> of (6,1) and <£ >of (6.2)

were cormputed exactly as described in Section 9 , but with the values of
the eddy diffusion coefficients as given in Table 22, The one small
difference was at initial time when the current hour value of an eddy
diffusion term was used instead of zero., Some experimentation was .done
with separate eddy diffusion coefficients for (Jpn and “____‘Cmn\}/n ,
and with different eddy diffusion coefficients at each level, but most of

these varia’cioxis seemed to lead to inferior results,

> ¥ _
Ko (@) KiCamtr?)  Kpam) K @)
3436 x107 0,086 x 107 1.0 0.1

Table 22 ¢ Values of the eddy diffusion coefficients used
at all levels in the pilot model.

The amount of latent heat released by the large scale precipitation

vas easy to compute, It was given by: .

{HU.) it W< and S(S%
) . (23.2)

i Wy0 « S35
vhere | is the special heat function defined by (Al.1h), but for the
latent heat alone, and H is defined by (17.5) As these were preliminary
experiments, no attempt was made to include the latent heat released by
the small scale precipitation., Note that H‘ could only be corputed
from (23,2) at the end of a time step, after the stream function tendencies
and vertical motions had already been obtained, This was not thought to

necessarily be a disadvantage, because according to Richtmeyer(1957)

( hour - 1 ) values should in any case be used in dissipative terms.
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Unfortunately, once the 850, 700 and 500 mb fields of H| had been
computed, it was not clear what exactly should be done with them,
The primary constraints Bm of (6,1) were therefore computed

in two different ways, The first approac}i vas to take:
| -1
< E‘m >

t
°5P<%§> >

and use (B13,1) and (B15.h) to evaluate the pressure derivatives,

taking ‘w{l: O at 1000 and 200 mb, and standard atmosphere
values of & from Table 2, In the second approach WD is

written as a sum of two components:

V) = \)JI-!- uJ,I[ ' (23.4)

I, . .
vhere U\) is the vertical motion that would be a solution of the
Ir
omega equation if [“h vere zero, and W is the additional vertical
motion due to the presence of H| o After substituting (23.);) into
‘the corplete omega equation, and then subtracting off those terms
which constitute the definition of W) , the remaining terms are:
2 I
r 2 T 2
V w4+ £ du) = LV H, (23.5)
0-1

(oo bpa -
an equation originally due to Petterssen et al (1962), Taking the

I
vertical boundary conditions to be W =0 at 1000 and 200 nb,
equation (23.5), or at least its finite difference counterpart, may

Jia . .
be solved for W)} by the three-dimensional relaxation procedure

described in Appendix F , The primary constraint was then taken to be:

Bol'=aH™ e

vhere, once again, the pressure derivatives were evaluated by (813.1)

and (B15.))%
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The term <G'm> was evaluated at the current hour by the
terrain-induced divergence approach of (Dl,1l) and (D1.9) o However,
when PQ ) 850, as no 1000 mb wind was avallable, the 850 mb‘
stream function wind was taken as the wind at ground level, And, of

course, as m=1 now corresponded to a full working level, 850 mb,

this meant that G, = G, = Gs-

The octagonal model version of the precipitation scheme was carried
over to the pilot project virtually imchanged. Though, of course, the
émoothing was dropped, and there was no longer any need to cormpute a
derived 700 mb stream function field., WNo attempt was made to include
eddy diffusion terms in' the vertical motion computations,

The first latent heat feedback experiments were a failure, Some
kind of computational instability was encountered in the integrations
when <Bm> was evaluated by formila (23.3)s The problem was not

" entirely unanticivated because in this approach, as can be seen from

(23.2), %‘.‘lp_z varies linearly with %Ug . e {B,,) theretare

appeared to be more dynamic than dissipative in nature, and so presumably

should have been evaluated at the current hour instead _of at (hour -1 ),
Unfortunately, appropriate current hour evaluations could not be
consideresd without abandoning the normalisation pz"ocedure inside the
main relaxation cycle of Appendix C,

The second approach to the incorporation of latent heat feedback

was more successful., The model could be integrated without any trouble

at all., Consequently, three li8-hour forecasts were prepared for each of

a series of five cases., The first two of these forecasts were produced

by the pilot model with and without latent heat feedback; the third was

. from the octagon model, The results were quite surprising, Both sets
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of pilot model forecasts displayed much more detail than the corresponding |
octaéon moedel forecasts, CRMSE verification Scores were computed for the

interior points of the 3l2-point grid, i.e_; for a 272-point grid (17 x 16) R
using formmla (Bl7.2), Table 23 gives the Li8-hour scores for 850 and

500 mbe  The pilot model gave much better CRMSE scores at 850 mb, both

ettt Uiyt
- Level ‘pilot model pilot model . octagon model persistence
(mb) CRHSE (dkm) CRMSE (dkm) CRMSE (dkm) CRMSE (dkm)
850 Soh Soh 607 7.8
500 8.3 8.5 8.1 11.8

Table 23 ¢ Mean JB8-hour CRMSE verification scores for five cases,
The results are for the pilot model with latent heat ("wet"),
the pilot model without latent heat ("dryt) s and also for
the octacon model,

with and without latent heat feedback, and almost held its own at 500 mb,

This was in spite of the fact that the small grid boundaries were ke'pt
constant in the pilot model, whereas they were allowed to vary in the
octagon model because they were well inside the 1709-point integration
area. And in spite of the fact that the pilot model forecasts displayed
vastly more detail than those of the octagon model, Each of the five -
cases had one major low centre at 850 mb which could eaéily be tracked,

Some of these were passing through a deepening phase and some were not,

At 1,8 hours, for the five cases, the mean magnitudes of the displacement

errors of these major low centres are given in Table 2), » together with
the corresponding means of the absclute errors of their depths, These

dramatic low level improverents were well illustrated by the group of

850 mb height charts which were published by Kwizak and Davies (1969).
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Pilot Model Octagon

Mean magnitude " Units ftyet® Naryt . Model

Displacement  grid-lengths 1.7 2.0 3.2
error

Depth error  dkm 5.8 7.8 1.0

Table 2}y : Mean magnitudes of the displacement and depth errors
of the five major low centres in the L8-hour forecasts

of 850 mb height,

Some discussion is now in order to put these interesting results

in perspective, The pilot project established the feasibility of getting

" better forecasts by parallel operation, This was the original objective,

Houever, the startling improvements obviously came from the term

representing the eddy diffusion of potential vorticity, and not from the

_latent heat feedback., This was a complete surprise., The eddy diffusion

terms were originally introduced merely to preserve time continuity.
There is no doubt they serve this purpose because they eliminate the
need for smoothing, The reason that they also yielded unexpected

additional dividends can be explained qualitatively as follows. The

2. L
I o7y
short wave features of vorticity and -é-.-l-;a s 1.e0 E:Cmﬂ _\,}/“ s

tend to be exactly out of phase with each other, and of equal magnitude, -
Bat the potential vorticity is nothing more and nothing less than the

sum of these two quantities. The medium wave potential varticity patterns

therefore have the inherent capacity of implicitly containing short wave
vorticity features and their associated cormplementary short wave E} C m“l’/,n
!’_\!

_ nat
features, Further, as the prognostic equations of the model (6.1) are in

terms of the potential vorticity, this means that the short wave vorticity

and gc Yon ,{‘ features are advected along with medium wave advection

n=\ . .
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speeds, i.e. without the usual finite difference attermation associated
with short wave advection, In a sense, then, it appears that the eddy
diffusion term (9,1) permits the medium wave potential vorticity pétterns
to serve as carrier waves for the prognosis of short wave vorticity and
= C:mh%g features, which are then reconstituted explicitly by the
r:E;xation process vhich is essentially of a diagnostic nature,

The pilot project infegrations were not without their unsatisfactory
aspects, To begin with, none of the precipitation forecasts produced by
ihe pilot model verified better than their counterparts from the octagon
model, This was true both for thebtotal and the large scale precipitation,
It was thought that the.omission of the eddy diffusion terms from the
WUJ  computations might be one reason for this. Also, there were distorted

brecipitation patterns on the West Coast due to obvious boundary problems,

The second slightly disconcerting feature was that the latent heat feedback,

‘though clearly beneficial, did not play the important role that had been

expected, Cbviously, the adequacy of the approach based on (23,6) rmst
be questioned further, The practical disadvantage of having to solve the
finite difference form of (23,5) is that it involves a secondary relaxation
cycle. OCne final unsatisfactory aspect of the pilot model experiments was

not fully appreciated until work was well under way on the main parallel

model. This was that the depths of the lows at 850 and 700 mb were not

fully consistent with one another,

By the time the main pilot project had been completed, one thing had
become apparent. The normalisation procedure of the main integration
cycle, described in Appendix C, was becoming nore of a handicap than an

advantage, Consequently, a second pilot pfoject was run over the same

. 3li2-point grid to check out the three-dimensional relaxation procedure

described in Appendix F, This was fully successful in all respects,

The stage was now set for the main pvarallel model experiments,
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PART V_: THE MAIN PARALLEL MODEL EXPERIMENTS

24, Outline

The success of the pilot project led to the more comprehensive
experiments on parallel operation which'afe reported here, in PART V of
this thesis, Some preliminary planning and programming was doné in the
latter half of 1968, The main development work was carried out in 1969
and early 1970, This culminated in the integration of a series of eleven

test cases in May 1970, For comparison purposes, the same series of test

- cases was also integrated using the 1968 model, The highlights of thec

results are presented in Section 32,

In this thesis the parallel model experiments are reported as a

self-contained investigation., In actuality, of course, they constitute

part of the continuing research program at the CAO which is aimed at

producing better height and precipitation forecasts for operational

consumption. Two aspects of the experiments serve to underline this

broader context. First, some of ﬁhe nore successful features of the
current project were actually adapted for operational use while the new
work was still in progress, As mentioned in PARTS II and III, the 1970
model includes the eddy diffusion constraints, a version of the radiation
term, and several other smaller items from.the parallel nodel, Second,
several features of the parallel model are still in an eariy experimental
stage. These led to some obvious imperfections in the results of the test
integrations,

The main objective of the parallel model experiments was to inmprove
the precipitation forecasts for the second day. Evaluations of the

operational precipitation forecasts were quite clear about one thing,
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The main errors after 24 hours could be attributed o errors in thé
predicted depths and displacements of the f;ow patterns, Better
baroclinic forecasts were therefore a necessary prerequisite for improved
compufations of tomorrow's rain. This meant that the emphasis had to
be placed on imbroving the baroclinic model rather than on improving
the precipitation scheﬁe itself. The pilot project had investigated
the possibility of producing better height forecasts by a parallel
operation which included the feedback of the effects of latent heat,
The results showed vast improvements in the predicted depths and

displacements of five major low centres at 850 mb, But, somewhat

. surprisingly, the main source of these improvements turned out to be

a new term, the eddy diffusion of potential vorticity, which had originally
been put into the model merely to accomodate the latent heat expsriments,

The latent heat feedback itself had also improved the forecasts, but not

'nearly to the same degree, When the current project was undertaken,

therefore, it was assumed that research on the eddy diffusion procedure
had already been completed. It was assumed that further improvement;
would have to come from taking into account additional diabatic effects,
variable static stabilities, and the neglected terms of the vorticity
equation.

The baroclinic'model and the precipitation scheme were completely
reprogrammed in a highly.flexible manner for'the new experimenits on
parallel operation, The 1221-point grid was.retained for the baroclinic
model, and the 1015-point grid for the temperature and dew point depression

forecasts, However, the vertical motions, all diabatic effects, and the

precipitation amounts were computed for a 667-point grid, All three of
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these grids are shown in Fig, 1. As in the pilot project, the 700 mb
stream function field was made a full working level of the baroclinic
model, But the three~dimensional relaxation of Appendix F superceded
the normalised two-dimensional relaxations'of Appendix C, And the
special F> field of Pig. 3 replaced the standard one of Fig,.2,
Otherwise, the baroclinic model was formulated more or less as in Section
6, with a series of primafy constraints on the R;H.S. of equation (6.1)
and a secondary constraint on the R.H.S, of equation (6,2), Few changes
were made to the precipi%ation scheme, To facilitate the diabatic and
other experiments a large amount of climatological data was extracted

for the 667-point grid. This consisted of moﬁthly mean temperatures

'at 850, 700 and 500 mb, monthly mean sea surface temperatures, monthly
mean charts of effective ocean area, and monthly mean snow cover charts,
Appropriate daily mean charts of these quantities could then be inierpolated
as required,

The first phase of the experimenis centred on the diabatic effects,
Reasonably adequateAempirical fo&mulae were developed for the net heating
rates due to radiation effects and ocean heating, But, unfortunately,
it never became fully clear what should be done with these heating rates
once they had been obtained, ﬁor was it possible to significantly
improve on the way lateut heat feedback was hgndled in the pilot project,
Consequently, all diabatic effects were ultimately fed into the baroclinic
model via Petterssen's equation (23,5), a procedure which is even less
satisfactory for radiation and ocean heating.than it is for latent heat,
Many time-consuming experiments were carried out with variable static

stability and the neglected te.ms in the vorticity equation., They all led
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nowhere, Meanwhile, what were thought to be minor changes were being
made to the control coefficients, the ¥errain constraint, and the eddy
diffusion constraints, The most successful of these involved the eddy
diffusion procedure whose importanﬁe was donsistently under-rated

throughout the experiments, The details of the’innovatigns which were

actually included in the final series of test integrations are reported

in the'following Sections,
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The control coefficient matrix is given by the sum of two matrices,

one invariant and the other seasonally dependent, viz, 3

[Con) = [ Coa] —[ Cunsineee] -+ [ wn]

(25.1)
" where
- 2,625 2,625 0 0
1072 @t prt
[C ] 3.75 - 6.75 3,0 0
() - O 300 - 3.8 008 (25.2)
0 0 0.33 - 0,33
— . -
.~ -
1072 din ! prt
& [C‘] 1.25 - 1.75 0.5 0
T - 0 0.5 - 009 0.4 (25.3)
L- 0 0 L 0011 O.IU .
- - 0.16 0 0 o |
D"-““ - 0 - 0,12 0 0 10-2 kgt pl
0 0 -010 O (25.4)
0 0 0 -0,08
— -
and
X = 210 NC (25.5)
365

where NC is the day-of-year measured from'April 21 st, a month after the
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spring equinox, so that sin O(C': 0 on April 21 st and Oct., 21 st,
sinO(c‘:' on July 21 st, and sinolcz"‘ on Jan, 21 st.

This set of control coefficients was chosen for the following
reasons, From a linear perturbation anaiysis of the baroclinic model
equations (6.1), " the author -~ Davies (1967b) - had earlier concluded
that the control coefficient matrix should be symmetric. Consequently, the
first test runs with the parallel model were carried out with.(:'2==(:3' .
The resulting forecasts were unsatisfactory because the depths of the 850 mb
lows were inconsistent with those at 700 mb. The inadequacy of the lower
boundary condition, particularly with the.eddy diffusion térms in the model,
led to pronounced over-development of the 850 mb systems relative to those
at 700 mb., Some experimentation showed that th;s problem disappeared if

C2| was chosen to be about 40 to 50% greater than C,g » The
pilot model results were tlen re—eéamined for consistency between the
‘depths of 850 and 700 mb lows. Sure enough, there had also been relative
ove;-development at 850 mb in the pilot model forecastis, There were three
reasons why it had not been noticed earlier, First, the control coefficient
matrix (23.1) used in the pilot model experiments had fortuitously had the

(:Jll 25% greater than the c:lil . C?nsequently, the degree of
relative overudeveloéﬁent was much less noticeable than with syﬁmetric
coefficients. Second, no forecast 700 mb charts had been produced by the
octagon model, because no "reverse" balance equatlon program was available
for the half octagon grid used by the derived 700 mb stream function routire.
Phis meant that attention had been focused on the 850 and 500 mb levels for
which complete sets of forecast cha?ts were available, Third, of course,
the over-development was not absolute and so could not be discerned from

looking at the 850 mb charts alone. Special problems also arose with the
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linkage between 500 and 200 mb. Some preliminary eiperimenfs led to fwo
grincipal conciusioﬁs. First, the advection speeds at 500 mb are governed
largeiy by the magnitude of <:3b- o Second, the degree of intensification.
of troughs and ridges at 200 mb, measured relative to their counierparts at
500 mb, depends c;n the ratio C ’I-3 /C3l'. o For Januar.y cases, best |
results were obtained with comparatively large values of C 3 !;_ and
comparatively small values of CI‘.B ¢ For auturm cases the reverse

was true, Obviouély, the position of the tropopause must be & critical factor,
In January, when the 200 mb surface is usually in the stratosphere over most
of North America, the level of maximum wind will on the average be at about
" 300 mb and the 200 mb motions will be forced ones, High values of C 3 ll-
are therefore needed to compensate for the dynamic effects of ihe missing
300 mb, and low values of (C 1'3 / C3 l,.) are needed to simulate the
fairly heavy stratospheric damping at 200 mb. In the autumn, when the
tropopause is on the average much nearer 200 rib, there is no longer any need
to compensate for the missing level of maximum wind, Conséquently, }ower
values of (:Shp.muSt be used to avoid over-advection at 500 mb, and higher
values of ( C"I- 3 /CBI'L) mst be used to more properly allow for the effects
of tropospheric development at 200 mb, The experiments with C3I'.a.nd CII-3
led to the idea of seasonal variations in the control coefficients, In
general, obviously, the greater the magnitude$ of the control coefficients,
the greater the linkage between the levels, and the greater the degree of
development., Some experiments soon showed that more development wis needed
in January than in the autumn, Consequently, the control coefficients (25.1)

were selected for use in the final series of test cases reported in this

thesis,
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Some further discussion is now in order. According to (7.8), the
control coefficienté are supposed to vary inverseiy with the statié
stability, The static stability tends to be low in surmer, high in winter,
and very high in the stratosphere, One would therefore expect that, except
for (:4F3 ’ the' seasonal variations would be the reverse of th;se of (25.1).
The reason this is not so is that dynamic considerations have also to be taken
into account., For instance, as has already been mentioned, the level of the
tropopause is important for C:;b. in a manner only indirectly related to the
static stability. Similarly, the existence of fronts and jet streams means

that, in the regions of dynamic importance, the levels are dynamically linked

"together much more strongly in winter than in tbe autum. To some degree,

this stronger linkage can be simulated by control coefficients of larger
magnitude, Nevertheless, as will be seen from the results, control
coefficient matrix (25.1) is not fully satisfactory. In the preliminary
;xperiments Ssummer cases were not run because they are generally not too
interesting from the point of view of the model, The one éummer casF that
was run in the final series of integrations was a disappointment., Although
the sinusoidal variations seemed‘to work out reasonably well for the autumn,
winter, and spring, they appear to lead to.too little linkage between the
levels in summer., So it looks .as if the optimum seasonal variations should
have sharp peaks in January, but scarcely no Qariation from April to October,
This is confirmed by the fact that better results were obtained for Japuary
with even higher values of <:3b- than those given by (25.1), but it was not

possible to fit these and the optimum autumn values on a sinusoidal curve,



ds

It had been hoped that the change-over to three-dimensional
relaxation, described in Appendix F, would permit some experiments in
which the control coefficients varied over the grid, Unfortunately,

four problems arise, First, %g-t}iﬁ- cannot be evaluated in (6.1),

Before starting any integratidns, therefore, one has to assume something

like:
g—l‘m ;l‘ _\../,;chf\" KD*VZC"W; ‘?nf\v! 0

.31'. (25.6)

Second, it is quite difficult to compute the upper level static stabilities
without any forecast temperatures above 500 mb., One can do no better than
use the 500 mb temperature and the vertical wind profile to .estimate where
the tropopause is, Third, there are some problems with the convergence of

the relaxation scheme, Fourth, dynamic considerations and the inadequacies

‘of the upper and lower boundary conditions entered into the choice of (25.1),

so presumably they should also enter into grid-point computations of th .
Nevertheless attempts were made to overcome all these problems and s‘ome
integrations were actually ca;'ried out with the [C.vaariable over the

grid., The results were disastrous, The trouble appeared to be that the
magnitudes of the C’mn were correlated with the sign of the stream function
tendency, i. e. large th magnitudes were associated with tendency falls

and small C'M'f\ magnitudes were associated with tendency rises, To compensate
for this, the rising tendency areas therefore had larger magnitudes than the
falling tendency areas, and the forecast charts rapidly lost their meteorological
significance, Best results were obtained by making the C»m,\ depend fairly

strongly on the vertical wind shear, but this was merely a way of reducing
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the correlation wifh the stream function tendency. In any case, even
1@9 these.results were clearly inferior to those obtained with constant
control coefficients. The possibility of ﬁaking steps to eliminate or
cancel out the correlation was considered. For instance, the mean magnitude
of the positive and negative tendencies computed from constant control
coefficients could be enforced, and the variable [Z:yn;] integrations could
_be used merely to provide the ratios of the values at different grid points,
However, it was decided that too manj dubious steps had already been taken
in this particular venture, and that the time had come to abandon the idea
of incorporating variable [Cm\ until a thorough re-azssessment of.the
parallel model had been carried out. It is difficult to believe that the
real reason for the failure of these integrations was approximation (25.6),
or the method of computing the 200 mb static stabilities, or the problems in
‘ﬁ’ relaxation., Yet in the real atmosphere the stream function tendencies are
correlated with the static stabilities and this does not prevenﬁ the'
magnitudes of the positive and negative areas in the stream function tendenc&
fields being, broadly speaking, in balance, So it looks as if the ﬁ&ssing

terms of the vorticity equation, or smaller scale dynamical effects, must

become important with a variable static stability.
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26, The Eddy Diffusion Terms

The primary eddy diffusion constraint used in (o.l) has evolved

from (9 1) to the following form:

E )"{ (3‘)9) Pm,f)V ( V .,;H:-i. Cmn \Vn) (26.1)

where

. TT= !
.[Cm“] = [Cmn] - [Cmnsm dc] (26.2)
‘ |
[Cm‘,] is given by (25.2), [Cwm] by (25.3), and Xpby (25.5).

The main innovation in (26.1) is that the eddy diffusion coefficient has
become a full variable instead of being constant. In addition, however,
the Coriolis term and the empirical factors to centrol loné wave
retrogression, i.e. the [/Jmn] of (25.4), have been dropped from the

. potential vorticity. For convenience, define:

){ -(I)Q;Pm;i)‘." -li‘—ﬁ‘-){*(x,gypm,‘t) - (?6.3)

The finite difference form of (26.1) is taken to be:

LK <E > } UJ 12 LLh? LJ ?Oer 0>LLJm> w?\ze.y)_

otherwise

e )\’(x»wm IW {Kwh Hlexgt e

Fa)

l_U - ( M ) ’ (26.6)
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U= —J (W, [rvitts £1)
=T, [ Cort])

J= Kk, J/K

A | @) if m= 1,2
= i?é if ms= 3

L/1hn ‘{j I%;?‘ if Yn = h

m= 3,1,
[( /in)—z— (1 )]
2% o t)= 7 9, ¥y (1- 0, sin qc)

(26.7)

. (26.8)

(26.9)

(26.10)

(26.11) .

(26.12)
(26.13)

(26.14)

(26.15)
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@] . is the standard Jacobian operator (B11.1); K is defined by
(C1.3); [Cm“] is given by (25.1); O(c is given by (25.5) such that

sin &{s = - 1 on January 2}\ st and sine{e = 1 on July 21 st; and the

values of Ke. KD ' Q? and J‘ are given in Table 25.

The general time step equation has evolved from (6.2) to

W [u e aan{epf+ €]
- 2K [y Syt 24 {Q) + {Em) ]

where the value of !<T’ which may be regarded as a coupling constant,
is given in Table 25; and A’t 4s as usual the time step of one hour.

However, the time step equation which is used for the first hour remains

unchanged in the form (6.3).
The finite difference form of the secondary eddy diffusion constraint

.used in (26.16) has evolved from (9.5) to:

<£m>’t;‘ <£m> ,t " EX¥> [ 2 <£m>' 20

CE! bthegifimﬂ yER| s
TKEMN =A< e
(e° >, <€, >I m=1,2,3

CEDIT = (e m=b




LY <1 5

<£,,>lt=: K Ko a;"sindc)[l-l-(f-.to)dg (l-:- acNe) 7yt
+ K Kp(l" ay St ndc){}P[\VJPP-F iELVJNN} (26.20)

l Af I YY' Z \/B
3’) = 3.); i Vg2 ,}Z*]) \/C (26.21)
O « Jy|l<sVe

P () (Vi)

P (Ve Ve P (Ve IV1)* (26.22)
[ i lMYl >V |
3~ = %j; ir \{4 >'yY‘ > \/3 ) (2;_23)
O i - l yYI < \./B '
3 * = (VA - VB)Q’ (VA - Iy*l) '2‘ (26.24)' .

N (Va=Ve)l - (Va-IvT)
(t—to) is the time in hours measured from initial timé; the

]
operator occurring in (26.19) is the standard smoother (B3.1); E JPP

and E JNN are the second derivative finite difference orerators

(B18.1) and (B18.4) which are taken parallel and normal to the flow
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respectively; KK 1s defined by (C1.3); ¢ is given by (25.5); the
% 1'ra1ues of Kd'KD 0 \/A ’ VB 'VC .0: ’ Q,) , qt- and qe are

given in Table 25; and NS is the low tropopause marker of Appendix G

whi¢h has a value of unity if the tropopause is very low but a value of

zero otherwise.

Constant Value ' | Units

‘§° 7.063 x 1073 din™! hour™2

J 0.5 dkm  hour™!

o9 0.3333 -

o 0.5 | -

0 0.03 hour™>

Qe 3.0 ' -

@ , Va 9.852 x 10° din  hour™t

Ve  7.389 x 10° dm  hour™}

Ve 4.926 x 107 dkm  hour™! .
K T 0.025 - |

K4 0.6 ' da
: KD , 3.0 dkn

KJX. 0.516 x 107 . cikm2 bour'l ’
K‘p* 2,577 x 107 dkm? hour™1

Table 25: Values of the constants used in the eddy diffusion constraints

of the parallel model.
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The revised mathematical formulations for <Em> and <E h‘\> appear
somewhat formidable, However, they have evolved in a rational manner
from the simpler expressions which preceded them. Certain inadequacies
were found to be associated with the use of (9.2) and (9.5)« "l‘he causes
of these were tracked down and eliminated one by one, but in the process
the formulation grew more elaborate. The KT term was introduced into
the general time step equation (26.16) at a comparatively late stage of
the experimentation as a precaution against uncoupling problems of the
type discussed by Robert, Shuman and Gerrity (1970). This term therefore
has no direct bearing on the discussion that -follows, However, mild
* uncoupling oscillations seem to be associated with the diabatic effects

and the amplitudes of these were greatly reduced when the change-over
was made from (6.2) to (26.16).

In the first experiments it became apparent that the eddy diffusion
scheme used in the pilct project had one major drawbacke. Cold‘ lows which
are essentially barotropic in nature are smcothed 01;1; guch too heav‘ily.
The reason for this was not hard to find. Vhen W ( g}c?m\‘k‘\) is zero,
the primary constraint (9.1) reduces to Kg VQQ and“t‘l:e eddy diffusion
term merely acts as a. heavy smootker. So -the improvements in the prediction
of baroclinic short waves had only been attained at the cost of some
deterioration in the handling of barotropic éituations. Once this problem
had been diagnosed, the solutlon was qualitatively quite obvious. The
coefficient of eddy diffusion of potential vorticity had to be made large
sn baroclinic short waves and small or even zero in barotropic situations.
Physically, this makes good sense. . One expects rmch more eddy activity

to occur in barociinic short waves than in the barotropic areas of the map.
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Unfortunately, it was not such an easy xﬁatter to lay down quantitative
.rules for the variation of )‘{D(I, y)Pt‘c\y {):over the grid. The final form
(26.15) was only arrived at after ; fair amount of trial and error
experimentation. The quantity am defined by (26.8) serves as the
prihcipal diagnostic of baroclinicity; the factor f(am) given by
(26.13) is in effect a sophisticated on/off switch. Certain complications
caused by the presence of jet streams made it necessary to introduce a
similar M variation at 200 mb, and it turned out to be advantageous
to carry this over to 500 mb in a milder form. As it stands, (26.15)
is probably slightly'deficient because it gives low values of )‘{D(I) y, Pm,'o
dovn the axis of a baroclinic wave where 9:: passes through a change
of sign. The seasonal variation was introduced because expei‘iments showed
this to be advantageous for January and autumn cases; no experiments were
done with summer cases. Once again this makes good physical sense. One
' expects more eddy diffusion of potential. vorticity in January than in the
autumn, However, it might be preferable to have the seasonal varia:cion
implicit rather than explicit. For instance, a dependence on the
temperature gradient could be built into (26,15) in such a way that
){D(x Y Pm,i) would naturally be large in the winter monlis wilthout
hav:l'ng to introduce the Sin ¢l factor. The ( }.l“\“] contribtution to the
control coefficient matrix was dropped from (26.1) because it appeared
to lead to some small anomalies. Phg;sical considerationé led to the £
term also being dropped from (26.1), though its presence or absence did
not seem to affect the forecasts very much., |

Six distinct problems arose in conneqtion with the secondary

constraint. The'most disconcerting of these concerned slow moving cold
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lows_with anti-symmetric flow patterns around them; 4i.e. with a stronger
fiow on one side and a weaker flow on the 6ther. In the real atmosphere
these lows drift around slowly in the direétion given by the stronger
flow. In the model the same lows tended to become more symmetrical; i.e.
the actual low centres migrated from the strong flow side to the weak flow
side. Unfortunately, this meant that in the model the lows moved
perpendicularly to their actual traqk in the real atmosphere. Though both
real and model motions were slow, the discrepancies in position could
become as much as two gridlengths in 48 hours. An investigation showed‘
that in such situations an application of the standard smoother (B3.1)

has the same kind of effect, but it is much harder to detect unless one

is actually 1ookipg for it. The problem was overcome by not allowing the
eddy diffusion term of (6.2) to change the sign of the originally-computed

stream function tendency, nor to reduce its magnitude by more than half,

"At the same time a restriction of a similar nature was placed on the

primary constraint; this is embodied in the LTJVI\ of (26.4) and (26.6).
The second problem was that strong flows sometimes became a 1little ;oisy,
though without becoming computationally unstable. This was overcome by
introducing the non-isotropic dynamic component which constitutes the
second term on the R.H.S. of (26.20). Briefly, it acts in the following
manner. Moderately strong flows are subjected to a strorng additional

eddy diffusion effect in a direction parallel to the flow, but not normal
to the flow. Very strong flows are subjected to a strong additional eddy
diffusion effect of the standard isotropic type. Flows which are not
strong are not affected at all. The third problem was that the application

of the secondary constraint led to a spreading and weakening of the 200 mb



<0

jet streams, essentially because they became smeared into the cold air.
Naturally, the incorporation of the dynamic component made this defect
worse than ever. The solution was to adopt the special procedure indicated
by (26.19). The net eddy diffusion term at 200 mb is computed by subtracting
a smoothed eddy diffusion component from the original.gross value. The
fourth problem was that the same eddy diffusion coefficient gave predicted .
charts which wers too smooth in January and too detailed in the autumn.
This led to the introduction of the seasonal variation in P(d e« The

fifth problem was that fairly small eddy diffusion coefficients gave the
best verification scores at 12 hours, but larger ones fared better at
48-hours. So a time-dependence was built into the formulation. The
current increment rate of 3% per hour leads to the jnitial values being

increased 5% times by 48 hours. The sixth problem concerned the behaviour

~of cold low centres in the Arctic during the autumn., These seemed to fill

fairly rapidly in the atmosphere, but not in the model. On the other hand,
similar cold lows in mid-latitudes tended to persist both in the atmosphere
and in the model. So to re-insert the primary constraint was out of the
question. It was suspected that the différences in behaviour might have
something to do with the Arctic cases having very low tropopauses.
Consequently, the low tropopause marker procedure of Appendix G was
developed to permit the applicatién of a heavier eddy diffusion coefficient

in such recalcitrant regions. This appeared to be satisfactory for the

"autumn cases. Unfortunately, a major computer hardware change became

imminent when the development work had prqgresséd to this stage. Further
experimentation would have meant lengthy delays in the completion of the

project. Consequently, it was decided to go ahead with the running of
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the final series of test cases. Regrettably, the results showed quite
clearly that the special low tropopause procedure is inappropriate for
January cases. |

‘The whole eddy diffusion proceduré described in this Section has
one grave drawback. It concerns the treatment of two low centres when ‘
they are quite close together and are of about the same depth. In sucﬁ
cases the 1968 model is only able to resolve one low centre. It predicts
a broad flat trough linking the two real lows. But at least the predicted
trough is in approximately the correct position. As mentioned in Seection 22,

this is because double-low systems move more slowly than their single-centred

_ counterparts in the real atmosphere, and the systematic under-advection of

850 mb features by the 1968 model nicely compensates for this phenomenon.
The parallel model is still only able to resolve one low in the middle of

the tvo real centres,But then the primary constraint leads to an anomalous

"deepening of this unreal feature, and proceeds to move it along in the flow

juét as if it were a real solitary vortex. Some attempt was made to devise
a dlagnostic procedure to detect the presence of double-lows, and then accord
them special treatment in the prediction cycle, However, this particular
line of investigation only led to the design of highly efficlent noise
amplifiers, b | |

It is interesting to compare the eddy diffusion procedure deseribea
here with that used by Smagorinsky, Manabe and Holloway (1965). They also
used variable eddy diffusion coefficients..ﬁut these depended only on a
property of the total horizontal flow which they called the total horizontal
deformation. They did not take the baroclinicity into account when computing

the horizontal eddy diffusion coefficients.
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27 Mountain and Friction Effects

The primary constraints due to terrain, Gm s are given by

- L1 '
m 9~G + ('“Q‘I)Gm m=1,2,34 (27.1)

¢= X (18006-200) |,
‘ 8p* (P, - 200)

T
G, = G; = G,l_—“: o; (27.2)

/'35: { (Pm'— 200)V2WQ -
3/ go rm
Gli 2{ (Pg—200)%* (27.3)
3£ w
. 2 e <
\ (Pg"zoo) if PS Pm
| i1 Py 925 o
g =<(B-775)150 1= 77s<p <925
© ¥ hA<L775

API is 100 mb, and w9 is given by the analytical formula (D1.2).
The finite difference versicn of UJB is computed using (D1.12) except
tﬁat @ and v are evaluated at (t—l) in the mountain term
as well asgm the frlctlon term. When P9> 850 mb, as in the pilot model,
the 850 mb stream function wind is taken to be the wind at ground level,

In addition, the special P9 field of Fig. 3 is used instead of the
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standard P9 field of Fig. 2 The standard Cd field is retained,

@ Before entering into a discussion of the comparative merits of

X 1}
Gm and Gm s it is helpful to guickly review the principal

effects of each component of the terrain term, The mountain term comes
into play most forcibly when a westerly flow crosses a north-_-soui:h mountain
range, It results in a pronounced ridging over the mountains and the
formation of a lee trough down wind, The friction term comes into play most
forcibly in 850 mb low centres, It produces a filling tendency which therefore
serves to counteract any development that might be taking place, This effect
has been discussed by Danard (1969b). The G-:‘ term is a form of lower
'boundary forcing very similar to (D1.,1), The Gﬁ term is a slightly more
sophisticated form of terrain-induced divergence forcing than that described

in Appendix Dj it assumes that the terrain-induced vertical motion, w9

falls off according to a 3/2 power law, viz:

3
/-200, -

(27.5)

I
Experimental integrations were carried out both with G‘m': Gm and with
n ,

Gm - Gm o The following observations were made about the
comparative effectiveness of the mountiain term in the two approaches.
Ridgzing tendencies over the mountains were usually under-estimated with

Y ‘

G.m s but handled quite well with Gm o« On the other hand,

the pressure level variation of the amplitudes of the lee troughs was much
o (;fI . . C;Ir .

more realistic with " than it was with " o In particular,

500 mb short wave troughs moving down wind from a mountain area were slowed

I
down quite realistically by Gm s whereas they usually had an excessive
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tendency to stall in the lee trough position with Gﬁ o« While the
important mountain effects are somef.imés handled better by G: and at other
times .'by G: s it seems that the important friction effects are always
handled better by Gr{‘ . Thig is‘because the friction component of Gm
has a very similar effect to the reduction in magnitude of <:|2_ § both tena
to keep the depths of the 850 mb lows consistent with fhose at 700 mb, In
fact, it is slightly disconcerting to find that the formulation of the terrain
constraint is not entirely independent of the choice of the control
coefficients, With Gi one can use a slightly larger magnitude value of Cl?.
than might otherwise be possible, because any over-development tendencies
at 850 mb will be strongly counteracted, As will now be evident, the final
formulation of the terrain term (27.1) is a compromise which combines the
X I

advantages of G;h\ in lowland areas with those of G;rn in the mountains,

Some of the inadequacies of the operational precipitation forecasts
ha& been blamed on the excessive smoothness of the standard f%; field of
Fig. 2 . The special Fb field of Fig. 3 was therefore prepared fo? use
in the current experiments, It portrays actual geographic features, such as
the sharpness of the West Coast mountain rahgés, in a much more realistic
fashion than the standard Fb field, Also, the effective mountain height
at a grid-point was taken between the maximum and mean heights in that
neighbourhood, instead of simply the mean height, As will be evident from
the results, the use of the special p9 field improves both the precipitation
forecasts and the height forecasts. Hovever, these better forecasts were
not obtained when the special Fb field was first introduced., There were
a few snags which had to be ironed out firsf. One problem which was

encouniered was the uncoupling of odd and even-time steps. The author
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attributed this at least partially to the use of current hour values of

the terrain term, and so a change~over was made to ( hour - 1 ) values for
both the mountain and friction’components.' As mentioned in Apﬁendix D,
Creswick and Olson (1970) independently decided that the friction term should
be evaluated at ( hour - 1 ) in an eddy diffusion model, Ahothe; disadvantage
arising from the special Fb field seemed to be associated with the use of the
absolute vorticity as a factor of the terrain constraints; e,g, as in

in (Dl.1), Two-gridlength waves appeared in some places as a result of the
mountain forcing, and these could not be fully suppressed by the eddy

diffusion terms. The reason for their persistence with appreciadle anmplitude

.was that the two-gridlength mountain forcing was effectively amplified quite

strongly by the two-gridlength vorticity factor. This problem was cured by
eliminating the relative vorticity gltogether, and just leaving the f as

the multiplication factor, However, this must reduce the effectiveness of the
friction tern, Theoretically, it should also mean that the mountain term leads
to e;cessive ridging, and under-emphasised lee troughing, Bui this is not a
matter to be too concerned about because in the past the mountain riéging
tendencies have always been under-estimated, In retrospect, therefore, it

can be seen that it would probably have been better to us zs o — i, e,

the absolute vorticity subjected to the standard smoothing operator (B3,1)

—— instead of f in (27.2), though possibly not in (27.3).
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28, The Diabatic Effects: I & II Latent Heal Release and Absorption

. The latent heat released by large scale precipitation was computed
in exactly the same way as in the pilot model; i.e. the special heat
function H i is given by (23.2)s The only refinements concerned
differentiation between the liquid and ice phases, and some special

procedures in mountainous areas. Attempts were also made to treat

_ the latent heat released by small scale precipitation in a similar

manners Hovever, these were soon abandoned. Latent heat feedback
from small scale precipitation resulted in anomalous lows sprouting up
all over the place. These immediately began to generate large scale
precipitation, which in turn made more latent heat available for
development, and thereby hastened the degeneration of the whole map
into a non-meteorological mess. It therefore seems reasonable to
conclude that in the atmosphere the latent heat released by small scale
’precipitation serves to amplify only the small scale circulations, and
that there is no direct linear feedback of any significance to the
synoptic scale motions. At least this is probably true for disorgar;ised

convective shower activity, whether air mass or frontal in nature. For

organised convective shover activity, such as that sirmlated by the large

scale precipitation contribution to the induced instability shovers (20.11..1),

it may be a different story.
There is a 103 difference between the latent heat of condensation

of water and the latent heat of sublination of ice. Consequently, it is
worthwhile taking into account whether large scale precipitation originally
forms in liquid or solid form. This can be done quite easily by replacing
the L. in (17.5) by an effective 1ate;1t heat, L , glven by:
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L T2 T,

L*= (R-Ti)l_ + )(TL—Tm)La | = >Tm>T,_' 8.1
(T.-%')

L: T T,

wm= 850,700,500

vhere the numerical values of L R L L9 TL s and T are given in

Table 26.
quantity value units
L 2.5 x 1020 . gm cm? sec~2/(gn Ho0)
, ' LL 2.8 x 10%° o em® sec'z/(gm H0)
@ ' _ . TL - 10 C deg
| T,_'_ . - 20 C deg

Table 26 : Values of the constants used in the computation
of the effective latent heat,

It is also easy to take into account the amount of latent heat
absorbed due to the thawing, evaporation or sublimation of large scale
precipitation as it falls through a dry layer from the layers above,
The special heat function (Al.ll;) associated with this kind of process

is defined to be HZ s and is given by:

®
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G = (1),
(B), = (L,
(T = (1), + (7).~ (T)
(Ths= Ez2 )+ EX(Y),.
(28.3)
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E 55 Mes otherwise
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(o) E85' M?O Mgs oﬂuerwise

A 50
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M?O and Mgs are given by (21.3) ; ESO

71
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’ 85 and E
are given by (21,4) ; and L and L b are appropriate latent
heats obtained as indicated in Appendix H , The release of latent heat

causes some technical difficulties in mountain areas 3 1if one is not very

DY
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careful one finds lows developing inside mountains., Consequently, before
@ actually being used, the qua:tities (H|+ Ha)m are pre-mltiplied by a
mountain scaling factor , ¢m s whose values are given in Appendix H

For reference purposes, this process may be indicated symbolically by:
| h
(Hl + H?)m—) ¢m (Hl + Hﬁ)m (28.1)

‘ As will be explained later, latent heat effects are fed back into

the baroclinic model by the method developed in the pilot project. There
w;are a few misgivings about whether doing it in this way is 1003 effective.
Accordingly, it is appropriate to make some general remarks about the
results of latent heat feedback. As in the pilot project, the presence

of latent heat feedback generally leads to small improvements in the
forecasts; the 850 mb lows are slightly deeper and move ahead

slightly faster. These improvements were reduced to an evén smaller

significance when the change-over was made from the eddy diffusion techniques
of the pilot model to. the more sophisticated ones now in use, Presumably, .
most of this drop in significance is due to the inadvertent rgductiori in
precipitation amounts which has alsp occurred; and so the interactions

with the eddy diffusion terms are probably not of any great importance,

What is :i.mpoi‘tant is that the effectiveness of latent heat feedback depends

greatly on the termerature., From the values of P(T) in Table 5 one
would expect that, from the temperature variation alone, the latent heat

feedback in low centres in really warm air would be about two or three

tines that in similar low centres in mid-continent in winter, Bult after

running a few cases one gets the impression that the difference in

sensitivity between warm air and cold air reflects a difference in the
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effective amplification of the deepening' rates by something more like an
érder of magnitude, Moderately intense l.o{r centres in cool air are only
slightly affected by latent heat feedback, but quite weak low centres in
warm air seem to deepen quite strikingly. This difference in behaviour
could not hinge on the use of Petterssen's equation (23.5)¢ In fact, as
it stands (23.5) is not quite consistent with the static stability

~ assurptions of the baroclinic model, namely that ( 0‘/ 'F) is constant
at each pressure level, Equation (23.5) was derived assuming O~ to be

constant, The variant of (23.5) which assumes ( O’/ f) to be constant

works out to be:

2 2 - |
Vulsefdwl_ £ V’(ﬂa_) (28.5)
T 9F° o f

Some of the first integrations were actually carried out with (28,5), but
it was soon discovered that the ( | / f ) factor on the R.,H.S. merely
enhances the dii‘fereﬁces between warm and cold air. Consequently, .
(23,5) was re-instated in the model, Another possibility was that

the presence of the 'Q factor in (23.6) unduly favopred 1:,he warm air,
Accordingly, some exmeriments were run with Q instead of '6, e No real
differences between the behaviour of warm and cold air were noted, However,
some two gridlength waves made the charts look a bit noisy, As )
mentioned in Section 27, the same kind of phenomenon was encountered with
the mmmﬁ.in term using the special P9 field of Fige 3 when (0] 'Was
substituted for 'F in (27.2) and (27.3). Consequently, it was thought
best to revert back to the use of fo . In retrospect, once again, it

seens likely that Q or even just F ‘would have been a better choice,

But, even so, it seems clear that the ﬁ factor in (23.6) doés not
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explain the difference in sensitivity between cool air and warm air,
One important physical factor which has been ignored so far is the formation
of large scale clouds, Presumably, there is about as mich latent heat
released by the formation of clouds as there is by the production of
precipitation, But this would still not explain the sensitivity difference
unless 'the ratio of condensed water in large scale warm clouds to that in
large scale cold clouds were much less than the cofresponding ratios,
i.ee 2 or 3, for the unit condensation rates, UP (T) o« This raises
another important physical factor which has not been taken into account
so far, n.;amely the degree of organisation of the precipitating units,
It could be that the low centres in cool air are deepened more efficiently
by the release of latent heat than their warn air counterparts, simply
because the precipitating units are larger and more highly organised,
This hypothesis is confirmed by the unsuccessful experiments with latent
heat feedback from small scale precipitation.

To summarise, the main conclusions of the latent heat feedback
experiments are as follows:

(1) Iatent heat released from disorganiéed small scale precipitation
does not directly affect the large scale flow patterns.

(ii) Warm air low centres appear to be slightly over-sensitive to the
release of latent heat from large séale precipitation, but similar cool
air low centres appear to be moderately under-sensitive,

(1ii) This difference in sensitivity does not aprear to have a mumerical
explanation, '

(iv) The only physical hypothesis which seems to account for this
difference in sensitivity is as follows. First, latent heat released
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by large scale cloud formation should be taken into account. Second, the
efficiency with whiéh the release of latent heat ‘=~ both from large
scale precipitation and from large scale clouds == drives the synoptic
scale systems depends on the degree of organisation and the scale of the
main cloud formations and precipitatings units. Third, this eff::Lcn'.ency

appears to be greater for cool air than for warm air,

The physical hypothesis which has just been stated could have
an important implication for future models, This is that the special
heat functions for the release of latent heat. from 1large scale
"precipitation , H' s should be multiplied by efficiency
factors, €p » before being used to compute the feedback, These
efficiency factors would supposedly take large scale cloud formation
and the scale and degree of organisation of the precinitating units

into account, From experience gained so far, it looks as though eH

0.6 in very warm air to about 3 ina typical

.

should vary from about

low centre in mid-continent in winter, and it also looks as if there
should be some latitude dependence. So the first experiments could be

done with:
e, = (1.8-012 T,) /G . (28.6)

Efficiency factors to take cloud into account were actually tried in
one experiment, but a constant value of 1.33 was used everywhere for QH o

Unfortunately, this made the warm air lows more sensitive than ever

without helping the cool air lows very much,
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29, The Diabatic Effects: III Ocean Heating

The special heat function, H.- s used to represen’c. ocean heating

effects is given by the following emplrlcal formilags

~AR{m)-T 'J [T+ T T,,\J]
Po( (hon T (ha T,

(H)- 'A“ B0 'Z’u]f% 7"‘7) L)<

0 T (T T

m

Where .
.1-!
ﬁo&;‘&*&o __L [:C‘ m-. ](Cd mn
.(h&)h\ = ' " ‘G io Z [{" ")m."(oo’ IS “'\’J (2902)
| = 856,700, £0¢

and

Yd,,t};, Tﬂ: y ( ac,)m y ( bd)m, and (q,_,)m are given by Table 27,
For routine use, of course, forimla (29,2) could be converted into tables,
but there is no point in doing this while (“o()m is still in semi-experimental
formn, The (T ot/ are fields of effective ocean equilibrium temperature,
i.e, fields of temperature at 850, 700 and 500 mb which are in moist adiabatic
equilibrium with the ocean surface, They are determined by the method
déscribed in Ammendix L, The A o is a "climatological® field of
cffective ocean area which is assigned a value of 1 over .open oceans,
0.1 over frozen oceans, and mcteorologically appropriate values over land

areas,

The first emeriments with ocean heating were carried oult without
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the factor (I'\d)m s l.es with ( hc\’)m effectively equal to unity. The
principal effect was thus that tem)era:tures were warmed up exponentially

at constant pressure to the effective ocean equilibrium temperatures, and

~ the time constant for this process was /t P The secondary effect

was a similar but much smaller "counter-gradient" constant pressure warming

with time constant ,L/ﬂ o

. Level (mb)
Constant Units
. 850 700 500
) 4
’L o . 10 10 10 hours
Ts 100 100 100 hours
Tp 10 10 10 . C deg
q“ 5.5 1305 2900 C deg
bo; 0,091 0.22 01 -
C 33 3 -

Table 27 : Values of the constants used in the ocean heating term.

The Ao( factor merely provided a means to éllow quasi-ocean heating
effects over vegetation and lakes in surmer with the same formula.
This meant, of course, that ficticious but not unreasonable "ocean
foemperatures" ’ T¢ s, had to be specified for the land areas,
However, far too much warming took place in the tropics without the

/ ”'I.,hm factor, This happened because the.spread between the moist and
dry adiabatic lapse rates becones very large when the temperatures are

very warm. In the tropics, in-fact, the actual 500 mb temperature are
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are normally mich cooler than (‘1; 5o * The expression (29.2) for (%d)m
was developed by “briai and error, and has now evolved into a form that
gives reasonable constant pressure warming rates over the ocean areas of
interest. At least the verformance of (29.1) under static conditions now
seems acceptable, As will be discussed later, it is extremely difficlt

to pass judgement on its dynamic efficacy. One reason for this is that
there is some difficulty in incorporating H3 into the vertical motion
corputations, Similar problems occur with the ra iztion heat function, H ['_ s

and these are discussed in the next Section, Also, the ocean areas are

‘at best regions of low data coverage. However, in spite of the peculiar

things that sometimes happen in the no data areas, one is lefi with the
impression ‘that the weakness of the present forrmlation is that it does

not permit the latent heat effects and ocean heating to reinforce one

another in a grand enough manner off Cape Hatteras. Yet, if some kind of

reinforcenent were permitied everywnere, the no data areas wonld go

corpletely wilde The pragrnatic solution tould therefore be to permit

reinforcement only in the region just off the East Coast, and howhere else.

The ocean heating and radiation terms vere developed separatelye

Tt therefore cane as something of a disappointment to discover that the

tuo effects, when combined together, tended to cancel each other out to

some degree., This occurred estecially in northern latitudes where the

constant pressure ocean heating rates had been chosen to give desirable

net constant pressure warning rates. Consequently, 25 an interim measure,

to avoid interactions during the first experiments, it was decided to

r 4
multiply the radiation term by ( I"“ Aﬁ\ . .This measure means that

(29.1) has to be regarded as the net offect of ocean heating and

radiation acting together.
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i A
The effective moisture source, ,; s assumed to be associated

with the ocean heating effects of (29,1) is given by:

A Sm A
{,t + L if wa .,<(1;>m

t— | -
A S { L ",';)mg T K ('l;,)m-r'{/; (29.3)
P

o Tt->(T 'a

th

»n 1

vhere (hd)m is given by (29,2) and L/ ® ? 'LJ'B s and —l; are given

n .
in Table 27. rS- may be regardod as a component of r far substitution
into (19.3) additional to the F and. r of (19, 6).
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30, The Diabatic Effects: IV Radiation

The special heat function, H L. * vhich is used to simulate
net radiation effects, including those due to the cooling or heating

of the underlying ground surface, is given by the empirical formula:

( 1,) r-:,, Tam{(‘ :5[7 It (A ,\(“Tm J
| ~ Xy [1,\ 273 ] } 002

w= 850, 700, oo

where ] ' ‘

X, = (1~ Ax) X (30.2)

xh’ = st (¢)—~ {/@ if ,/45 /5 < A,) L (30.3)
o T g2

(Amnf" -X (A )n o8 -r-%—l*’ By( ;>) (30.1)
X; = (l-—A«)(lmXJ) - (BOfS)

| ( £ p > 1000
B() - ? (30.6)
DY) R < Ie 0
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(ﬂ(fl‘f)m = ‘3";/' ! (en’m + Qmmn\gn\) (30.7)

, if S\\f S% and L,U\( 0
(Sy= Sk (8-, S o
gb“:*éi? : A ir $KEL .5:__),. and ¢ \( 9]
\/ S S | .8
Om :\ (S g.‘>6\c if53<5 <S§ and UJSO (30.8)
- ba :

(=9ac 1 S<SF w w0

. O i $3 8y

(S%) _ (T nf-'__ T::() y (_,};\;:nn__.{;x-) 25,
m

B (30.9)

S e (T M)cs,

*
AK s 0ys Qg Sg and T.S are constants given in Table 29 3
the (.T;’)m are the climatological temperatures interpolated from the
nonthly mean charts; A o is the effective ocean area field described

in Section 29 ; x& - is the local time-of-day in hours measured fron

midnight; ¢ is the latitude ; ‘é IS is the latitude at which the sun
) . 5
is overhead at mid-day, taking north of the eguator as positive ; S is

given by (1508) or (1509); the Qm ’ me\ I and emm\n are
linearly interpolated from Table 28 according to the value of P9 s
except that 1000 mb values are used if P9 > 1000 ; and in the
surmmation of (30.‘7) the subscripts n = 1,2,3 correspond to 850, 700 and

-
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m e e :
" n Qum  @am @3 @3 @33m Py

.‘ 1 18 0 0 12 0 0 0 1000
2 - 96 18 12 -2} 0 -12 0 1000
3 68 60 24 L8 k8 -8 0 1000
1 39,36 O 0 8,6 O 0 0 - 925
2 78,72 32,64 8.16 16,32 O 8,16 O 925
3 137,76 10.8 16,32 32,6l 32.6h -32.64 O 925
1 52,8 20,16 S.i -10.8 ‘0 BA 0 775
2 52,8 20,16 5.l 10,8 O -5 O 175
3 92.); 25,56 10.8 2.6 2.6 -21,6 O 775
1 17.86 1l  S.6h 11.28 11,26 -11.28 0 . 625
2 47.88 1h.1 5.6 11,28 11.28 ~11,28 O 625
3 47.88 1l 564 1L.28 11,28 -11,28 O 625

Table 28 ¢ Values jn hours of the @m » o » and Zyampn uwsed in

the computation of (‘“{9 o vhen Py = 1000, 925, 775

and 625 mb, In the notation a subscript of 1 corresponds:

to B850 mb, 2 to 700 mb, and. 3 to 500 mb.

Constant _ Ievel (mb) : Units
850 700 500
A!S . 8 L L.h C deg
03 17 17 17 -
Os 0.1 0,1 . 0. -
Szf 10 10 10 C deg
*® .
‘TS 40 - -ho =10 C deg

Pable 29 ¢ Values of the constants, othar than the e-factors, which
are used in the corputation of the radiation term.




10

500 mb respectively.
" The main properties of the preceding formilation will now be

discussed, The first thing to note is that over the oceans the temperatures

are merely restored exponentially to their climatological values with

a time constant A{a . This feature was built into the scheme as

an interim measui'e to cope with the ocean heating interactions mentioned

~din the last Section. One extreme of (30,1) occurs in lowland areas
during the polar night. At constant pressure the temperatures cool off
éxponentially to absolute zero with a time constant of (fog> N

Under dry and cloudless skies the typical constant pressure cooling
rates arising from the values of the constants listed in Tables 28 and

29 are about .2, 2,1, and 1,1 C deg/ day at 850, 700, and

500 mb respectively, The corresponding constant pressure cooling rates
for completely cloudy skies are about 1.1, 1.1, and 1,9 C deg / day,

-again at 850, 700 and 500 mb respectively. Conditions of partial
cloudiness, c;r moisture presence without cloud, are deemed to occur .

vhen (30.8) gives fractional values for the Xm « These lead to
gppropriate constant pressure cooling rates of the same-order' of magnitude
as those for completely cloudy or c':orrq)letely dry skies; the actual values
will always be intermediate ones at 850 and 500 mb, but can be as high as
about 2.3 C deg/ day at 700 mb, At the other extreme of (30.1) are

_ the hypothetical diurnal changes that would occur in tropical lowland

deserts :m sumrer, if there were such areas inside the grid., Under dry

conditions and with climatological temperatures the noon-time constant

pressure warming rates would be 2bout 3, 0.75, and 0,1 ©C deg/ day at
850, 700 and 500 mb respectively, and the corresponding midnight constant

pressure cooling rates wonld be of the same magnitude, Under completely
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cloudy conditions these values become about 0,75, 0.2, and 0,2 deg ¢/ day
respectively at 850, 700 and 500 mb, Similar magnitude diurnal changes

would take place with non-climatological ’ogmperatures , but then either the
warming or the cooling would be of largei' magnitude so as to tend to
restore the daily mean to the climatological value, To most regions of
the chart, of course, forrmla (30.,1) assigns appropriate values of HQ.
interpolated between the extremes of polar night and itropical desert,

The first radiation experiments were carried out with a rudimentary form

" of (30.1)s The most irregular aspects of the results were strange little
anomalies which occurred in the mountain areas. Consgquently, a dependence
.on D g had to be built into the forr;mlai';ion to overcone these
difficulties., Another point worth mentioning is that the numerical

values presently assigned to the various constants are not necessarily
optirm ones, Theré are three reasons for this. First, and most important,
the values of the constants depend on the use to bé mnade of '—lh— o« The
warn.zing and cooling rates gquoted are not realised in practice because
radiation effects do not take place at constant pressure, For instance,
consider what would haprmen with polar night cooling under zero horizontal
flow conditions, The subsidence which would occur would tend to raise

the air at a given pféésure level, and would thus counteract radiational
cooling, Unfartunately, as will be seen later, there are difficulties in

predicting the right amount of subsidence for a given distribution of HL,. .

So compromises have to be made which involve Hl;. itself as well as

the method for predicting the suosidence, The secomd reason for the

current ambiguity of the H ll- constants is that the moisture dependence
has deliberately been under-estimatéd. With a zétrongér mnoisture

denrendence the model became over-sensitive, so that moderate 1y

moist areas at 500 mb cooled off and became saturatied much more rapidly
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in the model than in the atmosphere, Presumably, this is further evidence

that the radiation effects are not being taken into account properly by
the vertical motion computations, The third reason is simply that not

enough experiments have been carried oub. For instance, it seems
likely that the diurnal effects should be made stronger thau they are
now, In particulgr, the solar heating should have 1eés derendence on
the ql:imatological temperature and more dependence on the solar constant,
and some slight reformulation would be reguired to do thic proverly.
However, as has been pointed out, the real problen with Hy‘is not

how to qompute it ;- the pro‘biem is what to do with it once you
have it, There is not much poin.t in adjusting the constants or refining
the farrmlation until a satisfactory solution has been i‘ound_..

There is one obvious criticism of the whole empirical formula

aprroach, Radiation effects could also be ha.ndlcd by the more direct
nethods of the type proposed by Danard (1969a). The following remarks
constitute a rebuttal of this criticism, First, the most important

radiation effects are the indirect ones arising from heating or cooling

of the ground, In all probability these would have to be handled empirically

in any case. Sg,cond as already mentioned, there is not much point in

computing Hl* by more elaborate methods until it can be used mare

effectively than at present. Third, experience has shomm that scale

considerations such as those encountered with radiation effects are often

better dealt with by an empirical approach,



31. The Parallel Baroclinic Modsl

3.1 The final version

Each of the component parts of the pa;allel baroclinic model has now
been described, A1l that remains is to piece them together so as to get an
overall view of how the model works.

The equations of the model are still of the form (6.1), though the
'four main working levels at whicb stream function information is carried
have become 850, 700, 500 and 200 mb., The time step equation has evolved
to the form (26.16) to permit coupling between odd and even time steps.,

" The control coefficients are given by (25.1); they have a seasonal variation.
There have been tw; changes in the numerieal procedures of the main integration
cycle described in Appendix C. First, the fhree-dimensional relaxation of
Appendix F has replaced the normalised two-dimens sional relaxation of Appendix C.
Second, at 200 mb the short wave advection speeds have been slowed down by .
substituting the standard Jacobian operator (B1l.,1) for the Shuman form (81211)
in (C1.2) and (C1.4); at the other levels the Shuman Jacobian is retained.

In (6.1) the primary constraints are evaluated as follows. The eddy diffusion
constraint <E m> is computed from (26 4), in which the coefficient of eddy
diffusion of potential vorticity depends on the baroclinlclty. The terrain
conqtratnt<:c; :> is computed from formula (27.1), which reduces to lower
boundary foreing in lowland areas, but to induced divergence forcing in
nountains, The diabatic constraint <B is computed by the Petterssen

equation method embodied in (23.4), (23.5) and (23.6), except that

[(H‘,,. Mt Hy+ HQ + >{p(x) 9er;*')K ngrf'r!ﬁ H3+H4)_](31.1.1)




replaces H|1n (23.5); the yalueé of}{p(x,y,g“,f)are given by (26.15). In
the time step equation (26.16) the secéndary eddy diffusion constraint is
evalua£ed by (26.17). The model 1is integrated.over the 1221-point grid of
Fig. 1. The eddy diffusion and térrain constraints are evaluated over the
whole of this grid, but the diébatic‘constraint is only épplied over a
667-point sub-area, alsq shoom in Fig. 1. That compléte; the picture of

the final version 6f the parallel baroclinic model,

31.2 The unsuccessful experiments

The experimpnts that failed fell into three categories:

(1) Fxperiments with the direct method of imposing the diabatic.

constraint,

(41) Experiments with the neglected terms of the vorficity equation.

(iii) Experiments with variable statie stabllity.

The pilot model experiments with (23.4), the direct method of
incorporating diabatic effects, were repeated with the main parallel model.
When all the.diabatic effects were included the integrations were again
unstable. This had been expected because of earlier suspiclons that the
latent heat term should be evaluated at the current hour in this approach,
not at ( hour - 1 ), because of its explicit dependence on W . Next,
some experiments were carried out with the radiation term alone. Obviously,
the evaluation of‘%%ti at the outside levels led to some difficulties.
Séveral reasonable methods were tried, but none of these made much difference
to-the results., The integrations were moderatelj unstable in spite of the
comparative mildness of the radiation term. At this stage the numerical

aspects of the problem, including of course the possibility of coding
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errors, .were re-examined very carefully.' The conclusion was that the
liimitation was physical in nature. The explanation is as follows.
Diabatic effects must normally involve expansions or contractions of the
ajir, i.e. they must lead to flows which are predominantly divergent' in
nature., In particular, consider steady state conditions in which the
isothgnns are parallel to the streanm function lil_'les on a constant pressure

" surface., In this case thermodynamic equation (A1.13) reduces to:
~R VIV T+we=H

P - (31.2.1)

d |

Obviously, the vv VTterm is an all-important one which cannot be
neglected. This naturally ieads to the supposition that the &/"-VT ternm
is of vital importance for diabatic effects in gerieral. Conséquently.
a direct method of computing the diabatic constraints, such as that of
(23.1&), cannot be expected to work unless the formulation properly accounts
_ ‘for the divergent advection components, On the other hand, the approach
based on Petterssen's equation does not suffer from the same limitations, |
If the divergent advection terms, both from the thermodynamic equation
and from the vorticity equation, are included in the derivation of
Petterssen's equation (23.5) = see the discussion on page 203 = they
automatically form part of the definition of UJ) , There is no way they
¢an appear in (23.5), the definition of W ]I. This exposes as fallacious
" the customary designations of (UJ]:(' WI)and WI as being 'the vertical motions
with and'without diabatic effects. The WI, if completely defined, takes
into account the all=important divergent advections arising from the
presence of diabatic effects, and so it is a misnomer to call it the

vertical motion that would exist in the absence of diabatic effects.
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Similarly, W) is more corrgctly designated as that portion of the vertical
motion due to the combination of digbaﬁic effects énd'their induced divergent
circuiations. To be completely rigorous, of éourse, one should also admit
that there will be changes in the fotational advections due to the presence
of diabatic effects;  i.e. thé stream function patterns associated with
given height and temperature configurations will be sligﬁtly different
according as to whéther or not diabatic effects are present. But, unlike
their divergent advection counterparts, these changes would be comparatively
unimportant ones., The foregoing remarks also explain why the diabatic
constraint (23.6), which is based on W , is an appropriate formulation
for a model in which divergént advections are neglected. However, wheréas
vertical boundary conditions ofLUlE=C) at 1000 and 200 mb are quite
reasonable for latent heat effects which are confined to the middle
troposphere, they can scarcely be regarded'as realistic for radiation and

.ocean heating. In lowland and ocean areas the real lower boundary condition
is:
T T
Wo-wW™ = Wy = (31.2.2)

where U.)g is the terrain-induced vertical motion at the ground. If W ]
3s zero, all that (31.2.2) says is that UU —'UJEE a singularly
unhelpful relationship which is something quite different from w0,
the lower boundary condition which was actually used in the final serles
of test integrations.

Some attempts were made to incorporate the neglected terms of the
vorticity equation into the baroclinic mcdél. These experiments vere

undertaken because the author = see Campbell .and Davies (1966) — had



earligr shown that the magniﬁudes of the neglected terms become important

in the neighbourhood of baroclinic short ﬁéves. The main problem turned

out to be the computation of the divergent bart of the wind. In one
approach the velocity potential function was computed from ( hour - 1 )
information and used to provide divergent parts of the wind for the current
h&ur. The forecasts produced in these experiments were not as good as

- those produced by the same modei without the neglected terms, but on the
qhole they were surprisingly similar, In a second approach a complicated
relaxation scheme was set up in which both-g-}-g and I for the current hour

. vere the unknowns., This relaxation appeared‘to converge satisfactorily,

but by 12 hours two-gridlength divergence patterns had established themgelves
all over the map., Although both approaches were unsuccessful, théy provided
sone experience in dealing with the divergent part of the wind, The most
noteworthy feature of the velocity potential fields is that they tend to
Lave sharp local peaks near baroclinic short waves and be quite flat elsewhere.
Further, the physical structure of the divergent wind fields near a velocity
potential maximum is quite different from that of rotational wind fields near
a stream function minimum. The real divergent part of the wind presumably
attains its maximum magnitude considerably closer than one grid-point away
from.the maximum in the velocity potential field, whereas the rotational
part of the wind attains its maximum magnitude some distance away, usually

" two gridlengths or more, from the minimum in the stream function field.
Consequently, scale considerations must be much more critical for the
divergent winds than they are for rotational winds., In particular, finite
difference truncation effects must be quite severe when one computes a

divergent advection near a maxinum of the velocity potential field. These
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conclusions for the divergent advection terms probaSly also apply to the
other neglected terms. Further, after studying a few cases, one is left
with the impression that the eddy diffusion terms carry out at least part
of the role of tpe neglected terms, and that they do it in a more efficient
manner than explicit evaluations. |

The experiments with variable static stability have already been
discussed in Section 25. They apparently failed because of the correlation

that exists between the.magnitude of the static stability and the sign

of the stream function tendency.
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32, 'The Parallel Precipitation Scheme

32,1 The large scale precipitation amount

The large scale precipitation amount is computed by (15.1), i.e.
by the same method as in the 1970 nodel, The S in this formula is
still evaluated from (15.8) or (15.9), but AS has been reset to
a value of 1 C deg instead of the 2,5 C deg used earlier, This means
that the threshold dew point depression drops from 7.5 C deg to 6.5 C deg
during a h8-hour forecast, instead of fram 7.5 C deg to 5 C deg as in

the 1970 model,

32,2 The "dry" vertical motion
At the gencral time step the 700 and 500 mb “dry" vertical

motions are ccmputed from:

t ¢
UJ({I w! +wgl -+ -'GI‘, N=T700,500  (32.2,1)

"vhere

St £ tr £
Walw = = '33" Ka,\m %\,ﬂ]fﬁ

<L(jj:<w‘”< l )} M= 700,500 (32:2.2)

t -W \ '
UJ_B’\‘\ = ,:jnt N (wR%JB ) W< O s
Wil se (wprwd)ws /5)00 ]
e 50
X f
i l'= -2k x, W3 L
8 L"\ | o'Fo W W ?;;:>I m= 700, 500 (32.2.))

t gt
Uu(;l“ = Ng W ‘Y\ n= 330(. 700,500 (3242.5)
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Ky = Kpli=agsin o)+ KA_'( | o?{s‘mofcﬂ!fk (t- t@a,ﬂ (32,2,6)

where A't is as usual the time step of one hour; the superscripts
(t+1 ), t and (& -1 ) refer to the next, current, and preceding

hour values respectively; the factor (F/ O‘) is assumed to depend on

pressure only, and is evaluated at latitude 45 N by taking the static

stability to have the "dry" standard atmosphere values given in Table 23

the vertical finite difference operators are evaluated by the parabolic

£it formila (El3.2); K 38 defined by (Cl.3); @‘3 is the

Shuman Jacobian (B12,1); N9 15 taken to be 0,67 3 Wg is given '

by (27.5) ; KD’ Kd ’OY]’ Q‘:‘* and Q. ‘are given in Table 25 ;
¢ is given by (25.5) 3 and ('t":to). is the time in hours vhich

has elapsed since initial time,
Note that the preceding formilation differs from (16.3) in that:

(1) The advection term is evaluated by the Shuman Jacobian instead

of the standard one.
(i1) The N9 has been reduced to 0,67 from unity.
The eddj diffusion coefficient ié taken outside the pressure
derivative operator instead of being kept inside.
(iv) The eddy diffusion term is not allowed to reverse the sign of

the vertical motion giveﬁ by the tendency and advection terms,

whereas no such restriction was imposed before.

at no allowance is made for the fact that the standard

Jacobian is used at 200 mb in the baroclinic modele Unfortunately, it

was not possible to use O.S)"}’D(I,}),P,-.\.,%)‘ instead of K’.D(" ay $in Q’c)

of. KV/ ‘without some major reprogramminge

Note also th

in the definition
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The desirability of the 0,5 factor had been established in earlier
experiments with the parallel model, Consequently, it was included in
the 1970 operational model, but it was omitted from the i‘ihal parallel
model due to an oversight, As will be seex; from the results, the
omission of the 0,5 factor and the lack of a variable eddy diffusion
coefficient both contributed to under-estimates of the vertical motion.
The consequent under-forecasting of large sca:l.e precipitation amount
vwas particularly noticeable in the latter stages of the occlusion processe

At 850 mb, at the general time step, the "dry" vertical motion

is computed from:

t t
— LUG , ?("1(-:}’ LUGl ‘

t .
where '
E 3] t!
< >I = K QWQ(/Wtfo'f“V;r:p VWesp” P'wo)
775 2% | 24% -

+ J; (‘Paﬁo LKA ;;-» 'F] | |
J(\V?oo y UFK \-b \Vyao”‘f] )
= vaz [I,LK Yf72( L,Ugo% \}/.:;)ﬂi) | (32.2,8)

UJ({! 70 is given by (32.2,1); W 1700 and s '850 are given by (32.2.5);
AP 3s 150 mdb ; @z is the Shuman Jacobian (Bl2,1); KK 45 defined
by (Cl 3); and KW is given by (32.2.6). This method of computing

UJ,;L., overcones the phasing deficienciés of (16.h).
At initial time the ( t - 1 ) superscripts are replaced by + ,

and the Qcﬁt factors are replaced by AL .
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32,3 The "wet" vertical motion

First, a preliminary "wet" vertical motion is computed from the
"dry" vertical motion by an application of ‘(17.1). For convenience,
the values of (&) so obtained are redefined as Wz . e final

tyet! vertical motions are then obtained from:
wl, = wal, + “HI ( Hy HD[ 5"""% S (32.3.1)
h= S‘SO, 7&0, Soo |

_f‘?é___ -F if "F 2
T Lo2 2 feo.2 (32.3.2)

wherz

H3 is given by (29.1); l",['_ is given by (30,1); 0:9 is the "dry"

standard atmosphere static stability given by Table 2 3 and Qp is

an empirical correction factor given by:

1 if n = 85
Gy = 0.95 if .n = 700 - (323.3)
009 if n = 500

The purpose of the QH factors is to compensate for the lack of a
divergent advection term in (32.2,2). In retrospect it seems likely that
these Q {4 Values are too high,

Note that this method of computing the final twet" vertical motion
does not permit a full interaction between ocean heéting and the release

of latent heat, since such a linkage is undesirable in no data areas,

32,y The temperature forecasts

The temperature forecasts are produced from the following formula:
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| —Exm‘: —E\t“' + 241 {- KJ_J() (“Pntr I\t) .

Hlgl- oL ]

P °2/ 00

KISV T 2 (o)
. |
~PRIGY e+ S ] e |

n= 850) 700, Ysls)

. where Aft is one hour; the superscripts t+ and (%t -1 ) refer to

current and previous hour values; Jg is the Shuman Jacobian (E12,1);
t
(U).‘)h is evaluated by means of the vertical motion damping f_onmﬂ.a (18.4),

but with the values Off W, and be . from Table 30 ; 9-}%:1 is computed
, alin

| frozn (18.5); < %})’ is evaluated by the parabolic fit formula (El3.1l);

700
is the standard smoothing operator (B3.l); HB is given by

(29.1); Hl'. is given by (30.,1); at all three levels Kp is set
equal to a value of 5 dkm at initial time, corresponding to a K- ;"
value of  Le29 x 107 dm® hour » and is augmented by 2% per hour
thereafter ; hS ’: is computed from (18.,3) ; and Q, ,n is given
by values which reflect the standard atmosphere relationships, viz:
0.8235  if n=850
ab'h = 1 if n=1700 . (32.4¢2)

1.L if n=2500

Equation (32.h.1) is, of course, a somevwhat medified form of (18.2).
From early experiments with the parallel modsl it became apparent that
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! ot ) genieh O
850 | T all 18 0.2
700 T all 27 0,2
500 T all 18 02
all | S all 5 0.2

Table 30 : Values of the constants used in the vertical motion damping
formula in the parallel model experiments, The constant be
is Gimensionless, The values given for We are for initial

- time; these are augmented by 1% per hour, ( c.f, Table 10 )

the vertical motion damping had to be made less restrictive with the

" Shuman Jacobian, So it seems that in the 1970 model the success of the
heavy vertical motion damping is due to the use of the standard Jacobian,
Lighter damping meant that <%:£'> -had to evaluated more realistically

at the outer lewvels, Several methods utilising information from the
'horj.zontal temperature fields were tried, but most of these had systematic
deficiencies, The best that could be done was to use smoo'thed 700 mb
values of ( ?}> at all levels, adjusted slightly to reflect the
standard atmosphere relationships, The term representing the eddy
diifusion of (HS+ HI,.) was added to correct for a specific deficiency,
This was a spurious cooling phenomenon which occurred at over-land

grid points upwind from grid points where ocean heating was taking place;
it is a finite differencé effect which arises from the advection term,.

It was rather disappointing to find significantly better temperature
forecasts vere obtained by using approximately 0.5 (H3*’i‘ H;,) in (32,Lk.1),
but discounting both Hg and H o entirely in the baroclinic model and
in the vertical motion computations (32.3.1). Most of the problems seem
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to arise vhen wa ih in (32.3.1) is small, For instance, if

: ' *
\Ug,“ is zero, and Hg is zero, UJ’M becomes just (qHH{"ﬂ,/o:gf >.
In the polar night the resultant sudsidence can easily be large enough
to negate the cooling produced by the ("‘ e Hl,.) term in (32.4,1),

Oi‘ course, the same kind of effect goes on in the real atmosphere,
but it is difficult to simulate this exactly without a divergent advection
termy and without taking the real value of O into account,

32,5 The dew point depression forecasts

The dew point depression forecasts are produced from the following

formula:

Si'= 6t w{ *@2(% 5)
+ W [ - A Tt
"‘G,n _g_ | [ thn""‘ K%WQ(H,J:“I) - I; l h} (32.5.1)

n= 850,700, 500

where

/ﬂ\l:\t: /B\TI: i n='850,7oo (32.5.2)

¥t
FCligy 3 W0 oTry2-20

t | (-20-T, [* (g__:r_,) x 1t 5.3
A] = ( fs) )ﬂ\ \5(‘0“ 10 )B\ S60 (32. -

S
) it Weoo D Oand =20 5T, >-30
o
}ﬂ\ Zsoo it Wsop ) Dand =30% Trqp
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Al = al G, e
w = W Sep/l, T 856,700,500  (32,5.1)
0y ~ . B
A [ U Sam30 | (32.5.5)
500 00 o

S
(

] T 1 p—— 4 ’
L L eV EY) s

O 1 ,=z8%50,700

;7‘\ S i"' (320507) ’

if =500
3,) 'K $00 n

vhere At is one hour; the supérscripts t+ and (% -1 ) correspond

WV

w3

‘$o current and previous hour values; K is given by (Cl.3); ;_E, is
the. Shuman Jacobian (B12,1) 3 (U.)‘):\ is evaluated by means of the
vertical motion damplng forrmla (18.L4), but with values of W, and b
fran Table 30 ; S}i} is computed from (19.l4); <2’~S> is evaluated
by means of the parabol:.c fit formila (B13.1) 3 1Z Otohe standard
smoothing operator (Bj.l) H Hl}- is given by (30.1); at all three 1evels
KD is set equal to 5 dkm at initial time, corresponding to a K’p

value of Lh.29 x 107 dkm2 hour 1, and is augmented by 2% per hour;
QbL\ is given by (32.L.2) ; r is given by (19.7); r is given by
] -t rr
(19.8); E is given by (29.3); =y lg dis the sum of the small
scale precipitation contr::.but:.ons from all three layers, after corrections

for mountains and evaporation; 'f‘ is the same as in Section 21, i.e.

0.05556 inches; Y 4s 12 hours; and the TSL\ are empirical correction

factors given by:
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1 ~if n=850
Yslh =9 128 i ne 100 | (32.5.8)
1.5 if n=7500.

Equation (32,5,1) is a modified form of (19.3) in much the same

vay that (32.14,1) is a modified form of (18.2). The remarks made about
the Shuman Jacobian, the vertical motion, and the diabatic effects for
(32.h41) also apply to some degree to (32.,5,1)e In particular, the
ambiguity in{:roduced by the Y:;ln is again due to the neglect of
the divergent advection term and the use of an artificial static stability,
There are two other features of note, Fii'st,'(32.5.3) accounts for the-
descent of very dry stratospheric air into the troposphere, Second,
(32,5.8) accounts for the transport of moisture upwards by small scale

shower activity,

32,6 The small scale precipitation amount

The small scale precipitaticn amount is computed exactly as in

Section 20 except for one minor change, In Table 21 the value
of K‘F has been reduced from },762 x 10"1‘ to L.Ox 10-1" » Where

the units are ¢ deg':.'B( 2 x grid distance. )2.

32,7 The total precipitation

The total precipitation is computed exactly as in Section 21,

~ However, there has been a smil change in the precipitation type criteria
of page 161, If there is snow cover on the ground, then the lapse rate
in the lowest layer of air is assumed to be isothermal, and O C deg
replaces = 3 C deg as the 850 mb témperature whichv divides snow areas

from rain areas, The daily snow cover charts are climatological ones

obtained by interpolation from the monthly mean charts,
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33, Other Peatures

33,1 Cloud Forecasts

The paréllel model produces cloud fox_'ecasts for the same three layers -
of the atmosphere as it produces precipifation forecasts, Briefly,
overcast stratiform cloud is assumed to exist under similar conditions
aé large scale precipitation, but with a slightly higher threshold value
for the dew point depression., An even higher threshold value is assumed
to mark the onset of stratiform cloud formation, and intermediate dew
point depressions are assumed to give partly cloudy conditions, Similarly,
overcast cumuliform clouds are predicted when .the small scale precipitation
.fornilae indicate the onset of showers, And all threshold values are
assumed to be somewhat less restrictive for the onset of cumliform cloud
formation, Cnce again intermediate values are assumed to give partly
cloudy conditions, When both strai;ifom and cumuliform clouds are predicted
to be present, reasonable rules are employed to decide which type is
dom:i:nant, or whether the whole conglomeration should Just be regarded as

mixed, No attempt is made to compute the latent heat released by cloud

formation,
As far as can be judged, the cloud forecasts produced in this way

are excellent, They are fully compatible with the baroclinic model

forecasts, and are quite realistic in that partly cloudy conditions
normally exist only in very narrow bands around the main low centres and
frontal bandse From the practical point of view, there are two questions

which still have to be answered:
(1) Vhat is the most useful method of displaying predicted cloud

information for three layers?

(11) How should the cloud forecasts be objectively verified?




33,2 Terminal Forecasts

Terminal forecasts of ixpper cloud and precipitafion are produced )
for selected Canadian stations by iriterpolation from the grid point
forecasts, They actually consist of a series of coded statements of
significant changes in weather conditions, and the fiJnes these changes
will occur, It is in{;,eresting to note that the correct sequence of cloud .
and precipitation is predicted as a low centre passes near a station,
though usually the timing is a bit off because the baroclinic model
does not move things with quite the right speed. Overcast high cloud
moves in first, then overcast middle cloud, then precipitation soon
followed by low cl?\;.d; after the storm has gone by the low level cloud "

35 often the last to break up, The outstanding technical problems are twofold:
(1) Significant changes in weather conditions have to beh redefined
to reduce the amount of print-cut, .
(ii) The terminal forecasts have to be converted from an internal
con@ter code to a more standard format.
Ceiling, visibility, and surface wind predictions could be added to the
terminal forecasts with very little extra effort, as statistical techniques

for doing this have already been developed elsewhere,

33.3 Derived 1000 mb Height Forecasts
The parallel model produces derived 1000 mb height forecasts by

applying the thermodynamic equation to the 1000700 mb layer, and making
use of the known vertical velocity at 850 mb. Theoretically, this approach

should overcome the phasing deficiencies of the operational 1000 mb forecasts
-~ see Davies and Harlow (1967) for a discussion of this problem. In practice,
several technical problems have arisen and it has not yet been possible 1o

give them more than superficial attc_antion. These all involve the primary

constraints, J.e. the terrain , eddy diffusion and diabatic effects,
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3140 Results )
Eleven cases were integrated to 48 hours both with the parallel

m.odel and with the 1968 model, The initigl times of these cases were:
(1) 122 Jan 29 tn 1969
(i1) 00Z Jul 26 th 1969
(iii). 12Z Sep 9 th 1969
(iv) 00Z Nov 18 th 1969
(v) 00Z Dec 21 st 1969
(vi) 12Z Dec 25 th 1969
(vii) 002 Jan 25 th 1970
(viii) 00Z Jan 27 th 1970
(ix) 00z Jan 28 th 1970
(x) 002 Mar 3rd 1970
(x1) 00z Mar 26 th 1970

Figse 33-76 display height and precipitation charts for nine of these
cases in chironological order, The.; case of 00Z Jul 26 th 1969 was
omitted bec;'mse the seasonal variation of the control coefficients in
the parallel model led to insufficient linkage between the levels in
summer, The casc of 122 Sep 9th 1969 was omitted because the only
feature of interest in the amalyses was a secondary low which developed
off Cape Hatteras .and became a major storm, Both models missed this
development,

The height Figs. each display four ch;exrts for the same level,
The initial time objective analysis is shown at the top left, The
verifying objective analysis valid L8 hours later is shown at the top
righte The L8-hour forecast produced by the 1968 model is shown ab
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the bottom left, And the }8-hour forecast produced by the parallel model
is shown at the bottom right, The FJ.gs.‘ include sets of charts for
850 and 500 mb for all nine cases, and those'i'or 700 and 200 mb for four
cases ( 122 Jan 29 th 1969, 00Z Dec 21 st 1969, 122 Dec 25 th 1969,
and 00Z Jan 27 th 1970 ), The four sets of 700 mb charts were ihcluded
to show that the parallel model forecasts at this level are fully consistent
with those at 850 and 500 mb, The four sets of 200 mb charts were included
" to demonstrate the clear superiority of 'bhe' parallel model forecasts at
this level, |

The precipitation Figs, each display four charts of 2)-hour
--precipitation amount for the same time psriod, The subjective analysis
of the observed reports is shown at the top left, The objective amalysis
of the same observed reports is shown at the top nght. The .f;orecast
produced by the 1968 model is shown at the bottom left, And the farecast
produced by the parallel model is shown at the bottom right. The Figs,
include charts for 00-24 hours and 24-}48 hours for all nine cases,
In examining the precipitation analyses it should be borne in mind that
no reports were available from Greenland, Mexico, or the ocear areas,
5o these must be regarded as unanalysed regions. '

. Tables 31-h2 1ist the CRMSE verification scores for the 850, 700,
500 and 200 mb height forecasts for the 238-point gﬁd, the 50L-point
grid, and the interior of the 1221-point grid, The 700 mb‘ height forecasts
‘are missing for three of the cases ( 12Z Sep 9 th 1969, 002 Mar 3 rd
1970, and 00Z Mar 26 th 1970 ) because the reverse balance equation

program failed to work at this level after some software changes had been

made to the camputer operating system, Tables U3-51 list the RMSE

_verification scores for the 850, 700 and 500 mb .temperature forecasts for
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the 238-point grid, the 504-point grid, and the interior of the 1015-point
grid, Tables 52-60 list the RUSE verification scores for the 850, 700
and 500 mb dew point depression forecasts for "bhe 238-point grid, the
504-point grid, and the interior of the 1015-point grid, Each of these
Tables 31-60 ligts results fo.r the parallel model, the 1968 model, and
persistence, a

| Tables 6166 1ist Threat Score eveluations of the precipitation
forecastse. Tablo 61 1ists Threat Scores for 00-2l; hours for a threshold
of 0,01 inches, for both large scale and total precipitation, for all
received Canadian stations, all received U.S. stations, and Ceanadian .
and U.S. stations conbined, Tables 62 and 63 list the same information
for 12-36 hours and 24-L8 hours, Table 6l lists Threat Scores for
00-2l; hours for thresholds of 0,25 inches, 0,50 inches, and.l.o inch,
for both large scale and total precipita’oibn, for all received North
American stations, Tables 65 and 66 list the same iJlformat;i.on for
12-36 hours and 248 hours, Tables 67-73 1list Skill Factor evaluations
of the precipitation forecasts, Table 67 lists Skill Factors for
0612 hours, for both large scale and total pfecipitation, and for both |
Table I and Table IT penalty tables, for Class A grid points in the
238-point grid, ( See Appendix E for a description of the Skill Factor
verification procedure, ) Tables 68469,70,71,72, and 73 list the same
information for 18-2} hours, 30-36 hours, L2-48 hours, 00-2 hours,
12-36 hours, and 2);-i8 hours respectively., Each of the Tzbles 61-73
1ist the results for the parallel model and the 1968 model.
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initial analysis verifying analysis

1968 model 48-hour forecast parallel model 48-hour forecast

Fig. 33 : The set of .850 mb height charts for

the case of 1272 Jan 29 th 1949,
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the case of 122 Jan 29 th’ 1969.
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initial analysis . verifying analysis

1968 model 48-hour forecast pzrallel model 48-hour forecast

Figs 35 3 The et of 500 mb height charis for

the case of 122 Jan 29 th 1569,
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initial analysis : _ verifying analysis

1668 rodel 48-hour forecast rarallel model 48-hour forecast

Fige 36 3 The set of 200 mb height charts fox

the case of 127 Jan 29th 1969,
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subjective analysis objective analysis

1968 model forecast parallel model forecast

Fig. 37 : The set of 00-2} hour precipitation charts
for the case of 127 Jan 29 th 1969,
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suwbjective analysis | . objective analysis

1968 model forecast parallel model forecast

Fig, 38 ¢ The set of 2;-ii8 hour precipitation charts
for the case of 122 Jan 29 th 1969,



275

initial analysis

1968 model L8-hour forecast parallel model L8-hour forecast

Fige 39 ¢ The set of 850 mb height charts for
the case of 00Z Nov 18 th 1969,
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subjective analysis objective analysis

1968 model forecast , parallel model forecast

Fige 41 : The set of 00-2} hour precipitation charts
for the case .of 00Z Nov 18 th 1969,
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nitial analysis
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Fig. 43 : The sct of 850 mb height charts for
the caseof 007 Dec 21 st 1969.
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initial analysis _ verifying analysis

1968 medal 48-hour forecast parallel model 48-hour forecast

Fige 44 : The set of 700 mb height charts for -

the case of 00Z Dee 21 st 1969,
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Fige 45 ¢ The set of 500 mb height charts for

the case of 00Z Dec 21 st 1969,
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Fig. 46 : The set of 200 mb height charts for

the case of 007 Dec 21 st 1969.
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The set of 2448 hour precipitation charts
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Fig, 49 ¢ The sct of 850 mb height cherts for

the caze of 122 Deec 25 th 1969,
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1968 rodel U8~hour forecast parallel model 48-hour forecast

Fig. 51 : The set of 500 mb height charts for

the case of 127 Dec 25 th 1969,
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initial analysis

1568 model 48-hour forecast parallel model 48-hour forecast

Fige 52 ¢ The set of 200 mb height charts for

the case of - 124 Dec 25 th 1969,
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The set of 00-24 hour precipitati

for the case of 122 Dec 25 th 1969,
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initial analysis

1968 model Li8-hour forecast . parallel model Li8-hour forecast

Fige 55 ¢ Tho set of 850 mb height charts for
_the case of 00Z Jan 25 th 1970,
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for the case of 00Z Jan 25 th 1970,
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subj ective analysis objective amlysis

1968 model forecast

parallel model forecast

Fig, 58 : The set of 2L-U48 hour precipitation charts

for the case of 002 Jan 25 th 1970,
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1668 model 48-hour forecast parallel model 48-hour forecast

Pigo 59 ¢ The set of 850 mb height charts for

0 the case of 00Z Jan 27 th 1570,
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verifying analysis

1968 model 48-hour forecast

parallel model 48-hour forecast

Fige 60 : The set of 7C0 mb height charts for

the case of 00Z Jan 27 th 1970,
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1868 model 48~hour forecast parallel model 48-hour forecast

Fige 61 ¢ The set of 500 mb height charts for

the case of 002 Jan 27 th 1970,
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initial analysis : verifying analysis

1968 rodel 48-hour forecast

parallel model 48-hour forecast

Pigse 62 : The set of 200 mb height charts for

the case of  00Z Jan 27 th 1970,
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objective analysis

subjective analysis

parallel model forecast

1968 model forecast

63

Fig.

The set of 00-2; hour precipitation charts

for the case 'of 002 Jan 27 th 1970,
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Fig, 6 ¢ The set of 24-48 hour precipitation charts
' for the case .of 00Z Jan 27 th 1970,
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1968 model 48-hour forecast parallel model 48-hour forecast
Fig. 65 : The set of 850 mb height charts for

the case of 00Z Jan 28 th 1970
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Fige 66 : The set of 500 mb height charts for
"the case of 00Z Jan 28 th 1970,
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Fige. 67 : The set of 00-2} hour precipitation charts
| fa the case of 002 Jan 28 th 1970,
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Fige 68 : The set of 2418 hm'precipitation charts
. for the case of 00Z Jan 28 th 1970,
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Fig, 69 : The set of 850 mb height charts for

the case of 002 Mar 3 rd 1970.
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1968 model 48-hour forecast parallel model A48-hour forecast

Fig. 70 : The set of 500 mb height charts for -

the case of 0072 1lar 3 rd 1970.
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for the case of 002 Mar 3 rd 1970,
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subjective analysis L .bbjective analysis

1968 model farecast parallel model forecast
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for the case of 002 Mar 3rd 1970,
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initial analysis ' verifying analysis

1968 model 48~hour forecast N parallel model 48-hour forecast

-

Fig., 74 : The set of 500 mb height charts for

the case of 002 Har 26 th 1970.
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for the case -of 002 Mar 26 th 1970,
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PARALLE]L, MODEL ' 1968 MODEL PERSISTENGE

Case 12 24 36 u8 12 24 36 48 12 ° 24 36 48
12Z Jan 29th 1969 4.1 5.6 7.0 . 7.6 2.7 ko 5.2 6.0 - 3.8 6.3 7.9 8.3

-

002 Jul 26th 1969 2.2 3.3 kA 43 2. 2.3 2.7 29 2.5 3.5 4.3 4.5
12Z Sep 9th 1969 2.7 4.3 5.6 6.5 2.4 3.6 K.7. 55 3.3 6.1 7.9 8.3
100Z Nov 18th 1969 2.8 3.9 3.9 %5 2.3 3.8 49 5.7 3.2 6.1 8.1 9.4
00Z Dec 21st 1969 2.1 3.5 4.0 4.9 2.2 3.9 %7 6.0 k2 7.6 82 g
122 Dec 25th 1969 2.2 3.4 5.5 7.9 | 2.1 3.6 5.5 6.9 42 6.8 8.8 10.5
002 Jan 25th 1970 2.1 2.7 3.7 4.3 1.8 2.1 2.8 .z 3.9 5.3 5.7 5.3
00Z Jan 27th 1970 2.3 3.1 4.2 4.3 2.4 3.7 4.2 4o 3.9 6.5 7.7 7.8
002 Jan 28th 1970 2.6 3.6 3.9 3.3 2.1 3.0 L.5 5.0 4,2 6.6 8.3 8.6
00Z'Mar 3rd 1970 2.4 3.9 51 5.8 1.9 31 b0 k9 355 6.2 7.7 8.3

002 Mar 26th 1970 3.1 5.5 6.6 6.7 2.9 L.7 5.2 5.1 4oL 74 8.0 6.7
Mean 2.6 3.9 L9 5.4 2.3 3.4 L.L 5.1 3.7 6.2 7.5 7.8

Table 31 : CRMSE Verification Scores for the 238-point grid for the 850 mb height forecasts for the
serles of test cases integrated in the parallel model experiments.
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Case

12Z Jan 29th 1969
.OOZ Jul 26th 1969
00Z Nov 18th 1969
00Z Dec 21st 1969
12Z Dec 25th 1969
00Z Jan 25th 1970
00Z Jan 27th 1970

00Z Jan 28th 1970

Mean

Table 32 : CRMSE Verification Scores for the 2
' series of test cases integrated in t

12

3.3
2.2

2.2

2.2
1.9
2;0
2.5

2.4

PARALLEL, MODEL

24

k.9
3.3
3.7
3.6
3.4

2.0

2.5‘

35

3.4

36

6.4,

L.
3.7
L.l
5.2
3.1
3.8
h.3

4.3

48

73
4.1
L.7
5.1
7.7
3.9
k.2

L.

5.1

12

2.5
1.9
2.3
2.1
2.0
2.2

2.4

2.5

2.2

1968 MobEL
2l 36
L.o 5.8
2.6 3.1
L2 5.1
3.7 4.3
3.4 5.1
2.9 3.7

T 3.2 L2

.3.9 5.7

3.5 4.6,

Lg

6.9

3.6
6.3
S+

6-7 A

L.9
405
6.5

5.6

12
3.8
2‘.5

3.3

b2

4.0
3.7
3.6
4.0

3.6

PERSISTENCE
24 36
6.3 8.3
4.0 4.7
6.3 8.4
7.6 8.8
6.6 8.8
5.0 5.5
55 7.2
5.8 7.1
5.9 7.4

8.9
5.1
0.3
9.1

11.1

L.7

7.6

7.6

8.1

38-point grid for the 700 mb height forecasts for the
he parallel model experiments.
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Case
12Z Jan 29th
. 00Z Jul 26th
. 12Z Sep 9th
00Z Nov 18th
00Z Dec 21st
12Z Dec 25th
-00Z Jan 25th
00Z Jan 27th
00Z Jan 28£h
00Z Mar 3rd

00Z Mar 26th

¥ean

Table 33 : CRMSE Verification Scores for the 23
series of test cases integrated in th

1969
1969
1969
1969
1969
1969
1970
1970
1970
1970
1970

3.7
2.4
3.1
3.0
2.7
2.8
2.3
2.5
2.7

2.7 -

3.9

2.9

PARALLEL MODEL

24

5.5
3.7
5.5
3.9
L.u
L.3
3.1
3.5
L.h
L.8
6.2

Ll‘c5

36

8.1
4.7
7.8
4.9
5.1
6.6

b2

5.1
5.8
6.7
8.4

6.1

48

. 9.1

53
8.9
6.4
6.6

9.5

© 5.3

5.7
6.3
8.0

8.8

7.2

12
2.8

1.7

2.1

2.2

2.5

2.6

2.8

2.5
3.2

205

2L

L.9
2.6
4.3
4.3
3.7
3.8
3.7
L.o

B.7

L.2

5.1

L.

1968 MODEL

36

7.5
3.4
6.5
640
4.6
5.6
5.3

L8

9.1
4.7
7.3
7.6
5.8
2%
6.9
6.0
9.1
7.7
7.0

7.2

12

5.0

3.“‘ .

4.3
5.6
5.4
5.5
5.0
4.7

5.7 -

k.6
6.9

5.1

PERSISTENCE

24 36
7.9  10.2
5.2 6.1
8.3 1l.2
9.7 13.1
9.1 11.3
8.7 12.1
7.2 8.4
7.3 9.5
8.8 10.6
8.0 10.6

10.7 11.8
8.3  10.4

48
11.2

6.5
12.5
16.3
12.4
15.4

7.6
10.5

1.5 :

11.7

10.2

11l.4

8-point grid for the 500 mb height forecasts for the
e parallel model experiments.
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Case
127 Jan 29th
00Z Jul 26th
12Z Sep 9th
00Z Nov 18th
00Z Dec 21st
12Z Dec 25th
- 00Z Jan 25th
| 00Z Jan 27th

OOZ.Jan 28th

00Z Mar 3rd

1969
1969
1969
1969
1969
1969
1970
1970
1970
1970

00Z Mar 26th 1970

Mean

Table 34 .

~ PARALLEL MODEL

L.,7

'35

4.2
L.y

3.7
L"ol

300 ’

2.3
3.2
3.6
5.4

24

5.8
4.8
6.5
5.7
5.1
4.8
3.9
L.3

L.6.

59
7.9

36
8.7
6.3
9.2
6.6
6.5
6.6
5.0
7.1
5.5

7.3

10.6

48

10.4

6.9
10.3
7.4
8.2
10.2
5.4
7.7
6.0
8.6
9.7

5.2
4.6
5.?

6.6

4.5
4.7
3.3
3.2
4.5
4.7

7.2

1968 MCDEL
24 36
6.6 6.8
6.1 7.6
9.4 12.0

11.2 15.3
7.1 8.2
6.4 10.3
5.6 8.1
5.2 8.6
7.6 9.5
8.2 1.0

1.3 1.5

10.2

43
6.8
8.0
.+ 12.9
18.4
8.4
15.4
10.0
10.9
10.8
12.3
4.5

12
B9
4.6
6.0
6.9
5.7
4.6
5.7
5.4
7.6
5.8
7.6

PERSISTENCE
24 36
7.8  12.0
7.0 8.5

10,2 13.9

12.1 16.8
9.3 12.1

8.2 13.2
9.6 12.3
9.3 126

12.0  14.5

10.0 12.8

12.5 1.2
9.8 13.0

13.0

8.7
15.2
21.1
13.0
18.5
11.6

13.4

14.6
4.5

10.8

9T¢



PARALLEL MODEL ' 1968 MODEL PERSISTENGE

Case 12 2 36 48 12 24 36 48 12 24 36 48
122 Jan 29th 1969 3.8 5.5 7.5 8. 2.7 3.7 4.9 5.7 B 6.2 7.6 8.0

| 00Z Sul 26th 1969 2.2 31 B5 53 1.9 2.2 2.9 3. 2. 34 k2 5.0

122 Sep 9th 1969 * 2.5 3.8 4.8 5.6 2.2 32 "B W7 3 53 67 7

00Z Nov 18th 1969 2.7 M.l %3 5.2 2.2 3.9  bus 57, 3.8 67 81 9.2

002 Dec 21th 1969 2.4 4.0 4.5 5.3 2.2 3.6 b1 5¢2 43 73 7.9 8.3
122 Dec 25th 1969 2.9 L2 6.8 B 2.6 3.8 5.7 6.8 b6 6.7 8.6 9.5
00Z Jan 25th 1970 2.4 3.6 49 5.5 2.0 2. 33 5.0 B2 5.6 6.5 6.5
002 Jan 27th 1970 2.2 3.2 &2 5.0 21 3. 3.7 85 3.8 5.8 6.7 7.0

.00Z Jan 28%th 1970- 2.9 4,0 4,9 5.6 2.0 3.4 5.0 6.2 3.6 6.0 75 8.0°

002 Mar 3rd 1970 2.7 46 5.9 6.8 1.9 3.1 44 5.7 3.3 s.9 8.0 9.3
00Z Mar 26th 1970 3.0 4.8, 5.8 6,1 2.6 4.1 b6 5.1 b7 6.9 7.7 6.8

Mean 2.7 ""ol 5.3 6.1 2.2 3.3 uoB 503 3.8 6-0 702 707

Table 35 : CRMSE Verification Scores for the 50l-point grid for the 350 mdb height forecasts for the
series of test cases integrated in the parallel model experiments,
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Case
127 Jan 29th 1969
00Z Jul 26th 1969
00Z Nov 18th 1969
00Z Dec 21st 1969
122 Dec 25th 1969
00Z Jan 25th 1970
00Z Jan 27th 1970

00Z Jan 28th 1970
Mean

Tab;e 36 :

12

3.2
2.1
2.5
2.3
3.2
2.3
2.0

2.7

2.5.

PARALLEL MODEL

2L

5.0
3.1
Lh.o
4.0
L.s5

3.2'

2.8
3.8

3.8

36

6.8 .

L.3
L.,2
4.7
6.5
L.h
3.9
4.9

5.0

us

7.9
5.1
5.2
5.3
8.2
5.1
4.9
6.1

6.0

12

2.4
1.8
2.3
2.1

2.7

2.2

2.1

2.1

2.2

1968 MODEL

24

3.6
2.4
L.l

3.6

3.8
2.8

’ 3.0

3.?

3.4

36

5.2
3.1
4.8
4.0
5.8
3.6
3.6
5.5

L.5 .

48

6.4
3.8
6.0

4.8

- 6.9

5.0
L.7

6.9

5.6

12

B3

205
3.9

4,2

4.5
L.
3.6
3.5

3.8

series of test cases integrated in the parallel model experiments.

PERSISTENCE
24 36
6.6 8.2
3.7 W5
7.3 8.8
7.3 8.2
6.9 9.3
5.5 6.3
5.5 6.4
5.6 6.9
6.1 7.3

8.6
5.2

10.0

8.5

10.0 .

6.2
6.8

73

7.9

CRMSE Verification Scores for the 504-point grid for the 700 mb height forecasts for the
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Case

122 Jan 29th 196§

00Z Jul 26th 1969
12Z Sep 9th 1969
100Z Nov 18th 1969
00Z Dec 21st 1969
12Z Dec 25th 1969
00Z Jan 25th 1970
00Z Jan 27th 1970
00Z Jan 28th 1970
00Z Mar 3rd 1970

00Z Mar 26th 1970
Mean

Table 37 :

3.8
2.3
2.7
3.2
2.7
34

2.6

2.5
3.1
3.1
3.6

3.0

PARALLEL MODEL

24

5.7
3.5
L.5
L.5
4.8
5.1
3.8
3.5
L.s
5.2
55

L.6

36

7.7 -

5.0
6.2
5.5
5.6
7.2
5.3
5.0
6.3
7.5
7.1

6.2

43

9.3
6.0
7.4
6.5

6.6

9.5
6.2
6.3
7.5
8.7
7.8

7.4

12

©2:7

1.6
1.9
2.7
2.1

2.7

1968 MODEL .

2l

4.3
2.5
3.5
4.2
3.9
5.1
3.4
3.8
4.3
4.1
L.6

u.o

36
603
35

5.00 *

5.4
4.8
6.1
L.7
L.8
6.9
6.8
5.7

5.5

Lg

8.2 -

4.7
6.0
7.1
5.5

8.0

6.4
6.0
8.5
8.4
6.7

6.9

5.8
3.2

3.8

5.8

5.3

5.7
5.2
5.3
5.1
5.0
6.7

5.2

series of test cases integrated in the parallel model experiments.

PERSTISTENCE
24, 36
8.8 10.4
49 6.1
7.0 9.1

10.0  12.7
8.7 10.1
9.4 " 11.9
7.6 8.9
7.5 8.6
7.9  10.0
8.8 11.8

10.3 1.k
8.3 10.1

48
11.0

6.6
10.6
1.7

10.8 |

14,6
8.5

9.2°
.10.1

13.4
0.5

10.9

CRMSE Verification Scores for the 504-point. grid for the 500 mb height forecasts for the
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Case
127 Jan 29th 1969
00Z Jul 26th 1969
122 Sep 9th 1969
00Z Nov 18th 1969
00Z Dec 2list 1969
122 Dec 25th 1969
00Z Jan 25th 1970
00Z Jan 27th 1970
00Z Jan 28th 1970
00Z Mar 3rd 1970

00Z Mar 26th 1970
Mean

Table 38

12

5.2
3.9
3.8
bt
3.7
4.3
3.5
3.9

3.5
3.8 )

L.3

k.o

PARALLEL MODEL

2k
6.7
4.8
5.5

6.1

5.2

6.9

3.6
l+07

53

7.2

5.6

36

8.7
6.1
77
75
6.7
7.1

- 5.0

6.3
6.8
7.5
9.2

7.2

48
110.0
6.9
9.4
8.0
7.7
10.8
6.0
8.0
8.0
8.9
9.9

8.5

CRMSE Verification Scores for the
series of test cases integrated in

5.8
L.5
5.0
5.6
4.8
5.0
3.5
4.0
3.9
5.2
5.6

4.8

1968 MODEL

2L

8.1
5.7
7.7
8.8
6.7
7.8
S
L.9
6.5
7.2
9.4

7.1

36

8.7

7.6
10:0

12.2

8.7
10.6
8.6
7.0
9.1
0.0

12.6

9.6

48
9.5
8.5
11.4
14.2
8.8
15.3
10.2
9.6
10.9

11.0

14.6

11.3

12

6.2

4.8

5.0

6.7
6.2
5.5
5.
5.9
6.2
5.4
6.5

5.8

504~point grid for the 200 mb hei
the parallel model experiments.

PERSISTENCE
24 36
9.3 12.7
6.6 8.2
8.0 il.z

11.8  15.9
8.9 10.9
9.b 12.6
8.2 11.1
8.2 10.1

10.3 12.2
9.4 12.6

11,0  12.1
9.2

11.8

L
13.7
8.3

13.3 -

18.7
11.5
6.4
10.6

11,3
12.2

.2
lo .Ll'

12.8

ght forecasps for the

0ce



PARALLEL MCDEL . 1968 MODEL . PERSISTENCE

Case 12 24 36 48 1z 24 36 48 12 2l 36 48
12Z Jan 29th 1969 | 33 b7 6.1 6.6 2.4 3.2 L2 5.0 3.5 5.2 6.6 7.3
00Z Jul 26th 1969 1.8 2.7 3.8 4.5 1.6 2.1 2.7 3.3 2.0 3.1 3.8 4.5
. 122 Sep 9th 1969 2.1 3.1 3.9 4.7 1.9 2.8 35 4.1 2.8 L7 58 6.5
00Z Nov 18th 1969 2.3 3.7 4.6 5.7 | 2.0 3.5 L7 57 31 5.3 6.7 7.7
002 Dec 21st 1969 2.4 4.0 49 5.9 21 3.5 L. 5.1 3.5 5.8° 6.5 7.2
(12Z Dec 25th 1969 2.5 4.0 6.4 7.9 2.4 3.8 5.7 6.9 3.6 5.6 7.3 7.6
.00Z Jan 25th 1970 2.5 41 5.4 6.0 2.3 3.5 4.3 5.4 3.5 4B 5.7 5.9
00Z Jan 27th 1970 2.4 3.3 LA 5.2 24 3.3 L3 5.3 3.# b9 6.0 6.6
002 Jan 28th 1970 2.5 3.8 4.9 5.5 2.2 3.7 5.0 5.8 3.3 5.5 7.0 - 7.6
00z Mar 3rd 1970 2.8 4.7 6.1 6.9 2,0 3.3 4.7 5.9 3.1 5.5 7.5 8.8
00Z Mar 26th 1970 2.4 4.3 5.6 6.2 2.3 4L 5.1 5.7 3.7 5.9 6.6 6.6

Mean 25° 3.9 51 5.9 2.1 3.4 44 5.3 3.2 5.1 6.3 6.9

Table 39 : CRMSE Verification Scores for the interior of the 122)-point grid for the 850 mb height
forecasts for the series of test cases integrated in the parallel model experiments.
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PARALLEL MODEL ' 1968 MODEL PERSTSTENCE

Case 12 2+ 36 48 12 20 36 48 12 24 36  ug
122 Jan 29th 1969 2.8 4.5 5.7 . 6.6 - 2.2 3.4 b8 6.2 - 34 5.6 6.9 7.6
00Z Jul 26th 1969 1.9 2.7 3.6 L& 1.7 2.3 2.9 2.6 2.1 3.2 3.9 4.7
002 Nov 18th 1969 2.3 3.7 4.9 5.9 2.0 3.7 3.0. 6.3 3.2 5.8 7.3 8.
'00Z Dec 21st 1969 2.3 4.0 4.8 56 2.2 3.7 L3 M9 3.5 6.0 6.9 7.3
122 Dec 25th 1969 2.7 4.1 6. 7.7 . 2.5 4.0 5.7 7.0 3.6 5.6 7.6 8.4
00Z Jan 25th 1970 2.4 3.9 5.4 4.2 2.2 3.2 bb 55 3.5 4.8 5.9 5.9
00Z Jan 27th 1970 2.5 3.4 4.7 5.7 2.5 3.5 4.8 5.9 3.5 5.1 6.1 6.8
00Z Jan 28th 1970 2.5 3.8 5.0 6.2 2.3 3.9 5.5 6.8 3.3 5.4 6.7 7.6

Mea.n 2.’4‘ 3.8 5.0 6.0 2.2 3.5 1"'.7 5.8 3.3 5.2 6.”’ | 701

Table 40 : CRMSE Verification Scores for the interior of the 1221-point grid for the 700 mb height
forecasts for the series of test cases integrated in the parallel model experiments,
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PARALLEL MODEL ‘ 1968 MODEL PERSISTENCE

Case 12 24 36 L8 2 2 36 L8 12 24 36 48
127 Jan 29th 1969 3.3 5.3 4.8 - 81 25 ko 56 7.3 6 7.4 87 9w
.ooz Jul 26th 1969 2.1 3.1 4. 53 1.7 2.4 34 4.3 2.7 41 5.1 5.8
1272 Sep 9th 1969 2.3 3.8 5.2 6.3 2.0 3.4 g 5.6 3.4 6.0 | 8.0 9.4
00Z Nov 18th 1969 3.0 4.9 6.7 8.1 2.8 4,6 6.7 8.3 4.9 8.3 109 12.5
00Z Dec 21st 1969 2.8 b6 5.4 66 2.3 4.0 b8 5.7 L7 7.5 87 9.2 '
122 Dec 25th 1969 3.1 4,8 4.9 8.8 2.8 5.3 64 81 4.8 8.3 10.0 11.7

(¥Y)
N
w

C0Z Jan 25th 1970 26 5.1 7.0 8.0 29 - 5,0 6.7 8.1 4.8 7.3 8.7 9.1
002 Jan 27th 1970 3.4 4.7 g4 o 3.6 5.0 6.5 7.8 5.3 o 8.2 9.0
00Z Jan 28th 1970 . 30 k6 62 7.5 3.0 s 6. 8.1 L7 7.3 9.1 10.2
00Z Mar 3rq 19;70 41 6.4 8.8 9.5 3.3 k8 7.4 85 5.2 81 11.3 12.9
00Z Mar 26th 1970 3.1 5.3 7.3 g 2.8 5.5 7.0 8.2 51 84 9. 9.8

Mean 3.0 4.8 6.5 7.7 2.7 L. 6.0 7.3 L.6 73 8.9 9.9

Table 41 : CRMSE Verification Scores for the interior of the 1221-point grid for the 500 mb height
forecasts for the series of test cases integrated in the parallel model experiments,




- PARALLEL MODEL . 1968 MODEL PERSISTENCE

Case 12 24 36 48 12 2l 36 48 12 24 36 48
12Z Jan 29th 1969 5.2 7.1 8.6 .9.9 6.0 8.2 9.0 10.1 - 5.5 8.3' 10.6 11.3
00Z Jul 26th 1969 3.8 4.8 6.0 7.2 4.0 4.9 6.6 7.8 L. 5.6 6.9 7.6
12Z Sep 9th 1969 3.7 5.0 6.7 8.1 4.5 6.7 8.3 .10.0 L7 7.2 10.0 12.0
00Z Nov 18th 1969 4.7 6.8 9.2 10.8 5.7 8.9 124 Wb 6.7 11.0 1.6  16.8
00Z Dec 21st 1969 3.9 . 5.5 6.6 8.2 5.3 7.5 94 1.0 5.6 7.8 9.2 9.8
122 Dec 25th 1969 A& 7.6 8.3 10.6 5.7 9.6 11.8 149 6.0 9.7 11.8 4.2
© 00Z Jan 25th 1970 3.8 5.9 7.9 8.8 4.5 7.5 1l.1 12.7 5.3 7.7 10.3 10.3
00Z Jan 27th 1970 L.8 6.1 8.6 9.7 5.6 7.6 10.7 12.3 6.2 8.4 9.8 10.6 -
00Z Jan 28th 1970 5.1 5¢8. 7.6 9.3 5.0 ° 7.7 104 12,7 5.8 9.1 10.8 12.3
00Z Mar 3rd 1970 4.3 5.9 8.4 9.5 5.6 7.6 10.3 11.0 6.2 8.9 12.6 14.7
00Z ¥ar 26th 1970 4.3 8.9 10.5 12.0 5.9 11.3 13.7 15.5 5.8 9.9 10.6 10.1

Mean .3 6.3 8.00 9.5 5.3 8.0 10.3 12.0 5.6 8.5 10.7 11.8

Table 42: CRMSE Verification Scores for the interior of the 1221-point grid for the 200 mb height
forecasts for the series of test cases integrated in the parallel model experiments.
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PARALLEL, MODEL ' 1968 MODEL PERSISTENGCE

Case 12 24 36 ug 12 24 36 48 12 2 36 48
122 Jan 29th 1969 3.8 1.9 53 . 56 3.3 3.9 5.5 6.3 3.3 L9 5.0 5.9
00Z Jul 26th 1969 1.9 3.8 3.4 b9 2.2 33 2.9 s 3.4 3.0 &1 3.7
12Z Sep 9th 1969 3.4 3.5 5.6 5.3 3. 2.9 4.7 4. 3.2 k1l 5.3 5.2
00Z Nov 18th 1969 2.6 35 3.9 45 2.7 3.5 u9 5.5 k3 5.9 2.5 8.
00Z Dec 21st 1969 2.7 4.0 3.6 b9 2.6 Lo 5.0 6.6 3.1 4. 5.3 6.1
12Z Dec 25th 1969 3.0 3.2 %3 k7 207 33 .3 5.1 3.3 49 5.7 6.3
00Z Jan 25th 1970 3.3 5.4 5.6 g7 2. - b0 L8 5.9 45 62 7.1 64

R
W

00Z Jan 27th 1970 2.8 4.6 5.1 6.5 2.6 3.7 45 5.5 34 47 597 6.0
00Z Jan 28th 1970 2.9 5.2 5.7 4.0 2.9 b3 6.0 74 831 59 gg- 8.8
00Z Mar 3rd 1970 2.8 4.1 3.9 5.8 3.0 3.8 L& 57 3.8 4. 5.6 5.4
00Z Mar 26th 1970 4.0 4.4 4.4 53 b2 K2 46 53 s 5.9 7.3 6.8

Mean 3.0 L,s L.6 5.5 2.9 3.7 L,7 5.6 3.8 4,9 6.1 6.2

Table 43 : RMSE Verification Scores for the 238-point grid for the 850 mb temperature forecasts for
the series of test cases integrated in the rarallel model experiments.




PARALIEL MODEL 1968 MODEL PERSTSTENCE

Case 1z 28 3 8 1z 2% 36 88 12 2 36 &g
122 Jan 29th 1969 2.5 2.9 3.2 3.9 2.1 2.6 3L 4L 3.0 3.8 k2 b
002 Jul 26th 1969 1.4 2.1 2.3 2.8 13 1.9 2.1 2.6 2.2 2.9 3.3 3.4
122 Sep 9th 1969 1.7 2.4 3.6 4.0 1.5 1.9 3.3 3.6 2.1 3.3 B2 47
00Z Nov 18th 1969 1.9 3.0 35 sa 1.7 2.8 3.4 44 3.2 55 7.1 8.3
00Z Dec 21st 1969 1.9 2.5 3.3 4.0 2.0 2.4 3.3 4.2 2.5 3.5 43 5.6
122 Dec 25th 1969 1.9 © 3.0 - 3.6 4.4, 1.9 3.1 3.5 L3 2.5 4.2 5.2 6.8
00z Jam 25th 1970 1.9 3.1 ‘42 5.4 19 2.6 3.7 5.0 3.4 4.8 5.2 5.5
00Z Jan 27th 1970 2.0 3.5 . 4.5 4.8 1.9 2.7 3.9 45 3.2 b 5.8 6.3
00Z Jan 28th 1970 2.2 3.2 ° 4.1 LB 2.0 2.8 ba 5.4 3.5 5.8 o4 8.
00Z Mar 3rd 1970 1.9 2.5 2.9 ‘3.6 2.1 2.9 3.6 4.3 2.8 4.1 5.3 5.8

002 Mar 26th 1970 2.1 2.9 3.7 L3 . 2.0 29 3.6 4.3 3.2 5.0 5.5 5.1
Mean 1.9 2.8 3.5 L2 1.9 2.6 3.5 4.3 2.9 h.3 5.2 5.8

Table 44 : RMSE Verification Scores for the 238~point grid for the 700 mb temperature forecasts for
the series of test cases integrated 4n the parallel model experiments.
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Case
127 Jan 29th 1969
00Z Jul 26th 1969
12Z Sep 9th 1969
00Z Nov 18th 1969

00Z De

Q

21st 1969
12Z Dec 25th 1969

'00Z Jan 25th 1970

00Z Jan 27th 1970

00Z Jan 28th 1970
00Z Mar 3rd 1970

00Z Mar 26th 1970

Mean

Table 45 : RMSE Verification Scores for the 2
the series of test cases integrate

2.0
1.1
1.6
2.0

2.0

1.7

1.8
1.8
1.9
1.8

2.2

1.8

PARALLEL MODEL

2.6
1.6

2.3

2.4
2.6
T 2.4
2.5

36

3.4
1.7
3.3
3.3
2.7
3.4
3.1
3.5

. 2.8

3.3

3.5

3.1

4.0

2.1
3.6
4.2
3.3
3.9
3.8
3.0
3.1
3.6
3.9

3.5

12

1.8

1.0
1.3
2.0
2.0
1.9
1.7
1.9
1.7
2.0

2‘3

1.8

1968 MODEL

2l
2.5

1.5

1.8

2.6
2.9
2.2
2.5
‘2.2
2.7

3.1

2.4

36

3.5
1.8
2.7
3.1
3.2
3.7
3.2
3.3
3.2
3.3
3.2

3.1

L8
L"‘3
2.1

3.9

3.3

L.,o
L.
3.6
3.8
3.8
3.7

3.6

12

2.9

1.5
2.2
3.1
2.5
2.7
2.6
3.2
3.7
2.9

3.6

2.8

PERSTSTENCE
24 36
3.9 4.6
2.3 3.1
3.3 4.0
53 6.5
3.6 bl
b1 5.7
Ll 49
5.1 6.2
6.0 7.1
b5 5.9
5.2 5.6
43 5.3

4.8
3.1
L.
8.2
5.4
Tl
4.7
6.3
7.3
6.4
5.0

5.7

38-point grid for the 500 mb temperature forecasts for
d in the parallel model experiments.
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PARALLEL, MODEL : 1968 MODEL PERSISTENCE

Case 1224 36 48 12 24 36 48 12 24 36 48
122 Jan 29th 1969 3.1 3.4 4.3 4.6 3.0 3.5 4.5 5.1 3.1 4.3 44 5.
00Z Jul 26th 1969 1.7 3.0 3.0 4.1 , 20 2.6 2.9 3.8 2.8 2.6 3.4 3.6
122 Sep 9th 1969 2.7 2.9 C 42 45 2.4 2.4 3.5 3.9 2.5 3.4 4.2 4.6
00Z Nov 1885 1969 2.3 3.1 3.7 4.4 2.3 3.2 44 51 36 51 6.6 1.3

O0Z Dec 21st 1969 2.8 3.5 3.2 44 2.7 3.6 4.2 5.5 3.5 4.6 5.1 - 5.0
122 Doc 25th 1969 3.0 3.3 - 4l 45 3.0 3.6 40 46 3.7 48 59 6.1
002 Jan 25th 1970 3.1 5.1 5.4 6.0 2.7 3.9 3.9 50 4.2 59 6.6 5.9
002 Jan 27th 1970 2.9 4.1 4.6 5.9 2.8 3.5 4.0 5.0 3.6 4.7 5.3 5.4
00Z Jan 26%h 1970 2.7 4.6 * 5.3 5.9 2.6 3.7 5.0 6.0 35 51 1.0 1.0
00Z Mar 3rd 1970 2.7 3.5 3.9 4.8 2.8 35 43 S0 3.6 4.5 5.5 5.5

00Z Mor 26th 1970 3.4 3.8 3.7 45 3.6 3.6 3.9 4.6 4.6 5.3 6.3 5.7

Mean 2.8 307 4.1 4.9 . 2.7 3.4 4.1 4-9 305 4.6 5.5 5.6

Table 46: RMSE Verification Scores for the 504-point grid for 850 mb temperature forecasts for the
series of test cases integrated in the parallel model experiments.
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PARALLEL MODEL 1968 MODEL . PERSISTENCE

Case 12 24 36 48 12 24 36 48 12 24 36 48
122 Jan 20th 1969 2.4 2.7 2.9 34 2.2 2.7 29 3T 3.0 39 42 AT
00Z ‘Jul 26th 1969 1.4 1.9 2.3 2.7 1.4 1.7 2.1 24 1.9 2.7 3.1 3.2
122 Sep 9th 1969 1.5 2.0 2.8 3.5 14 L7 2.6 3.3 1.9 2.8 3.5 445
007 Nov 18th 1969 1.7 2.5 3.3 3.4 1.6 25 32 3.7 2.8 ‘47 61 7.0
00Z Dec 21st 1969 1.8 2.3 2.9 3.6 L8 2.3 3.0 3.6 3.0 3.9 4.2 5.1
122 Dec 25th 1969 1.9 3.0 3.5 3.9 L9 3.0 3.3 3.9 2.6 3.8 4.7 6.0
' 00Z Jan 25th 1970 1.8 3.1 5.6~ 4.5 . 1.7 2.6 3.4 41 32 48 53 52
00Z Jan 27th 1970 1.9 3.0 3.6 4.1 L8 25 3.2 3.9 3.4 44 5.0 53
002 Jan 28th 1970 1.9 2.7 3.6 3.9 1.8 2.4 3.6 4.3 2.9 4.8 5.8 6.3
00Z Mer 3rd 1970 ~ 1.9 2.5 3.2 3.9 1.9 2.7 3.4 42 2.7 4.0 4.5 5.6
00Z Mar 26th 1970 2.0 2.8 3.2 3.6 1.9 2.7 3.2 3.8 2.8 4.4 4T 4l

Mean 1.8 2.6 3.4 3.7 1.8 2.4 31 3.7 2.7 40 4T 5.2

Table 47: RMSE Verification Scores for the 504-point grid for 700 mb temperature forecasts for the
gseries of test cases integrated in the parallel model experiments,
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PARALLEL MODEL : 1968 MODEL " PERSISTENCE

Cese J12 24 36 48 12 24 36 48 12 21 36 48
122 Jen 29th 1969 2.1 2.6 3.0 - 3.6 2,2 2,6 3.1 3.8 3.2 4.3 4.7 4.9
00Z Jul 26th 1969 L2 L7 21 23 L2 15 1.9 21 1.6 2.5 3.2 3.2
.12Z Sep 9th 1969 1.6 2.0 2.7 3.4 13 17 24 2.9 2.0 2.8 3.5 4.3
00Z Nov 19th 1969 L8 26 3.1 3.7 L9 2.7 29 3.4 3.0 4.9 6.1 7.3
00Z Dec 21st 1969 L8 22 2.6 3.1 1.9 24 3.0 3.1 3.0 3.7 4.0 4.8
12Z Dec 25th 1969 L7 28 3.3 3.5 L8 3.2 3.5 3.8 2.7 3.9 50 5.9
00Z Jan 25th 1970 1.7 24 31 3.4 L7 2.3 2.9 3.5 2.8 4.2 4.9 4.5
00Z Jen 27th 1970 L8 23 3.2 3.4 L8 24 31 3.4 31 44 5.2 5.3
00Z Jen'28th 1970 1.8 2.3 2.8 2.8 1.8 2.1 2.9 3.3 3.2 4.8 5.8 5.9
00Z Mar 3rd 1970 1.7 26 3.1 3.7 18 26 3.2 4.0 2.6 4.2 5.1 5.8
00Z Mar 26th 1970 L9 2.8 3.0 3.2 2.1 29 31 3.2 3.1 4.6 5.0 4.6

Mean 1.7 2.4 2.9 3.3 1.8 2.4 2.9 3.3 2.8 4.0 4.8 5.1

Table 48: RMSE Verification Scores for the 504-point grid for 500 mb temperature forecasts for the
series of test cases integrated in the rarallel model experiments,
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PARALLEL MODEL ) 1968 MODEL PERSISTENCE

Case 12 24 36 48 12 24 36 48 12 24 36 .48
122 Jan 29th 1969 2T 3.0 41 4.3 2.7 3.1 41 44 2.6 3.5 3.8 4.2
00Z Jul 26th 1969 1.6 245 2.7 3.4 1.7 2,2 2.6 3.2 2.5 2.4 3.1 3.2
12Z Sep 9th 19269 2;3 2.5 ; 3.6 4.0 2.1 2.2 3.6 3.4 2,3 2,9 3.6 4,0
00Z Nov 19th 1969 2.0 2.6 3,2 3.8 2,1 2.7 '3.7 4ed 3.2 44 5.5 6.0
00Z Dec 21st 1969 26 3.0 3,0 3.2 2.6 3.1 3.6 4.6 3.4 43 4.8 5.
12Z Dec 25rh 1969 2.7 2.9 3.6 3.9° 2.7 3.2 3,5 4.0 3.3 4.4 53 5.1
00Z Jan 25th 1970 2.7 43 44 S0 2.4 3.5 3.5 4.3 3.6 5.1 5.8 5.4
00Z Jan 27th 1970 266 3.5 3.8 5.0 2,5 3.2 3.6 4.5 3.2 4.1 4.6 4.9
00Z Jan 28th 1970 - 2.3 3.8 4.3 4.9 2.3 32 42 50 3.1 4.5 5.8 5.9
00Z Mar 3rd 1970 2.5 3.4 3.9 4.2 2.5 3.3 4.0 4.4 3.4 4,1 53 5.
00Z M=r 26th 1970 2.2 3.4 3.3 3.8 3,0 3.2 3.4 3.8 3.9 4,7 53 4.8

Meen 2.4 3.2 3.6 4.2 2.4 3.0 3.6 4.2 3.1 4.0 4.8 4.9

Table 49: PMSE Verification‘Sccres for the interior of the 1015-point grid for the 850 mb temperature
forecasts for the series of test cases integrated in the parallel model experiments.
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c
122 Jan
00Z Jul
122 Sep
00Z Nov
00Z Dec
12Z Dec
002 Jan
00Z Jan
00Z Jan -
00Z Mar

00Z Mar

ase
29th 1969
26th 1969
9th 1969
18th 1969
21st 1969
25th 1969
25th 1970
27th 1970
ZStﬁ 1970
3rd 1970
26th 1970

Mean

Table 50¢

12

2.2
1.2
1.3
1.5
1.7
1.7
1.7
1.8
1.7
1.8

1.7

1.7

PARALLEL MODEL

24

2,4
1.7
1.7
2.3
2,1
2.6
2.7
2,5
2.4
2.5
2.4

2.3

36

2.8
2.0
2.5
3.0
2.5
2.9
3.5
3.1
3.1
3.0
2.8

2.8

48

© 363

2.3

3.1

3.1
3.2
4.0
3.4
3.4
3.6
3e3

3.3

12
2.1

1.2

1.2

1.4
1.7

1.7
1.7
1.7
2,0

1.6

1.6

1968 MODEL

24 36
2.4 2,9 .
1.6 1.8
1.5 2.2
2,3 2.9
2.2 2,6
2.8 2,9
2.4 3,1
2,3 2.8
2,2 3.1
2,6 3.1
2,3 2.8
2,2 2,7

48

3.3
2.1
2.9
3.5

3.2

3.4

3.7
3¢5
3.7
3.8
3.3

3.3

12
2.8
1.6

2.5
2.7

.2.4

2.8
2.9

2.4

2.7
2.4

2.4

PERSISTENCE
24 36
3.4 3.7
2.3 2.6
2.4 3.2
4.1 5.2
3.7 4.0
3.7 4.4
4,2 4.8
3.9 4.3
4.0 4.8
3.8 4.5
3.7 4.1
3.6

4.1

forecasts for the series of test cases integrated in the parallel model experiments,

48
4.2
2.6

3.9.

6.0
4.7
5.1
4.7

4.7
"5e4

5.1

4.1

4.6

RMSE Verification Scores for the interior of the 1015-point grid for the 700 mb temperature
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PARALLEL, MODEL 1968 MODEL _ " PERSISTENCE

Case C12 24 36 48 12 24 36 48 12 28 36 48
122 Jan 29th 1969 1.9 23 2.8 32 L9 2.3 2.8 32 27 3. 3.9 4.1
00% Jul 26%h 1969 1.1 L5 19 21 L1 L4 LT L9 1.4 2.1 2.6 o
122 Sep 9th 1969 1.5 1.8 23 3.0 . L3 1.6 21 27 1.8 24 3.0 3.9
002 Nov 18th 1969 1.6 2.5 2.8 3.3 LT 25 2.8 3.3 2.7 4.3 54 6.2
00Z Dec 21st 1969 1.7 2.1 24 2.7 L8 24 2.9 2.8 2.6 3.4 3.8 4.3
122 Dec 25th 1969 1.6 2.5 3.0 31 L6 3.0 33 3.5 2.3 3.8 4.7 5.0
00Z Jan 25tk 1970 1.6 2,2 2.9 3.2 1.8 2,2 2.7 3.2 2,5 3.9 4.6 4,3

00Z Jan 27th 1970 }.7 2.5 3.2 el 1.7 . 2.5 3.2 363 2.8 4.1 4.6 4.5
00Z Jan' 28th 1970 1.7 2.0 2.4 2,5 1.7 1.9 2.6 2,9 2.7 4.0 4.8 4.9-

00Z Mzr 3rd 1970 1.7 245 2.9 3e4 1.9 2.6 3.1 3.7 2.7 3.9 4.6 52
00Z Mar 26th 1970 1.7 é.4 2.7 3.0 1.9 2,5 2.8 2.9 2.6 3.9 4.2 4.1

Mean 1.6 - 2.2 2.7 3.0 L7 23 27 3.0 2.4 3.6 4.2 4.5

Table 51.: RMSE Verification Scores for the interior of the 1015-point grid for the 500 mb temperature
forecasts for the series of test cases integrated in the parallel model experiments, .
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PARALLEL MODEL 1968 MODEL PERSISTENCE

Case . 2 36 88 12 2 36 48 12 2 3 us
122 Jan 29th 1969 L. 4.9 5.2 - 5.5 iz B3 b9 b6 5.8 6.2 7.5 7.0
002 Jul 26th 1969 3.9 6.4 5.8 6.2 3.5 5.8 5.3 5.9 42 6.2 5.9 6.
122 5ep 9th 1969 4.7 &3 5.7 5.4 L7 8O 5.6 5.3 5.5 s.9 6.9 6.1
00Z Nov 18th 1969 4.4 4.3 5.4 6.1 M1 b6 5.8 6.8 k5 5.3 6. 6ur
00Z Dec 21st 1969 &b 4.7 4.0 6.0 50 b1 3.6 5.3 5.5 6.7 6. 6.5 .
T8 Do Bh 1369 Ml 7 55 57 33 A3 A7 b9 B8 63 7.0 7.0
00Z Jan 25th 1970 4.5 5.4 4,5 5.1 -4.6 k9 47 51 5.8 6.8 6.6 6.3
004 Jan 27th 1970 4.1 5.5 5.5 6.0 3.9 54 b5 b6 ks 67 5.6 6.7
002/ Jan 26th 1970 5.1 5.7 5.3 6.4 4.8 B by 5.8 6.5 6.8 6.5 7.0
00Z Mar 3rd 1970 3.9 4.2 4.3 5.4 3.7 3.8 47 5.6 L7 5.7 6.7 7.2

00Z Mar 26th 1970 L., 5.3 5.5 7.2 3.9 5.0 5.6 7.8 6.5 7.9 8.2 7l
Mean L3 . 5. 5.2 5.9 L1 4.6 4.9 5.6 5.3 6.4 6.7 6.8

Table 52: RMSE Verification Scores for the 238-point grid for the 850 mb dew roint depression
forecasts for the series of test cases integrated in the parallel model experiments.
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PARALLEL MODEL | 1968 MODEL PERSISTENCE

Case 22k 36 48 12 2 36 48 12 2 36 us
172 Jan 29th 1969 k.5 6.3 7.5 7.5 L9 6.0 6.9 7.4 6.2 6.5 7.0 7.6
002 Jul 26th 1969 L 5.3 5.5 5.9 46 b9 5.5 5.5 45 s 6.1 6.9
122 Sep 9th 1969 5.7 5.9 5.5 6.4 5.6 5.5 5.8 6. . 7.1 8.3 7.8 7.5 -
00Z Nov 18th 1969 4.5 5.2 5.8 7.3 b4 ha 6.8 7.3 5.3 5.9 6.8 7.3
002 Dec 21st 1969 4.7 5.5 6.0 7.5 3.6 3.9 b1 6.0 7.2 8. 7w 7.0
122 Dec 25th 1969 3.9 6.1 - 7.4 7.1 3.6 5.0 5.7 6.2 5.3 7.0  n.g 7.5
002 Jan 25th 1970 4.4 5.3 5.2 5.0 49 B8 53 L7 5.9 6.9 6.6 6.9
002 Jan 27¢h 1970 L.0 5.5 6.7 5.7 3.8 41 48 5.4 5.0 6. 5.6 6.2
00Z Jan 28th 1970 4.7  5.2° 5.9 6.0 4.1 5.3 6.1 ’5.7 5.3 5.6 6.3 5.8
00Z Mar 3rd 1970 4.8 5. 6.5 6.9 bz k9 61 6.6 5.0 6.7 7.6 7.
00Z Mar 26th 1970 4.6 4.8 6.8 8.2 4.6 b9 7.2 8.2 5.7 6.7 6.6 6.3

-

Mean Lé6 5.5 6.3 6.7 L. k.9 5.8 6.3 5.7 6.7 6.9 6.9

Table 53: RMSE Verification Scores for the 238-point grid for the 700 mb dew point depression
forecasts for the series of test cases integrated in ths parallel model experiments.,
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PARALLEL MODEL : 1968 MODEL PERSISTENCE

Case 12 24 36 48 12 24 36 48 12 24 36 48

127 Jan 29%h 1969 5.2 6.3 6.2 - 6.7 5.8 6.4 T 7.2 5.0 5.8 5.8 6.6
00Z Jul 26th 1969 5.1 5.3 6.7 5.7 4.9 53 6.7 6.2 57 59 T.2 6.8
127 Sep 9th 1969 4.1 5eT 5T 6.9 .43 59 58 7.2 51 7.0 T3 7.2
00Z Nov 18th 1969 4.4 5.3 5.7 6.2 5.0 5.8 6.6 7.9 .48 5.5 6.1 7.0
00Z Dec 21st 1969 4.0 48 6.2 5.8 4.1 4.6 5.9 6.6 4.6 4.9 5.4 4.8
122 Dec 25%h 1969 4.1  5.3° 6.1 6.5 3.6 5.3 6.1 6.5 5.6 7.1 6.8 7.0
00Z Jan 25th 1970 4.8 4.4 5.0 6.0 4.6 4.0 4.8 55 4.9 5.1 6.0 5.9
00Z Jan 27tk 1970 3.7 5.2 4.8 4.5 3.8 5.2 5.1 5.4 5.2 58 5.6 5.8
00Z Jen 28th 1970 . 3.9 4.2 5.3 5.5 4.5 5.4 6.4 5.2 5.1 5.3 58 6.0
00Z Mar 3rd 1970 4.2 5.0 5.5 5.8 3.8 4.6 5.6 6.2 4 5.6 5.4 6.1
00Z.Mar 26th 1970 5.2 5.0 6.4 6.2 5.8 6.1 7.8 6.9 5.6 6.0 6.4 6.0

Mean 4.4 - 5.1 5.8 6.0 4.6 5.3 6.2 6.4 5.1 508 . 6.2 6.3

Table 5u4: RMSE Verification Scores for the 238-point grid for the 500 mb dew point depression
forecasts for the series of test cases integrated in the parallel model experiments,
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PARALLEL MODEL : 1968 MODEL PERSISTENCE

Case 12 24 3% 48 12 24 36 48 12 24 36 48
102 Jan 20%h 1969 4¢3 4.9 5.3 5.4 3.8 4.3 5.1 4.6 5.0 5.4 6.2 5.6
00Z Jul 26th 1969 4.0 5.5 5.3 5.8 3.9 5.2 5.2 5.6 42 5.8 .56 6.0
127 Sep Oth 1969 4.1 4.4, 5.3 5.6 4.0 4.2 5.0 5.1 4.7. 5.7 6.6 6.2
00Z Nov 18th 1969 4.2 5el 5.7 4.0 4.0 4.6 6.2 6.9 5.0 6.2 6.7  Ted
00Z Dec 21st 1969 4.8 5.7 5.6 6.5 4.4 4.9 5.0 59 6.0 1.2 1.9 T.4
127 Dec 25%h 1969 448 5ol 6.2 6.3 4.5 4T 5.8 5T 5.6 6.8 1.9 8.4
007 Jan '25th 1970 4.9 5.8 5.6 5.8 4.6 5.2 5.2 5.3 5.5 T.b 7.8 T.6
00Z Jan 27th 1970  4¢7 5.8 6.1 6.6 4.2 5.3 49 5.5 5.4 T2 T T3
00Z Jen 28th 1970 - 5.1 6.1 5.5 6.5 44 4B 4.6 5.9 6.5 76 T4 1.2
00Z Mar 3rd 1970 4.1 4.8 5.0 6.1 3.8 43 5.1 5.7 47 6.4 T.6  TlT

00Z Max 26th 1970 55 6.7 6.1 Tel 4.9 6.0 5.6 Te2 Tel 9;1 8.8 8.1
Mean . 4.6 ’ 5.4 5.6 6.1 4.2 4.9 5.2 508 5.4 6.8 . 7.2 7.2

Table 55°¢ RMSE Verification Scores for the 504~point grid for the 850 mb dew point depression
forecasts for the series of test cases integrated in the parsllel model experiments.
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Case
12Z Jan 29th 1969
00Z Jul 26th 1969
12Z.Sep 9th 1969
00Z Nov 18th 1969
00Z Dec 21st 1969
12Z Dec 25th 1969
00Z Jan 25th 1970
00Z Jan 27th 1970
002 Jan 28th 1970
00Z Mar 3rd 1970
00Z Mar 26th 1970

Mean

Table 56: RMSE

12

4.5
4.3
5.1
4.6
5.1
5.2

4.8

4.8
4.7
4.8
4.9

4.8

PARALLEL MODEL

24

6.3
5.1
58
5.2
6.4
6.3
5.7
6.0

5e2.

5e4
565

- 57

36

7.0
5.3
5.8
5.8
6.8

1.1

6.1
649
6.3
6.9
6.5

6.4

48
T.1
5.4

6.9 -

0.7

7.2

T.2
566
6.3
6.7
8.0
T.8

6.8

Verification Scores for th
forecests for the series of test ¢

12

444

4.2
4.9
4.6
3.8
4.9
4.8
4.2

3.8

3.9
4.4

4.4

1968 MODEL

24 36
549 6.2
4.6 5.1
502 5.5
4.5 6.5
4.8 5.0
5.6 5.7
5.0 5.7
4.1 4.9
4.9 5.8
4.7 5.1
560 6.2
5.7

4.9

48

6.6
5.3
6.1
TeT
5.8

6.4

5.2

5.8

6.3
7.0
Te5

6.3

12

" 4.9

4.8
6.0
Y.4
6.7
6.0
5.8
5.9
5¢5
5.2

6.2

567

PERSISTENCE
24, 36
5.6 # 6.1
6.2 6.0
7.5 7.0
6.3 7.3
8.5 8,2
7.1 1.5
7.5 7.6
Tel T4
7.1 7.3
Tl 7.6
7.2 7.4
7.0 7.2

48

6.6
6.9
Te3
8.2

Te5 .

7.8

8.0

Te2

- Te2

Te7
7.2

T.4

e 504-point grid for the 700 mb dew point depression
ases integrated in the parallel model experiments,
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PARALLEL MODEL : 1968 MODEL PERSISTENCE

Case 12 24 36 48 12 24 36 48 12 24 36 48
122 Jan 29th 1969 5.2 6.5 6.3 . 6,0 5.2 6.1 7.0 .0 45 5.7 5.6 6.0
00Z Jul 26th 1969 4.7 5.2 644 6.1 46 4B 5.9 6.3 5.5 5.9 .7.3 7.2
127 Sep 9th 1969 3.9 5.2 5.7 6.3 3.8 5.0 5,2 6.3 4.5 6.1 | 6.6  7.0-
00Z Nov 18th 1969 4.2 51 56 6.2 4.6 5.7 643 Te9 5.0 6.0 6.5 T2
00Z Dec 21st 1969 4.4 5.6 6.3 5.9 4.0 5.3 6.1 - 6,6 563 5¢7 6.4 6.0

122 Dec 25th 1969 4.6 505' 602 6.4 404 506 603 701 5.2 6-8 608 703

002 Jan 23t 1910 7 50 5.9 6.2 46 A5 5.3 5.7 5.0 5.7 6.3 6.2

100Z Jan 27th 1970 4.0 5.1 5.1 5.1 3.5 48 5.1 5.3 5.4 T2 6.8 6.5
00Z Jan 28th 1970 - 3.7 43 5.7 5.9 3.8 46 58 53 5.2 63 6.9 6.7
002 Mar 3rd 1970  4el  5¢4 6.5 6.5 3.7 5.1 5.8 6.0 5.2 6.0 6.3 6.5
00Z-Mar 26th 1970 5.1 5.7 5.9 6.3 5.3 5.9 6.8 6.9 6.4 6.9 7.2 6.8

Mean 4.4 ) 503 600 601 4’3 5.2 6-0 604 5.2 6.2 . 606 607

Table 57: RMSE Verification Scores for the 504-point grid for the 500 mb dew point depression
forecasts for tho series of test cases integrated in %he parallel model experiments,
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. PARALLEL MODEL 1968 MODEL PERSISTENCE

Case 2 24 36 48 12 o 36 4g 12 g 3% ug
12Z Jan 29th 1969 3.6 42 47 48 3.1 3.6 4. b2 ko 44 5,0 4.7
00Z Jul 26th 1969 4.0 5.0 5.3 5.5 4.0 5.0 5.3 5.5 3.9 5.4 6.0 6.2
122 Sep 9th 1969 4.0 4.7 5.4 6.0 .o 4.5 5.0 55 4.6 5.8 4.u 6.8
00Z Nov 18th 1969 4.2 5.2 59 6.2 k2 M9 61 6.7 4.6 6.2 7.1 8.0
00Z Dec 21st 1969 4.7 5.4 5.6 6.4 JBS55.0 53 5.9 5.9 9.2 98 a6
122 Dec 25th 1969 4.7 5.6 7.1 7.4 45 5.3 g.o 7.2 5.1 6.8 8.1 8.8
'00Z Jan 25th 1970 5.1 © 6.1 6.1 6.4 b.g 5.5 5.6 5.9 5.3 6.9 7.6 7.
00Z Jan 27th 1970 4.3 5.5 5.6 6.2 4 5.2 5.0 5.2 5.0 7.2 7.1 6.7 °
00Z Jan 28th 1970 b5 5.8 5.9 6.3 4.0 5.0 5.5 6.0 6.0 7.6 7.8 7.3
00Z Mar 3rd 1970 4.6 5.3 6.1 6.8 L3 48 57 6.2 5.4 7.0 8.1 7.9
00Z Mar 26th 1970 5.1 6.L ° 6.5 6.9 4.8 6.0 6.1 6.7 6.4 8.5 8.7 8.4

Mean by 5.4 5.8 6.3 L.2 5.0 5.5 5.9 5.1 6.6 7.2 7.3

Table 58 : RMSE Verification Scores for the interior of the 1015-point grid for the 850 mb dew point
depression forecasts for the series of test cases integrated in the parallel model experiments.

ot



PARATLEL MODEL 1968 VMODEL PERSISTENCE

Case 12 24 36 48 12 24 36 48 12 24 36 48
12Z Jan 29th 1969 4.0 5.7 6.2 . 6.4 37 5.3 55 6.0 bl 5.2 56 6o
00Z Jul 26th 1969 4.0 4.7 51 5.2 3.9 4.6 5.1 5.3 k5 6.0 6.1 6.8
12Z Sep 9th 1969 L. 5.4 5.6 6.7 4.3 5.1 5.3 6.3 . 5.1 6.8 6.9 .
100Z Nov 18th 1969 4.5 5.0 6.2 6.7 b L9 64 7.1 5.0 6.5 7.9 8.7
002 Dec 21st 1969 4.8 5.8 6.3 ' 4.9 . %0 53 54 61 63 7.9 7.9 7.8 .
122 Dec 25th 1969 4.9 63 75 7.7 b6 5.9 67 7k s 7.3 8.1 8.
00Z Jan 25th 1970 L7 6.0 6.6 6.1 1«5 5.3 6.2 6.0 5.8 7.5 7.7 8.1
00Z Jan 27th 1970 L6 | 5.8 6.3 6.4 L.2 L9 54 5.9 5.5 7.4 7.5 7.5
00Z Jan 28th 1970 4.3 5.9 6.4 6.8 3.9° 5.5 6.2 6.7 5.8 8.0 7.9 8.1
00Z Mar 3rd 1970 4.9 5.6 6.9 7.6 b3 5.2 5.9 6.8 5.9 7.7 83 8.3
00Z Mar 26th 1970 4.6 5.4 6..4 79 BS5 5. 6.0 7.2 6.0 7.2 7.6 8.2

Mean b5 . 5.6 6.3 6.8 4.2 5.2 5.8 6.4 5.4 7.0 7.4 7.8

Table 59: RMSE Verification Scores for the interior of the 1015-point grid for the 700 wb dew point
: depre:-;sion forecasts for the series of test cases integrated in the parallel model experiments.
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PARALIEL, MODEL ' 1968 MODEL - PERSTISTENCE

Case 2 36 48 12 24 36 48 12 24 36  ug
122 Jan 29th 1969 4.3 5.6 5.7. 5.6 41 51 6.0 6.1 3.8 5.1 4.9 5.3
00Z Jul 26th 1969 4.3 4.7 5.9 5.9 b2 b 55 6.0 4.9 5.5 6.6 7.
122 Sep 9th 1969 3.7 L9 5.4 6.0 3.5 46 5.0 6.0 b2 5.6 6. 7.1
00Z Nov 18th 1969 4.1 5.1 5.8 5.9 4.2 5.4 6.3 7.2 5.0 6.2 7.1 7.5
00Z Dec 21st 1969 4.0 5.0 5.5 5.7 3.7 b9 5.8 6.3 5.0 5.0 6.k 6.5
122 Dec 25th 1969 L.b 5.6 6.0 6.2 L2 5.8 6.2 6.9 4.9 6.6 6.9 7
. 002 Jan 25th 1970 4.3 49 5.5 5.8 43 b5 5.2 5.6 5.0 5.9 6.8 6.6
00Z Jan 27th 1970 3.9 4.8 49 5.2 3.7 4.8 5.1 5.3 5.1 . 6.8 6.5 6.5
- 002 Jan 26th 1970 3.5 L7 5.5 5.7 3.7 L8 5.7 5.7 5.3 6.8 7.3+ 7.0
002 Mar 3rd 1970 Bl 5.4 6.2 6.1 B 5.2 5.9 6.2 5.4 6.0 6.5 6.5

00Z Mar 26th 1970 4.5 5.2 5.5 6.1 4.9 5.6 6.3, 6.4 6.2 7.0 7.4 7.0
Mean Bl 51 5.6 5.8 L 5.0 5.7 6.2 5.0 6.1 6.6 6.8

Table 60 : RMSE Verification Scores for the interior of the 1015-point grid for the 500 mb dew point
depression forecasts for the series of test cases integrated in the parallel model experiments.
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PARALLEL MODEL 1968 MODEL
CANADA U.S. N.A. CANADA u.s. N.A.
Case Large Total Large Total Large Total Large Total Large Total Large Total

122 Jan 29th 1969 61.1 55.6 0.4 61.7 60.7 58.9 59.5 56.9 61.7 62.4 60.8 60.1
00Z Jul 26th 1969 50.9 57.0 15.1 28.1 39.3 474 59.8 60.8 27.5  37.7 18,2 51.4.
1272 Sep 9th 1969 60.8 59.5 33.3 34.3 48.6 48.0  62.5 59¢5 37.3 35.7 51.0 48.7
00Z Nov 18th 1969  57.6 58.9  71.8 69.2 64.0 63.6 60.7 62.3 65.0 65.8 62.8 64.0 .
00Z Dec 21st 1969 55.0 56.0. 64.9 647 604 60.8 65.7 64.0 62.0 6L.2 63.6 62.4
122 Dec 25th 1969  31.3  30.4 71.2 &7 53.3 511 347 33.0 724 719 s5.1 54.0
00Z Jan 25th 1970 43.3 40.7 49.0 43.5 46.3 42.0 39.6 .3 48.3 u2.g 4.0 38.4
00Z Jan 27th 1970 39.8 39.8 45.3 u46.8 b2.3  b2.7 510 M2 468 u5.6 k9.2 - Ly.7

(O%)
o
(9%

00Z Jan 28th 1970 . b4.2' 139.6 u1.6 B3.4 43.0 412 50.9 2.5 wo.u BOL 45,9 41.6
00Z Mar 3rd 1970 60.8 60.4 55.1 505 57,7 549 63.4 63.2  s53.7 b9.7 57.9 55.3
00Z Mar 26th 1970 - 17.8 17.3 3.8 36.5  27.0 274 32.2 31,5 38.9 38.2 35.9 35.1

Mean 7.5 B6.8 149.3 9.6 9.3 8.9 52.7 0.2 50.4 50.1 52.2  50.5

Table 61 : Threat Scores for 00-24 hours for a threshold of 0.01 inches for the series of test cases
integrated in the parallel model experiments. Separate results are given for all received
Canadian stations, all received U.S. stations, and all received North American stations.




PARALLEL MODEL 1968 MODEL
CANADA U.S. N.A. CANADA .8, N.A.
Case Large Total large Total Iarge Total Large Total Large Total Ilarge Total

12Z Jan 29th 1969 55.3 53.5 58.3 58.1 56.8 55.9 5.2 55.0 59.1  61.7 56.7 58.5
00Z Jul 26th 1969  39.8 44.0 16.3 23.3 28.8 3W.2 W77 -55.7  33.3 43.5 807 49,0
122 Sep 9th 1969 52.0 49.0 22.0 23.1 42,0 401 53.9 53.9 25.5 26.3 4.0 4.0
00z Nov 18th 1969  62.5 62.5 59.0 53.9 61.2 59.0 58.7 . 61.6 b1 ko.b 52.3  53.3
00Z Dec 21st 1969  46.7 147.2 76 77.0 63.9 64.6  69.4 68.8 8L.3 8Ll.3 .76.3  76.0
| 127 Dec 25th 1969 37.8 ° 36.9 57.3 57.6 48.7 48.5 48.8 48.3 61.3 60.8 56.1 55.6
00Z Jan 25th 1970 31.1 31.5 4.1 43.8 36.2 37.6 36.7 3Bl 547 57.9 RO
00Z Jan 27th 1970 17.5 17.7. 35.7 36.5 26.0 " 26.2 36.4 3.1 38 384 37.3  35.9
00Z Jan 28th 1970 42.9 L1.1 544 52,2 48.2  46.1 k8.2 45.8 43.0 42,7 u5.5 4.2
002 Mar 3rd 1970 48.9 45.0 46.6 Mhb  L7.6 WA 6504 62.2 Ap.1  L7.5 54.5  53.5
00z Mar 26th 1970  13.1 13.5 39.8 39.8 27.9 28.3 19.2 20.0 37.1 379 29.6 30.6

Mean 0.7 40.2 M6 6.3 W43 M1 49.0 49.0 477 9.l 48.9 49.5

Table 62 : Threat Scores for 12-36 hours for a threshold of 0.01 inches for the series of test cases
integrated in the parallel model experiments. Separate results are given for all received
Canadian stations, all received U.3. stations, and all .received North American stations.,
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PARALLEL MODEL 1968 MODEL
CANADA U.S. N.A. CANADA U.S. N.A.
Case Large Total large Total Large Total Largé Total large Total large Total

122 Jan 29tn 1969 55.7  55.7 57.0 56.6 56. 56.2 41.9 41.0 46.2 4h.> W3 42,8
00Z Jul 26th 1969 21.2 27.0 13.9 28.7 17.5 27.9 LG4  53.5 26.6 47.6 33.0 50.0-
122 Sep 9th 1969 . 31.1 L5 17.1 17.1  26.7 26.9 ' 3L.5 31.9 22.2 20.4 28,5 27.9
00Z Nov 18th 1969  57.4  sp.b 57.9  59.0 57.6 58.1 59.3 6L.1 57.3 55.9 8.2 584
00Z Dec 21st 1969 ik  Mhb. 57.9 57.5 51.8 51.6 63.3 63.0 4.6 63.8 4.0 63.4
122 Dec.25th 1969  34.7 347 312 315 33.0 3.2 Wh.0 4.0 42.6 U2.7 43,3 43.3
002 Jan 25th 1970  30.5 32.0 43.9 47.2 37.3 39.8 3.2 333 461 57.1  39.6 b3
002 Jan 27th 1970 284  27.8° 42.6 42.6 W2 33.8 BL.1 9.8 43.2 432 42.0 - bl.2
00Z Jan 28th 1970  59.7 59.8 63.2 60.8 61.3 60.3 9.2 50.0 63.7 62.5 55.9 56.0
00z Mar 35rd 1970 49.5 48.1 59.1 57.8 5h.6 53.2 517 50.6 56.2 5.7 54.1  51.8

00Z Mar 26th 1970 24,0 23.1 57.6 56.5 39.8 38.8 25.2 23.6 45.1 50.0 36.6 38.0
Mean 39.7 B0.1 45.6 468 2.7 3.6 43.8 Uh.7  46.8  49.0 LS.k W7o

Table 63 . Threat Scores for 24-48 hours for a threshold of 0.0l inches for the series of test cases
integrated in the parallel model experiments. Separate results are given for all received
Canadian stations, all received U.S. stations, and all received North American stations,

9741



PARALIEL MODEL 1968 MODEL
0.25 0.50 1.0 0.25 0.50 1.0
Case Large Total Large .Total Iarge Total Large Total -Large Total Large Total

12Z Jan 29th 1969 47.4 45,9 21.1 32.6 0.0 5.0 35.6 32.5 30.0 27.0 33.3 10.7
00Z Jul 26th 1969 6.5 18.2 6.7 12.1 0.0 0.0 6.8, 23.5 0.0 - 11.6 0.0 6.7
' 12Z Sep 9th 1969 41.7 43.5 2.k uo.a 0.0 31.4 42,7 40.8 42,9 35.0. 28.0 27.5
00Z Nov 18th 1969 37.9 41.0 19.6 é5.5 0.0 11.1 47.6 40,9 ' 32.1  27.8 4.3 22.5
00Z Dec 21st 1969 43.1 50.8 42.1 57.9' 33.3  33.3 647 62.5 sh 5000 '23.8  34.6
122 Dec 25th 1969 42.9 51.7 0.0 29.7 0.0 6.3 59.7 58.1 k2.1 58.7 0.0 9.7
002 Jan 25th 1970 36.4 23.7 33.j 5.4 0.0 0.0 20,0 129 0.0 0.0 0.0 0.0
00Z Jan 27th 1970 51.3 51.3  20.0 20,0 0.0- 0.0 58,1 55.6 uo.? w4 0.0 0.0
00Z Jan 28th 1970  14.6 7.2 0.0 44 0,0 0.0 20.4 7.4 0.0 3.0 0.0 ‘0.0
00Z Mar 3ra 970 373 33.3 267 29.3  o.0 5.4 50,0 38.5 48.6 26.9 10.0 10.1
00Z Mar 26th 1970 11.1 12.6 2.2 5.3 0.0 0.0 1.4 WL B0 6.1 0.0 3.2

Mean 33.7 35.4 19.5 24.8 3.0 9.3 379 36.1 25.9 26.1 9.9 1.4

Table 64 : Threat Scores for 00-24 hours for thresholds of 0.25 inches, 0.50 inches, and 1.00 inch

for the series of test cases integrated in the parallel model experiments. 'These results
are for all received North American stations.
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Case
122  Jan 29th 1969
00Z Jul 26th 1969
122 Sep 9th 1969
00Z Nov 18th 1969
Q0Z Dec 21st 1969
12Z Dec 25th 1969
00Z Jan 25th 1970
00Z Jan 27th 1970
00Z Jan 28th 1970
00Z Mar Bra 1970

00Z Mar 26th 1970

Mean

Table 65 : Threat Scores for 12
for the series of te
are for all received No

0.25

large Total
50.0 46.3

0.0 3.0
34.0 33,9
38.2  Ly,2
22.1 24,7
15.7  17.7
30.0 23.1
17.5 17.7
364 s
30.8 30.3
18.9  20.2
26,7 26.9

PARALLEL MODEL
0.50
Large .Total
22.0 30.8
0.0 0.0
16.7 %5.6
15.0  22.7
W0 19.2
0.0 0.0
25.0 12.1
35.7 36.5
15.6 25.8
7.4 21,0
8.7 8.5
4.6 18.4

=36 hours for thresholds of 0
st cases integrated in the pa
rth American stations.

1.0
Large Total
0.0 8.3
0.0 0.0
0.0 16.7
9.5 9.1
0.0 0.0
0.0 0.0
0.0 0.0
26.0- 26.2
0.0 4,9
0.0 3.3
0.0 0.0
3.2 6.2

0.25
Large Total
39.5 34,7
0.0. 13.6
35.1 30.4
39.6 Lo.u
48.0 '148.1
k8.8 148.3
15.1 17.5
5.7 5.1
3 26,0
k6.3 43.8
21.7 20.4
30.4 29.8
«25 inches,

rallel model

1968 MODEL

0.50

1.0

-Large Total Large Total

24.6

0.0 -

25.0
29.6
28.3
61.3

0.0

0.0
23.0
30.0

10.0

21.1

27.9

1.7
26.1
39.0
32.9
60.8

2.0

0.0
19.1
30.9
12.7

23.0

15.4  10.0
0.0 0.0
0.0 10.0

16.7  30.6

- 0.0 6.1

56.1  55.6
0.0 0.0
0.0 0.0
0.0 3.0
0.0 1.9
0.0 0.0
8.0 10.7

0.50 inches, and 1.00 inch

experiments. These results
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PARALIEL MODEL 1968 MODEL
0.25 0.50 l.0 0.25 0:50 1.0 -
Case Large Total Large Total large Total large Total Large Totai large Total

122 Jan 29th 1969 217 231 0.0 0.0 0.0 0.0 6.1 16.9 5.5 5.5 0.0 0.0
00Z Jul 26th 1969 0.0 0.0 0.0 0.0 0.0 0.0 0.0, 10.8 0.0 0.0 0.0 0.0
12ZSep 9th 1969 13.0 9.1 W3 6.3 0.0 0.0 3.3 3.9 0.0 4.2 0.0 0.0
00Z Nov 18th 1969 19.6 21.2 8.7 }3.7 9.1 8.8 47.6 454 231 24,7 9.1 20.5 |
00Z Dec 21st 1969 14.1 14.0 13.0 11.9 o.0 10.3  32.4 '30.5 10.0 13.6 - 0.0 7.3
12Z Dec 25th 1969 22.8 22.4 0.0 0.0 0.0 0.0 28.3  27.3 231 16.7 0.0 0.0
00Z Jan 25th 1970  22.0 15.5 28.0 22.6 17.7 6.7 16.0 119 35.3 12.2 0.0 o.0
00Z Jan 27th 1970 13.2 132 0.0 0.0 0.0- 0.0 0.0 0.0 0.0 0.0 0.0 0.0
00Z Jan 28th 1970 20.8 22.1 7.8 11.8 0.0 2.0 27.8 27.3 1.5 15.5 0.0 2.4 -
00Z Nar 3rd 1970 2.2 33L& 23 19.2 0.0 3.7 274 32.8 2500 26.8 0.0 3.5

00Z Mar 26th 1970 21.4 24,5 6.2 14.6 | 0.0 0.0 26.9 29.1 16.2 25.0 0.0 0.0

}Iean . 18.0 17.9 7.3 806 2."" 3.8 20.5 21.’4 13.6 13 01 008 3-1

Table 66 : Threat Scores for 24-48 hours for thresholds of 0.25 inches, 0.50 inches, and 1.0 inch

for the series of test cases integrated in the parallel model experiments. These results
are for all received North American stations,
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122
00z
12z
002
00z
127
002
- 002
00z
00z

00z

Table 67:

JAN
JUL
SEP
NOvV
DEC
DEC
JAN
JAN
JAN
MAR

MAR

29TH 1969
26TH 1969
9TH 1969
13TH 1969
21ST 1969
25TH 1669
ZSTH 1670
27TH 1S70
28TH 1970
3RD 1970

26TH 1970

MEAN

Table I and Table IT Skil
in the parallel model e
and total precipitation

PARALLEL
TABLE X
LARGE  TOTAL
33.32  30.21
89.00  89.17
29.96  27.93
45.59 54,79
2163 32.94
46.91  50.00
99.14  92.09
75.02 106,23
95.75 115.39
48.8l  56.92
€9.50 69,87
6Ce78  65.96

Xpariments.
forecasts,

TIME PERIOD

MODEL
TABLE II
LARGE  TOTAL
29.23 23,59
83.89  83.20
28.73 26,21
C43.74 46,29
29.41 29,50
36.44 34.76
76.62  67.85
71.90 84,36
76.12 84,00
42.77 46,47
61.37  61.55
52:75 53,44

1 Factors for 06-12 hours for
Separate Skill Fact

TAB
LARGE
31.91
68.73
32.79
42.99
34.07

46.91

106.42

56.26

91.21

44,84

64.97

56 .46

= 06~-12
1968

LE I
" TOTAL
42.92
60.04
" 35.22
47.66
35.93
49.78
104.36
111.98
146.70
53.09
57.76

68.59

MODEL
TABLE IT
LARGE  TOTAL
26.11 29,95
61.81 57.80
27.45  28.64
32.69  32.95 .
26.33  26.06
30.80  30.:91
75.01  66.93
46.85 68,52
52.31  79.23
37.38  37.08
'53.42  45.93
42.74 45,90

the series of test cases integrated
ors are listed for the large scale
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) TIME PERIOD = 18-24
PARALLEL MODEL 1968 MODEL

TABLE I TABLE 1T TABLE I TAELE II

LARGE TOTAL LARGE TOTAL LARGE TOTAL LARGE TOTAL
12Z JAN 29TH 1969 50.14 56.61 4l.81 45.03 69.68 T1.70 53.45 53.22
CO0Z JUL 26TH 1969 €l.28 86.65 78.06 719.79 68.88 65.10 63.28 53.93
12Z SEP GTH 1969 67:19 69.73 54.02 55.29 78.02 8l.13 63.46 64.98
00Z NOV 18TH 19¢9 51.95 52.74 43.13 43.57 56.95 58.87 42.9C 41.87 .
00Z DEC 21ST 1969 46.98 48.43. 42,71 43.43 32.07 33.98 25.41 26.35
12Z DEC 25TH 1969 62.85 57,75 59.05 ° 54,01 4Te27 48.33 37.61 38.16
00Z JAN 25TH 1570 87.20 85.74 T1.71 68.09 93.92 101.69 T2.7% 73429
00Z JAN Z?TH.1970 62.86 68.57 60.00 62.86 70.23 78.80 55.14 58.00
002 JAN 28TH 1970. 70.90 63.41 54.23 43.79 84.57 110.95 55.36 66.42
00Z MAR 3RD 1570 62.37 T4.34 47.67 52.20 63.34 78.39 43.71 50.79
00Z MAR 26TH 1970 62.42 65.80 58.77 58.40 60.53 57.82 53.83 48.02

MEAN E4.23 66.34 55.56 55.13 65.95 T1.52 51.50 52.28

Table 68: Table T and Table ITI Ski1l1l Factors for 18-24 hours for the series of test cases integrated

in the parallel mode) experiments. Separate Skill Factors are listed for the large scale
and total precipitation forecasts. .
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TIME PERIOD = 30-36
PARALLEL MODEL 1968 MODEL

TABLE X " TABLE II TABLE I TABLE IX

LARGE TOTAL LARGE TOTAL LARGE TOTAL LARGE TOoTAL
12Z JAN 29TH 1969 80.33 80.18 60.32 59.12 79.62 84.38 61.94 64.30
00Z JUL 26TH 1965 92.59 98.55 87.62 90.62 -91.32 8l.24 82.08 67.17
12Z SEP 9TH 1969 15.61 76.89 66.76 67.40 70.90 81.08 59.95 64 .44
00Z NOV 18TH 16¢9 45.23 43,07 ' 40466 38.38 45.45 46.54 34,91 35.52
00Z DEC 21ST 1969 71.64 71.64 66.47 66 .47 56.27 63.50 43.91 47.10
12Z DEC 25TH 1969 80.97 78.18 ?6.76 73.92 85.23 88.01 67.02  68.40
0CZ JAN 25TH 1570 T0.46 T4.12 67.83 69.64 75.26 75.41 65.67 63,71
00Z- JAN 27TH 1s7¢ 80.06 - 84.00 76.12  78.09 87.57 95.45 60.27 64,22
" 002z JAN 28TH 1970 48.53 '52.73 37.51 39.58 54.38 86.23 43.74 54 .66
00z MAR 3RD 1970 91.01 92.02 65.89 £5.78 68,65 82.81 49.60 56.68
00Z MAR 26TH 167¢C 99.80 98.15 85.05 82.95 90.25 100.00 = 71.75 76.65~

MEAN 1€6.02 77.23 66445 66.54 T4.08 80.43 58.26 60.26

Table 69: Table I and Table II Skill Factors for 30-36 hours for the series of test cases integrated
in the parallel model experiments. Separate Skill Factors are listed for the large scale
and total precipitation forecasts. .



TIME PERIOD = 42-48
PARALLEL MODEL 1968 MODEL

TA3LE T TABLE II TABLE. I TABLE I

LARGE  TOTAL  LARGE  TQOTAL LARGE  TOTAL  LARGE  TOTAL
122 JAN 29TH 1969  99.76 g99.76 79-49  78.15 127.63 133.54 95.08  97.99
00Z JUL 26TH 1969 112.€3  109.15 104.22 94,69 9772 67.91  60.35 49,03
122 SEP 9TH 1969  gg.s50 A8.50  8l.18 8l.18 106.62 110.87 92,13 94,25
00Z NOV 18TH 1569  89.69 9g.3> 8l.92  82.23 78.72 80.63 61.42  62.40 -
00Z DEC 21ST 1969  €5.01 65.67. 63.49  63.84 60.87 63.42 49.83 51,10
12Z DEC 25TH 1969  82.50 82.s50 76.45  76.45  g81.26 17.69  73.72  70.20
00Z JAN 25TH 1970 58.99 54,99 °3+56  55.56  83.36  g6.49 68.39 49,93
00Z JAN 27TH. 1970 T1.41  71.64  68.07 68.18 100.00 100.00 71.9> 71.92
- 00Z JAN 28TH 1970' €5.93  65.75 53,21 52,01 f9.12 85.71 53.66 53.66
.00Z MAR  3RD 1970  81.¢8 g81.25 67.12  67.20 93.99 97.55 76.98  78.29
00Z MAR 26TH 1970 117.39 119,99 95.35  96.62 132.78 135,33 105.37 106.64

MEAN 84, 81 84,87 7510 74437 94,73 94.47 76.26 73.24

Table 70: Table T and Table IT Skill Factors for 42.48 hours for the series of test cases integrated

in the parallel model experiments., Separate Skill Factors are listed for the large secale
and total precipitation forecasts,
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. TIME PERIUD = 00-24
PARALLEL MODEL 1968 MODEL

TABLE T TABLE II TABLE T TABLE 1T
LARGE TUTAL LARGE TOTAL LARGE TOTAL LARGE TOTAL
122 JAN 29TH 1969 21.33 30.59 28.23 26431 32.91 33.23 24.94 23.21
00Z JUL 26TH 1969 10.27 60.06  68.47 58,27 50.74 40.43 48.20 35.27
12Z SEP STH 1569 48.45 49.54 45.67 45.85 43.98 45.21 41.34 41.06
00Z NOV 18TH 1969 3G.66 42.50 34.56 35.40 32.88 33.22 24.34 21.42 -
00Z DEC 21ST 1969 31.35 28.00 28.28 24.81 42.69 33.32 23.59 24,66

122 DEC 25TH 1969 57.64 55,39 49.54 44.61 34.73 35.77 28.07 26444

et
W

COZ JAN 25TH 1970  52.67  67.09 47.16  52.53 56,05 73,14  46.55 48.29
00Z JAN 27TH 1970 62.98  79.26  S4.56 .53 56.00  85.26 42,47 $i.9s5
00Z JAN 287TH 1970  58.81  74.16 s1.41 °3:09  57.83  90.81  40.92  56.42
00Z MAR  3RD 1970  49.22  53.85 43,87 43.30  30.04 37,07 27.04 26.19
002 MAR 26TH 1970 54.94 . 59.01 s50.4] Sl.18  40.13  45.06  35.79  36.06

MEAN 50. 69 54.50 45:67 45.35 43.45 50.23 34.84 35.54

Table 71: Table T and Table IT Skil). Factors for 00-24 hours for the series of test cases integrateq
in the parallel model experiments, Separate Skill Factors are listed for the. large scale




TIME PERIOD = 12-3¢
PARALLEL MQDEL 1968 MODEL

TABLE I- TABLE II TABLE I TABLE IX
LARGE TOTAL LARGE TOTAL LARGE TOTAL LARGE TOTAL
127 JAN 29TH 1969 37.57 40.47 32.28 33.27 49.16 51.47 40.39 41 .48

COZ JUL 26TH 1569 82,24  81.27  79.37 77.60 68.07 47.62  63.85 41.13°
12Z SEP STH 1969  5¢.52  59.57 54.50  56.03  60.55 64.15 56.19 S57.93
O0Z NOV 18TH 1969  49.63  48.72 42.59 39.51  48.55  46.93 34,78 31.79
00Z DEC 21ST 1969  46.35 46,35 - 43, ge 43.61  33.66  32.02  30.67 28.51
122 DEC 25TH 1969  62.74 65,73  60.52 62.02  52.59  54.59  47.10 47.35
00Z JAN 25TH 1970  72.59  713.74  67.03 66.85  58.80 67.97 51,73 s54.01
00Z JAN 27TH.1970  70.49 72.14  68.05 68.84 55,88 56.55 46.78 45,48
00Z JAN 28TH 1970 4l.42  45.69  36.01 36.41 57.14 g80.7a 38.88 49,74
00Z-MAR 3RD 1970  47.14 56.33 38.45 42.53  35.06 45,11 28.97 33.27
00Z MAR 26TH 1970  68.00 73.29 62,27 64+62  51.93  57.25  44.09 46,43

MEAN 57T.74 60.30 53.19 53.75 5l.94 54 .95 43,95 43,38

Table 72: Table I and Table IT Skill Factors for 12-36 hours for the series of test cases integrated

in the parallel model experiments., Separate Skill Factors are listed for the large scale
and total precipitation forecasts, .



, TIME PERIOD = 24-48
PARALLEL MODEL 1968 MODEL

TABLE Y TABLE IT TABLE X  TABLE 1IT
LARGE TOTAL  LARGE TOTAL LARGE = TUTAL LARGE TOTAL
122 JAN 29TH 1969 59.50 60.18 47.51 45,72 70.15 73.38 57.81 59.45

00Z JUL 26TH 1969  67.26 91.40 91.73 85.24  70.59 55.07 65.76  45.42
122 SEP STH 1569  83.92 8%.55 79.48 80429 77.71 81.99 71.10 72.86
00Z NOV 18TH 1969  57.81 55,77 53,19 51.09 47.25 48.20 40.15 40.63.
00Z DEC 21ST 1S€9  54.79 54,79 53.78 53.78 ~ 33.83 37.01 31.34 32.93
127 DEC 25TH 1969  67.90  67.90 66.79 66.79 51.99 55.18 47.70 49.27
002 JAN 25TH 1970 62.29 63.76 58.91 59.65 60.05 64.16 53,02 54.28
00z JAN 27TH 1670  57.67  59.65 56,84 57.83 46.01 51.98 35.98 38.98
‘00Z JAN 28TH 1670  37.05 39.53  30.99 31.89 52.34 63.50 38.64 41.18
00Z MAR 3RD 1970 64.14 69.51  54.33  56.32  60.73  65.26 52.90  53.99
00Z MAR 26TH 1970  72.37 . 73.77 65.27 65.60 81.03 85.03 64.73 66.73

MEAN 64.97 65.62 59. 89 59.47 59.24 61.89 50.83 50.52

Table 73: Table I and Table IX Skill Factors for 24-48 hours for the series of test cases integrated

in the parallel model experiments. Separate Skill Factors are listed for the large scale
and total precipitation forecasts. .
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35.1 The case of 127 Jan 29th 1969

500 wh Aralvses (Fipg, 35): A major trough over Nevada at initial time

moved rapidly across the continent to south-eastern Kudson Bay by 48 hours
later. A second trough approaching the Vest Coast'at:initial time had
noved to Utah by verifying time. A trough originally over Hudson Bay movad
to the southern tip éf Greenland. A cold low over Keewatin at initial time
had moved to.the Davis Straits by 122 Jan 3lst. There were two slow-moving
cold lows over western Canada. The low in the Atlantic off Nova Scotia
drifted south-castwards during the period. Tﬁe sock-lika appendage
-protruding southwafds from the Atlantic low is an unreal Feature generated
by the objective analysis schemz. The prognostic chart which formad the
first guess field for the analysis moved the whole Atlantic trough too
slowly, so that it lay significantly west of its true position., In the
norfhern part there was sufficignﬁ d%ta for the analysis to adjust the
trough over to its correct position, but in the southern part wheré there
was no data the trough retained its first guess position. The new trough
over the “Jest Coast at verifying time originated from the Aleutians, though
the analysis did not }éally catéh it t111 twelve hours after initial time,

200 mb Analyses (Fig. 36): The principal features are similar to those at

500 mb, except for.slight phase displacements. Over the Atlantic, as at
500 mb, the initial time analysis still retains'the fifst-guess field
position in the southerﬁ no data areas, bhut éatches the true position in
the northern portion where there are some reports. Over the northern

portions of the chart, where the 200 b is deep in the stratosphere, it
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“is more difficult to relate the features to those at 500 mb.

850 mb Analvses (Fig. 33): The sitgation was more complex at 850 mb. Two
lows éould be resolved over VWyoming and Utah at initial time. The
southernmost of these tracked acroés the Great Lakes to just west of the
Gaspe peninsula. by 48 hours. The lov from northern Vycming moved to
south-eastern Hudson Bay by 48 hours, where it merged with a third low
which originated iﬁ Alberta., The low off the est Coast at initial time
movea 8 North Dakota by verifying time. The Atlantic low, like its

500 mb counterpart, drifted southeastwards during the period; it was
scarcely discernible at initial time, but deepzned by 13 dkm in the first
24 hours, presumably the result of ocean heating under the cold low at
500 nwb. At verifying time a 150'é§m low centre shows up off the coast of

Lower California.

[}

700 mb Analyses (Firs 34): The situation is intermediate between 850 mb

and 500 mb.
500 mb Forecasts (Fie. 35): The par51101 model caught the depth of the

Hudson Bay low much more accurately than the 1968 model. It placed a

522 dkm low just west of James Bay, whereas'tﬁe 1968 model merely carried:
a very weak trough slightly farther west; the actual low centre was 504
dkm over south-western Hudson Bay. The parallel model deepened the toe
of the sock feature in the Atlantic and moved it out of display area;

the 1968 model just smoothed it out with time. Neither model predicted
anything off the “Jest Coast at 48 hours, presumably because nothing was
present in the initial analysis. In the south-western U.S. the parallel
model did a better job of identifying the tﬁo currents evident on the

verifying chart. The parallel model failed .to.pradict the eastward
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" progression of the Keewatin low, but it handled the two slow moving lows
in vestern Canada not too badly.b The 1968 model moved the Keewatin low
reasonably well, but lost one of the low centres in western Canada.

200 mb Forecasts (Fig, 36): The Kudson Bay trough was predicted to lie

450 nautical miles west of its actual position in the pa;allel model,
but 600 nautical miles too far east in the 1968 model.. The trough in the
soutb-ﬁestern U.S.‘was predicted dead on target by the parallel model,
but 600 nautical miles too far east in the 1968 model. The northern
part of the Atlantic trough was moved 150 nautical miles too far east

by the parallel model, but h}d nautical milss too far east by the 1968 :
model.,

850 wmb Forecasts (Fig. 33): The parallel model predicted the merging of

the Vyoming and Alberta lows, but 12 hours sooner than it actuwally

happened; the final depth was 120 dkm, vefy close to the actual depth of
118 dkm, but the final position was 250 nautical miles too far south-west.
The 1968 model did not c;tcb the mcréer of these two lows, and predicted

a final depth of 136 dki and a final position 450 nautical miles too far
southwest, The parallel model almost caught fhe position of the low that
ended up in North Dakota, but failed to catch its amplitude. The 1968 model
failed tq catch either vosition or amplitude. In the Atlantic the circulation
around the spurious develooment from the sock-like feature in the initial
500 mb anolysis shows up at the edge of the parallel model chart; this
development was greatly accentuated by latent heat effects. The parallel
quel caught the Pacific developuent with almost pzrfect positioning, but
the 132 dkm low off Lower California is 18 akm too deep. This is partly

an analysis problem, but it is also another example of the over-effectiveness
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pf the release of latent heat in warm air, Both models failed to catch
the West Coast low #hich originateq in the Aleutians, again probablj
because of an analysis problem., However, %he parallel model did catch
a weak trough slightly out to sea, whereas the 1968 did not really show

any such feature.

700 mb Forecssts (Fiz, 34): The situation is intermediate between the

850 mb and 500 mb. In the parallel model their is some inconsistency
between the depths of the Hudson Bay low at 850 and 700 mb,.

Precipitation 00-24 hours (Fig. 37): The 0.25 and 0.50 inch precipitation

areas in the central U.S. and on the West Coast look more realistic in the
forecasts of the ﬁarallel model than those of the 1968 model. However,
the 1968 model does a shade better with the 0,01 inch line én the map
as a whole. Consequently, there is not much difference in the two sets

of verification scores.,

Precipitation 24-48 hours (Fig. 38): The forecasts of the parallel model
L}

are clearly much better than those of the 1968 model, except in the SW

corner of the U.S. where too much rain moved in from the excéssive

developuent in the Pacific. This superiority reflects in the verification

SCOres.

35.2 The casc_of 00Z Jul 26th 1970

No charts are shown for this case. An old low south of Hudson Bay
at initial time moved to northern Quebec by 48 hours later. A baroclinie
wéve over western Canada at initial time swung down quite rapidly ﬁo the
Great Lakes by verifying time. The parailel model handled this development

quite poorly because the seasonal variations in the control coefficients
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- led to too weak a linkage between the levels in summers The 1968 model

did only slightly btetter, This was one of the Tew sunmer cases in which
somethlng interesting happened over tne contlnent. So in a sense it wag.

a mistake to pick it as a test case, On the other hand, it served to
demonstrate that the control coefficients must be ‘strong enough to allow
developments to occur in sunnmer. Noie that this is the Anly case for which
both the threat scbre and the skill factor evaluations 1nd1cate the total
preclpltatlon forecasts are much bebter than those of the large scale

pPrecipitation, So in this respect; at least,thc test case was a typical

summer one,

353 The case of 12% Sep Gth 1969

No charts are shown for this case., A% initial time the main 500 mb
trough was over the Great Lakes, and a secondany low centre had just
‘appeared at. 850 mb off Cape Hatteras, The Secondary low deepened strons 3ly
and moved up to Labrador by ;8 hoﬁrs. Neither model caught the secondary
development and so both sets of fore;aats were quite poor, Presumably,
there was some critical linkage between ocean heating and latent heat effects

near initial time, end the parallel nodel failed to sinulate this lirkage,

35.4 The case of 00Z Nov, 1Bth 1969

200 mb Analyses (Fiz, 40): A major trough over Wyoming at initial time moved

tobMichigan by 48 hours later, Meanwhile a major cold low was drifting south-
westwards over the Arctic islands and slowly filling, A second cold low over
Great Bear Lake at initial time got caught up in the flow and plunged rapidly
down to Lake Superior by verifying time, The low over the Pacific had an

erratic history as it moved through the no data areas,
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850 mb Analyses (Fig. 39): A 139 dkm low over Minnesota at initial time

moved northoastwards and deepened rapidly'to end up as a 118 dkm low over
James Bay 48 hours later., The cold low ove& the Arctic islands drifted
south-eastwards with its 500 mb counterpart and filled, The second cold
was barely discernible over Great Bear Lake at initial time, but can be
tracked on later charts to appear as a well-defined trough south of lake
- Superior at verifying time, There appeared {0 be two lows in the Pacific
and each had a separate historys however, there was no coﬁsistency about

which was dominant.

" 500 mbh Forecasts (Fig., 40): The parallel model moved the major Great

Lakes trough too fést so that by 48 hours it was 250 nautical miles east
of its actual position; the 1968 model moved the same feature.too slow 8o
that by 48 hours it was 150 nautical miles west of its actual position,
Both models predicted the major cold low over the Arctic islands to drifid

- 8lowly easiward, i. e. almost opposite to the true direction, and fill,
Neither model handled the Great Bear.Lake cold low very well, as neither
caught the rapid plunge south~ eastwards, However, the parailel model
fetainéd the feature as a separate'entity, whereas the i968 merged it with
the Great Lakes trough, Both models handled the Pacific low more
realistically than the analyses, but did not agrec‘with each other too well,
Coincidentally, the verifying position is mid-way betweeﬁ the two forecast.

positions,

§50 mb Forecasts (Fig.39): The parallel model gave a very accurate

prediction of both the position and depth of the James Bay low centre,

The 1968 model only predicted a broad trough over Hudson Bay, As far as
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the other features of interest are concerned, the inadequacies of the

500 mb forecast are reflected at 850 mb,

Precipitation 00-24 kours (Fige 41): Both Torecasts were quite good, The

parallel model gave a better structure for the main precipitation area

southward from the Great Lakes, buh failed to link the two precipitation

areas together over Albexta,

Precipitation 24-48 hours (Fige 42): Both forecasts were reasonably good,

However, in this case it was the 1968 model which gave a better structure
to the main precipitation area; though this was marred slightly by the

' gross over-forecasting over Texas. The parallel model again failed over
Alberta, Both models extended the precipitation area ruch too far south

over the Vest Coast,.

35.5 The case of 007 Dac 21st 1969

-

500 mb Analyses (Fiz. 15): A cold low drifted south-eastwards over James

Bay duriﬁg the period., A second coid low was quasi-stationary over ﬁorthern
Baffin Tsland. A series of short wave troughs were moving in‘the main flow
across the continent, One moved.in'rapidly from the Pacific to end up ovcrv
Kansas at verifying time., A second started out over Kansas and moved to the
East boast. A third originsted off the East Coast &nd swung round to south
of Greenland., A feurth from well out in the Pacific ended up off the West
‘Coast; this appeared to be partially associated with a low with an erratic
historv. |

200 mb Amalyses (Fig. 16): A statiomary trough over Ungava was well in the

stratospters. Further south, ovar the U.S., short wave troughs moved alongz

in appropriate phase relationships with their counterparts at 500 nb.
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530 mb Analvsss (Fie. 43): The low off the West Coast at initial time

tracked rapidly east-southeastwards to Kansas City by verifying time. The
low over Oklahoma at initial time moved to Cape Cod by 48 hours, and

deepened from 139 dkm to 120 dkm as it went. There was no evidence
whatsoever of a secondary development. The low in the Gulf of the St.

Lawrence at initial time moved to a position southeast of Greenland. There

was no evidence of a splitting into two centres., 3By 48 hours a new low
had arrived west of Vancouver Island, but its history was a complete mix-up

which did not make any sense at all.

700 mb Analvses (Fig. 44): The situation is intermediate between 850 and

500 moe.
580 mb Forecasts (Fiz. 45): Both models handled the cold lows in about the

same way. The depths were predicted about-12 dkm too high, and the James

Bay low was noved eastward rather than south-eastward. The trough which
actually ended up over Kansas was predicted by the parallel model to be

300 nautical miles too far west, and by the 1968 model to be 400 nautical
wiles too far west. The trough which actually ended up over the East Coast
was predicted by the parallél model to be 50 nautical miles too far west,

and oy the 1968 model to bz 350 nautical miles too far west. The displacement
of the Greenland trough was predicted oetter by the 1968 model, but the depth

etier by the parallel model. Neither model caught the second Pacific trough.

o

25z Torecasts (Fic. 46): The stratospheric region around Ungava was handled

siizhtly better by the parallel model. The Kansas trough was predicted 300
nzutical miles west of its true position by the parallel model, and 1000
nautical miles too far east by the 1968 model. The East Coést trough was

predicted 100 nautical miles west of its true position by the parallel moael,
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and 550 nautical miles too far east by ti= 1668 model. The Greenland
' trbugh was predicted 200 nautical miles west of iis true position by the
parallel model, but 800 nautical miles eazzt 5y the 1968 model.

850 mb Forecasts (Fig. 43): The 1968 modei did not do very well with this

case, The Kansas City and Cape Cod laws were predicted to be weak broad
troughs which had depths 15 to 20 dkn toc Xigh and locations 200 nautical
miles too far west. The 1968 model‘ is incapable of predicting a sécondary
development., The low from the Gulf of tke Si. Lawrence was predicted to
track the wrong side of Greenland, though there was slight evidence of a
splitting. The Vancouver Island low was =issed altogether. The parallel
model went sadly astray in different ways. Tke really devastating thing
that happened was in association with tae Czpe Cod low. A secondary
development took place south of Cape Eatteras a2t 24 hours and by 48 hours
this new low had taken over as the mzin centre off :l:he East Coast. This
was precisely the type of thing which the author had previously tried to
simulate in about half-a-dozen experiments with the Sept. 9th case, but
without suceess. The reason for the secondary development was that a very

-

weak trough in the initial a;nalysis was acrpiified strongly by latent heat
feedbéck..“ This is another good example of the over-sensitiveness of the
parallel model to the release of latent keat in very warm air, The Xansas
City low was handled quite well; the pzrailel model managed a 130 dkn
centre, a mere & dkm too high, and placed it zbout 200 nauticalA miles
northwest of Kansas .City. The low from the Guif of the St. Lawrence
undeniably split into two as it zpproached the tip of Greenland at 36 hours,
and one low went either side. Lgain this is Ltke type of thing that sometimes

happens in the real atmosphere but rarely in a model, so it was rather
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disappeinting to have it happen in the médel but not in the atmosphere.
The Vancouver Island low was also missed altogether by the paréllel model.

790 wb_Forecasts (Fig. 4b): Again the situation is intermediate between

850 and 500 mb. The secondary development shows up at 700 mb as well as

at 850 mb.

Prseivitation 00-24 hours (Fie. 47): At first glance the main difference

between the iwo forecasts is in the area centred on the state of Mississipi
where the 1668 model produced a better forecast of the heavier precipitation
arcas. Mo precipitation was predicted for Florida, so the secondary
development did not begin till the very weak trough over Florida at 12 hours
had moved out to sea. The varallel model forecast fared slightly better

with both kinds of verification scores.

Pricivitation 2L-UL8 hours (Fig. 48): Here ths Bast Coast area is a disaster

Tor the parallel model because of the secondary development, The excessive
eddy diffusion coefficients in the vertical motion computations of the
parallel model made the predicted precipitation area too small over Kansas,

though the centre was nicely on térget. The 1968 model correctly predicted
very light precipitation for Alberta and Saskatchewan, but the parallel

model failed to do so.

35.6 The case of 127 Dec 25:h 1969

200 mb_Annlyses (Figr. 51): 4 low northwest of Lake Superior at initial time

cirped doun to New Jersey by verilying time. A low off the West Coast at
initial time was Zust leaving Vyouning at 48 hours; it was closely followed
oy a secondary trough about 300 nautical miles upstream. A trough over the

Gulf of St. Lawrence at initial time moved to the southeast of Greenland.
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A cold low remained quasi-stationary over northern Baffin Island,

200 mb Analyses (Fig,. 52): There are three troughs in the main flow which
progress eastwards in step with their counterparts at 500 mb. The West
Coast trough also has a double structure at 200 mb. The growth in amplitude
of the main troughs over the continent makes a startling change from zonal
to meridional flow during the period.

850 mb _Analyses (Fig. 49): Lows from northwest of Lake Superior and Arkansas
at initial time merged together at 36 hours to produce a deep low over Cape
Cod at 48 hours. Or perhaps it would be more correct to say that a
baroclinic development on the southern low swamped its northern companion,
which was essentially in phase with the low at 500 mb and therefore a cold
low. A low off the West Coast at initial time moved to North Dakota by

48 hours. And a new low had appeared during the period and ended up over
northern Texas, A low south of Newfoundland at initial time moved to
southeast of Greenland and deepened as it went.

700 mb_Analyses (Fig. 502; The situation was intermediate between 850

and 500 mb,

200 mb Forecasts (Fig, 51): The parallel model moved the low from Lake
Superior off in the wrong direction so that it ended up over northern
Quebec instead on New Jersey. Nevertheless, it carried a well-defined
trough to just off the East Coast. This would have been a reasonable
forecast if it had been on position; unfortunately, it was not, it was
300 nautical miles too far east. The 1968 medel lost the original low
quite rapidly, but predicted the final trough position dead on target over
New Jersey. Neither model pesrforms too badly with the West Coast troughs,

though both lose much of the detail. In the parallel model the stationary
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o7 ¢vur Northern Baffin Island gets smoothed too hearily by the special
Llow =rogopausté eddy diffusion. The parallel model fares best with the
drezniand trough.

2C0_mh_Forecasts (Fig. 52): The parallsl model moves the New dersey

vrougnh 150 miles too far east, and fails to catch the increase in amplitude.
Tre 1§68 model moves the same feature 120C miles too far east. The parallel
rocel retains the doutle structure of the West Coast trough throughout the
forccost period, though it has almost disappeared by 48 hours, and predicts
& of then to be about 100 miles too far east at verifying time. The 1968
medsl unacecuntably sevarates the two West Coast tro uzhis. The leading one
1z srzdicted nearly 2000 nautical miles Loo far east; and the follewing
orw T opreloted 300 nautical milcs too far east. The parallel model predicts

.n Grocaland Seoups abous 1 50 nautical miles west of its true nositicn, the
- ’

et

al miles too far east.

[¢)

LU wolel pracdicts it 550 nacti

fevioachs (3o, 4G): The parallel model pictured 2 rezscnadly

c— - eann

Lok )}

SRR O cetvtenis OF vents over uhe eastern part of the comtinent, %he

Tl o but 12 hours sooner thaa in the real a:mcsphere, =nd
FaedGoap e 8 respectatle 126 dkm low over Nova Scotia. The troublie ias

Wit At wae ou.dictel 35C miles northesst of its real position, and the

aspth was precicited 12 dkm too high., Tre 1968 model oniy mwnzzed = broad

flzt trouzh, but it wacs »redicted on the target. The paraslel model also

fared noorly with the West Coast low; it was only able to resoive a trouzh

i 24 nours, and this was moved %GO nautical miles too fur east Ly 4& Lours.
e 1588 model. did a bit vetier with this feature. The parallel model

predicted a better position for the Greenland low, but the 1968 model

predicted a better deptrl,



V)

7o b Forecasts (Fig. 50): Again the situstion was intermediate between

50 and 500 mb.

Zrecinitation 00-24 hours (Fie. 53): This was the beginning of the Zamous

Christras storm which dumped two feet of snow on Montreal before it had
Tinished. The 1968 model does very well indeed because this is the extreme
type of situation when consistent over-forecasting pays off handscmely,

as it did during the original development work which dealt mostly with
extrems czses. Nevertheless, the parallel model forecast is a pretiy

good one too. On the West Coast the parallel model catches the detailed
vatierns muck better than the 1968 model, but loses out on the positioning
of the C.01 Zmcx . line,

ereeipitation 2L-48 hours (Fiz. 54): Neither model predicted the northern

venetration of the 0.5 inch line well into Quebsec, and it is actually quite

~~Ificult to decide which forecast was the better. The parallel model failed

- .&lly with the laght precipitation over the western U.S.; this was

orably tecause of the excessive eddy diffusion coefficient in the

veriLlzl aotion computations,

case_ ol 00Z Jan 25th 1670

Ohm Lo Zves (Fie, 56): A major cold low was driftinz very slowly

Lasrds st north of Hudson Ray. Two short wave iroupghs wers moving
w-3LCly across the continent during the nerdicd, a third was just meving

or the iaritimes at initial tims, and o fourth was moving up on the

West Corst et 48 hours,

570 wh Analvses (Fig, 55): The same cold low as at 500 wb showed up just

north of Hudson Bay, but it did not appear as intense as at the upper level
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acause the air was extremely cold. The same four short wave trouzhs

)
aprnazared at 85C mb as at 500 mb. The one which started out off the Hast
Const at initial time first deepened and moved rapidly north-eastiwards,

tren the low centre occluded out and became more slow moving. The low

off vhe “lsst Coast at verifying time had an irregular histvory.

€00 - Parceasts (Fig, 56): The parallel model handled the major cold

L p—

.2

2c. uad cnhe four short wave troughs slightly betier than the 1968 model.

n per:_oular, the amplitudes of the two short waves crossing the continent

b4
Jy

re 5til) cliarly evident in the 48-hour forecasts of the parallel model,

AR
[}

vhereas i tokes a good deal of imagination to locate thew on those of the

1668 molrl. This is one of the casec where the parallel model prediction
of the cold low suffers from the extra eddy diffusion eflects inserted

waae -

125 v» Foreecssts (e, 55): The parallel model haudled the low which

énded up over Nova Scotia significantly better than the 1968 wmodel. the
sarallel model was a shade too fast with the trough that ended up ovef
Lake Supericr, Ttut the 1968 model had worse troubles with the same feature
because it was cutstripped by the 500 mb trough and just about los
ammlitude irn tac process. Survrisingly, the parallel model scorss very
well witr the Low off the West Coast at verifying time., This low had a
well-derined nistory in the parallel model, but appeared almost out of
nowhere in the objective analyses.

Precipitaticn 00-24 hours {(Fiz. §7): It is interesting to see that the

Objective Analysis fails to resolve two separate lines of precipitation
over the Prairies, except north of Lake Superior. 3Both models predicted

very light snow south of the huge cold low which dominates the map, but
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nené aprears Lo have been reported in this area., Both models predicted
voo nuch orecipitation scuth of the Great Lakes, though a 0.23 value was
reported. On the whole the parallel model forecast looks a bit more

raalistic than the one from the 1968 model, but there is not much to

¢cr.oose between then.

Frecinitafion 24-48 hours (Fie. 58): This was not a very successful case.

ocels rredicted a2 moderately intense maximum to the south-east of the

Y e .
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Great Lakes, an arez in which no precipitation was actually reported,

:-though amounis in the vieinity of 0.50 were reported just to the north

A}

~nd Just to the sout: The actual precipitation over the southeastern

le

>

U.5. was largely frontal and probably would have been caught by both models
i it had occurred in th2 first 28-hour period. In spite of the vastly

cupzrior helignt forecast by the parallel medel off the West Coast, the

;58 medel produced a better precipitation forecast in that region.

2s “he _eczse o 00Z Jan 27th 1670

v

500 wb_Analvses (Fig. 61): The flow was dominated by an intense cold

e

vortex which drifted from west to east of Southampten Islaad during the

LS QLI

reriod, Iillingz ifrom 45 to 466 dkm as it went. Of particular inlerest

<$ the shrort wave off the “est Coast at initial time. This moved to
South Dakota by 00Z Jan 29ih.

200 »b Analvses (Fie. 62): The Southampton Island vortex was muck less

irtense because it was in the stratosvhere. At initial time the West
Coast trough was orly 50 miles west of its 500 mb counterpart, but by
48 aours later the sracing was 280 miles. While the phasing of the

44 LT A

initial time analyses might have been dubious, because the short wave



271

o

wWas over the ocean, the phasings of the later charts should be accurate
erough and these confirm a gradual increase in the spacing.

250 mb Analyses (Figz. 59): The Southampton Island vortex was mch less

intense because the air was extremely cold. A well-defined low centre

“racked from the West Coast at initial time to the Great Lakes by 48 hours

~de
e,

(=]

70GC mh Analvses (Fig. 60): The situation was intermediate between 500

2

and 350 mo.

2C3 mo Foreecasts (Fir. 61): Both models rilled the cold vortex over

Soubhampton Island to 476 dkm, but the 1943 model was dead on the tarzet
with the final position whereas the parallel model was slightly off.

Urice again with this iatense cold low in the Arctic the low tropopause eddy .
diffusion rurts the parallel model forecast badly. However, the parallel
model had the correct positioning for the trough leading off to Alaska,
whereas the 1968 nodsl moved it too far south. At 48 hours the parallel
model predicted the short wave trough to be 150 miles east of its actual
vosition, whereas the 196§ model ﬁad it 300 miles west. Howéver, the 1963
model caught the angle of tilt a litile better.

20 mb Foreeasts (Fiz. 62): At 48 hours the parallel model predicted the

ghort wave trough to be 250 miles east of its actual position, whereas the

1948 model had it 1000 miles ezst.

550 mb Foreeasts (Fie, 59): At 48 hours the parallel model predicted the

correct depth, 120 dkm, and almost the correct position for the Great Lakes
lowr. However, the intervening tracic did not match up quite so well with
The objective analyses as the predicted low travelled on a more northerly

trajectory. In the 1968 model the low centre loses its identity and
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bacomes a trough which ends up 300 miles too far west at 48 hours.

760 mb Yorecasts (Fig. 60): The situation was intermediate between

850 and 500 mb.

Precipitation 00-24 hours (Fies. 63): The main deficiency of both models

was that the& predicted very light snow in the circulation around the
intense vortex over Southampton Island, and none was actually reported

in this region. ZElsewhere the forecasts agree quite well with each other
and with the analyses., Eowever, the parallel model correctly predicted
virtualiy no snow for the prairie Provinces, whereas the 1968 model covered

this area witn snow.

Zracivivation 24-48 hours (Fis. 64): The two models differ considerably

over the Great Lakes. The parallel model hac the axis and centres of the
precipitation area dead on tarset, but grossly underforescasts both the

<rounts ard the areas. Onee again this happened because of the excessive
eddy dirfusion coelficient used in the vertical motion computations. The
1963 model predicted the areas quite well, so the verification scores did

not suffer too mueh from the under-advection of the 850 wis trougn. The

truly fantastic differences between the two forecasts are over the oceans,

=

35.9 The ease of 007 Jan 28th 1970

5Lo mo fnalyses (Fim, 66): This is the day followinz the oreviocus case.

P,

m

1z gituation is much the same, but with the main trough advaneinz <o
: 2 (2]

—

-.ichizan by verifying time. A secondary trough becomes resolved during
tre period and shows up just west of Lake Superior at 48 hours. A aew
trough appeared out of the Pacific and shows up just off the West Coast

at verifying time.
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250w &nzlvses (Fig. 65): The main low centre of interest in the previous
cage continued tracking east-northeastwards to eastern Ruebec by verifying

vinte,

500 wb Tovecasts (Fie.66): The parallel model moved the trough of chisf

irterest to western Quebec., At firgt sight this does not agree that well
with the verifying analysis, but a closer inspection shows more resemblance
batween the flow characteristics. The parallel model forecast places more
ciuphasis on the northern part of the trough, and almost loses the southern
20t which beads back scuthwestward. In the analysis the scuthern part

L28 prominsnce. The 1968 wodel moved the same trough to Wisconsin, Neither
uoiel canrht the secondary trough, obviocusly because it was not present in
wne initial analysis. Soth models had a slight trough off the ‘est Coast

ty the end of the period, but that of the parallel model had the greater

£30 mb Forecasts (Fiz, €5): The parallel model handled the Quebec Low

very well, though it actually deepened it 6 dkm too muche The 1968 model

rredicted a typieal broad trough over James Bay.

3

fiaginitation 00-24 hours (Fig, 67): Both models predicted the maximum

précipitation to the south of the Great Lakes instead of to the north.
Botl models are still having trouble pradicting light snow around the sld
cold low in the Arctic which is no longer acitive. The 1968 model prédicts
Loo much precipitation in the mountain States, and the parallel model
predicts‘too littls.

Preocipitation 24-U8 hours (Fie, 68):  Roth models predict a large area

of precipitation for the eastern part of the continent, and an equally

larvse area shows up in the analysis. Unfortunately, the internal structure
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is wrongvin both forecusis. Again, the parallel model foreccast Tor the
Queﬁeo low suffers because of the excessive diffusion coefficient used in
the vertical motion computations, Now 2 little bit of Precipitation shows
up in the circulation arouﬁd the cold low, due to the low level flow
intensifying slightly, But this is too late for the parallel model whickh
nas finally decided there is no snoﬁ in an old low., The 1968 model caiches
scme of it, |

35010 The case of 002 Mar 3rd 1970

500 mb Analvses (Fig, 70) ¢+ A 518 dkm low centre ovexr southwestern Albexrta

at initial time moved %o northern Sagkatchewan by verifying time and deepcued
tc 498 dkm. An associsted trough over Colorado at initial time svung around
©o Northern Ontario by 48 hours, A cold low drifted southwestwards over the
Beaufort Sea., A second, less intense cold low started out over the lMelville -
Peninsula and moved southeasiwards through the Hudson Strait, A Pacifi

low had moved over San Francisco Bay by the end of the period., There was

a siow noving trough over the Gulf of St, Lawrence,

€50 b Analyses (Fig, 66) : At initial time there was a 133 dkm low centre

over couthern Saskatchewan, and a 126 dkm low cenirs over Nebraska, 2y
verifying time these two lows had moved 50 as to become a 120 dks: centre

over northern Saskatchewan and a 133 dkn centre south of James Bay,

200 mb Forecasts (Fig. 70) : The parallel model moved ihe Alberic low in

the wrong direction, and it erded up as & 529 centre over southern laritobas
the assocciated trough only swung over as far as Minnesota, The 1968 modcl
roved the same low in the right direction, but cculd not resolve it aftcr

i2 hours; the associzted irough could not ve resolved as a separate cntity.

So the net result was that both med ls placed a long trough in the same
D .
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positica, but the one of e pgrallel médel was slightly deeper., The
faiiure 1o catch the deepening of the low explains the slow mot;on of

vae associated trough. The Beaufort Seaz low was filled too much by the
~ow bropopause eddy diffusion in the parallel model, Both models had tae

linked froughs over Labrzdor zbout 100 nautical miles too far west,

Noither medel cculd pick up more than a hint of the Pacific low,

820 whb Torecests (Pig, 69): In the parallel model the two lows in

mid-continent merged at 36 hours and hecame a single 131 dkm centre noritnh
of Leke Superior by the end of the veriod, In the 1968 model boih lows
viriually disappeared and all thet remained at 48 hours was a weak broad
trough,

Erocipitanion OC-24 hours (Fime 72) ¢ The internal structure of the main

presipitaiion area over the middle of the coniinent was predicted much
Setter by the parallel mciel, However, the 1968 model did a lit{le better
Witk the pleciay at the C.01 inek line cver most of the map, This

Zricient To give oo 1985 model the elge in the ckill facior ver cificatiors,

r 2o 2r the 0.01 ireh threat scores,

Zusoipitetion 24-37 houws [Rie, 72):  Both forecasts are surpricircly good

in viaw of the deficiercics at ihe height forecasts, bui hey reflect the
urisr-forecasting of the displacements of *he troughs over the Great Lakes,
The smell precipitetion amounts reported over northern Saskatchewan indicate
tnav the deepening of the 500 mb lew in this region wds nov a true dyramic

Gevelopment, but instead simply a cold low passing from high land to low



A cold low over Hudtcon Bay at initia

7eslvards, A trough over Minmesotu at initial
sime moved w0 Quehec by 48 Lours. A weak trough over Eritish Coliuxbis
Ltodminicl time moved to New Nexico bty verifying time. 4 low over Ladbroder
2% inmntdal time moved nortvheastwords and filled. A Pacific trough pndea up
over Sritisk Columbia,

E5C o Anelyses (Fig 73) @ Dhe intereciing feature was = low over Iilinoisz

LT .

S Ll .Y L e 3 2 - N ~ yrm ot e . b , - - .
Toinitiel time vhich moved to central Cuebec by 43 hours, decperning From
L300 o oto 120 3k oas it went., A wezl trougzh over Saskatchowan at initial
e | - G~ . - S

SleG ToVed To Wisconsin by verlfying time.

cr , foms A ) o e -
200 o Forecests iFis. 745 @ The 1666 nodel caushi the sivdtirg o

Lolzen Zur Low, vhe parallel model did not., The zarallel model had the

wich i srough 250 milzs teo fop wast; the 1968 model kad it 450 miles too

Sreowest,  Zoun medels cxushi the position of tke Few Liowico troush cuile

Seen ey . .~ _ - P - . .3
Codhmsentu T 730 s+ Uhe maralicl model correctly nredictel a
s e h e SUL oY 3le Creat Iikes developumont at 48 hours, but placed il
sl miles too Iur scutz. The 1965 model predicted a 130 cenizs, but that

e I&a) s 9 R o4 e nep e o ode
wes LC0 milez teo far soutnysst,

vacuase of missed areas of lisht rrecipitation, for 1.ntan*° over Cutario

<l

and Quebecs Howcver, the 1968 model did a litile better than “he peiallel
model.

&

“racioitation 2U-48 hours (Fiz. 76): Again both forecasis wom relatively

TOOT .



The Threat Scores and Skill Factors of Tables 61-73 are a

relflection on t.io comparative merits of the two sets of vrecipita
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coofiicients as much as anything else. ZHowever, as in the case of the

cemperature forecasts, other experiments sko“ed significant improvements

in:the parallel model forecasts if wild forms of the radiation and ccean
seating terns were introduced in the rorecast equation for dew point
Zzpression, but nob in the vertical wmotion computations or the baroclinic
~0s% of the more important aspccts of the resulic, such as ihe
Jreat temperature dependence of ithe cflectiveness of latent reat fecdback,
are discuzsed elsevhere in this thesis zo they will nol be referred %o
ain herc. However, it is worih mentioning onme or iwo small poiric uoi
deail with in other Scctions. Fivst, one gets the Zupression from those
cages that the mountazin correction io thc thresiiold dew point deprecsici,
givern: by (15.9); ig Joc effective with the special mountain field of

ze
-2

3o Ir 2lmcst 21l ceges o forecast comowhere irtermediate beiwesen

(v)
(&

those of the two models weuld have been betier in ithe izaland mountzin

States, Second, mone of the fcrmulatigns of the terrain constraint mamge

to cope with the rseundo~decpening of 2 cold low ab 500 mh as it moves off

the nountains on to the plairns, This is because no temperaiure dependehce

‘iz built into the mountzin term, and it really has nothing to do with the
vertical motion ai the ground, Third, one of the mos dl"*lcalt situations
for a model to deal with 2ppears to occur vhen jhere are two 500 mb cold

lews a fair distarnce apart, but sharing a common circulation, If the domirant
lew is to the east or rortheast, then.the secondary lﬁw, after z period of
clow movenent, will suddenly gét caught irn the strong flow and plunge

gsouthwerds with dramatic results, This happenred in the Nov. 18th case and
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‘the Dec 25tk case, and alzo in some October cases integrated earlier.
fourth, just in case ike point has not been emphasized enough alrezdy,

the quality of the objective analysis leaves much to be desired ir +he

Finally, a few remarks on varying the conirol coefficients, It was
nossible to get almost perfect forecasts for the Jan. 29%h case by increasing
the magnitudes of the control coefficients, The 48-hour CRLSE verification
ccores for the best integration of this case were 2 dkm lower thar those
veled in Tavles 313-315, ZEui the values of the conirol coefficients were
then oo high for z sinuscidal seasonal variation, and even too high foo

ovaer January cases., This point will be *aken up in ihe concluding remarks,
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PIRT VI ¢ CONCLUSIORS

36, Concluling Remarks

- .

Secuential versions of the precipitation scheme and the barocliuie
nodel have been integrated on a roukine basis for the last 2% yeavs,
The resulting vrecipitation forecasts have been judged highly successiul
in Canada, because the:," are the be'st objective guicance available ab .

the Weather stntrals, and because they are transuitted over the facsimile
circuits just over thres hours after chservation time.

However, the precipitaidlon forecasts are not perfect and they
suffer from three kinds of deficiencies. First, they are limited by
the resolution of the standard grid. Second, they suffer Lfrom a lew
systematic deficiencies which have been revealed by the long temm
avaluation programe Third, they are limited, particularly on iae
second day, by the accuracy of the height forecasts vroduced by tae
baroclinic medel., There are plans to alleviate the resoluticn problea
by changing over to a finer grid mesh, but no precipitation experiments
along these lines have yet been 'carried oute The systematic deficiencies
have only just come to light; steps will bte taken to correct them as
soon as possible. The experiments on parzllel operation vere undertaken
in an atterpt to improve the height forecasts produced by the baroclinic
model, Consequently, the main mocifications were made to the baroclinic
rodel, although some minor changes were also made in the precipitation
schene. .

The parallel model experiments have met with partial successe

The main imnovations involved the formulation of eddy diffusion, terrain

and disbatic constraints, the incorporation of the 700 mb stream function

£ield s a full working level, and the introduction of 2 seasonal -
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veriation in the control coefficients. Thae eddy diffusion constraints
have worked out particularly welle Constant eddy dii"i\zsilon coefficients
lead to more detelled height forecasts wiﬁhou'b a;v'.deterigration in the
CRIMSE verifica'yion scores, Consequently, eddy diffusion constraints with
constant coefficients were introduced into the 1970 operational model,
Eddy diffusion coefTicients which depend on the baroclinicity
lead to further improvements in the detail of the height forecasts,
With this feature in the model, and with the 7C0 nb as a Lull working
" level, the depths of the predicted lows begin to mateh those of %the
actual lows., However; with such detailed forecast charts improvements
in the verification scores can only come if the predicted displacements
are reasonably accurate., The predicted displacements depend quite
critically on the magnitudes of the contirol coefficients, It was
discovered that the optimum values of the control coefficients in
Jamuary were very different from those in the autumn. Consequently,
sinusoidal seasonal variations were incorporated ;nto the control
coefficients in the final series of experiments, The results, especially
for the sumer case, demonstrated that this is not a particularly
good way of coping with the month-to-month variations of the optimum
values, Hc#ever, the basic idea is probably a sound one, For it nas
been established that the optirmum values of the control coelficients
do depend on the case. It only remains to determine the best method
of estimeting these optimm values in advance, In view of the
experience with seasonal variation, the obvious approach to try next
is to compute the control coefficients from the initial time objective

azalyses of height and temperature. For instance, it seems likely

that the optimum lower level linkages depend more on the frontal
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activity than on the actual time-of-yeaf, and for thatv matier procaoliy
more on the frontal activity than on the static stability. Sinﬁ.larly,
it seems that the linkage between 500 m’o. and 2C0 mb depends more on "
the predominant position of the tropopause than on the time-of-year,
but in a marmer related more to the jet stream structure than tc the
static stebility, It should not be a difficult mabtter to develcp
diagnostic techniques for computing the control coefi‘icien’b.s before
the start of each run. Provision could cven be made for a monitording
netcorologist to apply corrections depending on acw wWell the last
12-hour forecasts have worked oute For instance, he could provide

the computer with the information that the last 12-hour forecasts cf
the 5C0 mb trough positions were 5% too slow, or 0% too fast, as the
case may be, and this could be taken into account in arriving at the
values of the set of control coefficients to be used in the new run.
Tae importance of the frontal and jet stream structures in determining
the control coefficients can be gnders‘bood as follows, Tae values of
the control coefficients are of greatest importance in the regi01w of
baroclinic activity; they do not matiter very much away from these
regions, For instance, the values of the control coefficients are
obviocusly irrelevant in barotropic situations. Froam the synoptic point
of view, one interpretation of the function of fronts is that they
appear to link the different levels of the atmosphere together. In
practice, this heppens because organised small scale circulations are
established, A baroclinmic model operating on the standard grid canncu
hope to resolve these small scale circulations, but -- in conjunction
with the eddy diffusion of potential vorticity -- it can simulate
their large scale effects by control coefficients with increased

magnitudes, This argument seems to suzggest that it is not so imporiant



to have the control coefficients vary from the cold aixr side to the
warnm air side of é particular baroclinic wave. Bub it still scems
important to have different control coefficients for baroclinic waves
in different air currents. So it would still be worthwhile to solve
the problem of integrating the nodel with control coefiicients which
vary over the grid, One further conclqsion can be drawn Irom the
eddy diffusion experiments. The motiofx and development of single '
10w centres can be predicted gquite well on the standard grid by
assigning eppropriate values to the ¢ddy diffusion coefficients and
the conirol coefficients, even if there is some difficulty in deciding
in advance what these zppropriate values are. In vrinciple, thereiore,
chanzing over to a finer grid cannot be expected to greatiy improve
the prediction of single low centres. Tor multiple-centred lows, on

the other hand, the situation is quite different, The standard grid

model resolves only one 2low, and grossly misforecasts the future
behaviour of such systems because of this, A fine grid model shculd
be able to produce much better farecasts by resolving the individual
entities vwhich constitute the multiple structures, This makes one
wonder if fine grid integrations of the baroclinic model are really
necessary over most of the map, Perhaps it would be possible to
develop techniques for doing fine grid integrations only over thoce
areas where they are really necessary, l.e. where there are low centres

with multiple structures,

The innovations in the terrain constraint were small ones, but

Tact

they appear to lead to significant improvenents in dealing with West

Coast ridging.
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The diabatic constraints were in some ways a disappointment, Before
the work was undertaken, it was assumed that any difficulties would lie
in the evaluation of the actual amounts of heat involved in the diabatic
effects, This was a misconception, Reasonable estimates of the amounts
of heat were made in a straightforward mammer, It is true that the
problem of scale obtruded into the latent heat work, even with the
large scale precipitation, but the solution evidently lies in some
kind of efficiency factors dependent on temperature and latitude,

It is also true that the estimates of radiation and ocean heating
could be refined further, But the real problem appears to be that

one cannot adequately farmmlate diabatic constraints without at the
same time taking the induced divergence circulations into account,

The approach based on Petterssen!s equation circumvents this problem
to same extent by eliminating the divergent advection terms, but it
is wnsatisfactory for radiation and ocean heating becamse of the upper
and lower boundary conditions that have to be imposed, Nevertheless,
some experience with diabatic effects has been gained, and this may
be sufficient to lead to new ways of dealing with them, For instance,
4f the divergent motions induced by diabatic effects are as important
as they seem to be, and if other kinds of divergent motion are accounted
for adequately by the eddy diffusion constraints, then perhaps the
solution would be to somehow compute a diabatic divergent wind, and
include terms due to this in the diabatic constraint,

The precipitation forecasts produced in the parallel model
experiments were definitely worse than their 1968 model counterparts.
However, this is partly due to the excessive eddy diffusion coefficient
used in the vertical motion computations, and partly due to the special
deficiencies of the baroclinic height forecasts which have already been
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discussed, Some aspects of the precipitation forecasts from the parallel
model were very encouraging. In particular, the centres of the
precipitation areas in the forecasts for 2L-48 hours were often closer

o the actual centres than in the 19568 model forecasts. In such cases

the parallel model forecasts suffered.because the predicted areas were

too smaile [nother advantage of the parallel model forecasts was that

the Yest Coast precipitation patterns were nuch more realistic than thosé
of the 1968 model. In view of these redesming features, and in view of

the remarss made zbout the baroclinic model, there is every prospsect oi

;4 another round of experimentaltion.

improving wWie precipitation forecasts wi

This dissertetion will conclude with a few brief remarks on two
other topics, They are the place of probability in precipitation

forecasts, and the implications of the parallel model experiments for

primitive equations modals.
Some kind of probability yardstick should be attached both to the

height forecasts and to the precipitation forecasts. In other fields of

paysics it is customary to give an estimate of the error when 2 quantity

is measwred or predicted. The same kind of thing should be done in numerical

wezther predictions In addition to predicting the depths and displacements

of low centres, models should also estimate the probable errors of these

depths and displacements, Thds could be done more meaningfully with &

predictabilivy approach rather than a purely statistical one. Once 2

probabilivy yardstick has been attached to the height forecasts, it should

be easy to carry over o the precipitation forecastses

implications of the parallel model experiments for
The eddy diffusion coefficients

The obvious

primitive equations models are as followses
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should depend on the baroclinicitye. The latent heat computations should
have efficiency factors associated with.them to correct for scale effects.
ind the empirical methods for computing the radiation and eddy diffusion
effects could be carried over directly. ;Zhere could be other implications
toos, DBriefly, if the eddy diffusion of potential vorticity is an
impoxrtant phjsical process in its own right, as it may well be when
it cames to predictability computations, then it is most naturally
treated by filtered equations models, Also, the rotational and
divergent parts of the wind appear to have very different kinds of
physical and numerical properties. They are naturally separated in
filtered models, but no distinction is drawn between them in primitive
equations models. So the future may not eatirely lie with primitive
equations models, Filtered equations models may be better suited for
dealing with some physical processes. Who knows, perhaps the models
of the 1980s will be hybrid ones, part primitive equations and part
filtered equations, Only one thing is certain a decade hencee
The corputations of tomorrowts rain will still be based on the

Iind of techniques developed in this thesis.
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APPENDIX A : A REVIEW OF SOME BASIC EQUATIONS

Al, Equations governing a dry atmosphere

This Appendix consists of a brief review of those sfandard
equations and relationships of dynamical meteorology which have same
relevance to the main body of ;bhe thesis, The purpose of this review
is to make the mathematical structure of the dissertation as coherent
and complete as possible. For a fuller treatment of the material in
this Section see textbooks on dMic meteor'ology, such as Thompson
(1961), or the Memoirs by Henry (1965a), (1965b), (1965c} which also
provide a good introduction to numerical models of the atmosphere, |

The dynamical behaviour of a dry atmosphere is governed by the
classical principles of conservation of momentunm, conservation of
energy, and conservation of mass, supplemented by the equation of
state for a gas, These principles may be written in mathematical
forn as a set of differential equations., The conservation of
horizontal momentum is expressed by the equation of motion:
dY | kxfV4qVz = 0 AL1)
1t kxfVagVz (AL,

The conservation of vertical momentum is expressed by the hydrostatic

equation:
OZ \
— T e A1,
ap 5¢ a-2)

The conservation of energy is expressed by the First Law of

Thermodynamics:

Codl pd(1/e) - dq (A1.3)
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The conservation of mass is expressed by the continuity equation:

V.V + .?Ba.%l =0 (AL.4)

The equation of state for a dry atmosphere is given by the gas law:
P= ¢ RT (AL.5)

Use of the gas law enables the thermodynamic equation (A1, 3) to be

rewritten in the form:

Cod 1l dT - RT d c‘l’a (AL.6)

BOPrspan
amms——

df P dt At

In order to effect a further simplification of the thermodynamic equation,

the potential temperature, 63 » is defined by:
K
9": T(Po/P) (AL1.7)

The thermodynamic equation (A1.6) thLen becomes :

_C_B_I _d_@ — gt_af | (A1.8)

8 dzt dx

Three explicit assumptions -have been made in the derivation of these
equations for 3 dry atmosphere, First, the effects of friction have been
neglected. Second, the effects of the Earth's curvature have been neglected.
Third, in the momentunm equations any terms normally having a magnitude of
less than 1% of the dominant terms have been dropped. Th;s last assumption
has two main consequences. The vertical component of the momentum equation
reduces to the hydrostatic equation (Al.2). Use of the hydrostatic équation
then enables the mass equation to be written in the simple form (Al.4).

In addition to the assumptions which are explicit in the derivations, there

A3
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are two further assumptions which are usually implicit in the application
of these eqﬁafions. The first of these is that all variables are
cbntinuous and well-behaved in the mathematical sense. The second is that
scale considerations do not have tb be taken into account as a separate
factor because they are looked after automatically by the equations, The
first implicit assumption was mentioned in Section 3.1, An awareness of
the second imblicit assumption is oné of the underlying themes of this
thesis, It is shown that scale considerations are an important feature
of the application of meteorological eqﬁations to numerical weather
prediction. Although it is true that these two implicit assumptions and
the explicit friction assumption are to some extent interdependent, they
are glven some prominence here because in the past their importance hés
usually been underemphasised.

The two most important derived equations are the vorticity equation
and the divergence equation. The vorticity equation is obtained by
operating on the horizontal tt;omentum equation (Al.1) with EoVX » and

then makding use of the mass equation (Al.4):

dQ E.wa_é;_\_/_: Q2w (A1.9)
dt ep op

The divergence equation is obtained by operating on the horizontal

momentum equation (Al.1) with Ve :

d(v.y) (V) = 2 T (u,v) + V. g}{
P

-_Q.VT”X,\_{— {E..ny"_ 9722 =0 (A1.10)

A

The so-called balance equation is a simplified form of the divergence

equation. It is obtained by assuming that the divergent part of the wind

.
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is identical]y zero, so that CJ( v. Y) 0, V. \/ 0 , and
ax

V \/ k X(Q/ﬂ)V\P, and also assuming Vw. =0 :

FVy+ VATV -2 J‘( _}_).—.—ﬂ\?g (42.22)
=1y ax

Substituting the hydrostatic equation (A1.2) into the gas law (Al.5)

yields a common expression for the temperature of a dry atmosphere:

em——

R op

This enables the thermodynamic equétion (A1.6) to be rewritten in an

T= — 8P 22 (A1.12)

alternative form:

X
D (QA) G W = ...".i (A1.13)
Dk 9 9
where the special heat function, H, is defined by:
H= -_R dg (A1.2%)
Cop dt
The usual definition of the static stability is:
= - _..—l-— Q..Q (A1.15)
©6 op

This can be written out in expanded form by substituting the definition

of © (Al.7) and making use of the gas law (A2.5):

o = ( k1 — ) (A1.16)
AR

Another useful form of the thermodynamic equation (Al.6) is:

Cp (.CD: - _CD:! u)) = _@4. (AL.17)
dt dp dt |
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] A2. Equations governing a moist unsaturated atmosphere
. . The dynamical behaviour of a moist but unsaturated atmosphere is
' Jﬁgnvemed by the same classical principles as 2 dry atmosphere. The set

of differential equations corresponding to (Al.1), (Al.2), (AL.3), (AL.4),
(AL.5) and' (A1.6) will therefore retain the same form, but the specific
heats and the gas constant will now refer to moist unsaturated air instead
of dry air. Consequently, those equations which involve neither a specific
heat nor the gas constant, narely equations (21.1), (Al.2) and (Al.4) and
the derived equations (A1.9) and (A1.10), are just as valid for moist

unsaturated air as they are for dry air. The gas law (Al.5) will become:
: R‘ T
p=0 (A2,1)

And the thermodynamic equation (Al.6) will become:

® Co dT - RT de _ &9 (A2.2)
d X P di dt

The gas constant for pure water vapour, Ry , is related to the gas constant

for dry air by:

Ry = R/ 3 (A2.3)

Hence, the gas constant for molist unsaturated air, R, is given by:

R = }3( () —*-)v/s.l | (2.
I +Y '

The specific heat at constant pressure for pure water vapour, va ’

is approximately related to its dry air counterpart, e.g. see Godson

(19582), by:

CP\’ A4 ng (A2.5)

@ . 7€
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Hence, the specific heat at constant pressure for moist unsaturated air,
' .
Cp s is given by:
' . .
Cpr = Co(1+ 8v/7€) (A2.6) -
(1+7)

It follows that equations (A2.1) and (A2,2) may be rewritten respectively

as:

p= e RO+/6)T

s (A2.7)
and
Cli+8v/7¢) dT _ RO+¥/e) T.dp. — dg (A2.8)
() dt (+v) P dt ~ dt '

S

From (A2.4) and (A2.6) it can be seen that the ratio R' C; is given by:

R _ (=xv/e) R
¢, (1+8+¢/7¢) Cp

Now the saturation mixing rdtios. even in waram air at low levels, will

(A2.9)

not normally exceed about 25 gm/kg, i.e. 0.025. And the actual mixing
ratios over much of the Earth will be of the order of 2 or 3 gm/kg or less,
3,2, of the order of 0.002 or 0.003 or less, Consejuently, as E " 0.62,

it is a very good approximation to assunme:

\
.E- R .E.. (A2.10)
C.;, Cp

.Because (A2,10) is such a good approximation, it follows from equatious
(A1.6) and (A2.8) that adiabatic processes of ascent and descent in a
moist unsaturated atmosphere are virtually identical to similar processes

in a dry atmosphere. This means that, for most practical purposes, one
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need not distinguish between a nolist unsaturated atmosphere and a dry
atmosphere ﬁhen apﬁlying the thermodynamic equation to adiabatic situatlons.
In diabatic situations equation (A1.6) is not such a good approximation
to eqﬁation (A2.8) as it is in the adiabatic case. This is because R'
and C; now have to be considered separately instead of as a ratio. Estimates
based on (A2.4) and (A2,6) indicate that R' and Cé are normally about 0.37
greater than R and Cp , respectively, and even in extreme sitvations are
only 3% greater., These percentage figures effectively translate into
overestimates of the magnitude of éi&' §f equation (Al.6) is used
snstead of equation (A2.8). Howeve;Etin the work reported in this thesis
_all estimates of the heating term, é&k , are made in a fairly crude
manner, The objective of using these crude estimates in the model is to
introduce some simulated heating effects which will have the same order of
magnitude and the same sign as the actual heating effects. This is done
in the expectation that the resulting forecasts will be an improvement on
those obtained with no heatlng effects at all, The objective is not to
simulate heating effects with great accuracy. On the average, in fact,
4t seems likely that the computed values of do,  winl différ fr;m the
corresponding real values by at least 5% or {B;i This being the case,
there does not seem to be much point in applying the 0.3% to 3% correction.
factors to étl. in equation (Al.6) to take into account the presence of
molsture. §¥§s is especially true as it will be seen in the next Section
that larger but similar correction factors will be neglected in the
theoretical version of the thermodynamic equation which is used when

saturation occurs. Consequently, for the purposes of the work reported

in this thesis, the various versions of the thermodynamic equation, (A1.6),
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(41.8), (A1.13) and (A1.17) are assumed to be valid for both dry air and
moist unsaturated air., And this assumption is used in both adiabatic and

diabatic situations,

A3, Equations governing a moist saturated atmosphere

The situation becomes much more complicated when the moist air is
allowed to attain saturation. This is because condensation may lead to
liquid water droplets, or sublimation to ice particles, In this Sectionl
all the eqﬁations will be written as they apply to the condensation of
- 1iquid water droplets, For the same equations apply equally well to the
sublimation of ice particles. One merely has to substitute the latent
heat of sublimation of ice, Ly , for the latent heat of condensation of
water, L ; substitute the specific heat of ice, C;, for the specific heat
of water, CL ; and substitute the ice mixing ratio, Ty for the liquid
water mixing ratio, Ty

When condensation into liquid water droplets occurs without super-
saturation, Godson (1958a) has shown that the First Law of Thermodynamics

takes the forn:

e dT d(p-ca) A
el 2 e« il

; (A3.1)

This equation, unlike equation (A1.6), do2s not have unique time-independent
solutions under adiabatic conditions. This means it is not possible to
construct unique reversible saturated adiabatic curves of ascent and descent

on a thermodynamic diagram without assuming a specific pressure level at

.
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which condensation occurs. However, if condensed products are removed
( or added ) as formed ( or reguired ) the r; terms drop out and (A3.1)

becomes:

Cot Gt 4l — RT dle-ed 4 T4 [Ly,
( : )d (p-ew) dt At( )(w 2)

[+v,) dg
(+4) 22

There are two well-known thermodynamic relationships governing changes of

phase. One is the Clausius-Clapeyron equation:

v eddT T (432

The other is:

c\L (CW C) (P:m(".;) -;L‘a- (A3.4)

Since QL?>'€RM , equations (A3.3) and (A3.4), respectively, can be closely

approximated by:

e, dTr ~ RTZ . (A3.5)
and
-C-l-l-‘- = CPW_CL " (A3.6)
d
With the help of (A3.5) and (A3.6), and remembering that
-— C
P—Cw = _=P__ (A3.7)
(éi’fﬁﬁv)

equation (A3.2) becomes:

Col{l+nbl el 4 x40 _RT L) d
P{ RT ch+7£} §l+ )P

.
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The adiabatic form of (A3.8) is the differential equation defining the
‘ ‘ moist adiabats on the tephigram. They are curves of constant potential
wet bulb temperature, For practical purposes the most useful form of

equation (A3.8) is the counterpart of equation (A1.17), viz:

] -
CP (df - dj: W) = éﬂ_f (A3.9)
at dp le,, dz |
where -
n L el
3 C ) ' - Iﬁ'-':-:“ £ ~}- ,

- i
and both i%]‘} and <:F’ are expressed in tabular form.
P 8w
The rate at which condensed products are formed between heights E?,
and E{z in a colunn of saturated air undergoing moist adiabatic ascent

is given by:
. {
® T =

Tre molst adiabatic assumption, it should be remembered, is that these

E&
d%, @ d
W =4
dt  (1+Y5) (A3.11)

Z

consensed products are removed from the column at the same rate as they
are formed, Actual numerical values for condensation rates rer unit vertiecal
motion per unit mass of air can be computed as a corollary to the derivation
of the moist adiabatic curves on the tephigram. Fulks (1935) showed that
these numerical values could be most conveniently expressed in tabular
form, and they are now included in the Smithsonian Meteorological Tables
(1958).

The preceding review of the prinéipal thermodynanic consequences of
saturation may be summarised as follows. Manageable mathematical relation-

ships can only be derived if moist adiabatic conditions are assumed, i.e.

.
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4f it is assumed that condensed products are removed from saturated air
in adiabatié ascent at the same rate as fhey are formed. This assumption
leads to the definition of moist adiabatic curves on the tephigram, and
their associated unique values of (é[[)’ for given T and p . It
dep/ibw |

also leads to uniquely defined condensation ratesrT\(T,p for a unit
mass of saturated air with unit ascending vertical motion.

The principal dynamic consequehces of saturation may be summarised
even more succinctly. Manageable mathematical relationships only exist
if it is assumed that any condensed products are retained in suspenslon
in the air. For with this assumption 1t is obvious that the origimal forms
of equations (Al.1), (A1.2) and (Al.4) remain perfectly valid expressions
of conservation of momentum and mass. And, consequently, 4t follows that
with this same assumption the original forms of the vorticity equation,
(A1.9), and the divergence equation (A1.10), are also valid as they stand
for a moist saturated atmosphere.

Unfortunately, the required dynanic assumption is the antithesis
of the thermodynamic one. The molst adiabatic assumption calls for the
condensed products to be removed as they are formed. This is a contradiction
that will have to be left unresolved., However, the situation is not as bad
as it appears. There are more serious sources of forecast error in
contemporary models of the atmosphere. The thesis demonstrates this by

showing that there are at least some more serious sources of error which

can be remedied.

Finally, of course, the gas. law for the mixture of air and water
vapour breaks down when condensation occurs. However, it still holds for

the dry air component, so that:

.
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(p-ew)= (p—0,)RT (43.12)

The breakdown of the gas law for the water vapour component means that:

e # O 'g‘R“T.' (A3.13)

jnsofar as, for instance, small increases in e wnder isothermal conditions
will not produce gas law decreases of Q\/ . However, it is true,

instantaneously at least, that:

ey = ?w,Ré,. T (A3.1)

insofar as this is the linmiting case of the valid gas law for unsaturated
water vapour., But the use of the w-subscript to indicate saturated values
is equivalgnt to explicitly stating that only the imstantaneous value of
the mass of water present in the vapour phase is to be considered. The
inequality relationship (A3.13), on the other hand, implicitly applies to

1 gm of water substance which may be either in the saturated vapour phase

or the liquid phase,
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APPENDIX B : A CATALOGUE OF NUMERICAL PROCEDURES

Bi, Introduction

'Most of the finite difference and other numerical procedures used
in the precipitation project are standard ones. Some are described by
Asselin (1966), Haltiner, Clarke and Lawniczak (1963), Shuman (1957),

" Shuman and Vanderman (1965), and Thompson (1961). But there is no single
reference sources which deseribes all of them. It is therefore appropriate

to provide some documentation of such standard numeriecal procedures as part

of the thesis. All material of this type has been collected together hefe

in the form of an appendix in order to avoid unnecessary technical digressions
* in the main text, In addition it is convenient to include the details of a few
of the more elakborate non-standard procedures,

One small point that should be mentioned in passing is that much of the
early development work was done using an octagonal grid. Because of tris
certain precautions had to be employed in the corner regions. However,
these difficulties will not be discussed here because all current and

projected work is based on a rectangular grid.

B2, The definition of a stencil orerator

Many procedures involving a field of grid-point values can be described

- most graphically by the use of stencil operators. An array of elements of

Ay | Qia | Qpa
fd 5 - _/5‘\.. ' (B2.1)

the type
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is defined to be a stencil operator if it acts on a given rectangular
field of grid—poiﬁt values, Fij , 50 as to produce a resultant field,

A EJ , vhose values at the interior grid points are given by:
AF{) = x [qu E")-H"' Qs FiJ—H + A3 Fm)-t—l +4z|";..j

+ 0y Ft) + Qoo F'n-'j + A, Fi-l,)-l'*‘ ale;‘j-l + q33F:'-ri,}-l

(B2.2)

Special procedures may or may not be stipulated in the boundary regions.

If no gpecial procedure is stipulated the boundary of the resultant field

will be undefined.

B3. The standard smoother

rpuanth

The standard smoothing operator, denoted by the symbol s has

the stencil fornm:

| 121
I

- ,() 2 L}— 2 | (B3.1)

2

Normally, the original boundaries are retained on the smoothed field.

The standard smoothing operator eliminates two-gridlength nolse,

but it also severely attemuates all short-wave patterns,

B4, The five-point smoother

The five-point smoother is an early form of smoother, denoted by the
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=

symbol » Which has the stencil form:
Ol 1 |O
= | N (B4.1)
B5. The Standard unsmoother
The standard unsmoothing opsrator, denoted by the symbol ’

has the following stencil form:

R
D _ ~_l_~ - (B5.1)

b ]=6]

The standard unsmoother must not be allowed to act on points adjoining

the boundary because boundary irregularitiss should not be drawn into the
interior of the grid. Normally, therefore, the original rows and colunns
adjoining the boundaries and the original boundaries themselves are retained
in the unsmoothed field.

Vhen the standard unsmoother is used it is applied in series with the
standard smoother. The combined effect of the two operators is to eliminate
two-gridlength nolse while retaining the amplitudes of other short waves as
close as possible to their original values., The combined operators do not

amplify any wavelength.
.
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B6. The special unsmoother

In addition to the standard unsmoother, which has Just been defined,
there exists a special unsmoother which is encountered as part of the Shuman

Jacobian computations. This speciél unsroothing operator, defined by the

(e

symbol » has the stencil form:

|
i

[ -8 ] I
e’ |
’ = 3 -8 6L -8 (B6.1)

P =81 |

The special unsmoothef, like the standard unsmoother, must not be
allowed to act on points adjoining the boundary. OCnce again, therefore,
pbe original rows and columns adjoining the boundaries and thre original
Soﬁndaries themselves are retained in the unsmoothed field.

The use of the speciallunsmoother vwill be discussed in Section Bl2

dealing with the Shuman Jacobian.

B7. Horizontal first derivatives: I standard finite difference formulae

It is convenient to define operators [: ;] and l; -’
given by: X :JE;

(B7.1)
[ | = [-]o]l1
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gll|o
and (B7.2)

0|0 |0
O 1-110

Note that [ J is defined on thé boundaries parallel to the
x

x-direction, but not on the boundaries parallel to the y-direction. The

reverse holds true for [ 3 .

These operators are related to the first order finite difference

approximations for --2——- and —-a-— by the following formulae:

aF: )Y\ .3)

and <-§—§> = %[F]y (B7.4)

The standard finite difference gradient operator, V is defined by

.@.L :‘L+_J'_[ Jy (B7.5).

B8, Horizontal first derivatives: II special finite difference formulze

The standard fiﬁite difference formulae for first order first
derivatives in the horizontal have Just been defined. In addition to

these there exists some special finite difference formula for first

L3
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derivatives which are encountered in the definition of the Shuman Jacoblan.

e =}

It is convenient to define operators [ j [ J
' Y

given by:

-110 |1
"‘("; -L_ O L'_ (B8.1)
-110 ||

i

=T |0|l0|0

- Y (B8.2) -

-1 |-l 1

Neitker E j nor [ j is defined on the boundary.
x J

These operators may be related to 2 and ©__ by the following
ox Iy

(€)=%[F], -
and < ‘g‘g‘ = ""'- [ F j | (B8.4)

However, see Section Bl2 for an explanation of how they are used in

formulae:

conjunction with the special unsmoother of Section B6.

.
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B9. Horizontal second derivatives: standard finite difference formulae

It is convenient to define operators

and L J given by:
Yy

XX

= 0|0

0

=Y

1 10

-

[ Lol

(B9.1)

(89.3)

Note that [ J is defined on the boundaries parallel to the
A

x-direction, but not on the boundaries parallel to the y-direction., The

reverse holds true for I: J « However, r
- (€]

L

. . v ‘j

] is not
xYy
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defined on any boundary.

Néglecting the variation in the map scale factor, trese operatérs

are related to the first order ﬁni"c.e difference appréximations for

2
.é—-—-? - _@i and _@_Q;_,___ by the following formulae:
ox* ?91 dx. 3y |
:..a,.:.f: = 'YY\Q [F’J (B9.4)
ox*” d* x 2. . |
< O*F W T,
3/ T [ F ]99 (39.5)
PF \ _
d - (B9.6)
an oxdy 2y

B10. The laplacian finite difference operator
Just as the analyticai Laplacian is defined as the sum of the second

derivatives with respect to x and y, the laplacian finite difference

2
operator, W , 1s defined as the sum of [ J and :}
= A Yy

It may be written down as a single stencll opetator:

ol |0

W" | 11 ‘L— | (Blo.;)
Ol110

2
Note that YI7 is not defined along the boundary.
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It is related to the analytical Laplacian By:
<v F> w F _ (B10.2)

Here again the variation in map scale factor has been neglected.

Bll., The standard first order Jacobian overator

The standard first order finite difference Jacobian operator may be
defined as.a combination of standard first order finlte difference
derivatives by analogy to its aﬁalytical counterpart. However, unlike
the Laplacian, it cannot itself be expressed as a single stencil operator

because it involves two fields. It is defined by :

(5 (L[ T-FL L) o

except along the boundaries where it is undefined,
It is related to the analytical Jacobian by:
LN
<D~(F=, E) = Lh;.z' @j F, F,, (B11.2)
Jacobians arise in comnection with the evaluation of the advectlion
terms in the integrations of the meteorological equations. Unfortunately,

rather severe truncation effects are associated with the standard first

order Jacobian operator because it involves evaluating a difference of products.

This results in short wave features being systematically under-advected in

the forecast charts, Consequently,.a second order finite difference Jacobian

should be used wherever feasible,
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Bl2. The Shuman Jacobian

The second order Jacobian operator in most common use is one due to
Shuman and Vanderman (1965).

It is defined by:

Jﬂ; (F‘,Fz)‘"'"’ rcﬁ)j QFZ . mj [ 7 (B12.1)

except along the boundaries vhere it is undefined.

It is related to the analytical Jacobian by:

<T( )= uzi(ﬁﬁ) (s12.2)

The truncation control inherent in the Shuman Jacobian greatly
‘reduces the systematic underadvection of short waves.,

One-disadvantage that arises from the use of the Shuman Jacobian to
evaluate advection terms is that the Cou}ant-Friedrichs-Lewy criterion is
slightly modified. Consequently, waves travelling slightly less than one

gridlength in one time step can give rise to computational instability.

Bl3. First derivatives of vressure: Finite difference formulae

Haltiner, Clarke and Lawniczak (1963) used a parabolic fit formula

for first derivatives of pressure; it is given by:

.23 >.= ' AP., F (B13.1)
Pl (Oertp) Fp - |

Lo, _ DAp\E - AR F
. AP APV APU
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where the subscripts C, L, and U refer to centre;'lower. and upper
respectively;.ipd Z&Fﬁ_ is the separation between the lower and centre
pressure levels, and APu is the separation between the centre and
upper rressure levels,

In practice, of course, formula (B13.1) is applied in the preciritation
project in the form:

§—E>= o,F +a'F+adF

ap 4 L' c Ve TREY] (B13.2)
where ?:_. Qc'. and a") have the numerical values given in Table 7 .
There are occasions when it is ﬁecessary to employ simple non-centred
formulae at 850 and 500 mb. These may be regarded as special cases of
(B13.2) in which either a:_ or q:, is zero, and are accordingly also

listed in Table 74 .

pressure levels (mb) constant (10"?~mb-'l )
L c v a z'. a 2 a ;', .
1000 850 700 0.333333 0 - 0.333333
850 700 500 0.389952 - 0.,166667 - 0.214285
700 500 200 0.3 - 0.,1656567 ~ 0.133333
850 500 200 0.131868 0.047619 - 0.179487
- 850 700 - 0.666667 - 0.66667

700 500 - 0 -5 - 0 05 -

Table 74 : Numerical values of the constants in the formula for a first

derivative of pressure (313.2)
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Bl4, Second derivatives of pressures: Finite difference formulae

Haltiner et al (1963) also used a parabolic fit formula for second
derivatives of pressure; it is given by:

- 24 Pu Fo _ 9 F 4 24p.F, (B14.1)
Ap, APu (Ap+ ﬂPu) (Dp.+ AR,)

where the notation is the Same as that used in Section Bl13.

In the precipitation project formula (B14.1) is applied in the form:

<b F> a, Fl_ + q Fo+ ag F, (B1%.2)
where Cl Q: and £7u have the numerical values given in Table 75 .
-2
pressure levels (mb) constant (10" mb )
: 2 . 2 2
L . C U qL qc au
1000 850 700 0. uhlilly - 0,888889 0. Lilllyy
850 700 500 0.380952 - 0.666667 0.285714
700 500 200 ' 0.2 - 0.333333  0.133333
850 500 200 0.087912 - 0.190476 0.102564

A

Table 75 Nuneric2l values of the constants in Haltiner's parabolic

fit formula for a second derivative of pressure (Bl4.2)

Bl5. Special non-centred first derivative of pressure a2t 200 mb

By experiment it was found that non-centred formulae based on

polynomial curve~-fitting, including a parabolic fit, can lead to

.
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physically unrealistic values for first defivatives. Their worst feature
is that they can give the wrong sign in some cases. Although a simple
non-centred linear formula gives the corréct sign for a first derivative,
it too exhibits certain systematic deviations from physical realism,
Consequently, the following special formula was developed by the author;
see Campbell and Davies (1966), It is essentially a corrected form of a
non-centred linear formula which takes into account, in a physically

realistic fashion, the information available from a third point._

Define: .
a= ( F.S‘oo" goa)/goo (B15.1)
b = (F?,oo"' Fam) (F.s‘oo"”"?aog - (B15.2)
c = (F70° - F;qo)/(f::s‘oo" F;ao) (815-'3)
then, '
VA

- 361/2 ir be O and o > E(F)
<_ab___ - (B15.4)
Pl ) a/a i oYE(F), b0 =ma %0/

3(5‘C)°-AO it D EF), b% 0 ana € <I10/3

10

where E(F) is chosen to be 10~ times an average value of F.
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B16., First derivatives of time: Finite difference formulae

Time derivatives are evaluated in two different ways. The centred

time step formula is defined by: .
AES = (44 A) = F (4-8%) )
A1 % 2AL
The forward time step formula is defined by: ‘
<%‘? A = F(t.{'ﬁ;?’l:{t) (B16.2)

It can éasily be shown, e.g. Thompson (1961), that time derivatives

relating to advection processes lead to computationally stable integrations
with a centred time step, but not with a forward time step. It can also be
;hown, e.g. Richtmeyer (1957), that the reverse holds true for time
derivatives relating to dissipatlive processes. Consequently, a centred
time step is used in conjunction with an advection term. But a forward
time step is used in conjunction with a dissipation term. The only
exception is at initial timé vhen a forward time step has to be used even
with ad%ection terms in order to begin the leap-frog marching process.

In practice, forward and centred tinme steps can be used in the same
equation. For instance, consider a predictive equation containing Just
an advection term and an eddy diffusion temrm as follows:
—%_’75 = "\l(i)cVF('{)"'r‘ Ka VQF(*) (B16.3)

The finite difference form of (Bl6.3) is:

Flk+Dt)= F(t- £4)+2A% %(-—Y(«Q.VF(:{)>F (B16.4)
N {-4t
+ <?<c\ V F(t-AﬂON }
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A centred time step is used for the advection term by evaluating it at

time t. But a forward time step is used for the eddy diffusion term

by evaluating it at time ( t -At) .

Bl7. Formlae for cc;mputing RMSE verification scores

Suppose that a forecast field, F'-' » and a verifying field, "2 .
are given for the same N grid-points. Then the root-mean-square error

(RMSE) verification score, 'R‘ 9 + is defined as:

= ,[[&:2: (F.;—Eé;)ﬂ/[\/ | (B17.1)

The RMSE verification score is a good measure of the accuracy of a

predicted -field when the errors are normally distrituted. In the case
of height fields, however, it has become fashionable to correct for the
difference between the mean of the forscast field and the mean of the
verifying field. This is done by defining the corrected root-mean-square

%
error (CRMSE) verification score, R.Q_ » to be:

S e
where -ﬁ_ = («—l H>/N

- NM | (817.3)
and r:?_ ~ F )/N

Formula (B1l7.2) may be rewritten as:

- J R, — (F-FY/N ez

[
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B18, Second derivatives parallel and normal to the flow

" The finite difference second derivative parallel to the stream

function flow, E J s 1s given by:
PP '
2 2 |
[ J =[ ] '(¢:°5°‘Q +[ J (Co.s'o:y)
PP %K & 9y
| -+ [ J CoSoly CoSHy (R.8,1)
.xy l/‘

where

osenn - [¥], J{CPLRE V" e
cosey = [ Y Jx / { ( [ \Pl()z-l—( [ l}/jy)z} vz (18,3)

'Similarly, the finite difference second derivative normal to the stream

a

function flow, L s is given by:
AN

[' Jo= [ ] esefe] ;"yy(c,,&,,,c)2

- L' ny ((o.Sp{Z)(COS oz?) (B18.L) |

E ] and L J are related to their analytical
PP NN

counterparts in the same way that L J and [ J
2 . xX 99

2
are related to b and .

ox* . 3"
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APPENDIX C: THE MAIN INTSGRATION CYCLE OF THE SEQUENTIAL BARCCLINIC MODEL

Cl. Details of the main integration cycle

The objective of this Appendix is t6 explain, as clearly as possible,
how the stream function tendenciss at some particular time step are obtained
from a knowledge of the current stream function fields at that same time
step. The primary constraint terms, which are discussed individually in
Appendix D and Section 9, are assumed to have specified values, Much of
the material that follows may also be found in Robert (1963). It is
repeatéd here partly for the sake of completeness, and partly to provide
up-to~date documentation of some of the details.

(8]

When equqtion (6.1) is written out in expanded form it becomes:

< ( V\] +fa L;.<.<L| Cmn"{" )>
- - <J“ \fm ,F%V \Vm'?{-t'[x. mv\ ;] (C1.1)

<+~ <Gm> ~- <Em> < <Bm> n=1,2,3,1 .-

Svbstituting the finite differesnce form of the Iaplacian (which neglects
the variation of the map scale faétor) from (B10.l) and the second order
finite difference form of the Jacoblan - the Shuman Jacobian ~ from
(B12.1), and then dividing through by 4 , yields:

9“’\9' \" ¢ B\'/ ol <‘ mex \'/>

he \Ex .

z_. qm 3"1
.‘.

(C1.2)

“\? [“”"’ K!*? \1/ W “"‘Z._|Cm\/]

, "‘“‘i;f <C/ -CE >"*’<Bm>}
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Define:
. . 2
K=K (_x, y) = —%%“-Ja (C1.3)

== @j (\[ ™y B“:V Wi ¥ ":- 2 c“n\/:’
k46w +< Em> <Bm>} ST

Values of J can be computed in a straightforward manner if the \.‘lm are

known .and the valuos of the primary constraints (C > <;m> and <By ,\>

are spocified., After making use of these newly defined quantitiles,
and :)‘;,‘, , (C1.2) reduces to

;f/
q7 < "‘> - - < wm (C1.5)
n=t

Once the Jm have been computed, equation (Cl. 5) has to be solved for

<_....._‘Sl « In the sequential version of the baroclinic model the next

step is to apply the normalization procedure developed by Strachan (1962)

and Robert (1963). Define a new variable:

= 20\ | Fm1 2 .
Yé - \;ﬁ_ﬁ Aem<°—‘c‘l‘:"tn> ) 'é"‘ l)-4)3) Iy (c1.6)

For convenience, also define

e :
:).'é ;f' A-‘?m I’ﬂl 'e‘ ' 2,3, I/ (C1.7)

With the aid of (Cl.6) and (Cl.7) equation (Cl.5) can be transformed into:

%
Q7 + Af\(o ‘IQ y £=1,2,3,1. (c1.8)
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k.
g{ ’q»(’ mn = >\(f gﬂn (61.9)

provided that

T(--

where g._enis the Kronecker delta; 4i.e. provided that the A@n and )\ @
are the eigenvectors and eigenvalues of the control cozfficient matrix
[Cm'nj . The important feature possessed by equations (01.8) is

that each unknown Y_e appears in the ,E' ’th equation only and not

in any other; i.e. equations (C1.8) are in normalised form. Consequently,
each of the four equations (Cl..8) nay be solved independently for one of -
the Y_e . In effect, then, the transformation (Cl. 6) has converted the
throee-dimensional problem of simultaneously solving all the constituenii
equations of (C1.5) .‘Cor<2 ‘!m into four separate two--dimensional problems
of solving each constitunrg equation of (Cl.8) separately for a Y.Q
Equations (Cl. 8), which are Helmholtz equations of a standard form, are
solved by an iterative procedure in which the N th guess, Ye

related to the ( N - 1 ) th guess,Y , by the relaxation formula.

(Yg )4 IT e e /(K)] YN‘Z\W u—?m\ (\((021'5’)
‘*’( ) +[1- N ][ Mot U(Yfi) (%)u

where O is the relaxation coefficisnt. At each time step, except the

first, the \(,Q fields of the previous hour are used as first guess fields
and the relaxation is terminated after five scans with €4 =1.28 . At
the first time step zero first guess fields are used and the relaxation
is extended out to ten scans. PI‘:\.OI‘ to the advent of the 1970 model the

stream function tendencies and Y,/ were taken to be zero along the



424

lateral boundaries, and so the \/Q were also taken to be zero. In the
1970 model,‘ as menfioned in (5.6), lateral boundary values of<%1i1:s>-and
"‘79{,/\“ o and hence of \/e , are obtained for the 122l1-point griZl by
integrating the same model over a hemispheric grid, starting from an
initlal time twelve hours earlier, and simply extracting the required
values in a straightforward mamner. Once the values of \]{Q have heen

determined, the stream function tendencies are obtained by the reverse

transformation to (C1.6), namely:

, L" § -' °
<%/“"> = é;.{; Am-? \(? , m=h23, b (C1.11)
+ =
-1

'L,

where the A matrix is the inverse of the A matrix. .

The normalization procedure reduces the amount of computer core
storage required for the relaxation. However, it has the slight disadvantage
that two extra steps have to be added to the integration cycle., The first
of these is that, prior to the relaxation, the R.H.S.s of equation (Cl.5),
the J:'t'\ » have to be multiblied by the A -matrix; +this gives the R.H.S.s
of equation (Cl.8), the JTQ%' The other extra step is, of cc::;rse, that
after the relaxation the \(.(2 have to be multipiied by the A matrix to
reconstitute the __i:f'tl\>via (C1.11). MNote, however, that the eigenvalue
problem 1:'ep:r'esenteda‘mg}t equation (C1.9) has only to be solved once, As
far as the baroclinic model is concerned the[Al.nJand [A;\ln matrices,
and also the /\ '? s are just pre-computed numbers which are provided along
with the values of the control coefficients, [Cym].

‘There are certain limitations on the main integration cycle procedure
which has just been described. These will be discussed in the second part

of this Appendix.

A3




425

C2. Limitations on the main integration cvyecle.

The author has commented on a few theoretical aspects of normalization
and relaxation elsewhere; see Davies (1967b). Some of the more important
points raised in this earlier work are summarised here.

There are three limitations on the choice of control cozfficients,
These arise from the fact that there are certain theoretical requirements
which have to be satisfied before the normalisation and relaxation
procedures can be usefully employed. First, the control coefficient
matrix.should have real eigenvalues., The reason for this is simply thaf
coaplex elgenvalues lead to so many complications that normalised two-
dimensional relaxations no longer have any practical advantages over a .
standard three-dimensional relaxation. Second, the control coefficient
matrix should not have two or more eigenvalues equal to one another.

This is bscause dégeheracy occurs with equal eigenvalues and the results
of normalization become indeterminate. In practice, to steer well clear
of any numerical problems, no two eigenvalues should be allowed to becone ‘
nearly ejqual to one another. Third, the control coefficient matrix must
have nzgative eigenvalues. This is because it can be shown that
convergence is impossible for the simultaneous relavation corresponding
to (C1.10) if: |

0< 2 (8 w20

max

where\{kﬁxis the maximum value of %( .
In effect (C2.1) rules out positive eigenvalues altogether because one

would need to assign physically unrealistic values to the control

coefficients to make )\2 ) 8 K\"V’X' The same conclusion can be

A3
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expected to hold for sequential relaxation.

As ié well known, there are élso limitstions on the choice of
relaxation coefficient, Strachan (1962) has shown that, provided that
the eigenvalues are all real and negative, the sequential relaxation

(C1.10) converges if:

0 < &4 < 2 : (c2.2)
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APPENDIX D: TERRAIN EFFECTS

Dl. Primary constraints dvue to terrain

In the 1970 operational model the primary constraints due to terrain,
G’m , which appear in equations (6.1) are given by:

G, = f (0/ )V “pa + £](1000-200) w
(1000-775) (Pg —200)

Here ‘?9 is the pressure height of the mountains, i.e. the pressure of the

(D1.1)

9

standard étmosphere at the top of the mountains. And w9 is the vertical
~ motion at the ground due to the presence of mountains and effects of

surface friction as given by the formula due to Cressman (1960):

Wy=VY..Vp +¢,9[2 - (D1.2)
9 g Pg 9:‘? ay(ccl“‘gug‘) 'aa*a(cd"}ll/g!) D1.2

where \-—/ﬂ is the wind at ground level, with x- and y-components W 9 and
“VJ, respectively, ch is the surface drag coefficlent, and \09 is the

3

standard atmosphere density corresponding to PSJ .

The simulation of terrain effects in the baroclinic wmodel involves
two distinct problems. First, there is the probvlem of computing the
terrain-induced vertical motion at the ground.l,t_}g . Second, there is the
problem of how the model should actually make use of the U)ﬂ valuss, once
these have been computed.

In the sequential version of the baroclinic model formula (D1.2)
is taken as the theoretical basis for the computations of UJQ . Physie2lly,
it expresses the total terrain-induced large scale vertical motion at the

ground as a sum of two components. The first component, given by the
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M ,VPg term in (D1.2), is simply the upslope éﬁd downslope vertical
motion induced by the mountains. The second component, given by the
second term on the R.H.S: of (D1.2). is the effective vertical motion
induczd by the friction ‘between the atmosphere and the Earth's surface.
Whereas the method for computing the mountain component was already a
standard one in 1960, the method for computing the friction component
was not. Cressman (1960) finally arrived at the friction formula given
in (D1.2) only after a careful exwmination of the various alternative
vays that ﬁere proposed for handling the friction component.

Before (D1.2) can be applied in practice, one requires fields of
the two terrain-dependent quantities, P9 and C d « The grid-point
values of the P9 field which are used are essentially the same as tht;se
extracted by Cressman (1960) from the smoothed field of mountain prassure
heights published by Berkofsky and Bertoni (1955) for a 5 deg latitude-
longitude grid mesh., However, Simla (1964) made a few minor adjustments
in the Arctic regions to eliminate certain small anomalies which
occasionally occurred in integrations of the CAO barotropic model. The
North American portion of the adjusted [?9 field is shown in contoured
form in Fig. 2, The C d field used by the sequentigl baroclinic model
is taken directly from Cressman (1960). CC’ is a dimensionless quantity
which consists of an invariant component, CC} | and a terrain-depsndent
component,, Cdz « According to Cressman (1960), who took into account

. experimentally-determinad values reported by several workers, Cd, =
0.12 x 10"'2 and Cd?. varies from zero over calm seas to 0.9 x 10"2 over
the Himzlayas,

The wind at ground level, \__/9 » is obtained from the stream function

winds given by the model. This is done either by simple interpolation

]
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between levels ifr P9 1000., or by taking over the 1000 mb wind

directly if p9> 1000; i.e.

_ = 9““{ } (D1.3)
& U |

where, making use of the standard first derivative finite difference

operators E j and E J defined by (B7.1) and (B7.2)
| - Yy

- \Wo; Jy‘ it Py 1000

. | LOP RS 850
)= .-bgt[\z/mi- (‘,\;95[%% i W 0
‘!392[\3)850;}:(%[399}[\!/5001 ir 85022500

and

[\!’wsg i B2 1000

O b 10007 R, 650
vy= BQ.B/&DMJI : (I bQDL\"I&"’:-)x H (Dl 5)
250
bga[%so ..;»-([.. b@[\!fsog it E5QP Py H 500
by o
The coefficients bgi and bgz in (DL.4) and (D1.5) are given by:

(B~ 850)/(' 000-850) (D1.6)

and

':292 = (Pg-' 500>//(5’50*500) (D1.7)
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For convenience, define

= J U -r-v (p1.8)

In the 1968 model, and also earlier in the advanced stages of the

work on the octagon model, the following finite difference version of

(D1.2) was found to be peri'ectly catisfactorr

Wi K ‘/U% -
’ [ gj 2 (DL.9)

A
a\«é{wU ‘U N Y, Jj
where again the standard first demvat:we finite difference operators

L j and [ ] are defined by (B7.1) and (B7.2),
- I =y
/ \
\/\/04 = (?9 9“.’(\)/\ Q'Fc!) (D1.30)

\‘/\/F (Cc'f S Y“’l% C.) (p1.21)

“( is defined by (Cl.3), and thelsupcrscript 7:‘ indicates values are
corputed at time :{‘ . Note that the mountain term cannot be expressed
as a Jacobian because there is no such thing as a mcuntain—heighf, stream
function field.

In the 1970 model Creswick and Clson (1570) took the finite

difference version of (D1.2) to be:

e (i ntFea  WATE S
Wy = K{Ug [Pg-]x "i“%; L%J}) D1.12)
pt V“; o h-1 -
\/ \('\ QJ )\f-/@‘) :_. \‘/"’{BM (‘Jé
Sy oL x
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where now the special first derivative finite difference operators

ii :] and [T f] .of (B8.1) and (88 2) are used to evaluate the

gradients of D and d \3_/ lY! instead of the standard ones of (B7.1)
and (B7.2), and further the terrain winds in the fricticn term are
evaluated at the previous time step, dencted by (T =l ), instead of the
current time step i: . Note, however, that the terrain wind in the
mouritain term is still evalvated at the current time step, and also that
all terrain winds are still derived from the stream furction fields

using ;tandard first derivative finite difference operstors as indicated
by (DL.%) and (Dl.5). Creswick and Olson (1970) made the ckange-over
from (D1.9) to (DL.12) because the introduction of eddy diffusicn terms
led to some uncoupling of the stream function fields at odd and even time
steps over the Pimalayas, and these difficulties were tracked devn to

the terrain term. They decided trat, as surface friction is a dissipative
effect, it would be more corrept to use a forward time step rather ihan

a centred one to evaluate the friction term of (D1.2). This seemed to
cure the uncoupling in time, but left the forecast stream Function charts
a little noisy in space over the Himalayas. Consequently, the special first
derivative finite difference operators (B8.1) and (B8.2) were substituted
for the standard ones (B7.1) and (B7.2) in the evalustion of those terms
containing the terrain-dependent quartities Pg and CJ s in order to
'make the terrain foreing a little smoother. This stratagem was completely
successful and so (D1.12) was adopted as feature of the 1970 model. As

is reported elsevhere in this thesis, the author quite independently

reached rather similar conclusions sbout the inadequacy of (D1.9) when
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eddy diffusion terms are incorporated into the baroclinic model,

Once LUQ has been‘obtained, the next step is to compute the values
of the primary constraints, Gm » to be used in the model equations
(6.1). Vhen a mountains and friction term was first introduced into the
octagon model, Davies and Olson (1966) adopted the following approach,
The primary constraints were assumed to be forced components of the

divergence term on the R.H.S. of the complete vorticity equation (A1.9):
%
VA ’ oW -
- : e ) '/ —"" -..yu.-«s-
‘ Gm [(.)/"Fo \.m\ : -F 55 Lh (D1.13)

where UJ; ' is defined to be the terrain induced vertical motion through
the troposphere, so that \U’“ 9 at the ground. In order to apply
(D1.13) one has to specify the vertical profile of Lk';f Assuming a
linear fall off with decreasing pressure from ground level to 200 rb,

but zero terrain induced divergence at 200 mb, the external constraints

becone:

6,= O | |
6= (/007 gy ] wy [py-200)

[(6/8) 71 | wy/ (- 200)
Gz =0

where G‘ is taken to be zero becausc the 1000 mb stream function field is

(D1.14)

not a full working level of the model, One advantage of this method is

that there is no inconsistency in using the absolute vorticity, ( L V\, + F)
O

as a pre-multiplier of the terrain induced divergence in (D1.13), as is

done in the divergence term in the complete vorticity equation (A1.9),

v
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instead of the 'fo which is used in the corresponding term of the
simplified vortici;by equation (7.2).
A different approac;h vwas adopted by Robert and Olson (1967) in

later work on the octagon model. The LUQ field was merely used to

provide a lower boundary condition on U2 in the vertical finite gifference
form of (7.2). In other words it was assumed that when the control
coefficients of (8.4) are derived one should insert W= \-179(1090-2&&/’\:/{}:79»20@>
_instead of U} = 0, as the lower boundary condition, However, at the

cost of some inconsistency, the ('.2“‘;‘73"’“1‘:'7» of the ccmplete vorticity
equation was retained as the pre—r‘r:lltiplier of L;Ug s instead of reverting
to the '{'; of (7.2). And the A P in the finite difference evaluation

of ,aj_\_-)_ was somevhat arbitrarily specified as ( 1000 - 775 ). The
re‘vfs.?*d terrain constraints thus became those given by (D1.1), as with
tris approach G3 is talen to be zero., As before, G' is zero because

the .1000 mb stream function field is not a full working level of the

model, |

The compa_rative merits of the lower boundery forcing of (D1l.l) and

the terrain induced divergence forcing of (D1.14) were evaluated by Robert
and Olson (1967). They carried out a series of octagon model integrations
in duplicate, They found that the consiraints of (Dl.1l) gave slightly
be;bter verification scores than those of (D1.14) fo:* 12-hour and 24-hour
forecasts, but s].ightly' worse scores for W8-hour forecasts. The 36-hour
scores wvere about the same, There were no plans for the operational
integrations to go beyond 36 hours. Consequently, it was decided to use
the constraints (Dl.1), the lower boundary forcing, to simulate terrain
effects in the 1563 model, The same feature was subsequently carried over
to the 1970 medel; except that, as already mentioned, the finite difference

formula used to evaluate UJ} was changed from (11.9) to (D1.12).
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APPENDIX E : SKILL FACTOR VERIFICATIONS OF PRECIPITATION AMOUNT FORECASTS

Ei, The grid-point approach to objective verification

The penalty table "skill factor" is an objective indicator of the
usefulness of precipitation forecasts, It was specially designed By the
author - Davies (1967a) - to do verifications of grid-point forecasts
by grid-point analyses, and to take the amount of precipitation into
account. The skill factor is therefore slightly more meaningful than the

threat score, but it has the disadvantage of being unknown.

E2, The objective analysis of observed precipitation

The firat step ip the computation of the skill factor is to produce
an objective analysis of the station reports of precipitation amount, i.e.
to convert observed station data into grid-point data, This is done as
follows, The grid-points are analysed in turn. The same station report
‘may theréfore feature in the computations at severzl different grid-points,
In the computation of a grid-point value all stations within an influence
area of radius 1,25 grid-lengths are assigned weights according to the
curve of Fige 77 . Stations within 0,3 grid-lengths are assigned a weight
1 ; stations between 0,3 and 1 grid-length are assigned weights linearly
decreasing from 1 to 0.l; and stations between 1 and 1,25 gridlengths are
assigned a weigkt 0.1, If at a grid-point there are Ni, Né, N3 and NA
stations in the 1 st, 2 nd, 3 rd and 4 th quadrants respectivelys and if

J
the i'th station in the j'th quadrant reports an observed amount /‘\{

- . J
and is assigned a weight \VV{{ 9 then defines

— N L
SJ = Z Aiw: ' o= 1,2,3,4 (E2,1)

A=)
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" Weight 'f

>
A Sd

-0 03 | 1.25
Distance of station from grid-point (In gridlengths at 45°N)

.

Fig. 77: Veight curve for objective analysis of observed reports of
6-hour & 24-hour precipitation amount.
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W= =W
A=/
A= = 5/(=INV)

= F

The final analysed value, /ﬂ\ s at this grid point is given by:

AF= '%{AT'F é:WJ;\?/(g -\/-\7‘):, (£2.5)

This is merely a simple average, with equal weights, of: (i) a weighted

1,2,3,4  (E2.2)

e .
!}

Cte
il

1,2,3,4  (E2,3)

J = 1,2,3,4 (32'4)

mean by stations; and (ii) a weighted mean by quadrants, If there are
‘no reportigg stations at all within 1,25 grid-lengths of a grid-point,
then that point is'not analyéed. Each grid point that is analysed is
assigned a reliability indicator which reflect the data coverage in its
neighbourhood. A grid-point is assigned to Class A if it satisfies either

“of the following two conditions:

(a) There is at least one reporting station in each quadrant,
(b) There is at least one reporting station within a distance
of 0.3 grid-lengths.
‘A grid-point is assigned to Class B if it is not in Class A and it

satisfies either one of the following iwo conditions:

(a) There is at least one reporting station in each of three quadrants.
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(b) There is at least one reporting station within é distance

of 0.5 grid-lengths,

A grid-point is assigﬁed to Clagss C if it is not in Class A or Class B
but there is at least one reporting station within the radius of influence,
Most grid-points over continental North America are in a Class A data

coverage region; but coastal grid-points are usually Class B or C,

. During the development of the analysis scheme thkose stations reporting

trace amounts gave rise to some slight difficulty., Consequently, it was

decided to arbitrarily classify trace reports as 0,003 inches,

E3, The penalty table verification score

The second step in the computation of a skill factor is to compute
the penalty table verification scores of the forecasts as follows, The

grid-point values of both forecasts and analyses are classified into four

.categories - '"none", "light", ‘"medium", or "heavy" - according to
’ ’ )

Taﬁie 76 o This brocedure may be carried out for both 6-~hour and
24-hour precipitation amounts, At any given grid-point where the category
of precipitation is incorrectly forecast, penalty marks are assigned
according to the Musefulness" assessments of a penalty table carefully

designed so as to reflect the interests of prospecﬁive users, For

' hypothetical "standard users" who mainly want to kmow whether it is

going to rain or not, and who only have a secondary interest in the
intensity of precipitation, the Penalty Tables I and II of Table 77

are appropriate. Penalty Table I should be used if gqual inéonvenience'
is caused by under-forecasting as by over-forecasting; e.g. if it is Just
as harmful to predict '"none" and have "“light" occur as it is to predict

"ight" and have '"none" occur, Penalty Table II should be used if twice
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as much inconvenience is caused by under-forecasting as by over-forecasting;
€.8¢ if it is twice as bharmful to préﬁict "none" and have "light" occur
as it.is to predict "light" and have "noneé occur, For a given penalty
table, and for a given time period; three final verification scores are
obtained by averaging the grid-point prenalties over the verification area

for the three different data-reliability classes,

E4, - The penalty table skill factors

First, penalty table verification scores for null-forecasts, i.e.
forecasis of zero precipitation everywhers, are computed exactly as in
Section E3. The skill factors for each data-reliability class are then.
obtained by dividing the penalfy table verification scores of the forecasts
by the corresponding penalty table verification scores of tﬁe null-forecasts,
The result is expressed as a percentage, Except in the absence or near
.absence of observed precipitation, these skill factors can be regarded as
absolute méasures of the usefulness of precipitation forecasts, In practice,
over North America only the Class C scores occasionally run into trouble
because of too little observed precipitatiqn.- Note that a perfect forecast
woul& have a skill factor of 0%, whereas very poor forecasts would have
8kill factors of 200%, or even worse in the case of gross over-forscasting,
It is fair to regard the 100% mark, i.e. the skill factor of a null-foiecast,
as the borderline between skill and lack of skill, This is a much more

clearcut dividing line than exists for threat scores.
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2li-hour amount

Category 6-hour amount
in inches ' in inches
None 0 - 0,005 0 - 0,02
Light 0,005 - 0,1 0,02 - 0.
Medium 0.1 - 0.5 0.l - 2,0
Heavy 0.5 2.0
Table 76 Definitions of the precipitation amount categories
Forecast
None Light Medium Heavy o
None 0 60 90 100
Light 60 0 25 35
Observed
Medium 90 25 0 4
Heavy 100 35 5

Penalty Table I

Observed

For use vhen under-forecasting and over-forecasting
are equally harnful.

Forecast

None Light Medium Heavjr

None 0 30 L5 50
light 60 0 12,5 17.5
Mediwm - 90 % 0 2.5
Heavy 100 35 5 0

Penalty Table II : For use when under-forecasting is twice as

Table 77

harmful as over-forecasting.

Penalty tables reflecting the interests of prospective users
mainly concerned about whether precipitation will or will
.not occur. The numbers are penalty marks to be assigned
to incorrect forecasts of the category of precipitation amount,
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APPENDIX F_: THE THREE-DDMENSIONAL RELAXATIONS

Fl. . Petterssen's Equation

The finite difference form of (23.5), may be written%‘ _
2 % I T o2y  T)- _
wﬁ"“Am{(Qt)m.‘;um,‘ +(q=')mu)m-+ (Qt)mﬂu.ﬁ' pomnt Bm s _' 2,3,L (FL.1)

re

vhere A::: gf / [ [}'K ( q;)mj (FL.2)
B:: = (V2H>/(a_-g m (FL.3)

m=1,2,3,4,5 correspond to 1000, 850, 700, 500 and 200 mb respectively;
2 2 2
(Ch)m_,,(ﬂc)m, and (Qu)m.“ are given by (HlL.2); K is defined by (Cl.3);
(QS\"\ are the standard atmosphere static stabilities given in Table 2 ;
| I_q T
the vertical boundary conditions are UJ, = and Ws = o
n .
and the lateral boundary conditions are U)m= o . Equation (FL.1)
may be solved by the following straightforward three-dimensional relaxation
T \N=I
formula relating the N'th guess, (W, / , to the (N - 1)tth, Wm :
N-1 -

(Wf\ ):; = [‘I-‘ :ac)m H:\] {(UJ;E ):\54' (wrlf )g-;"" (wvl.f ){*c'.}".' (wm Yl
+ A':: l:(at)m-‘ (wm-\g"' (Qa\.l)m-\-l(wfﬂ*:)?j- j - Bj:

+ [L,. — () Hﬁ] [;'; - ‘:kwm)t} (.1

vhere the relaxation coefficient, of , is taken to be 1.ilh. At initial

time the relaxation starts with a zero first guess field and is terminated

after 20 scans. At subsequent hours the relaxation starts with the previous
. T .

hour's Wm values as first guess fields and terminates after 7 scans.



441

F2, The baroclinic model

In the main integration cycle of the baroclinic model equation (Cl.5)

may be rewritten as:

WZX§ gcmx J mo 123k (D)
Xm = %\Tl&{m> | (F2.2)

Equation (F2.1) may be solved directly by the following straightforward

where

: N
three-dimensional relaxai;:é.on formula relating the N'th guess, (xm) s
N—-I .

to the (N - 1)'h , (Xm)

V(L= Can/K) VY J

X )w [ Cmv\ ]/V j
v\-'.ém
(e c,m/K)[_.. - (X f m

M::{/\I/V—l z m2n @)

m<n

where

and for a model with four full working levels. 0(2 =z = Vl.hlh

and o, = oy = 1,28 . The lateral boundary conditions could be
specified from earlier integrations over a larger grid, but in the
three-dimensional relaxations carried out so far the boundary stream function
tendencies have been specified as zero, At initial time the relaxation
starts with with a zero first guess field ‘a.nd is terminated after 20 scans,

At subsequent hours the relaxation starts with the previous hourts stream

function tendency values ‘as first guess fields and terminates after 7 scans.



442

APPENDIX G ¢ THE LOJ TROPCPAUSE MARKER

Gl. The definition of /V £

The low tropopause marker, /V £ , vhich appears in equation (26,20)
is defined by:

_ o 11’&)0 or 82> O or 8370
NG-,-; (a2.1)

l otherwise

where

5, = Vz(\%“ Veo) (6L,2)

5, = [ V;;?(\"f:c?“ ,/Sc‘)]» [ W\.‘!/,, ‘*’J @)
6= [Wlthom Ve L[ VUV ] @

: 2
W j.s the finite difference gradient operator (B7.5), and \b is

the finite difference Iaplacian operator (B10.1) e
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APPENDIX H ¢ FORVMULAE FOR SECONDARY ILATENT HEAT EFFECTS

Hl,. _ Iiquefaction or freezing of falling precipitation
The appropriate value of L a in (28.2) is obtained as follows:

Case(:i:): .Tszz_ , m= 1,2

(0 o 7;\-»: 21
| (Lu>m= < ( - 7{“‘ ‘) (L‘- L) Tm; >Tz. (H.1)
\<L‘i~[’) it 72, 7 Tt 2

' |
Case (ii) : TL_ 2 _rm 7 TL . ¥y = |, 2

/-— (»wmw)f. [—)if mil 2 1L

T T!

‘(Lgm‘-‘-‘#{ <773\_;1;9<L L) i T >, ,“> TL_ (HL.2)
L
LA )(L D “T Tn-H
L."‘TL_

Case. (idi) TL Tm y YYies l,'.?. |
| ' (— L"(” L> 12 .T\‘v\-H 7 TL.
- /. !
(Lt)m: < - (_,_’T'”:-_IL;)(L““L) if _'I.>Tm+| 7T‘- (HL,3)
Lot
: ! —r
K 9, i T 2 T
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where the subscripts m = 1,2,3 correspond to 850, 700 and 500 mb

A ' . {
respectively, and Li R L R 7:_ and TL are given in Table 26,

H2, Evaporation of falling precipi‘bation'

The appropriate value of Lb in (28,2) is given by:

L

T2 T
oz comhily + | A A L T ‘ .
(Lgm 1 L.""T TL Tl: it i 7 T‘a.-w >TLm i (,3221)
=0
|
L ) 12 T 2Ty

where once again the subscripts m =1,2,3 correspond to 850, 700,
l

and 500 mb respectively, and Li s L , .TL and TL. are

given in Table 26, .
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APPENDIX I : THE EFFECTIVE OCEAN EQUILIBRIUM TEMPERATURES

Tl. At the 1000 mb level

'The effective ocean eoulllbrlum 'bemﬁerature at 1000 mb (T«)\OOO "
is the ‘oemperature a parcel of air would have at this level if it had
ascended or, hypothe’tn cally, descended moist ad:.abatlcally from the ocean -
surface, and had started out with the temperature, _rﬂ » and pressure
of the ocean surface, However, (To(), opp is only conputed at initial

t,lme, not a’o every time step. Conscquently, the computat:.ons are based

4"

on a triple-smoothed version of the 1000 mb height chart, e s
which is obtained by applying the standard smoothing operator (B3.1)
three times in succession to the initial time 1000 mb height chart.

An iterative procedure is er'oloyed Let (-L) eco be 'bhe N th

?\OOO 'bhe N th guess at the corresoondln_,

guess at «) 1000 (
N

density, (A PtDO”)N and (A QROC’ )

"and densi ty increments, respectively, of the ocean surface over 1000 b

the N th guesses at the pressure

~  so that the pressure at the ocean surface is (1000 - APIW@) ’
and the density is (QIOOO'{" A?w;"). The N th guesses of these

quantities are related to the ( /\/—-—' th guesses as follows:

W N- |
- X '“‘ *
(?Ioc«o) = & [ ,093] + C\z [“K)!OOO 0 qg (1L.1)

N v AWl -1 .
(AQIODO = O:‘(Tc\,) - Q:, (AP,QOQ) (n.2)

1209

' \V w [ N -
(A Pr:c.c) = (emo -+ %A?meo

A o0p (1.3)



Constant

Table 78 :

Condition
AN-
30>(Lz)wc.:> % 10
-\t
107 ( ot .:c‘oo 7 ©
0 7 ()i 0
20 ) h"‘}o;—o'o
N-1
3 7 “)tc&o?‘ *
10 YTy o
0o (T :Dfo> -20
207 (T"‘ nooo

Value
| 1 0,175 x 107
-0,1165 x 107
1,276
- 0.5 x 107
0,1285 x 10

- 0,981 :

0.7 x 1073

0.9 x 1073

- 0.5 x 10~
= 0.5 x 10"h

-2
5.2 x 10
503 X 10-2

6,2 x 10‘2

=2

Units
g m (C deg)™
Xg n™> (¢ deg.)"'1
Xg m3

g n2 (C deg)™ mp2

Xg > mb"l

dkm sec:"'2

C deg mb
C deg mb
C deg mb-l A

C deg mb T

Values of the consban’cs used in the iteration to de'berm.ne

the effective ocean equilibrium temperature at 1000 mb, (Tv(,woo .
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i

N N-l -
Ylﬂ (T ) + a/é , (n.i;)

wte
dpla, 100

(-—-F—-N) — TN"l | d’r'\ Nm )N
> t0co \ 1600 "f ) ,‘Ow‘,m (1..5)
AP IO\ ows .

S S R S
vhere the values of the constants &, , Q, , 3, J)}L , gy Qg
Q?; , and QX are given in Table 78 . The climatological ocean
surface temperature, T.f , 15 used as 2 first guess field for (E),ow
and the iteration is terminated after five scans. [ pﬁ is obtained

by interpolation from the correspending monthly mesn charts,

12, At the levels aloft

The empirical ocean heabting term (29,1) requires the specification

of effective occzn egquilibriun temperatu.reé at 850, 700 and 500 mb,

(‘T;) 252 (70)7{._:0 s and ( ';’»5)50.9 s i.e. the temperatures that parcels

of air would have at these levels 3f they had ascended moist adiabatically
from the ocean surface, and had started out with the terperature, 'T’f{,

and pressure of the ccean surface, These are obtained directly from

—rf\ by the following formulac
of1e00
: 2 \ ¢
~ ‘>\- - \ '
(T"‘)m“ Ay (r-'ff)ma'\ -+ Qw (T HI IO Qn (12.1)
+ Wero Te
Vet ( Por Wsso )
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vwhere »
ol i Pg < P
A AX-
UJ (PQY\))SSO) = WC’( if lL*XSO, LU,,( and ")9// P) (:[2. )
A o,v-
(WQSE‘J if l (."\)33-0} > LU ol and (ﬁg >/ Pg“

where P;. is the minirmum value of PJ in the square nine-point
stenc::.l area centred on ’ohe point for/ﬁfn.ch UJ is being evaluated,

U\u = 20 mb/hour, pc, = 900mb , Tg= -1 5 C deg, and C\C{ s

qw s and Q” are given in Table 79 .

. Constant I(f]gelm/'g-eo -20((@,‘5%0 o<(‘{<)loe\§bzo (‘?;()m} 20 Units
c{f; 850 0 0 0 0 (C deg) ™t
QTC 850 1.0 1.1 1.11 1.11 -
ay 8% 8.5 8.3 8.3 8.3 ¢ ceg
Q.é 700 0 0.5 x 102 0,15 x 107 o (¢ deg) ™
O 700 0.95 1.25 1,285 1.23 -

O(f‘. 700 24,0 20,0 20,0 18,3 C deg

Cl.)&; 500 0.5 x 10"2 0.5 x 1072 0,1x101 0 (c deg)"l
Oip 500  1.28 1.25 1.2 1.6 -

Cf)‘ 500 11,0 : 11,0 ln.o 40,6 C deg

Table 79 : Values of the constants used in the determination of the

effective ocean equilibrium temperatures aloft.



