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Abstract

The rapid growth of medical sciences and technologies created the need of inereased

lise of computers to address the reeognized problems assoeiated with information

overload, and to belp health eare professionals provide bettl:r quality decisions.

This thesis presents the development. implementation. and evaluation of a real-t.ime

expert monitoring system (EMS) deve:oped for the patient data management system

(PDMS) of a pediatrie intensive care unit. The objective of the EMS is to generate

real-time warning signais in the event of life threatening patient conditions.

The research in this thesis coneentrated on the analysis of the performance of the expert

system in the intensive care enviromnent by monitoring several patients over a period

of days. The results obtained were generally in agreement with the actual medieal

interpretations given by the health care professionais at the MCH. However, sorne

fulse positive and false negative results were observed and these are diseussed in the

thesis.
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Résumé

La croissance rapide de la sci~nce médicale et de la technologie ont nécessité

l'augmentation de l'usage des ordinateurs pom solutionner le problème de la surcharge

d'information et pour permettre aux professionels d'améliorer la qualité de leurs

décisions,

Cette thèse présente le dévelopelllent, la mise en oeuvre, et l'évaluation d'un Système

Expert de Surveillance (SES) faisant partie intégrante d'un système de gestion de

données dans une unité de soins intensifs pédiatrique. L'objectif du système de

surveillance est de générer des alarmes en temps réel en eas de conditions critiques.

Cette thèse se concentre sur l'analyse des performances du système expert en milieu

des soins int.:nsifs. Les parametre vitaux de plusieurs putients furent surveillés pendant

une période de plusieurs jours. Les résultats obtenus sont géneralment en aeeord avee

les diagnostics du personnel medical du MCH. Cependant. quelque rèsultats

faussement positifs et faussement negatifs furent obtenus, et sont analysés en detail

dans ce mémoire.
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Chapter 1 Introduction

Inlensive care mcdicine rcquires timely, accurale, and integrated patient records to

pl'Ovide the highest quality palient care. Computerized patient records offer the best

methods tn achieve these needs. Howevcr, for optimal use of computers in the

intensive care unit (ICU), there must be a Imrmonious collaborution between medical

informaticists, physicians, nurses, and administrutors. The future use of computers in

intensive care will be evolulionary rather than revolutionary. In the coming few years

computers will beeome commonplace in the clinical care proeess.

ln this thesis, an expert monitoring syslem will be presented and evaluated as part of a

patient data management system in an ICU environmenl. This chapter addresses two

main areas. One diseusses patient data management systems, giving the definition,

outlining the functionality, anrl describing the reliability of such systems. The seeond

section introduees medieal expert systems, highlighting their importance, their flaws,

and the need for their evaluation. The chapter ends with a thesis overview in the last

section.

1.1 Computers in the ICU

Over the last twenty years, the paper ehart has been the primary method of information

management in intensive eare units. However, this sort of record keeping and

management suffers from weil known limitations: tediousness, ilIegibility, errors, and

laek of privaey [Clayton and Hripcsaek, 1995]. In one article, Hammond et al.

presented a study which showed that errors occurred at least once in twenty-five

percent of handwritten paper chart records for each twelve-hour nursing shift

[Hammond et al., 1991 (1)]. In a different study, they further indieated that nearly one

1
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lhird of ail errors in an ICU involvcd miSlakes in charling 01' rclaying informai ion

belween shifls [Hammond cl al .. 19<J1 (2)1

Furlhermore. Edclslien argued thal il lakes time to document Ihe nursing pl'Ocess using

eonventional paper charlmcthods [Edclstien, I<J<J0J. In his rescarch. Meyer statcd tholl

documenlUlion relalcd tasks eonsumc l'rom l'orly 10 sixly percent of the nurses' lime

[Meyer. 1992]. timc away l'rom dircct paticnt care.

ln addition to lhese drawbacks. the sheer quanlily of raw dala collecled on a single

critically iII patient can be overwhelming. If manual paper dmrt is uscd to evaluate.

sort. and integrate this data, eventual complications will arise [Milholland. 198H 1.

Solutions to these problems are seen in the applieution of compuler technologies 10

c1inical information management. In their study on lhe use of computers in the ICU.

Goss et al. identified several bcnefits including: time saving, data sharing. casier

monitoring. improved legibility. beller organization, quieker access to informution.

reduced errors. and less paper waste compared to manual systems [Goss ct al.. 1995].

These benefits translate to increased nursing time with the patients and thus beller

direct care. Similar studies were donc by Staggers who pointed out the user

accountability and efficiency by using compulers in the ICU [SlUggers. 1988].

Tachakra et al discussed the importance of computers in reducing nursing staff

workload [Tachakra et al.. 1990], while Kriewell and Long relatcd computers whh

database management for data manipulation [Kriewell and Long. 19911. The use of

computers for decision making was also investigated by [Gardner, 1990]. [Safran ct al..

1990]. [Bowes and Wilson. 1994]. and [Clayton and Hripcsack, 1995].

In the next section. a discussion of the features and functions of computers in thc ICU

is presented. The reliability of such systems and their interaction with the users is also

mentioned.

2
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1.2 Patient Data Management Systems

1.2.1 Definition and Features

Patient data management syslem (PDMS) is a term applied to any advaneed, elinically

orienled computer syslem developed specifically for the intensive care environment and

dcsigned to perform seveml opemlions on the high-volume. high-frequency patient dala

in crilical care sellings 1Diaz and Haudenschild, 1983]. PDMSs usually have a

comprehensive dlllabase that addresses Illultiple patient eare systems as weil as

physiological and non-physiological parameters related to patients.

ln general. PDMSs accclemtc thc collection, processing, and presentation of data, and

reduce the workloads of nurses and doctors [Smith, 1992]. However, the principle

objective of a PDMS varies according to its intended application [Nenov et al., 1994].

Andreoli divides the PDMS into three categories [Andreoli, 1985]:

1. Patient monitoring computer systems

2. Medical information systems

3. Computer assisted diagnosis systems

Moritz identified six functions for which PDMSs may be used: patient eare, resource

allocation, personnel management, planning and policy making, education for patients

and cmployees, and investigations related to nursing research and clinieal evaluation

[Moritz, 1990]. Furthermore, Gardner described four functions of computers in most

ICU sellings: physiological monitoring, communication of data in multiple hospital

locations, managemcnt of medical records, and eomputerized nid in patient cure

decision making [Gardner, 1990].

In the intensive care environment, PDMS can collect, store, and retrieve data from

bedside monitors, fluid balance data, labor.lIory results, nursing notes, and care plans

3
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[Milholland, 1988]. The dala management fllnclions of PDMS impl'Ove Ihe

organization and presenlation of data in ways Ihm pl'Omole eflicienl and efl'cclive

analysis. These funclions onen include data sharing, dma review, inultiple acccss, dala..
integralion, and dma security.

By pl'Oviding dma slmring, updating the value of a givcn dala ilem in a PDMS will

result in the update being available 10 ail lIsers and progrmns through a singlc entry.

This saves time, reduees the risk of transcription crl'Or, ami ensures consistcncy.

Impl'Oved data review and aeeess accomplished hy thc use of dalabases, multiplc vidco

display units, and printouts of the PDMS data allows health care pl'Ofessionals to !ind

past data rapidly wilhout searching thl'Ough pages of handwritten malerial Ihal may

orten be disorganized and iIIegible. PDMS also mainIain Ihe integrity and consislency

of stored data by constantly checking preset boundaries on numerical informUlion, :md

by fumishing Ihe user with checklists in the case of non-numerical enlrics.

AUlomatically acquired data arc also evalualed for the presence of alarm noti!ication

and waveform pl'Oblems. This allows PDMSs to play an important l'Ole in decision

making in present day ICU [Clayton and Hripcsack, 1995].

Aside fl'Om improving the direct care of the patient, PDMSs have the potential 10 help

hospitals lower costs by changing practice patterns and treating patients in appropriale,

less expensive settings [Thompson, 1995].

1.2.2 Dependability and User Interaction

Different studies in the literature associate the acceptability of software to iL~ rcliability

[Burkes, 1991] [Scarpa, 1992]. Reliability is the pl'Obability that a particular dcvice

will function as required in a specified cnvironment for a particular period of time. The

notion of reliability is important for devices that must provide continuous service

[Johnson and Aylor, 1988]. However, in addition to rcliability, other factors that arc

4
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involved in the suceess of medical sol'twarc include availability, sa l'ety, and accessibility

1Knight, 19901. Availability is the probability that a particular deviee will be able to

provide service at a particular time, whereas sal'ety is the property that a device will not

cause harm by operating ineorrectly. The last factor. accessibility, plays an important

part in the immediate aeceptance or rejection 01' a software produet because it conveys

the case of use of the system in the long run.

Accessibility is related to the end-user through the user interface. Current Iiterature on

the computerization of the ICU indieates that many human factor considerations are

relevant to the design of the user interfuce. Hence. liser interface teehno10gy has

undergone significant improvement in the past ten years [Loner, 1990]. and medical

informaticists pay close attention to user interfaces when designing PDMS [Paganelli,

1989].

Several schemes of user interaction have been introduced in medical systems including:

keyboard interaction [Solingan and Shabot, 1988], tOllch screen interaction [King and

Smith, 1990], mouse interaction [Larson, 1992]. and speech recognition [Shil'l'man et

al., 1991J(Petroni ct al., 1991]. Each of these methods has its advantages and

disadvantages, and the attitudes of end users toward use of eomputers vary according

to these different modes of interaction. However, different studies iIIustrate that the

overall use of computers in ICU is viewed by nurses and physicians as a step toward

improving patient care [Johnson, 1990J(Stonham, 1991 J(Scarpa et al., 1992]. In a

survey done by Goss et al. on point-of-care computer systems. 70% of respondents

reported a positive interest in installing a PDMS. To justify such a system 98%

indicated productivity improvement as the major factor [Goss et al. 1995]. In another

survey carried out by Burkes, 95% of nurses agreed that computers provided an easier

patient information accessing and retrieving tool, and 100% of nurses admitted that

computers provide better legibility [Burkes. 1991].

5
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These resulls demonstrate Ihat heallh care professionals arc mvare of signilicant

benelils to computerization and arc ready 10 makc changes needed to incorporate the

innovation of patienl care. One such innovation that promises to clevale Ihe standard

of cure in present intensive care units is Ihe expert system. The coneept of medical

expert systems is introduced and analyzed in the next seclion.

1.3 Expert Systems

1.3.1 Medical Expert Systems

Expert system tcchnology is cntering its fourth dccade of cvolution and Ims provcn

successful when used as an adjunct to hunmn decision making [Petcrson and Fisher.

1993]. Consequently. many patient data management systems ineorpontlc medical

expert systems as a support to c1inical pcrsonnel. Some examples of such PDMS

include MYCIN [Shortliffe, 1976]. MEDAS [Ben-Basset ct al., 1980]. CADIAC

[Kolarz and Addlessing, 1986]. KUSIN-MEDICINE [Sanmumi et al., 19911, and

MENINGE [Francois et al., 1992 (1)].

The intensive care units of hospitals are considered as suilable environments for

utilizing expert systems. As the collection of data l'rom intensive care patients is

constantly increasing, large amounts of dala hecome available to c1inical computer

systems. This data can be explo:ti:G to assess patients' conditions and to evaluate the

effectiveness of therapy. The applil:ation of expert systems provides a promising

approach to help the physician in these tasks [Rennels and Miller, 1988J. Expert

systems haVI: the potential to incrcasc the quality of care by rcducing human error,

providing more accurate analysis of the large nmounts of available data, and by guiding

the c1inical analysis into a correct direction [Perdu nnù Luis, 1991]

6
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ln one study, Francois et al. compare the diagnosis of MENINGE, a medical expert

system for the diagnosis of ehild meningitis, to those of seven senior specialisls and

seven young physicians. The study showed that the system performs like the group of

experts, with 94.8% of the presented cases correetly diagnosed by MENINGE

[Francois ct al., 1993 (2)1. A similar result was found by Kieth et al. Theil' expert

system, which supports c1inical decision making during labol', produeed results that

were indistinguishable from the diagnosis of doctol's [Kieth ct al., 1992]. In yet

,100ther study, Lucas and Jenssens conclude that HEPAR, a medieal expert system in

the field of hepatology, was capable of reaching a correct conclusion in 82% of the 181

selected patients [Lucas and Jenssens, 1991].

ln spite of these and other successful results, knowledge engineers are faced with a

shortcoming of medical expert systems: the faet that methodologies available for

building expert systems arc only suitable for well-structured systems and/or restricted­

problem domains, whereas medicine can be eharaeterized as a domain of great

complexity where the task of discovering or identifying the knowledge needed for

building expert systems is not always straightforward [Saranummi et al., 1991].

Moreover, any knowledge ohtained may not be complete [Jones, 1991].

Conseqllently, in almost all of the cases found in the literatllre, the prototype expert

systems built served only as demonstrations of the eapabilities and limitations of this

technology. A good example is the Thyroid Hormone Result Interpreter which has

been in continuous experimental clinicat use since 1987 and which has since then been

successfully updated twiee. However, attempts to transfer it to other hospitals have so

far failed [Saarinen et al., 1991].

This leads to the conclusion that before expert system technology techniques can be

'Ipplied on a larger seale in medicine, the medical field must become more struetured

and standardized to faeiIitate knowledge acquisition, knowledge representation, and the

transfcr of applications from one environment to another. Similarly, on the

7
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methodology side, morc efl1cient lools must be devcloped ln idenlify and deseribe the

roles of experl systems in elinical routine.

Another obstacle that challcngcs mcdical expert syslems is one thal is common 10 ail

aspecls of lhe medicallicld, l'rom patients to doctors to lab results, namely uneertainty.

Uncertainty is the central, crilieal faet about medieal reasoning [Szolovits, 19951.

However, numerous research studies in the Iield nI' medical infornlllties are aimed Olt

tuekling uncertainty in medieul experl systems, und u myriad of published papers

introduce various methodologies Ihut uttcmpt 10 rcducc ils elTeet in decision muking.

Some of the puradigms used to reuch this goul includc: ccl'luinty fuctor theory [Dun und

Dudek, 1992], probubilistic inferencing [Todd ct u\.. 1993] und fuzzy logie [Hajek und

Hermancova, 1995] [Stotts and Kleiner, 1995].

Despite these apparent drawbucks of mcdicul experl systems, it is slill eonsidered u

thriving technology wilh greul future potentiuls to improvc hculth eure [Wick, 19921.

More and more medical expert systems ure bcing developed und introdueed in the hope

that one day they will provide perfect support in medicul decision muking, or even

replace human expertise in certain ureus [Nykenncn ct u\., 1991]. To uchieve this goul,

however, formai evaluation is required to guurantee the validity und correctness of such

systems. The next section explores this issue.

1.3.2 Evaluation of Expert Systems

The rapid increase in the use of expert systems over the last few years, coupied with

the graduai automation of knowledge intensive work, leud to the need of syslematic

and reliable evaluation techniques. Medical expert systems require comprehensive

evaluation of their diagnostic accuracy Olt every stage of development. Without

established evaluation methods, the usefulness of medical expert systems is limitcd.

Acceptance in the clinical arena is contingent on the verification of diagnostic accuracy

8
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Iirst und foremos!. Unfortunutely, not l11uny medicul expert systems that ure describcd

in the Iiterature huve heen rigorollsly tested or exposed to formaI evuluation

1Lundsgaarde, 1987]. This may be due ta the confusion of whut to test and how to test

it [Wyatt und Spiegelhalter, 1990). Typicully, there is no standard of what is right or

wrong in medicine since expert health cure professionuls may disagree among

themselves [Miller and Sittig, 19901. As a reslllt, it is difficult to define a correct

unswer to compurc with that mudc by mcdical cxpcrt systems [Rossi-Mori ct al., 1990].

Suen et al. divide the evaluution process into two components: verification and

validation. Dliring verificution, the expert system is viewed as a "glass box" and a

check is made that each component meets its specifications. During validation, the

expert system is viewed as a "black box" and observations are mude for its responses to

test duta [Suen ct al, 19901

1.3.2.1 Knowledge Base Verification

An important component of an expert system is its knowledge base which contains

J'liles and facls about a problem domain. One of the critical issues in developing reliable

expert systems is the verification of the knowledge base.

Building a knowledge base is an incremental process that involves transferring expertise

l'rom the hllmun expert, through the knowledge engineer, into the computer [Gupta and

Prasad, 1988]. Problems may arise in uny stage of this process Ieuding to an inaccurate

or unreliuble expert system. Thus, it is highly important to test knowledge buses for

completeness, correctness and consistency before the expert system is installed and

used in mcdical practicc. The test applied during verificution involve: detection of

redundunt rules, detection of conflicting rules, detection of circular rules, and detection

of subsumption [Nguyen, 1985]. However, traditional testing methods, with the

hllmun expert to run muny test cases on the system is impracticai since the potentiai

9
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numbcr of CllSCS incrcllscs cxponcnlilllly liS inpul plll'amclCrs incrcllsc [Keng lInd BlIhill.

1990]. As li rcsult. mllny lools hllve hccn dcvclopcd 10 hclp verify consislcney 1I1ll1

completeness of knowlcdge bllses.

ElIrlier pioncer work includes lhc knowlcdge b'ise vcriliers. sueh liS ONCOC\N rule

checkcr [SUWll cl 1I1 .. 1982]lInd CHECK INguycn cl 1I1.. 19871 whieh were buill for

specific knowledgc b'lscd syslems. They uscd domllin-spccilie information in Ihc

vcriliclltion process.

Veriliclltion lools developed Illter wcrc hllscd on li vllricty of differcnl lIppl'OlIchcs lInd

were cllpable of delecting more subllc CllSCS. Thc KB-Rcduccr IGinshcrg. 19H81

adopled a lechnique calicd knowledge bllse reduclion 10 detcct inconsislcncy lInd

redundancy. In COVADIS [Rousset. 1988] li logiclli approllch WllS uscd 10 check lilr

inconsistency. which depended criliclllly on Ihc usc of li forwllrd chllining inlcrcncc

engine. EVA [Chllng ellll.. 1990] proposed thrcc types of chccking: structurlli. logiclli.

and semantic, and therefore offered lhe most comprehensive delection.

Liu and Dillon proposed a numerical Petri net to model thc knowledge bllse of

production rules. Reachability lInalysis was lhcn conduclcd to rcvclli inconsistency and

incomplctcncss in li knowledge bllse [Liu and Dillon. 1991]. In a morc rcccnt

publication, Zhang and Nguyen introduced PREPARE: an lIutomatcd 1001 for detccting

potentia\ crrors in a knowlcdge base. PREPARE is based on modeling a knowledgc

bllse by using a Predicatcffnmsition net represcnllltion [Zhllng lInd Nguyen, 1994].

10
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1.3.2.2 Eva/uation Scllemes

Thrce m'Uor reasons cxist for perl'orming evaluation: ethical, legal, and intellectual

[Wyatt and Spiegelhalter, 1990J. Evaluations aim at giving feedbaek to the developers

and experts to assure that an expert system achieves the original requirements, the

rcquired quality, and the acceptable perl'ormance level [Nykennen et al., 1991].

Recently, many evaluation methodologies have been developed, and many publications

can be found in the Iiterature that deal with evaluation. However, these studies are

spread across several disciplines, so their advice is not always applicable to the medical

Iield. In addition, different sets of evaluating criteria exist depending on the purpose of

evaluation [Lir.bowitz, 1986]. For example, Boehm ct al. proposed an evaluation

method eoneentrating on the software engineering aspect of expert systems. Their set

of criteria included: portability, reliability. efficiency, testability, understandability, and

modifiability [Boehm et al., 1978]. Gashing et al. however, emphasized usefulness in

their method including: quality of the system's decision and advice, correctness of the

reasoning techniques used, quality of the human computer interaction, system

efliciency, and cost effectiveness [Gasching et al., 1983].

The issues of evaluating medical expert systems arose during the MYCIN development

in the problem area of meningitis [Yu et al., 1979]. The evalumion of MYCIN was

conducted based on the idea l'rom Turing [Turing, 1963]. The study was a comparison

of experts versus the system and conducted as a double blind trial where a set of

outside experts evaluated the opinions of the experts and the MYCIN system. The

same evaluation method was applied on INTERNIST-I [Miller et al., 1982] and on

ONCOCIN [Shortliffe et al., 1981]. A modified version of the Turing test, in which the

system's results are compared with known standards instead of human performances,

was used to determine the effectiveness of EMERGE, an expert system for chest pain

analysis [Hudson et al., 1984]

Il



•

•

•

Chaplcr 1 illirnductioll

However, the results of the ubovc mcntioncd mcthods lurgcly depcndcd on thc choicc

of test cases, and their accurucy rclicd on the number of test cases chosen. As an

allempt to replace the unfeusible exhaustive testing, Millcr and Sillig proposed and

used three lypes of cases in adynamie evaluation of I-1T-ADVISOR, an expert system

developed to critique the pharnmcological management of essential hyper-tension.

First, a large set of real cases was obtuined l'rom the clinical environment. Sccond, a

comprehensive set of mtificial cases was constructed specitically to challcngc the

system's response both to c1inically important and to unusual sets of conditions.

Finally, a robust set of cases was gathered l'rom the domain cxpert's own prueticc

[Miller and Sillig, 1990].

In a more recent study, Georgeakis et al. applied sensitivity, speciticity, and systl~m

response measures to provide a statistical evaluatiOlI methodology to assess the

performance of medical cxpert systems including MEDAS, the Medical Emergency

Decision Assistance System (Georgeakis et al., 1991 J. Their sllldy showed that the

same measures used by the social sciences to examine the performance of human

experts in the decision making process can be uscd in evaluating medical artiticial

intelligence systems.

The evaluation of medical expert systems has always been an important part of

implementation. It is a necessary task to perform before taking any system into routine

use. y ct, neither single nor global methodologies exist which covers ail the particular

problems related to the decision support systems in medicine (Clayton, 1995J.

Nevertheless, différent methods and techniques may be combined to reach the desired

evaluation strategy. Il is important to bear in mind, however, that decision support

systems are mainly intende(! as supporting tools for end-users, therefore evalualion

should eventually measure the quality characteristics of the user-system inlegrated

behavior and the user's performance with the system. Thus expert systems should

always he evaluated a~ part of the environmenl, not a~ stand aJonc devices.
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1.4 Thcsis Ovcrvicw

ln this thesis, an expert monitoring system is presented as part of a patient data

management system in an intensive care cnvironmenl. Chapter two begins by

dcscrihing the overall PDMS system .dong with its hardware and software

architectures. A brief overview of the differcnt modules involved in its creation is also

outlined.

The first part of chapter three presents the conceptual description and design of the

expert monitoring system. The second part focuses on the implementation procedures

of the different parts of the EMS and their :ntegration to produce the desired results.

The evaluation of the EMS, including laboratory and field tests, together with the

rcsults obtained arc discussed in chapter four. Possible future work and extensions are

highlighted before concluding with chapter five.

13
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This chuptcr introduccs the putient ùutu munugement system (l'OMS), its objective, its

urchitcclUrc, und its different modules, The system is IlCing developed ul MeGili

Univcrsity in coordinution with the Monlreul Children's I-Iospitul for the evenlualuse of

the system utthc hospilal's intensive cure unit.

2.1 PDMS Design Objective

The POMS is u l'cul lime medieul informution system designed to unulyze clinicul data,

develop aduptive interpretutions and elaborute real-time lherupeutic guidelines for the

management of ICU putients. The system also uims to meet the needs of ùepurtmenl

managers, hospital munugers und heulth cure authorities.

The POMS offers fast processing cupubilities us weil us lurge storuge CUp'lcily on dutu

it uutomuticully collects l'rom patients' bedside monitors. ft ulso furnishes record

keeping quality for both clinicul und munugeriul use. An expert moniloring system und

u nursing scheduler reduce the workloud on the ullc:nding heulth care professionuls by

providing emergency wurning signuls und computerized to-do lists, respectively. User

friendly interfaces und graphicul displuys on color viùeo monitors arc useù to present

the information of the POMS in u simple und direct wuy.

2.2 The Hardware Architecture

The muin component of the PDMS is the Hewlell-Packurd (HP) CareNet System. This

system supports a locul urea network (LAN) in u slur configuration. At the center of

this network is a HP78581 A Network Communicutions Conlroller connected to

14
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l'ourtecn HP78534A Physiological Bedsidc Monitors. The monitors arc capable of

Il1cusuring patients' vilal signs, smoothing rneusured paramcters and genernting aJarms

signais. A hust computer, an Intel 8D486-based microcomputer, communicates with

the network through an RS-232 seriai Iink and a HP78588A Careport interface, which

translates thc paticnt's data form HP format into standard RS-232 format. Figure 2.1

shows the PDMS hardware tlrchiteclure.

The host computer Ims 16 Megabytcs of RAM, and a 300 Megabylcs hard disk.

Information is displaycd on a high rcsolution, caler display adapter that provides a

rcsolulion of 1024x768 pixels. A future extension of the architecture will connect the

host to othcr computcrs by linking thcm in a Token-Ring LAN.

CarrpDrt Interface'
1IP78588A

,.._-"'.-"'.. 1

..<:.''-':-~'" RS·~JZC
-~~ ,

: Stl'llil Ul1C1

np78~IA

Sch'rork Communiulflon
Controlltr

JJP7853o&A
M01Iltor Iltd 112

!IP7115J.JA
Monitor Ikd Ul4

IlP18534A
~Ionitor lied #1._-------------------- _...

UC1tllct·l1ackard Cnrt~tl

Figure 2-1 PDMS Hardware Architecture

2.3 The Software Architecture

The software architecture of the PDMS is modular in design. This is done to ensure

that the system is maintainable, upgradable, and Iocally configurable. Moreover,
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modularity permits u more erticient software, with scpumtc programs implcmenting

only neeessury functions ruther thun one prognnll liJr ulltllsks.

The OS/2 multitasking opcruting system is choscn us li plulform to implcmcnt thc

different modules of the PDMS. With OS/2, multiple lusks und thrcuds ure rcudily

uvailable. Furthermore, shured memory segments. pipes, und semuphorcs provide

interprocess communication between the modules. In uddition, OS/2 provides un eusy

windowing interface to the PDMS, numely the Presentulion Munuger.

2.4 PDMS Modules

Cmp.rt
hllelfa"

t
DltaLlnk
ControU"

Shartd MOIlJlIl' 1
1 c:md 1

Paramelers 1 P'ticnl 1
Bull" Nttwcri< Information

Ifl
1 -1

Palltnt Flucd Wcrkl:ad Wcrllcad Exp",
Rt&lstntlcn B~_ Mwu" Sdtodul" Sy~em

'--

1 1 1 1
u,"
Input - Dltal...

two-way communication
one-way communication

. .,
•

•
Figure 2-2 PDMS Software Configuration

Figure 2.2 shows the software configuration of the differcnt PDMS modules.
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2.4.1 The Data Link Controller

The primary function of the Data Link Controller (OLC) module is to acquire, in real­

time, the physiological datu generated by the bedside monitors und trunsmilted by the

Cureport via the RS-232 seriul Iink. The data acquisition occurs every two seconds.

However, this reud datu is averaged every minute und the resulls are pluced in circular

queues for euch of the fourteen beds [Fumui et ul, 1991].

The OLC also works in the opposite direction by trunsmilting signaIs l'rom the modules

to the CareNet system.

2.4.2 The Patient Registration Module

The Patient RegistrUlion Module manuges the udmission, suspension und dischurge of

putients in the intensive care unit. Il also handles administrative patient information,

such as name, sex, date of birth, bed assignment and so on, by allowing users to enter,

modify and review patient information through a menu driven user interface. Figure

2.3 shows the editing dialog box of the registration module.

Figure 2·3 Dialog Box for Editing Patient Information
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The entered patient information is autonUltically saved in the database module us weil

us in shured memory. Other PDMS modules, such as Ihe Nursing Worklolili Seheduler

und the Expert Monitoring System, can aceess lhe pulient informulion 1111'l1llgh Ihe

shured memory mechanism. By storing the informulion in the dalabase. a mpid and

simple procedure elll1 be implemented 10 reloud the puticnt informution in the cuse of

upplieation fuilure or system shuldown [Zia, 19961.

This module also plays u role in the ucquisition of patients' vitul signs. Il signuls to the

DLe to start the process of acquisition once u putient is registered und u bed is

oeeupied.

2.4.3 The Fluid Balance Module

The Fluid Balance module is responsible for recording the fluid intake (ingestu) und

fluid output (excreta) of each patient in a spreudsheet formut. Figure 2.4 shows the

main ingesta window of the module. Periodic meusurements l'rom infusion pumps und

urine bags ure entered by the nursing stuff to determine the overall bulance of fluids.

A speech interface that allows direct entering of duta by the use of voicc is also

uvailable [Petroni et al.• 1991]. This provides u hands-free eupability and enhances the

mobility of the user while entering data.

Any data entered into the spreadsheet is aUlomatically saved into the PDMS datubuse

module.

18



~l F UID BALANCE SHEET: INGESTA . . .•

•

•

Chapter 2 The Patient Duta Management System

121
fliV1,Uffll7,î1ii'iiiV,R.;,r;giV,.-l'!7~rTiVj5-{i";oraiGâ'.siffè;t;:ftfm:. ë.:\.~éOrrëcffôn\!i~t~~J~~n)'filtt'li;~:?-1.th~/li::'1'-:':,::,(1,',;, ,~.",,::.;, ~'"A"Jj''i~,'.U:,f.r:~', '~:~"'::;';:'PPi,ii-Z7'·"">"~· ",.': .. "',, t

{~~é '~~eJ.~~~!;~ E8J~~i$::'~iI; :~~.:)~'> ;',: ;:~"<::'\ '",', :';";: :'~:, \~:'~ ~t,"'-' .':;~+3?:;{,f f:'i~:~~,t!.~;~ ~lf~ ~~~J7J~~,~'é'i;

DATE: Mon 02/12/96 (mmlddlyy) BED #: 1 NAME: ,~.
'i

IV#l
1--

0

-

1

--'-"'T"'IM"E=--r.,.SO-'IC'"ul"lo:-:n:-C"o-m-m--=-e-'nl"'Le-v-.-;;S""O'1'"'A..c71.."ln--r;:D,-e-.s',..,d....ln:-l,~

I-fto02:o--t----t-------t----t----t----;1
1--=:--+----+------+----f----1-----l'Vro •
1--;;0-;:-4_+-__-+ +-__+ __-+__--;1.•

05 ~
f--;:-;:---f----f-------f---+---+---{"\'

06 ~
1----;;:::;--1---+-------+---I----f-----j~,~07 Cl
I--;;-;;--+---t------f---t----t----;:i~OB ~

f-fto09;;---;----+-------II---r---f----j~

Figure 2-4 Main Window of the Fluid Balance Ingesta Module

2.4.4 The Nursing Workload Manager Module

The Nursing Workload Manager module is used to produce nursing care plans for each

patient in the leU. The module a1lows new care plans to be created manually or, as a

second option, permits customizing a standard care plan according to a patient's

situation. A library cfcare plans is pre-integrated into the module. lt contains general­

task standard care plans, as weil as sorne diagnosis-specific ones. However, users can

add new care plans to this Iibr.uy whenever required [Roger, 1992]. Figure 2.5 shows

the nmin window of the nursing workload manager module.

The module also supports the PRN (Progressive Research in Nursing) workload

measurement scoring system. The scoring provides feedback to the administration of

the leu used in determining staffing allocations, monitoring productivity and cost of

nursing services.
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Any data entered into the nursing cure plun is uutomutieully suved into the PDMS

dutabase module.

Figure 2-5 The Main Window of the Nursing Workload Manager

2.4.5 The Nursing Workload Scheduler Module

The Nursing Workload Seheduler module works in conjunetion with the workloud

manager module. It consists of an expert system which ean genemte schedules for the

different tasks to he earried out by the attending nurses of the leu. The tasks

submitted for scheduling come from the eight categories in the nurse workloud

manager module: respiration, nutrition and hydmtion, elimination, personal care,

ambulation, communication, treatment, and diagnostic procedures.

By aecessing the database module, the information required for the scheduling process

is retrieved from the nursing care plans already created for each patient. However, the
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user interface of the scheduler allows the user to add, delctc or modify any of the tasks

in the care plan [Sun, 1993]. Once sufficient information is provided, and the expert

system properly initialîzed, the Nursing Workload Schcduler automatically resolves

lime connicts and gcncratc5 complete schcdules. Figure 2.6 shows the main window of

lhe module.

Nurse Care Plan Scheduler

Montreal Chlldren's Hosoltal
Patient Database Management System

~51
~-~; ~

f-~

'--- ......J,El

No Of t4\Ir';;~~: 0

t4ù or Pathmt: 11

Start Ilrll(~ Stop lime
" __•• _ ••••_""_••• _ .. H ••H"•• ." ~.....,,~

~
~;'

r

Figure 2-6 Main Window of the Nursing Workload Scheduler Module

2.4.6 The Database Module

The Database Module creates various database tables for the storage of data sets from

the Patient Registration Module, Auid Balance Module, Workload Manager Module

and the Expert System Module. It also aets as the data input source for the Nursing

Workload Scheduler Module, and in sorne eases for the Patient Registration Module as

discussed in section 2.4.2.
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The Module is implemented using the relational datahase management services

available l'rom OS/2 Extended Edition Oatabase Manager [Saab, 1995]. Intenlction

with the Database Manager is performed via C Language and embedded SQL

(Struetured Query Language) statements

2.4.7 The Expert Monitoring System Module

The Expert Monitoring System (EMS) Module provides automated physiologieal trend

analysis and interpretations in real-time. It also produees warning signais in critical

circumstances for every patient in the ICU.

The EMS consists of linearization filters and an expert system. Il receives the

physiologieal data of eaeh patient l'rom the OLC module. Artel' elïminating irrelevant

information l'rom this J:1(a, the EMS extraets linear trends for analysis. The

knowledge-based expert system will then assess the present and near-future condition

of the patient based on the examination of the lincar trends. A user interface relays the

information to the end user and generates alarms in cases of emergeney. The vital signs

and the output conditions of the expert system are saved into the POMS datahase for

future reference.

The implementation and evaluation of the EMS are presented in the following chapters.
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3.1 The Expert Monitoring System

3.1.1 Conceptual Description

The goal bchind the expert monitoring system (EMS) is to detect various patient

conditions in real time, and to generate alarms in cases of critical situations. Health

care professionals in the intensive care unit are faced with the difficult task of

maintaining many records that coyer specific areas of patient care and treatme~t.

Assessing these records to enable the most effective clinical decision without any

misinterpretations, specifically in stressful situations, is not easy [Bowes et al., 1994]

[Brown et al., 1994]. The EMS acts as an aid to the nurses in the ICU by providing

trend analysis and possible interpretations.

The EMS functionality is based on the cardiovascular system (CVS) which includes the

heart, arteries, and veins. The values of the heart rate (HR), blood pressure (BP), and

central venous pressure (CVP) can give a good evaluation of a patient's condition

[Green, 1982]. The EMS focuses on the monitoring of these parameters. In addition

to their importance, they are readily available by the automated data collection of the

PDMS.

3.1.2 System Specifications

The structure of the EMS is composed of three different components organized in a

pipeline as shown in figure 3.1: 1. linearization filters for noise removal; 2. an expert

system for diagnosis and prediction; 3. a user interface.
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The EMS is part of the PDMS and is eonneeted to its front·end inputs viu the DLC. Il

is also linked to the PDMS through the dutubuse module in whieh it stores its output

interpretations.

. Ë"MS··················:
••,,,,·,,,,,,

• ... 1

DLe
linearizatiOi Expert User
Filters -- System .. Interface

~
...............•.... ~. .•.••.....•......

1
1
1

Database

Careport
Interface

Figure 3-1 The structure of the EMS and its connection with the PDMS

•
The data link controller sends the values of the HR, BP, and CVP of eueh patient in the

ICU every minute. The linearization filters receive this duta ar.d process it to extruct

linear trends and duly send them to the expert system. The knowledge bused expert

system uses production mies to conclude the current and near·future predicted

conditions of the patients according to the linear trends it rcceives. At this point the

user interface, which displays all of the ICU putients' stute simultaneously, is updated.

If a patient is deemed as being in critical situution by the expert system, color codes and

alarrns are generated. At this stage, information in the forrn of vital signs, conditions

and time stamps of every patient arc pussed buck to the PDMS and stored in the

database tables. A possible extension on the expert system is shown as a dashed arrow

in figure 3.1. This would a1low a two way communication with the database, hence

enabling a more refined system to incorporate dmgs and laboratory results in the

diagnosis [Autio et al., 1991].

•
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3.1.3 Design

Whcn dcscribing the statc of thc paticnt, thrce types of unccrtainties must be resoived

by the EMS as shown in ligure 3.2: 1. Mcasurcmcnt uncertainty of patient's

paramctcrs; 2. the uncertainty bctwccn the possiblc diagnosis bascd on the combination

of the paticnt's parameters; and 3. the evolution uncertainty of the patient's state which

changes with time.

Diagnostic ~
Uncertainty .....,

Evolution ---.-:'
Uncertainty

Figure 3-2 Sources of uncertainties in the diagnosis of the EMS

The measurement uncertainty is decreased by using filters and a linearization algorithm;

the diagnostic uncertainty is resoived by a set of production ruIes; while the evolution

uncertainty is minimized through the concept of certainty indices to he discussed

shortly.
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3.1.3.1 Lillearizatioll Algorithm

The different units of the linearization module are shown in ligure 3.3.

Raw
Data -. 2-Polnt ...... 17-Point .. 13-Polnt

~
9-Polnt

Interpolation Medlan Fùter Medlan Fùter FIR Flller

Processed
Data

1 Point Delay BPoints Delay 6 Points Delay 4 Points Delay

•

•

Figure 3·3 Different components of the Iinearization module

The design of the EMS is such that it would notify the attending nurses in alarming

situations. However. the l'aise alarm rate as weil as the eorrect alarm rate are both

dependent on the alarm limits. Minimizing the frequency of l'aise alarms may be

achieved by choosing wide limits sufficient only for the delection of signilieant changes

in the patient's physiologieal status. However, this also decreases the frequeney of

useful correct a1arms. On the other hand, choosing tight limits maximizes the number

of correct a1arms, but at the same time increases the number of l'aise alarms due to

brief, c1inieally insignifieant fluctuations in parameter values [Koski et al., 1990). Tbe

linearization module, with its four components, removes these fluctuations l'rom slower

developments.

Median filters have been used in a variety of fields in the context of noise removal

[Esfahani et al., 1993] [Stothert et al., 1994]. In this design, two median liIlers are

applied to preprocess the parameter values used in the expert system module. A

similar design has been used by Makvitra et al. [Makvitra et al., 1991).

In the current implementation of the PDMS, the data link controUer sends out the

physiological parameter values of each patient every minute. When this data L~

received by the linearization module of the EMS. a 2-point interpolation algorithm

interpolates the initial minute samples to hall' minute data. Two median IiIters of order

17 and 13 are then used to remove the unwanted impulses on the trend. However, a
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major drawback of thc median filter is its delay time [Gal1agher ,1988]. The first 17­

point median filter results in a delay of 8 points (4 minutes). To remove the artifacts

created by the first pass of this long median filter, the 13-point tilter is subsequent1y

applied. A 9-point notch filter without any memory elements (FIR) is then applied as a

context smoother. The coefficients of the transfer function are the result of convolving

the factors Gj[I-2coSIViZ·IZ·2] four times, twice with Wj equal to O.751t and O.51t

respectively. The Gj is adjusted so that the zero gain is 1. The development of the

Iinearization flIters coefficients forms part of a separate study [Collet et al., 1992].

This design achieves a compromise between smoothing of the trends, for a good

performance of the next expert system stage, and preserving the sharp trend changes as

much as possible.

3.1.3.2 Conditions and Production Rules

After the physiological parameters have passed through the Iinearization module, they

undergo further processing by the expert system module, the core of the EMS. In this

module, a set of production rules are used to generate the best estimation of the

patient's condition. The functional domain of the EMS consists of eleven patient

conditions which are most common1)' found in the ICU. They are:

• Hypovolemia: blood volume is too low through dehydration, hemorrhage.

• Hypervolemia: blood volume too high due to the uncareful monitoring of drugs and

IVs.

• Bradyarr/lythmia: the heart beats at an abnormally low rate.

• Taclzyarrhythmia: the heart beats at an abnormally high rate.

• Tamponnade: a hemorrhage takes place around the heart reducing the space needed

for it to fill up. The heart stroke volume is thus reduced.

• Pump Fai/ure: failure of the heart muscle to pump blood correctly.
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• CNS-lCP: incrcased Intra-Cmniul Pressure (ICP) in the bmin due to some kill(j of

problem in the nervous regulution of the CYS.

• CNS-Drugs: ubnormul belmviol' of the nel'VOliS l'egululion caused by some inhibilol'Y

effect of drugs.

• Primary Hypertension: high blood pressure.

• Systemic Shock: chemicals uffecting the vusodilutor l'eceptors of the CYS, caused

by a bacterial infection or an allergic overrcaction.

• Agitation: the state of a patientunder stress l'rom pain, crying or restlessness.

As was mentioned earlier, the values of thc HR, CYP, and BP give a good evaluation

of the state of the patient. Thus, lhese particulur physiological data are uscd to

generate values that determine which of the eleven conditions, described above, a

patient is suffering l'rom. The tabulaI' description of these rules, shown in table 3.1, will

be explained in the following sections.

Since the EMS's goal is to monitor in l'cal time, emphasis in the design of the expert

system module is on responsiveness rather than detail of diagnosis. Hence very Icw

rules have conclusions as conditions for other rules. Karp et al. described this to be a

shallow rule set [Karp et al., 1988]. Nevertheless, this would enable the expert system

to generate rapid responses. This is ensured by processing the physiological data in a

pipeline structure and allowing no backtrack or revisions of prcvious solutions, rather

the expert system provides estimates of immediate situations depending on the next

upcoming values.
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I!J hl&h

[;] normal

Ellow

O condldon m.y
not cxI't

•
condJdon m.y
alrt

Table 3·1 Basic Diagnostic Rules

3./.3.3 Rille Severity Level

Table 3.1 expressed lhe monilored paramelers as high, normal or low for establishing

the set of roles represented. A parame1er bccomes increasingly abnormal as its value

deviates from the normal value. This is shown in figure 3.4.

Level Value

fi
Ëo
~

Parllmeter Value

contlnoous

Figure 3-4 Translation between Parameler and Level D~cription

Howcvcr, instcad of using a simple 3-levcl description (low. normal, high), a 5-level

solution based on table 3.1 is applied to beuer approximate the continuous case: the

high and low levcls arc further subdivided into critical and alanning levels. Thus, if 0
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were to represent the normal condition. -1 and -2 would rcprcscnt alal111ing IInd

critical low, white 1 and 2 would represent alarming and critical high. rcspectivcly.

Although the exact values arc not important. the relative valucs between thc nUlllcrical

representations carry some meaning.

The severity of the rule condition level is thc maximum of thc thrcc contributing

parumeter levels. This means that a rulc is considered 'critical' as soon as any 01' ils

parameters has this level. In other words, the rule condition level cl of a paticnt

condition x becomes:

d.= max( IURI, IBPI, ICVPI ) wholrc 0 S cl S 2 (3-1)

•

•

Since the EMS handles raw or prefiltered data stream as weil as processed or IiItered

data, d; and d:' l'rom the respective data stremns arc then calculalcd according to

equation 3.2:

cl; = max( IUR'I, IBP'I, ICVP'I) & d:' = max(IHRPI, IBpPI, ICVpPI ) (3-2)

3.1.3.4 Conàition Certainty Indices

The EMS estimates the possibility that a condition x is occurring by detecting its

corresponding parameter patterns, shown in table 3. l, and calculating a condition

certainty index (CI) that rel1ects the accumulated numbcr of times condition x hll~

occurred. The greater this number over a given period of time, the more probable that

condition x is diagnosed. When a condition is not diagnosed, its corresponding

certainty index is decreased. Thus, darkened entries in table 3.1 denote positive

contributions towards the calculation of the certainty indices, while negative processing

appHes to ail blank entries.
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To compcnsate for the Iinearization delay produced by the mters, the certainty index is

calculated using both the raw and processed duta:

CI, -j
where

C/II1Illt

C/1I1n '

w'I,(w+d;+ - w_d;_) +

if Cl, >C/nlR '1
if Cl, < CI";"

Wl' "'(w dl' - w dl' ) othelWise"(",,j +x+ -x-'

(3-3)

[_Wl'= W' (3-4)

(3-5)

•
p : proeessed data
r : rawdala
x+ : positive diagnosis of condition x
x- : negalive diagnosis of condition x
d : rule condition level (0, l, or 2)

w" : weight of contribulion of processed data on CI
w' : weight of contribution of raw data on CI
w+ : weight of positive diagnosis
w. : weight of negative diagnosis

•

The formula accumulates the summation over a series of actual data points obtained in

real time. For darkened entries d•.= 0 and d..= d (of equation 3.2), and for blank

entries d•.= d (of equation 3.2) and d..= O. This applies to both the raw and processed

versions. Weights are used to control the significance of raw (w') and processed (wP)

data, and the positive (w+) and negative (w.) diagnosis in calculating CI.

3.I.J.5 Prediction Certainty Indices

A similar diagnosis to the one carried out in the previous section can be performed on

extrapolaied patterns of pararneter levels. This would present the hMS with an added

advanlage of predicting upcorning patient conditions. However, the prediction index is

calculaled with a different weighting scherne. Since prediction beyond a certain lime
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become unreliable, the weighling factor incorpomlcs the maximum prediclion lime

(lm",,) and the time (1) of thc ncxl Icvel crossing. This is done based on the Clll'l'C.lt

parameter value and slope. Thus,

l, if 1~ 0

w'(I) = 1
O~ 1~ 1"...1--, (3-6)

t Inu.

0, . ollzer.v;.w:

and the predicted rule severity leve1 becomes:

d;= max( W'(tIlR)IHRn,,,I, w'(tlll.)IBPII",I, w'(tcvl.)ICVPII"I) (3-7)

where <parameter>II'" is the predicted (cxtrapolatcd) parameler levcl. and I<ru""""" is

the predicted IeveI crossing time for lhat parameter. Prediction certainty indices (CI')

are computed using equation 3.2 to 3.5 with d; replacing d,. Further discussion on the

predictive weights expressed in the formula above can bc found in [Lam, 1993].

3.1.4 User Interface

The user interface of the EMS displays ail the fourteen beds of the ICU simultancously.

A color coding scheme is used on each bed. Red, yeIlow, and green colors are used ta

indicate critical, alarrning and normal conditions respcctively; while a black color

denote vacant beùs. If the certainty indices calculated by the expert system for a

patient exceed the preset threshold values a~sociated with any patient. the appropriate

color is generated on screen for that bed. Clicking on any particular bed activates a

window displaying the patients parameters in addition la the current and predicted

states of each of the eleven possible conditions.
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An important aspect in the design of the user interface is that it requires no data entry

from the c1inical personnel, eonsequently minimizing the time required to opeTllte it.

3.1.5 Datubuse Considerations

The EMS bandles vital signs from the data link eontroller in real-time and produees

wurnings in cases of emergeney. However, storing the vitul signs and the patient

conditions inlerpreted by the monitoring system is ulso needed for the following

rcusons:

1. Efliciently unulyzing the EMS performance without extensive recomputing of the

patient conditions.

2. Archiving of significant incidents occurring during the patient's stay in the ICU.

3. Evaluating the overall ICU management.

The current datubase module uses a relational database and forms part of the PDMS.

Although the present design provides for dynamic logging of the patient's vital signs

[Saab et ul., 1995], the data stored is not sufficient for evaluation purposes. In order to

evaluate the EMS, the required information is stored in the EMS Conditions Table

shown below. In this table, the following twenty-seven variables are defined:

• P:IlienUD: indicates the hospital ID number given to the patient. Domain: seriai

number. This object identifier should contain a unique not null value.

• HR_Value, BP_Value and CVP_Value: indicate the vital sign pararneter value

recorded at an instant in time. Domain: bit data type.

• CO_Value ... CIO_Value and PCO_Value ... PCIO_Value: indicate the condition

and the predicted condition status recorded at an instant in time. Domain: bit data

type.
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• Timc_Stamp: indicatcs thc limc whcn lhc panUllClel' and the condilion were

mcasurcd. DOl/lain: Timc Stamp.

Attrihute NlIme
1

Null 1 Unique DOlllllin Bytes. •,
i,

PlIticnt_ID N Y id 20
-- H'_,"_.,.__.__" --_...._------ ----_.

HR_Vuluc N N bit data dllt
- --

BP_Valuc N N bit duta dllt
.-

CVP_Valuc N N bit data (1I1t
.._._..H'._. ___"_···._·''''"H··H ··H··....·.H._.·_HH........._... . ·...__·_·_HH.__.._·____ H.···'··H·....·.._._H_H.··

CO_Vuluc N N bit data (lI1l
_._._._----- --_. _._-_..'

CIO_Valuc N N bit duta dllt

---1=- --CPO_Vuluc N N bit duta dllt
-- ..._.._-"--"-- -_..._---

_...._._.._._. --.__..._---------

CPIO_Vuluc N N bit data dllt

Timc_Stamp N N TimcStump dllt

Table 3-2 EMS Conditions TlIble
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3.2 Implementation

This section dcscribcs the implcmcntation of the EMS design discussed in the previous

section. The EMS was dcvcloped on the OS/2 2.1 platform, using Microsoft C

Compiler version 6.0 and an expert system shcll called Ncxpert Object.

3.2.1 The Software Environment

3.2././ OS/2 and Presentation Manager

OS/2 is an opcruting system which allows different applications, and multiple instances

of the same application to run simultaneously, thus creating a multitasking

cnvironment. Furthcrmore, OS/2 supports multiple threads of execution within un

application hcnce speeding up the performance of the executabie. OS/2 also supports

dynamic data cxchange (ODE) of rcsources between two or more applications

cmploying system semaphores to coordinatc the data sharing.

The graphical user interface (GUI) of OS/2, the Presentation Manager (PM), provides

a windowing interface. It equips the programmer with powerful graphical tools, und

fumishes the end user with ea~y mousc interactions through icons, menus, and dialog

boxes.

3.2.1.2 OS/2 Database Manager

The OS/2 Database Manager is a relational database munagement system (DBMS)

which is fully integrated into the OS/2 environment. Il provides un application

progmmming interface (API), with which extemal programs cun interact, and a Query
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Manager, a graphieal front-end intcrfacc which aets as a butTcr bctwccn thc uscr and

the lower-Ievcl functionality of the databasc.

Operations and data relations in the DBMS arc performed through statements of the

Struetured Query Language (SQL), which can be embcddcd in the high level language

source code of the EMS.

3.2.1.3 Nexpert Object

Nexpert abject is a commercially available knowledge-based program that manages the

expertise of a human expert. il consists of an infercnce engine and one or more

knowledge bases created by an application to store domain knowledge in terms of

objects, classes and properties.

The APIol' Nexpert abject consists of a set of routines that can bc called l'rom an

extemal program. Using those routincs, tasks such as starting the expert inlèrcncc

engine, finding the value of a property slot, or suggesting a hypothesis can he

performed [Neuron Data, 1990)

3.2.2 Filter Module

The filter module receives raw data packets l'rom the OLe module evcry minute. Aftcr

smoothing the trends and providing level descriptions, it sends the processed data down

the pipeline to the expert system for diagnosis. Linked lists of patienl~ and trends

coordinate the f10w of data in the filter module as shown in figure 3.5.
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6
. Figure 3-5 Patient and Trend Linked Lists in the Filter Module

As a patient is rcgistered into the PDMS, a new node is created and added, in

scquential ordcr, to the linked list of patients. A new trend node is added to the trends

linked list when new parameters arise. This node contains the different data structures

esscntial for the rest of the filtering proccss.

The 13 and 17-point median filters arc implemented with circular queues and linked

lists. as shown in figure 3.6. Circular queues keep data points in the order that they

uppcared, while linked lists keep them sorted by increasing value.

When a new point is added to the end of the queue, the oldest point at the head of the

queue is removed. The new data is also added at the appropriate location of the Iinked

Iist. This insertion and deletion is performed in O(n), where n is the length of the

median filter •
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Circular Queue

••• L,..J..-r-.I.,....

• LinkedList

Figure 3-6 Median Filter Implementation

The FIR filter is implemented with a circular queue to store the data and an urray that

holds the filter coefficients. as illustratcd in figure 3.7. Each data point in the circular

queue of the FIR filter is obtained after passing the 17-point and the 13~point median

filters. The net processed output value of the module is attaincd by adding the

products of the FIR cireular queue data points and the eorrespomJing filter coefficients.

Figure 3.8 shows the overaJl effeet of the Iincarization filters on a sample heart mte

trend.

CIrcula: Queue

MlIIrlplic.1lans

Figure 3-7 FIR Filter Implementation
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Figure 3-8 Effeet of Linearization Filters on a Sample Trend

3.2.3 Rule Bascd Expert S)'stcm

The domain of the expert system is modeled in tenns of objects. classes and

properties. Siots. which indicate specifie prop~rties of objects, store a11 the

information necded by Nexpert to pcrfonn reasoning.

Objects in the knowledge base of the EMS can be divided into two groups: objects that

hold the medical infonnation for reasoning. and objects for controlling the inference

strategy. Figure 3.9 shows a part of the class and object network of the expert system.

The objects under Actlla/ and Predictecl classes hold the certainty indices, while Raul

and Processed classes contain objects that hold prefiltered and filtered paramcter
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values, respectively. The objects lInder the Cye/e c1ass control the infercnce strategy

and are used to manage the rules of the knowledge base.

Agltated.Pl"edlctl
Bl"llddY.Pl"edicted
CNS.Drugs.Pl"edlct

NS.ICP.Pl"edlctec
~el"tT_Predlctel

H~erV_Predlcted

Hl:IPoY.Predlcted
PFoll.Predlcted
SShock.Predlcted
Tacchy.Predlcted
TalllP.Predlcted

Aglt.at.ed_ActUlll
Bradd~_Actuol

tNS.Drugs.ActUlll
/,CNS.1CP.Actual

H~pel"tT_Actual

H~peI"Y_FlctUlll

Hl:IpoV.ActUlll
PFlltLActual
SShoek.Rctual
Tacch~JlctUlll

TlIl'IP.RctUlll

Pl"edtcted---------~

Actu~l------------~

Figure 3-9 Part of the Object Network of the EMS

• Any rule in Nexpert must be a list of implicitly ANDed conditions which prodllce a

unique conclusion accompanied with many actions. Backward chaining is performed

only with respect to the conclusion, not the actions of the rules.

The roles in the implementation of this expert system can be categorized into two sets.

The tirst set is the one encoding table 3.1. One of the 27 roles is shown in ligure 3.10.

Each role corresponds to a combination of parameter levels (HR, BP, CVP). Equation

3.2 to 3.7 are encoded in the right-hand-side of the production role. Therefore the

certainty index of the darkened entries in table 3.1 (positive diagnosis) will he incrcased

by the tired role, while those of white entries (negative diagnosis) will be dc.:reased.

•

The second set of roIes coordinate the four different types of parameters (actual-raw,

actual-processed, predicted-raw, predicted-processed) and presents them to the tirst set

of roles. Thus the 27 production roIes can be applied on different types of parameters.

Table 3.3 presents the sequence of Boolean sIots that control the reasoning process.
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• ~'llULH. ES_223
(@LIIS.

(Yes
(.
(.
(>

)
(@fIYPO.
(@llIIS.

(J)iagnosEltcc»
('lIR_'ISysVnr.Trcnd_Typcl.SIUIu.U.cvel) (0»
('BP_'ISysVI".Trcnd_Typcl.Sllllus_Lcvel) (0»
('CVP_'\SysVnr.TrcmLTypc\.SulIU!U..cvcl) (0»
l{clIchcdDlllgnosls)

•

•

(Do (MAX('UR, ,'\.'iysVm.TccmLTypc\.SIIlIUS_Lcvcl,\
'Br_\<;y.~Vllr.Trcl\t.I_Typc\.Sl:IIŒU..cvcl:CVP_'\SysVnr.TrcmCTypc\.SIlIIUS_Lcvcl)·Sy\
sVur.Welghl_Typc) (Adj)

Wu ('HypoV_\'iysVllr.CtlntLTypc\.lndcx-Adj"( J.SysVar.Wcighl_Found»
('HypoV_'\.'iysVar,Cond_Typc\.lndcx))

(Do ('UypcrV_\'iysVar.Cond_Typc\.lndcx+Adj"( I-SysVar.Wclghl_Found»
C'Ilyp.:nT_\.'iysVnr.ContLTyre\lndcx»

(!Jo CSShllCk_'\.'iysVllr.Cond_Typc\.Indcx·A(.Ij-( I·SysVnr.Wcighl_Found))

('SShock_'lSysVur.Cond_Typcl.lnde,»
(Do CtAgilalctL'\SysVlU'.Cond_Type\.! ndex·Adj"( I-SysVnr.WcighcFound»

('AgilllICd_\SysVnr.Cond_Typc\.lndcx))
)

Figure 3-10 Example of a Diagnostic Rule

Siols CycleO Cycle1 Cycle2' Cycle3 Cycle4 CycleS Cycle6

New-Data-Done T F F F F F F

Pat-Num-Done F F T -- -- -- --
Act-Proc-Done F -- F T -- -- --
Act-Raw-Done F -- -- F T -- --
Pred-Proc-Done F -- -- -- F T T

Pred-Raw-Done F -- -- -- -- F T
.-

Table 3·3 Siots for Controlling the Action of Reasoning

Cycle 0 is the initial state of the processing cycle. New-Data-Done slot is changed

from True to False in C'ycle 1 as a new data set arrives. The four types of parameters

are processed during cycles 2 to 5. ACter completing ail computations, the inference

engine is reset untila new data set arrives.

The expert system is implemented. along with the filter module, as a C program. The

Nexpert API routines are also used to interact with the Nexpert Object sheII. Figure
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3.11 shows the architecture of the expert system. Based on the parmt1eters sllbmiued

(raI'.' and processedl, the patient condition rules lIpdate the previolls actllal and

predieted certainty indices.

1 Wels)lt!n& h 1Porometer Level, III ,ctull1 CI llipredlcted Cil
Factor , , ,

1 Settln&, 1- NXP 27 Patient 6 Cycle

T - Inference= Condition + Rule,
1 Thresh.ld 1 En&lne Rule,

Velues

Rn.wled&e
1 1

Base 1- III actull1 CI
1

III predlcled CI i

1
Thresh.ld checkJn&

1

1
1 User Intmace 1

Figure 3-11 The Architecture of the Expert System

3.2.4 The User Interface

The user interface is implemented using the services of the OS/2 Presentation Manager

APIs. Fig 3.12 shows the main window of the user interface which displays ail the

fourteen beds of the ICU simultaneously. The real-time status of each patient is

updated and displayed every minute. A color coding scheme is used to indicate the

patient' s condition, with red signifying critical, yellow alarming, and green normal

conditions. The bed color denotes the current condition. while the border of each bed

represents the future predicted condition color. By selectil1g a bed number from the

menu bar, or by clicking at a patient bed in the user interface, a window such as the one

shown in figure 3.13 is displayed. This window presents tht: patienl~ CUITent and future

conditions and their associated certainty indices. For both of these windows, it is
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possible 10 change the text displayed from English to French or vice versa by simply

selecting Ihat oplion on the menu bar.

The Presentation Manager (PM) user interfacc is contained in an OS/2 session.

However. Nexpert Object version 2.0 does not support PM services. As a result, two

OS/2 sessions are required: one to run the PM and the user interface, while the other is

needed to run the IïIler and the expert system progrum. Communications between the

two sessions is aehieved by the use of shared memory and OS/2 system semaphores.

Separuting the user interface and the expert system program in Ihis way provides an

mlded advantage. Since the only function of the user interface will he to display patient

conditions. more than one user are can star! an interface simultaneously to determine

the results of the expert system progrum.

~

11111 1Il
Mld':cy
MIlU)~

Il 11111 1
1 a.,1Simpson

Figure 3-12 Main Window of the Expert Monitoring System
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Figure 3·13 Patient Condition Lcvcllntcrfuce

3.2.5 The Database Module

The database is implemented using the relationa) database manager services available

from the OS/2 Extended Edition version 1.3 Database Manager. C codc, with

embedded SQL statemenls. is used to communicatc with the Database Manager APIs.

Figure 3.14 below shows a sample SQL statementthat rctrievcs the data of euch of the

parameters ioto the com' l,•. '. ' ing host variables. A precompiler provided by the

Database Manager preprocesses the embedded SQL sU.llements beforc the entire code

is compiled with Microsoft C compiler version 6.0

EXECSQL
INSERT INTO EMS
(PATIENT_ID,DATE_OF_BIRTH, DATE_OF_READING, TIME_OF_READING,
UR, CVP, HP, OVERALL_A)
Values(:patid, :dateolb, :dateofr, :timeofr, :hrate, :cvpressure, :bpressure,
:cond);

Figure 3·14 SQL Statement for Transferring Data into Host Variables
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ln the current implemenlation of the DLe module, parameler dala acquired arc stored

in memory-resident queues every minute (sec section 2.4.1). However, saving into the

datahase is not done at that rate. Rather, lhe data is transferred in blocks 10 the disk al

pcriodic time intcrvals. This is done to avoid excessive disk access which may slow the

syslem down. Furthermore, using such a periodic transfer gives an added advantage:

data bJocking offers the opportunily for olher programs to interact with lhe database

because il is notlocked.

The frequency and lhe Jength of time in which a database would be locked, and

consequenlly the inability of olher programs 10 perform operations on il, is dependenl

on the chosen value for periodic transfer. This interval is currently sel al 5 minutes in

the EMS module.
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Softwure evuluution uims ut assuring the eompliunee of u pl'llgram with its

requirements. which cuptures Ihe needs of the end·user. This concept remains l'ully

upplicable when the turget software is un expert system. allhough expert system

paniculurities demand specilic evaluution criteriu. The syslem's elliciency und the

quulity of its decisions and ussessments me meus of focus in Ihe evalualion of the EMS.

This chapter bcgins the evuluation process with the subsystem vulidution of the IiIler

module und the verilicution of the knowledge busc. euch donc separalcly. The

advanlUge of testing in this way is thut the error is loculized. hence error·deteclion is

eusier.

In the next step. the integruted EMS with ull its submodules is evulullted for ils

performance. Atthis stuge. testing is performed using u simulutor. In the linul phuse of

evalualion. lield tests and evaluUlion ure cmried out on the quulity of decision of Ihe

EMS. Two approaches of visualizing Ihe results ure exumined before concluding with

future work.

4.1 Subsystem Evaluation and Validation.

4.1.1 Sensitivity Analysis on Filter Module

The sen~itivity analysis of the lilter module is divided into thrce steps:

1. Boundary value analysis;

2. Time deluy anulysis of the lilters;

3. Sensitivity towards noise input.
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'l'hl.: inputs of thl.: !iller module arc lhe three monitOl'ed physiologieal parameters, heart

rate (BR), blood pressure (BP) and centml venous pressure (CYP). The boundary

value of the filler was tested by varying the input values l'rom -100 to +500. However.

the !iller is progmmmed to treat negative values as invalid, thus the lower bound of the

input is zero. Moreover, any BP or HR value above 400 and any CYP above 100 arc

also lreated as invalid and arc rejected by the filter module. The test showed that the

filll.:r eomplied with the programmed restrielions. Therefore upper bounds and lower

bounds exist and arc c1early delined for each of lhe input parameters.

ln the next step of the analysis. the dclay of the Iilter module is examined. As was

explained in Chapter 3, different parts of the Iiller module result in the delays shown in

Table 4. 1.

Unit 1 DelllY Poinl~ 1 Delay Timc
1 ,

2-Pointlnterpolation 1 112 minute

17-Point Median Filter 8 4 minutes

13-Point Median Filler 6 3 minutes

9-Point Median Filter 4 2 minutes

TlIble 4·} DeillY of the Filter Module

From the table above, the ovemll delay time is seen to be 9.5 minutes. To verify this.

two hours of a simple input parameter data were input to the Iilter module. and the

delay was determined by observing the time shift in the output data. Figure 4.1.

presents these resulls. As indieated in the ligure. the outcome is consistent with the

design.
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Two--Hour Data
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Figure 4-1 Delay of the Filter Module

In the last step of the sensitivity analysis. the behavior of the filter with respect to

input noise was investigated. The test consisted of gcnerating square impulses ranging

in width between one and seven minutes, and using them as input to the filter module.

The tilter treats any impulse ofa width thrcc minutes or Icss as noise data and Jiltcrs it

out. This is shawn in Figures 4.2 and 4.3.

4.1.2 Knowlcdgc Base Verification

Comprehensive verification of knowledge base must be carricd out before a system

can be efTeetively used. Evidence from the computer industry suggests lhat without

such verification, knowledge base will not be upgradable and the expert system

implementing them will not he safe and reliable for field use [Xue, 19931.

Verification on the EMS is done via consisteney and completeness tests of the

knowledge base.
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Figure 4-2 Impulse Response with 3 minute Square Impulse
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.Figure 4-3 Impulse Response with 4 minute Square Impulse
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4.1.2.1 MetllOd

As was mentioned in Chapter 1. consistency checking is achieved by testing for the

following:

1. Redundant rules: rules which succeed in Ihe saine situation and have the saille

conclusion.

2. Conflicting rules: rules which succeed in the saille situution but with cunllicting

conclusions.

3. Subsumed rules: two rules having the saille conclusions but one eontains additional

constraints or the situation in which it will succeed.

4. Rules with unneeessary if conditions: rules whieh have the saille conclusions. hui

the if condition in one rule is in conflict with one if condition in another rule. and ail

other if conditions in the two rules and equivalent.

5. Circular rules: the chaining performed on a set of circular mies forllls an endless

circle.

Completeness test is carried out by inspccting the objecls and slots or the knowledge

base, and eliminating the following situations:

1. Unreferenced slot value: a slot value which is not covered by any value's if

conditions.

2. Illegal sIot value: a slot value does not belong to the set of legal values.

3. Terminated goal: goal that terminates the reasoning proeess with an unsatislied

resull.

4. Terminated jfconditions: conditions causing the terminated goal.
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4.1.2.2. Results

The knowledge base of the EMS consists of two sets of production rules. As

previously diseussed in Chapter 3, the first set encodes the patient conditions, and the

second set manages the action of the lirst set.

The verification proeess on these two sets was donc with the debugging aid of the

Nexpert Object expert system shell wilh its built-in rule syntax checking, object usage

and rule eonsistency checks, along with its rule and objeet network graphs. Tables 4.2

and 4.3 summarize the obtained results.

Although circular rules should be avoided, those f1agged in Table 4.3 are there by

design. They arc used for iterative looping continuous operation of the twenty-seven

patient condition rules. Thus the results show that the knowledge base of the EMS are

consistent and complete.

Cnnsistency of Knowledge Base .
Resull~

Redundant Rules Nil

Conflicting Rules Nil

Subsumed Rules Nil

Unnecessary IF Conditions Nil

Circular Rules Nil

,
Cmupleteness of"Knowledge Base

Unreferenced Siot Values Nil

Illegal Siots Nil

Terminated Goal Nil

Terminated IF Conditions Nil

Table 4·2 Verification of the First Set of Rules
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Consistency or Knowlcdge Duse < Rcsull'l
1 • ,

Redundanl Rules Nil
____..·_ ..__'I· , .., ··,~· ,.. , __.. , .•__ .•« ,.,.............. • •••_ •.•••••• , , _ _ _ H< ~

Conflicling Rules Nil
.., __ _.__ _ - _ , " , , , , ,., __ , __ .

Subsumed Rules Nil
..._H ..·_...._....__..•__·····......_··..+_..··_..O-'.. _. __ n"'.".'.. ,~.~ ..., _.._.._..__..............-.-...............__. _

Unnecessary IF Conditions Nil
,_•. ,_" _A.... _

Circular Rules 6

Cnmilleteness nI' Knowlcdgc Dase l' ~

Unrcferenced Siot Vah~t:s Nil
. _ ..~ _.__ _ _..,.._ ~~._'._..~._ _.~, .._.. ' .._._ H "._.__ ~._ _._'H_._._ ,. _..

Illegal Slots Nil
f----------------·--···--·..·· --..- -------

Terminated Goal Nil

Tcrminated IF Conditions Nil
'-- ._____ _ --1

Table 4·3 Verification of the Second Set or Rulcs

4.2 System Validation By Simulation

4.2.1 The Simulator

Placing the EMS in a critical care environment such as the ICU not only requires

extensive verification and validation to cnsure its proper functioning, but nlso proper

training of the medical staff. A patient data simulator WolS uscd to serve this dual

purpose [Fumai et. al., 1990]. The simulator mimics the rcal sclting of the ICU by

synthesizing patient data and transmitting it to the host computer through a seriai Hne,

thus performing the functionality of the CareNet nctwork and the Careport io'erface

described in Chapter 2. The simulator runs 00 a separate machine, an IBM PS/2 Model

80, with an 80386 CPU running 16 MHz and 8 MB RAM. The dHta gencrated is

transmitted through an RS-232C seriallink to the PDMS computer.
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4.2.2 System Performance

The EMS reccives physiological data and generates results every minute. To

dcmonstrate the capabilities of the EMS to carry out such a time-critical task, a

performance test was carried out using the simulator described above. The goal of the

test was to determine the time needed by the EMS to interpret vital signs and generate

alllhe ICU patient results. The response time was measured by inserting statements in

the C code of the EMS thUl send the OS/2 system dock before and after each EMS

cycle. The differencc between those two results in the time response. The test began

by admitting one patient. This was repeated [ourteen times, incrementing the number

of admitted patients by one with every iteration. The results are shown in Figure 4.4.

•
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. 1.5
Tlme
(min) 1

0.5

/"
",/

",/
V

V ""
.........,/

•

o
1 2 3 4 5 6 7 8 9 10 11 12 13 14

Number of Patients

Figure 4-4 Time to Interpret Patient Conditions

The results demonstrate that the EMS fails to meet the requirements after eight patients

have been admitted. Under such circumstances, the response time exceeds the one­

minute acquisition rate. The main reason for the slow execution speed is that the

knowledge base of the EMS developed by the Nexpert abject had to be stored in text

format. Compiled versions of knowledge bases, a1so available from Nexpert abject
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under the UNIX and Windows environments, demonstrales u speed-up fuetor of 10.

Unfortunutely, Nexpert (Version 2.0) does not support a compiled version of

knowledge bases under the OS/2 environment. Thus its compilation during runtime

tukes u major portion of the CPU time.

Three solutions present themselves atthis point:

1. Using compiled version of the knowledge base if u future rclease of Nexperl Objecl

supports il.

2. Using u fasler machine, preferably u Pentium us the PDMS host computer. This is

eSlimated to enhance the performance, alleast by a faclor of four.

3. Partitioning the EMS to l'un on one machine :iI1d thc l'est of thc PDMS on another

machine.

The reason for the last solution is that the Data Link Controller module acquircs large

volumes of data from the Careport unit every two seconds. which prescnts heavy CPU

loading. Separating the EMS and the DLC reduces the competition for CPU time and

improves the overall performance.

4.2.3 Database Considerations

Further complications to the performance of the EMS arise from the fact thal

parameter data, including the three vital signs and the eleven actual and predicled

condition values have to be updated in the database every minule. Figure 4.5 displays

the time response of the database updates. The numbers in the graph were obtained by

running a test in which patients werc added one at a time 10 an emply database and

calculating the response time using the OS/2 system clock as cxplained carlicr.

However, a general degradation in these values is cxpectcd as the databasc becomes

larger.
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Figure 4·5 Time of Database updates

The figure shows that the performance is satisfactory at the beginning but severely

deteriorates as the number of patients increase.

The performance of the ~ystem is enhanced by increasing the buffer size of the database

and updating it in cycles longer than one minute as was mentioned in section 3.2.5. An

update cycle of 5 minutes, cUITently used in the EMS, showed an overall improvement

of 48% to the numbers shown in figure 4.5. This number is acceptable atthis stage but

may require further investigation, particularly when ronoing a regular back up process

on the database.

Regular back up is important for evaluation purposes, however the backup utility in

OS/2's Database Manager connects to the database in exclusive mode, that is once the

utility starts it prevents other applications from accessing the database until the baekup

is complete. This adds to the inherent complexity expected with the connection of the

database to the time critical EMS and warrants additionai analysis.
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4.3 Field evaluation

Wyatt and Spiegelhalter indieute tlml expert system tesling eould not be limiled to the

luboratory, und it could not be curried out only by the developers of the system.

Inslead, testing must sample l'cal situations [Wyatt und Spiegelhalter, 1990].

The EMS was transported to the Montreal Children's Hospitalto conduel field lests in

arder to evaluate the effeetiveness of its decisions on l'cul pulients, und to loeute any

ineurring weaknesses. Two sehemes of visualizing the results were explared and are

deseribed next.

4.3.1 Visualization

Visualization is now recognized as a fundamental clement in scientifie computing. As

high-performunce computing allows users to solve ever-lurger problems, and as

measurement technology yields ever more data to be studied, the ability to analyze and

understand this data relies more and more on visuul processing [Brodlie, 1995]. This is

certainly applicable ta real-time expert syslems and the EMS benelits immensely l'rom

having visual aids ta complement its application and evaluate its performance.

The two visualization schemes used were: the conventional 2D plot, and a more

elucidating 3D display.

4.3.1.1 Two-Dimensional Display and Analysis

In the first strategy used ta investigate the results, the output data generated by the

EMS are plotted using a minutes temporal time index on 2D graphs. An example is

shawn in figure 4.6.
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Figure 4-6 Two Dimensional Evaluation Plots

Along with the monitorcd parameters. the status assessed by the EMS for each of the

clcvcn patient conditions is presented. Moser et. al. maintain that important

information is gaincd from viewing physiological patient parameters simuJtaneously

[Moser. ct. aL. 1990]. Howcver. 10 do so using the 2D plots and to assess the

performance of the EMS. doctors have to sift through scveral graphs and give

intcrprctations on dirfcrent locations of the graph. This lask is tedious and lime­

consuming. A morc efficient \Vay of yicwing the information is by taking advantage of

the faet that three physioloricaJ pararnctcrs are being monitored. thus using them to

obtain thrce..<Jimensional displays.
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4.3.1.2 rhrcc Dilllcmillllai /)j.~plaJ' alld ,1/1lI1J',I'is

The dala representUlion in the 3D visualiz:ltion approach lakes Ihe form of a poinl in

space with its posilion being delermincd by Ihc Ihree monilorcd physiolngical variahles.

[n this representution. the time is not displaycd graphically. Insteml. e:lch poinl

represents a distinct lime. [n other words. Ihe three paramclers are measured al Ihe

s:lme time for each point. The location of the points :lS weil as Iheir shape :lnd colnr

;Ire used 10 distinguish Ihe varying circumslances generatcd hy the EMS. On coJor

displays. green Os denote stable conditions whiJe red X's indicale critieal cOllllitions

[Abu-Shihab ct al., 1995]. Figure 4.7 shows a sample 3D plol Ihat displays Ihe resuh

of the data genemted after nmning the EMS for a period of Ihree hours ( 1HO poinls are

produced each corresponding to one minute).

By analyzing figure 4.7. two advantages of this melhod of visu:l1 display ure nOliceable.

First. the three dimensional aspect of the spatml representution can he used to identify

clustering properties of points and conditions th:lt may be assoei:lted wilh them. [n this

way, spatial locations for the eleven different diseases may he recognized mlll sludicd.

Avanzolini ct al. used similar gmphs to study ;md eV:llu:lte the diversily hetwcen two

distributions [Avanzolini et al.. 1991]. The s:lme idea m:lY he used herc to measure

class cepantbility between normal and critical conditions.

The second advantage of the 3D display lies in the faet that a boumlary that includes ail

the points of one kind, sueh as the stable conditions. can he deduced. This is shown in

figure 4.6 as a three dimensional bounding box that rcpresents the stable rcgion of the

patient. The stable bounding box configuration varies uccording to the patient's uge.

Any point outside the box should he considercd as critical and be labcled a.~ X by the

EMS. Thereforc this method provides an ea.~y way of a.~scssing the quality of the

decision of the EMS. Results obtained l'rom field tests and analy.ted using thrce

d;mensional plots are descrbcd next.
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Figure 4-7 Thrcc Dimcnsional Evaluation Plots

4.3.2 Rcsults and Discussion

The EMS \Vas nllowed to run at the Montreal Children's Hospital for a period ofthree

days. 'nle data generated by the EMS during that period was analyzed applying the

3D visual displays. Using the bounding box criteria mentioned above, along with

standard values obtained from the physicians at the hospital, it was possible to identify

crroi"5 and to classify them as fa/se posi/i\'e or fa/se negati\!e. The standard values

rcprcscnting the idcal stable region of a patient are shO\\ll in table 4.4. The subscripts
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'l'und 'h' in the heuder ()f the table l'cpl'esent low mul high l'cspcetively. Vallics

hctwccn thesc highs and lows arc cxpcl:tcd 10 he stahle.
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Table 4·4 Standard Values for Stublc Conditions

Errors may be detected by matching, for e&lch C&lSC Cio the sel of hypothesis Hi tlult the

expert system assigns to Ci &lgainst the correct set of hypothcsis Hi'" [Mcscguer, 19951.

An hypothesis h is c1assified in:

1. Fal:;e positive. if he Hi and h e Hi*
2. False negative, if he Hi and he Hi'"

In the case of the EMS, if &1 point is diagnosed as criticn1 but lies within the rcgion of

the bounding box, the point is considercd as [lll.\'t: /}(}Jitive. On the other hand, if &1

point is labeled as normal but lies outside the region of the boundary box, then il is

considered as false negative. Clcarly Falsc negatives pose a grcatcr thrcat to the
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f'unclionality or the EMS thun l'aIse positives. This is truc because a patient in a critical

condition may nut get the atlention requircu.

Four Mcgahytcs or uaW werc acquircd ufter monitoring four patients for li pcriod or

thrce duys. Artel' pcrrorming the 3D anulysis, the results shown in table 4.5 were

ohtaincd. The crrors 'Ire cxprcsscu in ICrlns of perccntugcs of the totul number of

points roumI LInder each condition. i.e. for llllse positives the number or Xs inside the

hounding hox over the total number of Xs obtaincd, and for l'aise negativcs the number

of Os olilside the bOllnding box uver the tOHII nllmber of Os obtained. Points shawn in

t:lhle 4.5 were gatherctl ut one minute time intcl'vals.

correct 1 incorrect; incorrect 1 correct Ifalse: False
. • f •

Os ! Xs 1 Os· i Xs i Positive ! Negative
39.25% 22.3%

31.7% 18.1%
_.

35.2% 17.4%

35.2% 18.6%

Table 4·5 Results 01' Expert System

The EMS condition c1ussilications for the four p'llients tluring the monitored period are

shown in lubIe 4.6.

For fmther investigation of the rcslIlts obtuinetl in tuble 4.5, 2D temporal plots were

lIsed ta lind the locations in lime of the l'aise positives and l'aise negalives. Figures 4.8

to 4.11 show the 2D plots of the HR. BP, CVP, CUITent and predicled conditions

asscsscd hy the EMS, ulong \Vith the l'aIse positive and l'aise negalive plots for each of

the patients in table 4.5.

61



•

•

•

ChapICI'.1 E\'ululliion of Sysll'm l'l'rfnrlllanl'C

Actual 1 Prcdicted
. Classification! Classinclltioll

Putient 1 51 % Bradycurdiu 24% Bl1Idycurdiu

49% PUl11p Failure 70% PUl11p Fuilure
.. " ......... ,..... , .... ' ..... " ... ,... ,... ,.. '... ".

Patient 2 46% PUl11p Fuilme 46% PUl11p Fuilure

41 % Bradycurdiu 33% Brmlycurdiu

15% I-1ypovolel11iu
.....................-.... ,'_., .._.....

Putient 3 47% Tal11ponnude 49% TUl11ponnude

42% PUl11p Fuilure 4l!% PUl11p Failure

Il % Bradycurdiu
....... " ..-•.....

Putient 4 69.5% CNS-ICP 75% CNS-ICP

26% Bradycurdiu 19.7% Bradycardiu
_._.__.._-_._...._...._._. ..._.._.. " ...._......-------_.. ,.

Table 4-6 EMS Chlssifications 01' the Patient Conditions
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Figure 4-9 2D Time Plots of Patient 2
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Upon inspection of the 2D plots in thc figurcs ubove, it is upparent that the false

pusitives and false negatives mostly full in the regions where a change in the patient's

condition took placc, with false positives occurring in the neighborhood of the critical

conditions and fulse negatives in the neighborhood of the normal conditions. This is

expectcd becuuse of the inevitable lutencies of the EMS due to the time taken for the

weights to track the currcnt condition. This is further supported by the factthat a small

nllmbcr of crrors occurred in rcgions of constunt conditions.

Scrutinizing the c1ussification uccuracy of the EMS where falsc positives and false

ncgativcs occur produccd results similar to those shown in table 4.6. Thus, the EMS

produccd corrcct condition classifications in spite of these errors.

Figures 4.8 to 4.11 also aid in demonstrating the prediction capability of the EMS. A

careful scrutiny of the plots showed thatthe predicted condition occur slightly ahead of

time of thc actual conditions. However, sorne erratic situations are apparent as weIl.

These warrant additional analysis in the future.

Finally, as a last stcp towards the evaluation process, the results of table 4.6 were

discussed with the health care professionais at the Montreal Children's Hospital. They

were of the opinion that the statistics produced by the EMS agreed with the actual

l11edical interpretations observed in the intensive care unit. However, further

examination was recol11l11ended.
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4.4 Future Work

The knowledge base of the EMS is currenlly undl~rgoing further evaluation and

analysis. Refinement of the knowledge base mies is nccessary. The suceess of the

EMS is contingent on defining a correct set of production mies thut leacl to ucceptahle

results.

The present EMS monitors the patient's blood pressure, heart rate, and central venous

pressure. Although the combination of these three purameters provides a good

description of the patient status, a future version of the EMS should support

monitoring other physiologieal parameters as weil as HR, BP, and CYP. Under such

circumstances, different production mies will be needcd for dillcrent sets of monitored

variables. One way of achieving such adynamie knowledge base would he by enubling

the EMS to interrogate the database module for the additional desired purameters. In

this way, new mIes may be stored in the datubase which e'L~ily retrieve the appropriate

set of physiological parametel's.

Other grounds for improvement include the integration of an on-Hne, interactive three

dimensional visual display. Currently, the displays are obtained using MATLAB under

the UNIX environment. However, it is important that these displays be realized on the

OS/2 platform and Iinked directly to the EMS and the database modules. This would

allow l'cal time viewing of the data as they are generated. A Presentation Manager user

interface for the 3D displays should be incorporated that provides user input and allows

inquiries about specifie variables, points, or locations. The interface should also he

capable of manipulating the data to furnish the user with different views l'rom different

angles. This work is currently in progress
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Chapter 5 Conclusion

Over lhe past 25 years, there hus been u greut deul of reseurch exploring how the

computer mighl ussistthe c1iniciun in urcus of putient cure. The ubility of the computer

lo help ussimilute the vust umount of informution fucing physiciuns every duy has

ullracled considerable interest. Researchers have addressed these issues both in very

pructicul wuys and also l'rom quite lheoretical perspectives.

ln this thesis, the development and evaluation of un Expert Monitoring System (EMS)

was discussed. A literature review was presented lhut identified the need of data

nmnugement und computerization in the lCU. The survey ulso stressed the necessity of

formai verification and evuluution on expert systems generally and mediclli expert

system specilically. Several methodologies of evaluation and verification used on some

m.tior existing medical expert systems were highlighted.

A description of the hardware and software architectures of the Patient Data

Management System (PDMS) under development at the Montreal Children's Hospital

wus presented. The functionulity of each of the submodules that form the PDMS was

oullined.

The design, implcmentution, and evaluation of thc EMS was described in detaiI. The

results of the cvaluation process were presented and discussed. two different schemes

of viewing the field test results were analyzed and illustrated. Finllily, future work on

the EMS and recommendations for iL~ improvement were outlined.
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