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Abstract

The purpose of this work is to de"elop an intelligent system capable of transferring data

from many distributedly located scnsors to a main proccssing unit. The data inpuL~ rccei"ed

from the sensors arc usually analog signais and the goal is to create smart integrable modl1l.",

for storing the converted digital signais. interfacing with a sharcd bus, as weil as performing

parallel data transfers in an autonomous and intelligent manner.

On a small SCOlIe, the choice of such an integratcd system is to avoid as much as possible

the complexity and rcdundancy problems r.reatcd by wiring single deviccs. The goal is to

make a portable and practical s)'stem to interface to other subsystems, whHe rcducing data

communication wiring and optimizing data parallel proccssing. Micro-networking modeling

issues arc then studicd for the implementation of the system and simulation rcsl1lL~ will be

shown to iIIustrate the performance of the system.
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Résumé

L'objectif de cc travail consiste à développer un s)'stème intelligent capable cc transférer

les données de plusieurs capteurs répartis, vers une unité centrale de traitement de signaux.

Les données d'entrée reçues à partir des capteurs sont en général des signaux analogiques et

le but est de créer des modules intégrables "intelligents" (smart) pour stocker les signaux

transformés de type numerique ct de les transmettre sur un bus réparti de façon autonome

ct intelligente.

Sur une petite échelle. le choix d'un tel systènle intégré permet d'éviter autant que

pcr.;sible les problèmes de complexité et de redondanc"" des dispositifs isolés cablés. Nous vi­

sons il réaliser un système qui soit portable et commode à interfacer avcc d'autres systèmes

lont en réduisant le cablage pour la transmission des données et en optimisant le traite­

ment parallèle des données. La modèlisation du -micro-réseau" sera ensuite étudiée pour

la réalis.~lion du système ct les résultats de simulation seront présentés pour illustrer les

performances du système.
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Chapter 1

Introduction

ln today's era. the reach and speed of networks has increased by remarkable ~trides. In­

formation data exchange can reach speeds of up to a billion bits (gigabiL~) per second. in

services and information networks, either for customer or for research application~.

At the scale of an engineering system, for example a robot, networking is neetled to

provide information for control and processing. Take for instance the example of;, master­

slave robot manipulator, the Sarco Dextrous teleoperational system such as the S;,rcos

Dextrous Arm, which includes more than twenty a.'(es of freedom with two or three scnsors

per joints. As a result, at least forty sensors enter the count, with three wires per sensor

to communicate the data. Consequently, a set of more than one hundred and twenty wires

will he a large, bulky. and diflicult to handle. data transmission system for every sensor to

he interfaced to a central processor. Hence, the need of a distributed shared bus system is

cl~ar1y necessary to service data communication. Many such examples cao he found.

This thesis proposes an integration method for the application of data acquisition using

the Carrier Sense Multiple Access with Collision Detection concept [14). The purJ>O"" of

the project is to design a low-eost shared bus micro-network, for transmitting data ..t a fair

transmission rate, from distributedly placed sensors over a short distance (about 5 meters)

to a central processing unit.
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ln this rcsearch, wc propose that sensors acquire data periodically and send it over a

micro-network to a receiving node within Iight lime constraints. Each individual sensor is

'L,sumed to be intelligent or autonomous, and is assigned with a priority number for sending

data. Each sensor is self-driven and has the capabilities of reading direct measurements

reglliarly at discrete instants of time. Those data items, which arc then converted and

kept in sorne digital form, wait for their transmission period to be sent to a receiving node

over the corn mon sharcd bus system. Just Iike in most networking applications, data items

will be stored in the form of packets and be associatcd to their characteristics, such as an

identity number or priority number of the associated sensor, in order to regulate the bus

use while providing identificd information for processing at the receiving node. The scope

of this work, however, does not deal with data format nor with data processing, but rather

with data communication and transmission.

\Vith the cOllcept of sharcd bus. the behavior of the system can be affectcd in terms

of performance, delays and other parameters of interest. Because it is a sharcd rcsource,

collisions of simultancous transmissions from different sensors can occur on the sharcd bus

system. By properly structuring sensors. as low and fast transmission types, and defining

their priorities in term of waiting delays, the network system is shown to converge to a

stable transmission point while its throughput can be increased according to the various

factors of concern. such as number of nodes, transmission and sleep rates of device types,

etc. Test cases arc carricd out in simUlation to evaluate the desired pattern of devices and

o~r\'e iL' elfect on the network behavior using the designed protocol. \Vith an assumed

trarL'mi..'Sion rate up to 10 ~Ibits per second (Mbps), it is observed that the network can

exhibit better utilization of the shared bus for a certain distribution of sensor node types.

Although better performance could be achieved, mast oftoday'ssystems are too complex

and expensive because they usually provide for general-purpose data acquisition applica­

tions. This specifie distributed data acquisition can he restricted to certain applications

at a moderately fast speed. However, it can a1so be easHy or flexibly adapted to various

applications such as robotics and other fields. Hence, the design ofa 10Mbps micro-network

for distributcd data acquisition is studied. developed and evaluated using VHDL, the Very

2



• High Dedcription Language. There is no optimal choice in the design of this distribnted bus

network, since it will depend on the purpose of the application of the network. Tlll'refore,

there is a need to study the effects of the distribution of sensors and of thl'Ïr par,uueters

(transmission rates. waiting rates, and 50 forth) which can affect system response qualit~,

and trafflc f10w (bus occupancy). In the general case, the total load produced byall the

sensors on the common shared bus system ,11OUld be at the proper consnmption rate of

the bus capacity; the load should be adequately distributed o\'cr the bns bandwidth. A

cornmon performance degradation arises when tramc becomes overloaded or bursty, leading

then to bus congestion or conflicts of transmissions on the shared bus.

The project is presented in the following order. In chapter two, the different approachl'>l

to networking for distributed data communications arc briefly presented. The concept of

Carrier Sens Multiple Acccss with Collision Detection (CSMA·CD) is studied with respect

to the current existing the Iiterature. The design of a micro-network protocol, a set of

communications rules for the purposc distributed data acquisition, is then developP.<! with

respect to the CSMA·CD method and implemented in chapter thrcc. The hardware model

of the network is discussed in chapter four. The current design is ba.o;cd on Transistor­

Transistor Logic (TTL) gates and integrated circuit chips for cost rea.-;ons, while maintaining

an acceptable transmission rate (lO:-'lbps). The operational behavior of such a network is

then examined in terms of performance and efficiency through a series of simulation test

cases. In the concluding chapter, final points of observations will be drawn while a brief

discussion of network issues will also be given.

3



Chapter 2

Discussion of the literature and

Design Rational

2.1 Basic Concept and Procedure

This section givcs a brief o\"erview of CSMA/CD networks. Different approachcs are pro­

poscd to model the input/output relationships of the parameters of intercst. The perfor­

manccs of CS:\lA/CD networks which exist in the literature are summarizcd at the end of

thi... chapter.

2.1.1 Network Topology

Different transmission topologies are possible and comparcd (4) (5). The topology of a

network. as weil as its control strategy, can considerably influence the performance and

reliability of a nt'twork. Ht'rt', the objective is to develop a distributcd data acquisition

s)"stem for sensors. which can he applicd to varions general- purpose applications in robotics

and other fields. C0llSt'<luently. multiple access networks are preferrcd since self-driven

scnsor nodes can he made intelligent and can he addcd to the network for communicating

4



• physical data to a central processing unit, with a great deal of nexibilit~-. III g<'Il<'ral, 111111 li pi<'

acccss network protocols are dh'ided into two classes:

One c1ass of muitiacccss protocols for packet communication systems use the ralldom

acccss (or contention) technique, where the entire bandwidth is pro\'ided to the users as a

single channel to be acccssed randomly. In random access protocols, trallsmission righL< are

simultaneously offered to a group of statiolls under the assumption that exactly olle of the

stations has a packet to send. Howe\'er, if two or more stations selld packeL< 011 the challllel

simultancously, these messages interfere with each other. III Silch a case, a collision OCCllrs

and the transm;tting stations abort their transmissions and retransmit packeL< ulllil they are

succcssfully sent within a transmission period of time. Such policies are sometimes referr,'<!

to as Carrier Sense Multiple Acccss with Collision Detection (CSMA/CD) mechanisms.

On the other hand, a controlled acccss mechanism is one in which a tokell is first sccured

by a node in order to transmit its message through the medium. Controlled acces.< protocols,

such as in token rings or buscs, a\'oid collisions by coordinating acccss of the stations to

the channel by imposing either a predetermined or dynamically determined order of acces.<.

Acccss coordination is done by use of the channel itself. Each station indicates with a short

message on the channel whether or not it rcquests acccss. This polling mcchanism consumes

sorne channel capacity rcgardlcss of whether stations rcquire access or not. Although such

protocols are efficient when traffic is heavy, under light traffic conditions they remIt in

unnecessary packet dclays as stations that want to transmit wait their turn.

Bux [-Il has studied and showed the variations betwccn thosc network topologies. Ran·

dom acccss protocols exhibit small packet delays under light traffic conditions; stations

transmit as soon as they rcquest acccss to the channel, and the probability of a collision

is low when traffic is light. Another attractive aspect of random acccss protocols is their

extreme simplicity and flexibility. making them easy to implement, since by design, thcy

are complete!)- distributed. Also, failure of any node dacs not affect the overall operation.

Under low traflic load, CSMA/CD protocol has a distinct advantage becausc it uses no

media overhead to determine which dcvice has to acccss the network. Testing on networks

5



using CSMA/CD protocol schemes, such as Ethernet, show superior performance to token

bus at highway loads Icss than 40% of network capacity.

For high loads above 40%, the response time (in terms of transfer delay-throughput

behavior) grows exponentially, and quickly becomes significant1y worse tlJan token bus or

ring protor.ol. Of the thrcc network protocols, the token bus is apparent1y more suitcd to

control communication application. The CSMA/CD protocol is weil suitcd for standard

computer network applications, in which th<! network load rarcly excecds 40%.

Generally, the question to he addrcsscd is how to deal with the data traffic with a low

cost and reliable distributcd system in order to acquire data from self-driven sensors. For

most proccss-~ontrol applications, the csscntial rcquirement is to ensure that informative
~-

data is transmittcd in a continuous and timely manner. A certain data I"ss ratio may

neverthelcss he acceptable. Token bus bcst satisfies thcse rcquirements, yet, a Token Ring

or Bus topology would not he as reliable as a Carrier Sense network in terms of failure

recovery since a failure node has to he removcd from a Ring network and the system has to

he restartcd. It would also he more complex.

The local ~micro-network- will adopt the CS~IA/CDarchitecture, contrary to conven­

tional wisdom, for locally distributcd control, where parallelism and concurrency are among

the necessal')' factors for high-spccd and real-time signal proccssing. To recover lost data,

we will consider data c)-clicity as inherent to sensor state refreshing [12] [28], the spatial

cOlIsis!l'ncy will he lost by a single transmission error during a cycle but cao be rectificd

automatically by the system in the next cycle. D'lring this uncertain period, probabilistic

data or data extrapolation could he employed to estimate the missing data values. The

correct decision depends on the nature of the data and the applications which have ta he

taken into account carefully by the user.

Our approach will he characterized by a distributed network of concurrent data com­

munication. B)' e:<ploiting concurrency and distributedness, the Carrier Sense system only

pro"ides the communication medium while the nodes possess the ability to sense the state

of the bus and transmit their data. A time division technique will he used and networks

6



using such a technique arc cal1ed baseband s)'stems, That is, Iike a singlc-lanc highway,

only one message is passing Olt any gi\'en time.

2.1.2 CSMAjCD Approach

The advantagcs of the Carrier Sense protocol include a simple algorithm for operation of the

network and almost no delays in a station access time. The dis.,dvantagcs of this prolocol

include a limited cable length. Howe\'er, this docs not have a considerable impact in this

project since only medium lengths of a few meters arc considerccl.

The principal operation of Carrier Sense 1'.lultip!e Access (CSMA), prcscnted in [-1] [14]

[15] [32], consists of reducing the le\'el of interference causcd by overlapping packeL~ by

al10wing stations to sense the carrier duc to the other stations' transmissions, and aborting

transmission when the channel is senscd busy. The additional feature of col1ü;ion detection

produccs a variation of CSMA that is known as CSMA/CD. Bcc:ause of its simplicity,

CSMA/CD is perhaps the most popular contention- bascd protocol.

Although each station transmits only when it sen51'5 the transmission medium as bcing

frcc. a collision with other transmissions may occur. This is becausc a transmission decision

is made only on the basis of local information(i.e. the information that an interface secs at

its interface), not on the basis of the o\'erall state of the transmission medium. Figure 2.1

ilIustratcs this operation.

In all the CS),IA/CD protocoIs, gh'en that a transmission is initiated on an empty chan­

nel. it takes at most T seconds for the packet transmission to reach aIl nodes. Bcyond this

time, the channel will surely he sense<! busy as long as data transmission is in process. The

longer a segment, the more time it takes for a signaI to propagate over it. To ensure the

propagation timing Iimits are met, each media variety has a maximum segment length de­

fined in the standard. A collision can only occur if another transmission is initiated before

the current ~ne is sense<!, and it will take at most additionaI T seconds bcfore interference

reaches aIl devices. Nevertheless, CSMA/CD has a collision consensus reinforcement mec:.-

7
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Figure 2.1: Example of CS~'IA/CD Bus Operation

anism by which a dcvice. expcriencing interference, jams the channel to ensure that ail other

intcrfering nodes dctcct the collision.

As a matter of simplification, it is usual to considcr asynchronism of transmissions at

the bit level; that is. if t\\'o stations happen to transmit at the same instant, their signaIs

collide. The stations arc notificd of the collision, and reschcdule their transmission at the

ncxt c)'c1e. The collision witl he detccted within a one-bit dock cycle. To he appropriately

corrcctcd. it must he assumcd that the bit time is long enough that each station an dccidc

for its action (to transmit or stay idle) in the next clock cycle. Figure 2.2 iIlustrates the bit

le\"cl asynchronization hetween t\\'o stations.

In gencral. a station is said to he backlogged if its packet eithcr had a channel collision

or was blocked because of a buSj' channel. On the other hand, as each local station is able

to sen~ continuousl)' whether the medium is idle or busy, the decision for transmitting or

rctransmitting data packcts depends on the various schemes of the CSMA/CD protocol.

To a\'oid consecutive collisions, eath station involved should choose random time intervals

to schcdule their retransmission of the coUided data packets. There exists numerous "retry

8
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Figure 2.2: Asynchronism of Transmissions at Bit Level

stratcgies- which are useful once a collision is detected [G) [Ii) [19) [30) [35]. The mœt

popular nodal schemcs are: ~on-persistent. One-persistent and P-persistcnt.

In the ~on-persistent CSMA/CD scheme. a node \Vith a packet ready for transmission

senses the channel and acts as fo11ows:

1. If the channel is sensed idle, the node initiates transmission of the packet.

2. If the channel is sensed busy, the node schedulcs the retransmission of its packct. al

sorne later time. It waits for a random amounl of lime and rcscnscs the channel.

3. If a collision is detected during transmission, the Dode aborts ils transmission and

schedules the retransmission of the packet later.

9



ln the l-persistent CSMA/CD protocol (which is a special case of p-persistent) [30), a

node that finds the channel busy persisls in transmission as soon as the channel becomes

free, If it finds the channel idle, it transmils immediately with probability one. In the P­

persistent protocol, a ready node senses the channel and proceeds as in the Non-persistent

protocol except that when the channel is sensed busy, the node persisls until the channel

is idle:

I. \Vith probability p to initiate the transmission of ils packet,

2. \Vith probability l-p to delay by T seconds (end-to-end propagation delay).

The CSMA/CD mechanism operates on a bus-type network and is sometimes referred to

as Ethernet protocol. Boggs (3) has discussed the dilferent discrepancies that exist between

the theoretical ideais and the reality of Ethernet operation,

The issues involve acccss, collision detection, and retry strategies. A simple technique

would let the devices transmit randomly. Tobagi (32) has shown that the Non-persistent

CSMA/CD provides better performance of throughpuls versus traflic loads than the p­

persistent and l-persistent modes, as it is shown in Figure 2.9). However, a random delay

strateg)' is considered non-adaptive since it operates on the premise that after a collision,

the de\'ice retransmils at a time unreIated to and independent from the number or fre­

quent)' of collisions. In facto these problems (of collision rates) can further be generaIized

as minimizing the deIa~' time for anode to transmit ils packet within an alIocated perla<! of

time (after which. oId data is Iost to the new data) while maximizing the data transmission

rate on the bus bandwidth (capacity).

The anaJ~'Sissuggesls that a network constructed with a bus tOp.llogy would he more re­

liable when transmissions are adjusted to make the traflic fiuid. and optimize the utilization

of the shared resource.
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2.1.3 Hardware Characteristics

For the design of the micro-network, a geographic scope of the bus could bl' dl'fiul'd as

short as Il! centimeters or as large as 100 meters in length. The actual size couceivcd in

this design is Iimited to be 5 meters in length. The objective behind this is to devclop a

flexible, portable and adaptable micro-network which can be applicd to various applications

in robotics or others as a tool for collecting data from a group of sensors.

Duc to the restrictive working environml'nt, the hardware componenL~ must be sclected

for implementing a prototype. The components mainl~' consists oftwistcd pair wires, diodes,

transceivers and simple digital technologies.

Twistcd pair have Many advantages for the network implementation. Twistcd pairs arc

inexpensive. have Jess weight and greater flexibility of installation and node relocation than

other media. However. the disadvantages of using twisted pair can involve crosstalk and

interference of signaIs duc to the ambient EMF perturbations. Yet, when two conductors

arc twisted together (twisted pair), external noise is Iikely to to be couplcd cqually in each

conductor. This noise injection can effectively be cancelled out at the receiving end, leaving

only the transmitted signal. Thosc probJems do not sccm to be major duc to the Iimited

scope of the network.

Figure 2.3 iIIustrates the configuration of the network by using simple diode concepts.

The Iogic is primarily bascd on the logical addition of current signais, which arc quantized

in levels for pre\'enting eventual eIectricaI breakdowns.

'Vith this principIe. a simple dual communication bus system may he realized. First, a

single line status bus is used to code the state of the network: Idle, Busy or Collision. The

states would he represented as follows: Idle on a logical Law LeveI, Busy on a logical High

(the first level ofsignal quantization) and CollL<;jon on a Saturation levels (grcatcr than the

logical High level) which cao he sensed by transceivers of analog types. The roIes of the

transceivers will he described helow. In essence, the status of the network will he determined

upon the transmission dccisions of the stations; initially, the network is clcared 10 the Idle

state. When no station transmits or writes 10 the bus, the state will stay at zero current

11
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Figure 2.3: Illustration of Diode Model Concept and Prineiple ofCurrent Quantum Addition

summation or Idle state; when exaetly one station transmits. the eurrent will he al High level

whieh is the Busy state: when more than one station writes simultaneously, the network

falls in a Collision state where eurrent addition eould become excessive. This condition

is detectro by the saturation cireuitry from the transceivers. Secondly, the data bus is

simultaneously synchronized with the status bus. When a station signaIs a transmission on

the status bus, it also sends data information on the data bus.

Sensor data items are converted, stored and processed in sorne digital fonn. The data

items are actua]ly kept for a short fraction of a pericd at a local station and wait for their

turn to he sent al Most once during that period. The buffering capability of each station

is implemented using digital technology. Two types of stations are modeled; one is for data

transmission and the other for data reception.

The bus system status is continuously detected by the tra.nsc:eiver hardware ~=om each

12
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Figure 2.4: Overview of thl' Bus System

station. Two operation modes are found in the transceivers. Transmission-base<! detection

monitors the OC current le\Oel of the network. Rcceive-base<! detcction is dependent upon

the OC persistence cf the twisted pair network wire. The current leve! results from the

summation of the numbers of stations transmitling. In the idle case, no station is transmit­

ting. E.."act1y one station is transmitting when the bus system is busy, and more than one

transmission results in collisiono ln ail cases, transmitting and rcceiving nodes should he

able to detect the current state to make further decision. Figure 2.4 is to show the overall

bus system of the micro-network.

2.2 Distributed Architecture Models

When designing a distributed network, modeling the performance characteristics of a net­

work before putting it to use is essential; it gives the designer the frecdom and f1exibility

to adjust the various parameters of the network in the planning stage rather than in the

13



operational phase. (It is, however, diflicult to predict the performance of a network until a

detailcd analysis of a similar network becomes available.)

2.2.1 Mathematical Model

Analytical models are mathematical representations of the system which relate input vari·

ables to output variables. To make the mathematics tractable, several assumptions about

the systems are usually made. Thcsc assumptions tend to rcduce the accuracy of the models

and may lead to misleading results. Analytical models may be difficult to develop, but they

are still useful when gross answers are acceptable for rapid initial asscssment because they

show the qualitative relationships bctwœn input and output parameters.

Since data collisions are the major limitation to the channel capacity and network uti·

lization, it is important to model them. For the sake ofsimplicity, the following assumptions

are made concerning the characteristics of the individual stations and the operation of a

CSMA/CO network system.

• Arrh'a1s at ail transmitting stations follow a Poisson Proccss, that is, interarrivals of

packets are randomly distributed with exponential!y distributed interarrival times.

• Ail stations generate traffic at different rates À•• and the mean arrivaI rate of the

overall system is À.

• Packet lengths are lixed and identical.

• The spacing bctween stations may be random.

• The propagation delay is estimated to be 25 nanoseconds for a network length of Sm.

• The transmission medium is assumed to be error-free, and errors are only due ta

collision.

• The receiving station has a service rate of p..

14
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Figure 2.5: Illustration of System Model

This system can be viewcd as ilIustratcd in Figure 2.5.

Assuming that aU arrivai rates are idcntical and therc arc N mutually indcpcndcnt.,

nonsynchronized stations which communicatc over a common broadcast channel, combina­

torics can be uscd to define the mcchanisms of collision probabilities. The probabilit.y of

transmission is evenly distributed among the stations. Thercfore,

~{a station transmits} = *
and the probability for a station not to transmit is

~{a station does not transmit} = (1- :t).

The probabiIity that the bus channel is bus)' is secn as the probabiIity that one out of N

stations is transmitting while the rest remaills idle. Hence,

P{channel is busy}' = ( ~ ) f\{a station tramomilS} X P;{a station docs nottransmit}N-,•

P{channei is busy} =N(ir)(l- -k)N-l = (1- -k)N-l •

15



• The probability that the bus remains idle is:

P{channel is idle} = P{none station transmits}.

Plch.nncl is idlc} = ( : ) (1- ;{r)N(M' =(1- i/JN
•

Thus, the probability tltat a collision occurs is then:

P{collision on the channel} = 1 - P{channe1 idle} - P{channel busy}.

For mathcmatical simplification purposes. the simplest model, the M/M/l queue model,

is considercd to determine the statistical properties of the above system [2] [26] [11] [23].

The structure of the M/M/l queue is prcsentcd in Figure 2.6.

_ ....... U.U,_lH r.. OouI.PoI.:._e-."(
__I.SIoIiooI:._SIaI"''II.~''',.

--~
_"_--'"'

Doul

l'loo1.0..:e-DntclN

Doul

Doul

Dooo.,(

1o
1

--t111

•

Figure 2.6: Illustration of the MIMII Queue Model

This M/"}.,I/l notation refers to Poisson Arrivais, exponential service statistic:s and single

servet sen·ice, respec:ti\'ely. The analysis of the M/M/1 is commonly described. because of

its simplicity; the concept of a single servet is weil known from daily lire 5uch as waits at a

supcrmarket, bank or movie house.
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• Let the following notations be defined as below:

Pn : Steady-state probability of having n customers in the system

À: Mean arrivaI rate (inverse of average interarrival time)

J1.: Mean service rate (inverse of average servicf' time)

N: Average number of packets in the system

Nq: Average number of packets waiting in queue

T: Average packet time in the system

W: Average packet waiting time in queue (not illduding service time)

Pn is the primary characteristics of the M/M/l queue: Po is the probability that tbere

are n packets in the queue (induding the one in the service). It is uscful for determining

the remaining statistical propertics of the system such as the average queue occupancy. the

average throughput, and so-forth. Figure 2.7 shows the transitions of the data popula.tions

existing in the system.

l-

~
G 8 G CV . e
~Il Il Il ,,.. '

Figure 2.7: Transition Statc Diagram

The explanation is simple. The rate of packets entering state n must he equal to the the

rate leaving state n. Hence.

•
By defining, p = ~, we obtain:
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The only remaining unknown is Po and it can be solve<! by the normalization condition of

probabilities:

It thus results that Po = 1 - p.

The main results of M/M/1 systems are given in [2] [23] and can be summarize<! as:

1. Utilization factor (proportion of time the server is busy)

P -~- ~.

2. Probability of n packets in the system

p" = p"(l - pl, n = 0,1, ...

3. Average number of packets in the system

N=~.

4. Average packet time in the system

T - --l!...- - _1-
- .\(1-p) - .\-p'

5. Average number of custamers in queue

"q-L.I~ - l-p.

6. Average \\-aiting time in queue of a packet

11' =.1.-.,.::x

This analysis can also be cxtended to the case of a finite population of data when the

s)"stem can only contain a ma.~mum number of packets, which is equal ta the number of

actÎ\'e stations in this design. Blocking probabilities will be userul in the sense that during a

certain amount oftime, the system cau only serve (or transmit) a finite amount of packets.

The remaining packets will be blocked, backlogged and will eventually be lost. Given that a

duration oftime for which an average number of packets, N, cau be served by the system, th,~
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• blocking probability for which th~ system can not ~atisf)' an~' furthcr tran~missioll rcqul'Sts

is given by:

Figure 2.8 ilIustrates the effective throughput of a system.

Figure 2.8: Actual System Throughput

By definition.

Utilization of the system

=

=
=

In association.

Throughput of the system =

fraction of time that the system is busy

Proh(system is not empty)

1 - Prob(system is empty)

"1- Po = 1- t'j;.

utilization of the system X mean service rate

"(1- e;;)Il.

•

From Figure 2.8. it an be seen ! hat. for a system with a mean data arrivai rate À. data
),

packets are lost at a rate of (À-À'). By conservation ofpacketsin the system. À' =1l(1-e;).

Therefore. the average rate that packets leave the system without heing served is:

l\Iore complex systems cao furthermore he developed from the MIMll modeL The

MIMlm system designates the multiserver exponential queueing system with m servers.
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There, the Erlang distribution and the blocking probabilities are used to approximate the

collision and service statistics. The concepts of data service classes will also be introduced

with respect to the different service rates from the m servers.

Lam and various authors [2) [14) [26) have also extended this analysis to a generalized

case ofCSMA/CD systems. The CSMA/CD mechanism is referred to as a M/G/1 system

model which treats the single server of general type.

Although theoretical studies have examined several operating regimes, these are not

characteristic of actual networks, and their results are also of Iimited utility in comparing

network technologies. On the other hand, software simulations can be used in experiments

to sec the intrinsic performance of a network, where the theory can not. Collisions are

statistical and interdependent with many factors Iike packet size, node count or average

transmission rate. Non-Iinear methods in software programs are sometimes required to

discretize the system in order to understand (in more depth) the transmission mechanics.

2.2.2 Systematic/Protocol Model

Using simulations, a network may he modeled to any desired level of detail if the necessary

system relationships are known. ~Iany authors had to resort to simulation of their system

models [36) [33) because those simulation models can give more accu rate results than analyt­

ical models and most of the assumptions (in the analytical model) can he relaxed. However,

the le"el of detail dictates the simulation runtime. This can make detailed simulation slow

and expensive.

Better information on performance and functionality of a data communication network,

will then he applied and anal)'Zed with a ;;uitable mode1 and simulated in software. In

chapter three. a simulation model will he implemented to study a Non-persistent CSMA/CD

protocol. In such a model, data must respect sorne synchronisation constraints at the bit

le,·el. For a distributed conte..(t. ail correlated data are categorized by classes ofsensors and

must he acquired within the same time interval for the same class of sensors.
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In general, an optimization problem must be solve<! to increase the network performance

(utilization) in global terms. From a local viewpoint, the data must be transmitted succcs....

fully at most once without being lost during its transmission period, and with a minimum

delay time. In general, a network used for most applications must appear as an ·idcal~

information channel without loss of information. In classical networks. the ·delay~ notion

is very subjective and must be referre<! to as '"reasonable delays~.

2.2.3 Hardware Model

The hardware model implements the functionality of the design while respecting the physical

limitations impose<! on the network. It demonstrates the operational feasibility of local

nodes as well as of the global traflic control.

Each station in this network is modele<! as a finite state machine and associate<! to local

variables. Associated to each transition in the machine is an action, which may alter the

variable values. Enabling predicates determine whether a transition may be made. Actions

are taken when the transition is exccutcd. The action assigns new values to sorne subsct of

the variables.

Using this model. we studied the system stability behavior, the throughput and the

average packet delay performance. This model is implementcd from a hardware design

viewpoint in chapter four.

2.3 Performance Analysis

To demonstrate suitable functionality and operationality, a network must detcct and remedy

collisions quickly and compensate for them hefore system performance dcgrades to an unac·

ceptable level. Hence, various performance analyses are studied to resolve such dcgradation

of the networks.

First. the input/output parameters of the system will he defincd. The performance

values that descrihe the character of CSMA/CD networks will then he prcscntcd.
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2.3.1 Definition of Parameters

Often tramc on real networks is seldom so well-behaved because there May be brief·burst of

high loads separated by long periods of silence. For mathematical conveniences in modeling,

MOSt systems assume a simple distribution of Poisson arrivais. The performance of the

network depends on a variety of parameters, in addition to those fixed by the specification.

Thesc illclude the followillg:

• Bit rate

• Bit ASYllchronisation

• Fixed packet size

• Number of nodes

• Non.persitence

• ArrivaI rates of packets

• Distribution of packet arrivais

(10Mbps)

(25ns/5m propagation delay, i5ns jam time)

(up to 256 bit packet length)

(of the order of 100/5m)

(random retransmission time)

(1Hz. 16MHz)

Poisson arrivais

The performance of a network cannot be quantified with a single dimension of parame­

ters; theoretical studies have tended to examine a small set of measures, both for analytic

tractability and because it is hard to decide what to measure without knowing what appli­

cations are invoh·ed. Thesc measures are the following:

• average delay: the average time it takes to send a packet, measured from the time the

host first wishes to acquire the channel.

• throughput: the fraction of the nominal network bandwidth that is actually used for

carl)'ing data. packet headers are considered useful data in calculating this value.

• channel capacity: the maximum achievable throughput for a given set of parameters.

Capacity is function of such parameters as packet length and network length.

• fairness: in a fair network. each host with pending traffic should have an equal proh­

abilit)· of acquiring the channel.
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• stability: if the throughput actually drops at high loads then the network i.. said to

be unstable in that region.

The performance measures are usually describcd as a function of some parameter of the

mode!; ofl"ercd load is the most common. Several dilferent definitions of olfered load are

uscd in the literature. Here is a definition of an olfered load:

The ofl"ercd load at each host is the fraction of the network bandwidth that the hast

would use if it had complete acccss to the network, then G, the olfercd lond on the network

as a whole, is simply the sum of the ofl"ercd load at each hosto Each host's olfercd load on the

network is Icss than 1, G can therefore be greater than 1, although the throughput cannot.

The con:mon strategy is to ovcrload a network for more than its capacity and analyze how

weil it can respond. Criteria of performance can vary from applications and importance of

measures can difl"er. However, the ofl"ercd load is important in this project, in terms of the

number of stations in the system as weil as their frequency of transmissions, sa as to test

the various configurable working conditions of the network [22].

2.3.2 Measurements

A number of criteria, useful for e\'aluation are given below. Their respective importance

depends on the constraints put on the systems. Thosc usually include the following:

• Response time and throughput.

• Convergence, stability and fairness.

• Constraints as regards utilization.

ln ideal cases, the CSMA/CD models must yield intuitively efficient performances as

shown in Figure 2.9. This shows in summary that, although CSMA/CD is quite workable, as

network traffic beeomes heavier, the chance ofa collision incrcases and throughput dcgrades

as the collision detection mechanism (and consequent retries) come into frequent operation.
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• Bu" ct aJ., [4] [7] (17) [24] [30] [32J, have aIso shown the limitations of those CSMA/CD

models.
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Figure 2.9: ~Ieasurcmcnts of CSMA/CD nctworks

CSMA/CD is a contention-based protocol. S)'Stems under the CSMA/CD protocol can

cxhibit unstablc bcha\"ior due to retransmissions of packets. Consequently, to evaluate the

s~"stem performance prccisely. wc will consider the stability problem by limiting the number

of nodes. Each can only send at most one packet during its transmission period.

2.3.3 Example: Ethernet

Thi~ subsection presents measurements of the behavior of an Ethernet as an application

to CSMA/CD [3] [21] [27] [29]. under varying combinations of packet Jengths, number of

hests. period of transmissions, and sleep times.

When many hests are \\'aÎting for a long packet to go by on a busy Ethemet, the

instantancous Joad on the network routinely exceeds its capacity for short periods. Stressing
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Figure 2.10: ~Ieasurements of Ethernet

an Ethernet with an unusual steady overload yiclds insights into how the networks handles

the usual momentary o\'erloads encountered in normal operation. Thercforc, in thesc tests,

attempts were made to generate total offercd load that continuously cxcccds the capacity

of the net\\'ork.

•

The statistics and modeling confirm the practica1 limits that network designers have

learned by trial and error. Figure 2.10 shows the measures made on Ethernct networks. As

an actual fact [3], it is usuaJly suggested to plan for a maximum of 30 nodes per Ethenet

channel when mast of these nodes are diskless and require a client/server support. Most

single networks tend to support a maximum limit of 60 nodes, and try to avoid subnets with

morc th30n 30 nodes, particula.rly when the nodes utilize frequcnt remote data transfers. A

(ully populated Ethernet (more than 60) is fine if the network is sparsely uscd, or provides

for only minimal funetionality. \Vhen saturation is imminent, the network must he able,

however. to provide adequate alternative channels or cleu aU nonesscntial trame from the

channel for a manua1ly employed priority enforeement.
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It would be interesting to explore different approaches for achieving this asynchronous

CSMA/CD operation and the effect of these approaches on the time-constrained perfor­

mance of the protocol. We will test the sensitivity of our former assumptions as weil as

numerical parameters by comparing subsequent simulation and operational results against

results based on existing network analysis as weil as the mean values analysis. On the basis

of the analytical rcsults that will be obtained, we will also examine the effect of re'.ransmis­

sion strategies.
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Chapter 3

Micro Network Protocol

3.1 Protocol Definition

A bus system is a trucking system that carries packages of data bet\Veen stations \Vith

no regard to what is inside the packages. Just Iike any tramc control ho\Vever, chaotic

processes are generally not desired and certainly not permitted for data communications.

Sorne convention or protocol needs to be set to control the data flows on the bus system.

The component structures are first described to conform \Vith the system architecture.

The variables associated need to satisfy the hardware characteristics described in chapter

two and also. to ohe)' the rules of the protocol which will he implemented. The a1gorithm

of the protocol is then explained afterwards.

3.1.1 Carrier Sense Multiple Access with Collision Detection Modeling

There exist different kinds of protocol that can he defined for a given network. Under this

project, a CS~IA/CD base<! protocol is usee! to establish the control mechanism or the set of

conventions via which data clements are transmitted. Although CSMA/CD is a. well-proven

and effective nf:twork access technique, it suffers from inherent deficiencies which limit iL<;
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eff"ctivencss as traffic densities approach the Iimit of the transmission capacity and which

make it difficult to impie;. "nt in a low·cost reliable, high·capacity baseband system. Hence,

the intellt of the simulations is to enhance the effcctivencss of the data communications

applications in reality and maint"in their performances at respectable values.

A simulation modcl was developed in the C programming language to spccify a Non·

persistent CSMA/CD protocol as describcd in chapter two. This model is used to evaluate

the performance of the distributcd protocol for a data acquisition micro-network and analyze

the livelincss for a large nu' ber of users sharing a common seriai bus system. The modeling

first consists of dcscribing I.he structures of the entities invol\·cd. These include multiple

transmitters, a single rcceiver and the sharcd bus system. Once those structures have becn

d..fincd. the operation of the protocol can be interpretcd as a computer program in which

those elltities int..ract with each other by altering/modifying their variables. The results of

the simulation model is shown ulteriorly.

3.1.2 Bus Structure

Th.. bus system is composcd of a data bus line and a status bus line. The data bus line is

to carry the the data bcing sent by a station, and a status bus line to inform the present

state of the bus occupancy.

The structure of the data bus is defincd as follo\\"5:

struct DBusType {

lIesg Packet;

};

A mcs.":lge packet here contains the identity and the data of the transmitting station.

It has the following structure:

struet lIesgType {
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int

int

};

addr;

data;

Here. the data bus only carries the data packets and a packet de,;ignatl'l< the cont"nL.

of the message that are sent from a transmitting station.

The structure of the status bus line is:

struct SBusType {

};

int Level;

The status of the bus is defined to give the actual number of node,; transmitting on

the bus system; the level will state that the bus system is idle by a O. only on" node

is transmitting on the bus by a 1. and a collision has occurred for any higher intl'g"r.

indicating the number of simultaneous transmitting stations. Collisions are hence lIIodeled

by simultaneous writes to this variable.

3.1.3 Transmitter Structure

Each station in the network is modeled by a finite state machine and associated to its

respecth'e local variables. The structure associated to a station is presented below.

struet DeviceType {

int Deviceld;

int

float

f10at

Stan;

SleepRate;

TransRate;
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tloat sleep_time; /0 communications times 0/

:tloat trattic_time;

int status; /0 bus status tlag 0/

int jobs; /0 device statistics 0/

int unsent_jobs;

tloat etticiency;

:tloat avs-Iatency;

:tloat total_latency:

tloat l/orst_Iatency;

:tloat time_ping;

:tloat time_pong;

pMesg Packet; /0 device data memory 0/

pDevice N..xt;

};

Three main parameters deline the autonomy of a station. The Start variable indicates

that a station begins its data communications process until the end ofsimulation time. The

TransRate variable is expressed in terms of number of c10ck cycles (or bit time) and is

usro to define the data refrcshing cyclicity. That is, at every beginning of a transmission

pcriod, a station updatcs its data with a new one and requests to transmit it. As a simple

illustration, wc take the example of 'incrementing data':

if ( «d_time - s_device->Start)Y.period) == 0 ) {

(s_device->Packet)->data++;

}
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For simplification, wc designate the transmission periodicity by T, during which a station

has to perform at most one succcssful transmission with its actual data. When the bus is

found busy or enters a collision state, the SleepRate variable, simply denotl'<! b)' S, is used

to defin.. the time duration that a station must wait unti! a new transmis.~ion rcqul'St is

issued or a new transmission period bcgins.

The current state of a station is dcscribcd by the variables sleep_tîme, traftic_t:ime,

and status. The sta1:US variable indicates the status of the bus system that a station

senses. This would allow a station to make a dccision or take an actiou dcpendiug ou the

bus state and the thrcc other parameters prcscntcd above. The sleep_1:îme variable is uscd

to specify the amount of time a station is held in its awaitiug state. When a statiou is

inactive, idle or transmitting, this variable cquals zero. The uaffîc_t:ime varil.blc deuotcs

the duration rcquircd by a station to send its data packet. The cost of acccs.~ing the bus

and releasing it is one bit. time each and is not includcd in the 1:raffiC_1:ime parameter.

As the simulation evolves, the course of the variables in a station varies. Correspond­

ingly, each transition of those variables rcsults into an action. Each st..,tion may further

alter its own states and \",riables as well as the state of the system bus. Therefore, it would

be interesting to kecp track of sorne useful characteristics of each individual sL..,tion such

that when put together, the global system performance can he cstimatcd.

For each individual station. the set of performance attributcs includcs:

• the number of jobs sent (succcssfui transmissions);

• the number of jobs unsent (no success in a transmission pcriod):

• the average latency (average delay time hefore a transmission):

• the worst latency (worst delay time);

• the efficiency (the ratio of jobs sent over the maximum numher of jobs that the bus

can allocate from its capacity).
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3.1.4 Receiver Structure

On the other hand, the receiver is seen as a buffer, remaining idle when the status bus

is senscd idle, receiving the transmitting data when it has sensed that only one device is

transmitling, and capturing erroneous data when there is a collision detected on the status

bus. The main point, however, is not to deal with the data contents at the receiving end,

but rather, the objective is to gather characteristic statistics of individual stations to relate

the system performance and rcsponsc to the variety of applications using the micro network

protocol.

3.1.5 Protocol Implementation

The concurrency arising from sharing the common bus among N distributedly connected

stations nced to he rcsolved by mutual exclusion. That is, at most one station at a lime

can have acccss to the bus. In a busy-waiting solution, stations attempt to make progress

or re-attempts at a later time.

For simulation purposcs, the protocol rcsponse to par_Uel proccsses is treated in a

scquential manner for each station over a discretized time imerval. The procedure is then

repcatlod for every station before time is incremented by one time quantum. A flow chart

is given in Figure 3.1. It shows the logical steps nceded to process a single station requcst

at a discrete time t.

The control for data communications is dependent on two points of view; global view

and local \·iews. In the global vie\\', the status of the bus must he known te ail stations. If

the state denotcs Idle. then the bus may process a bus grant te a device. If it is Busy, then

the bus is proccssing data communications to one of the granted stations. On ~ colliding

bus, the bus is acccsscd by many stations at the same time and need to he freed as socn

as possible on the ne.xt clock and ail transmissions involved must he aborted. The process

of transmitting a data packet involves sensing the global state of the bus, while it aIso

depends on the local vie\\'s of each stations. On the local sites, a station must know if it has
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Figure 3.1: Flow chart of the protocol algorithm

to procecd a transmission rcquest. if no data has becn transmittcd for a given transmission

period. or whether its data is a\'ailable for transmission bcfore a new pcriod bcgins. The

program flow tbus starts by updating data if a device reaches Cl new transmission pcrioo,

and then proceeds b,r sensing if the bus state is free.

If the bus is free. a station will determine whether it must initiate transmission and take

the bus. If not. that station either bas its job sent or must wait for its data. to he available

for the new transmission period.

If the bus is not free, and depending on the local situation, five possibilitics can accu..

1. If the station had completed a transmission, it stays idle.
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2. If it requests transmitting, it must wait for its new data if there is no time to transmit

the old one.

3. If it rcquests transmitting, it must wait for the bus to be free while its data is availab!e.

4. If a collision is not sensed and the bus is not freed, the station is using the bus and

must continue with its transmission.

5. If a collision is scnscd, then it must release tl:e bus immediately.

Figure 3.2 shows the dilferent action states of a st~tion before the bus updates its state.

Is..........V..... 1
1

1 1
1 ... 1 1- 1--1 l """"'" 1

1

1 .... 1 1 ....... 1 1·--'" 1 1 .... 1 1 .... 1

1
I........v-I

Figure 3.2: Action states of a station

ln the next section, wc descrihe thc assumptions used to dcfinc the traflic population

and thc control charactcrlstics. To avoid accumulation of retransmissions, in other words,

to achic,'c stabiIit)·, the population size must he restricted to avoid traflic overload. Traflic

control schcmes aIso allow dynamic adjustments of the traflic.
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3.2 Traffle Control Handling

Traflic control is a key element for obtaining good performance in terms of delays, through­

put and bus utilization of a system. A priori considerati..ns involve the trame population

as the input of a system. The size of the population in a system can affect it consider·

ably to make the traflic flow fluid, dense or jammed. During the run·time operation, some

procedures must be introduced to improve the situations where data is congested over a

shared communicating route. Congestions in system intuitively suggesl to define some pri­

oritization schemes in order to favor communications of relevant data oyer Icss important

ones.

3.2.1 Traffie Proeessing

The traflic is determined by the number of stations that are connected to the bus and

their activities. The number of stations in a system can be large and varies according to

their contributions to the system. For instance, scn50rs that generate critica1 data may be

multiply connccted to the network, which allows a multiple diffusion of thosc variables to

increase their availability.

The network behavior is totally controlled by local activitics and there is no global

controlling or monitoring task over the bus. The behavior model of each station is oriented

to the basic activities which reside at each node of the system. Thesc basic activilies have

attributes such as period, \\-aiting priority rates, packet length, and 50 on. The transmission

activities of these stations altogether establish the traflic flux of data on the network. In

real-time operation. transmission aetivities are only visible at the local nodes. With fast

transmission rates, the traflic population on the bus cali grow rapidly. With low rates.

traflic bccomes less dense.

The fundamental problem. when the traflic bccomes overloaded, is to improve the pero

formance of the system and the utilization of the bus.
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Sharing the cornmon bus evenly is important for efficiency. Communication must be

balanccd so that ail devices can communicate in very short time frames. preferably in a

small number of bit time.

The smallest time that clapses between detection of a collision and detection of a clear

channel is one bit cycle unit time (the idle detection time). Once a conflict is detectcd.

transmissions arc not proccssed entirely for the whole packet length; ail transmissions cease

at the next clock cycle. ;his greatly reduces the waste of the bus bandwidth and hence

improvcs the throughput of the network. Also. the CSMA/CD Nonperistent scheme allows

one to defer concurrent transmissions to a later time and regulate the traffic more efficiently.

3.2.2 Collision Resolution Procedures

The system must provide for a means to detect and remedy traffic failures. or else it no longer

has a fiuid fiowand becomes jammcd. leading to a dcgradation of the network performance.

The problem we now want to addrcss is how to select the alternatives for operation that

will minimize the amount of messages with delays below a given time constraint.

One of the main ad\'antagcs of the proposed protocol lies in the fact that collisions can

he detectcd and ahortcd by sorne spccificd policy, before they waste too much bandwidth

on the channel. The usual approach for finding the optimal policy is to choose sorne initial

polie)' and then to tune it for better policies.

Whene\'er a collision does occur, a collision must be resolved by rescheduling the colliding

stations, with the nope that a better distribution of packet transmissions can be created.

This can be accomplished in severa! ways. A simple way is to reschedule attempts of

transmission at random instants. In genera!, a retransmission is attempted according to.

the type of station, set by its sleeping time. The sleeping time may be fixed, however,

and a dynamic adjustment can he created by adding a small random variation to the fixed

reschcdule time, to avoid the repeated collisions from the same stations. A fast response

time is important for successful implementation of error confinement.
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Figure 3.3: Priority classification

The protocol developed can be extended to datà communications with different classes

of devices at same transmission speed. In the case of data collisions for idcntical devices,

the best retransmission scheme is to grant randomly re-access time with minimum delay,

that is. zero delaj" time. When there are several classes of devices, an intuitive approach

is to reschedule the Iowest priont)' cIass with zero delay. The next cias.~ .\It~! .r~hcdule a

transmission after a Q-bit bit time (where Q is the number of stations in the cIass) 50 as

to let one of the station from the lower cIass win access to the bus. After a Q bit time,

stations from this class still have to compete with the stations from the lower class (with

higher priority) for access to the bus. Of course, random variations will have Lo he osdded

to resoI"e the fairness problems among the stations. In simulations, the smallest delay

time considered is the N packet bit Lime, plus the number of devices from the lower classes

in an effort to '"spread evenly but randomly the priorities" amang the stations. Figure
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3.3 iIIustratcs the operations. This scheme will be used in simulations wherever random

retransmissions should be involved.

The problems of the network, once understood, are quickly recognized from their symp­

toms. A poorly functioning network rcsults in high collision rates. Stations need to be

tuned or removed to match the capacity of the bus.

The sampling frequency must be selecte<! in a global way to make full use of the band­

width of the network, and aise locally at a node site so that anode does not have to sample

uselessly. The data sampling rate must be just necessary for the consumption rate at the

receiver end. The receiving node(s) can perform a better productive task with the specific

transmitted data. A certain amount of message loss is usually to'~rable. The population of

retransmitted messages can be reduced to improve better performance of the network; mes­

sages which are not successfully transmitted within a certain amount of time are considered

lost, regardless of whether or not it is eventually received at the destination station. These

factors greatly reduce the waste of the bus bandwidth and hence improve the throughput

of the network. AIl of the above issues must therefore be taken in considerations in order

to understand the simulation results and the behavior of the network.

3.3 Protocol Simulation

The simulation has three major sections: initialization, control processing and output.

ln the initialization section, the structures for transmitting stations are create<!. Input

parameters are read and variables initialize<! to their appropriate values. AIl the states of

the stations, as weIl as the state of the bus need to he reset. The next step is to run the

simulation over a time span. An transition event may occur as ilIustrated in Figure 3.1 for

each station during one clock cycle time. The program executes the event and updates the

\'alues of ail the \"ariables affecte<! by the event. This process continues until a time Iimit is

reaclled. AIl rele\"ant data is recorde<!.
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3.3.1 System Parameters

In real-time applications, different kinds of information producers arc found, each oue with

different communication needs: Data refreshing rates, synchronization requiremenL., etc.

Many actual systems are 50 complex that it is desirable to resort to simulations for investi­

gation of its properties. It is possible to use simulations to solve problems in a systematic

way, by varying the grain size of the simulation. Here, the grain size of interest iu ter',ls

of system performance for networks often include channel utilization. packet delays and

transmission elliciency.

As system parameters, it is reasonable, for this projcct. to set the bus capacity C, to

10Mbps for reasons of signal propagation delay time as was prcscnted in chapter two. E:u:h

station is given a transmission rate (T) and sleeping rate (5). The length of the packeL. is

fixed for every station and it is kept short, since wc would like to achieve rapid information

transmission from distributed sites.

The population of transmitting stations is defined by the number of stations, which arc

divided in various classes according to their transmission rate. TypicaIly, slow stations have

their transmission rates in the range of 20Hz to 100Hz, medium fast stations in 100Hz­

1Khz and fast stations abo\'e 1Khz range. In simulation. stations of a particular class are

given identical transmission rates and identical wait times. To simulate the trallic operation

elliciently. transmission loads are randomized to spread over time. For a homogeneous class

of stations (that is. with an identical transmission specd), smaii random variations in wait

times is used to eliminate any deadlock conditions. In the next subsections, simulation test

results will show the effcct of varying the mentioned parameters and their importance will

he discussed.

3.3.2 Performance Measures

The primary performance criteria are system performance (or throughput) and delay as

a function of the traflic load. On the other hand, the bus utilization (U) is defined as
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the ratio of the number of successfully transmitted packets over the maximum number of

packets that the bus capacity can handle.

u = num~" 0 .uecl!u ut aekd, x aeket,i:e
C'apacttJ,l x .Imu atu>n u,.atlon

Another important measure is the accumulated transfer delay (ATD). The accumulated

transfer delay is the time interval between the instant the packet is available at the sending

station and the completion of its successful reception at the receiving station. When a

station is unsuccessful at sending a packet during a transmission period, the mean transfer

time is not equal to the time duration of the transmission period. The delay time is

accumulated at every new transmission period. This quantity is expressed in terms of

bit time, a quantum of time of 100ns for 10Mbps bus capacity rate. The variable measures

below are recorded in the simulation.

For each individual station, the average latency time (L) can be derived from the measure

of their respective ATD:

L = ATD / (number of transmission periods).

We al50 define the worst latency (WL) for a single station by:

WL =Ma", (L) as L taries thr.,ughout the simulation.

In the worse case. the average latency could be equal to the transmission period of the

station in concern. The efficiency (E) of each station is a1so measured:

E = number of successful transmissions / number of transmission periods.

Overall. the system can be quantified by the following measures:

Overall Average Latency (OAL) = Sum of latencies of each station / number ofstations.

OveraiI "'orst Latency (OWL) =Sum of worst Iatencies of each station /

number of stations.

OveraiI Accumulated Efficiency (OAcE) = Sum of Efficiencies of ail the stations.
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•

O\'eral1 Average Efficiency (OAE) = OAcE / number of stations,

The charaeteristic changes of those mcasurcs will be produced with respect to the type of

traffie population prcsented to the system. The outcome of the changes will he prescntl.'<I

in the next section.

3.3.3 Simulation Results

The micro network protocol was shown to operate appropriatel~' to solve mutual exclusions

among simultancous transmission, and to avoid deadlock states by using random rcschcdul­

ing. The rcsults of the simulations are varicd; dcpcnding on stations population prome in

the nctwork system.

In order to achieve the highcst performance and maintain at the s.1.me time the de-­

sired flexibility in a system configuration, the trade--offs involving the system must he weil·

understood. The first series ofsimulations shows the variations ofstations with and without

random rcscheduling. Here, T =1KHz, 5 =(64 bits length to distribute stations' prioritics

ovcr bit time + 8 packct bits margin =72 bits) =140KHz (approximatcly), N = 8 bits.
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Figure 3.4: Protocol Simulation without random rescheduling, T = 1KHz, 5 = 140KHz, N

= 8 bits.
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• Figure 3.4 shows the simulation without random rcschcduling. On the x-axis. the system

is populatcd first with slow transmissi'Jn hasts and then, is fillcd with faster ones. As

presente<! in the previous section, the s: btf'm performance is defi ned by the ratio ofsucccssfui

transmissions ovcr the total number of transmissions rC!quested in the system. Here, when

the number of stations in the system is less than abOlIt 10, the system performance stays

at 100% without any data loss per transmission rcquest. From there, repeatcd collisions

rcsultcd in data loss in the system causing the system performance to drop about linearly.

The bus utilization U is lincarly increascd by t\\'o factors; first. b~' the number of hasts in

the system and secondly, the frC!quency of transmission. The average system latcncy is to

Sc"LY the average time delay for a station to transmit one packet of data among the other

stations. Ideally, this variable should be close to zero. When the number of stations is small,

tlais value is praetically zero. However. as the number of stations inereases, this \oaJue aJso

increascs rapidly. On the individual latency graphs. sorne stations expcrienced starvations

and hence the maximum latency allowcd whieh is the duration of a transmission pcriod

(l,OOO,OOOns or 1KHz). The discrepancy is also enormous bctwccn the stations, leading to

inC!quitable transmission rates bctwccn stations.
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Figure 3.5: Protocol Simulation '\\ith tandom scheduling, T =1KHz, S = 140KHz, N =8

bits.

Figure 3.5 shows the above simulation varied with tandom rescheduling. ln generaJ,
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Figure 3.7: Protocol Simulation with T = 20H7-, S =140KHz, N = 8 bits.

•

random variation is to add higher probability for ail stations to he successful in thcir trans­

missions. By doing SOt better transmission distribution ca.n he obtaincd ovcr the total

bandwidth. It aJso hence reduces the problems of fairness and starvations among the sta.­

tions. As compared ta Figure 3.4, the results indicate that the stations are successful in

transmitting their packets with higher rates and in faster response time. The system perfar-
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• manee stays at 100% ellicieney as the system has no data loss. The average system lateney

and individual lateney is also mueh redueed (to the order of 100ns instead of 2,500ns or

more). The average lateney has however an exponential growth versus the Iinear inerease of

the number of host stations. The outeome of this simulation is comparable to Figures 2.9c

and 2.10d. Individual average lateney shows the average delay for eaeh specifie station to

transmit a paeket. This variable gives an idea of fairncss of a station among the population

in the system.

Figures 3.6 and 3.; varied the previous simulation with lower transmission rates, with

T = 100Hz and then T = 20Hz, respectively. S = 140KHz, N = 8 Bits. \Vith lower

transmission rates, the average and individual latencies arc slightly inereascd, while the bus

is Icss utilizcd as the number of transmission rcquests also drops. AIso, with the advantage

of longer transmission duration, the performance of the system is still effective at 100%.

Next, the above results arc eomparcd with mixcd classes of stations. 20 stations will be

assigncd to the first transmission and wait rates, 20 to the second and 24 to the third. In the

first example, TI =20Hz. 100Hz and 1KHz. Correspondingly, SI =360KHz, 208KHz and

140KH~. N =8 bits. The population of the system is first fillcd with the slow transmitting

hest stations and then with the faster ones. The idea is to leave the fast stations to operate

their transmissions during the time discrepancies betwecn two transmissions of the slow

st:,tions.

Figure 3.8 shows the discontinuities in the piecewisc-linear increase of the bus utilization,

which is strcsscd by the ineremental insertion of eaeh class of stations. The bus utilization

is increascd faster when faster transmitting stations are introdueed in the system. By

alternating fast transmissions with slow ones, the average and individual latencies are also

dccreascd.

In the second example. T2 = 100Hz. 1KHz. and 10KHz. S2 = 360KHz, 208KHz and

140KHz. N =8 bits. As the transmitting frcquencies are increased in the hybrid class,

the lateney timcs slightly increascd, whereas the latencics' discrepancies indicate that Jess

faimess is achievcd :L'Id the stations are competing among themselvcs. A very small system

performance drop is obscrvcd although it is apparently negligible.
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•
B)' using the previous example of hybrid class, that is, T2 =100Hz, 1KHz, and 10KHz;

52= 360KHz, 208KHz and 140KHz; The system is simulatcd in variation of the packet.

length, with N =16,32 and 64 bits, increasingly variee!.

45



• BUIU1IliUllon
o.~

J
O,.

0.3

8°.2
;0.1

°0 20 ~ eo eo
NllIlI!* Of o.w:.t

Avtf.ge InclMcIlMI U11f1lCY

o.wo 20 ~ eo eo
N","!*Ofoev-

A_.ge Sl"lMl U1lf1lCY
lOOr---"";;"''''';'''---''';'''''.,

100

Figur~ 3.10: Protocol Simulation of 3 classes of transmission at 16 bit packct length, T2 =
100Hz, 1KHz and 10KHz, 52 =360KHz, 208KHz and 140KHz, N =16 bits.

SyslemP~ s.a UIiIIUIIon
os

& &.. fa.t110.85• la.4ll.

i a.ll ~
"' i0..2...

O.M
O 20 ~ eo eo °0 20 ~ tIO tIO

NufftWotce- NllIlIW 01 Devas
A-.;.SY'*" a.-, A-.ge~ l.aIfIlC)'

~ 1~

400

1300
..':!.
-200
!

100

0
0 10 50 100

DWct NumllIt

Figure 3.11: Protocol Simulation of 3 classes of trans~issionat 32 bit packet length, T2 =

100Hz. 1KHz and 10KHz. 52 = 360KHz, 208KHz and 140KHz, N = 32 bits.

•
Logically. the bus channel bandwidth is also reduced with successful transmissions as

th~ packet length increascs, and hence, the system performance decreases (expo'lentially) as

the traffie grows in the system. As a result, the system can only allocate a smaIlcr number
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of successful transmissions. inducing a important ratio of data losses in the sy:;tem a.nd a.

faster exponential increase in the latenc)' times, as the packet length is incrcascd. With N =

64 bits, the individual latenc)' times indicate that the fastcst stations sucrer the most from

the data losses, whereas the remaining stations at lower transmission rates Jo;urrer practic.."l.lIy

no data loss.

Finally. we would like to test a system under beavy trame load and observe how the

system performance would respond. In the Figures 3.13 and 3.14, we show the operation of

a homogeneous system from light to dense population conditions, with up to 120 stations.

There. we chose T =10KHz, S = 78KHz, \Vith N =8 bits and N =64 bits, respectively.

•

For the first simulation, the system performance stabilizes around 73% with a dense

population. The individuat latency time shows that the stations fairly shared the bus chan~

nel between themselves. The bus utilization is constantly increased atthough the average

latency time is exponentiatly growing with the growth of the population. In the second sim­

ulation, the system performance is unproductive with more than 80% data Joss. AJthough

nearly full capacity of the bus is utilized, the average and individual latency times tend te

converge to the limit of the transmission period.
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Figure 3.13: Protoeol Simulation of Hcavy Traffie \Vith a Homogcncous Class, T = 10KHz,

S =78KHz, N = 8 bits.

S",,", Pt<farm_
0.4r---------,

NumtlIf of Dew:n
A~ SysIIm LIlency

1000...---------,

Figure 3.14: Protocol Simulation of Heavy Traffie Load with a Homogeneous Class, T =

10KHz. S = 78KHz, N = 64 bits.

•
Similarly as the above examples, the system is also simulated with hybrid classes under

hea\"y traffie loads. First, we set T = 5KHz, 10KHz and 20KHz, S = 208KHz, 114KHz and

78KHz, and N = 8 bits. Secondly, the packet length is then inereased to N =64 bits. In
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Figure 3.16: Protocol Simulation of Heavy Traffic Load with Hybrid Classes, T = 5KHz,

10KHz and 20KHz, S = 208KHz, 114KHz and 78KHz, N = 64 bits.

•
Figure 3.15. the system performance expresses the efficiency drop ofdata transmission as the

traffic Joad is increased first with slow transmission stations and then with faster stations•

Despite ofthe drop, the individuallatency times indicatcs an equally stable fairncss among
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• the stations. In contrast, the results in 3.16 shows the system performance degradation

\Vith a poor throughput, the individual latency times discriminating the non-transmission

times of the dirrerer.t classes. The average latency time shows an optimal \'alue with about

60 stations in the system, indicating the threshold of the tramc saturation of thi! system.

The bus utilization is however constantly increascd.

The results from the simulation indicatcs that the network performance degrades as

expcctcd when the bus system is o"erloadcd. This problem can be o"ercome using long

periods of transmission and random de"iation in retran"mission priorities at much shorter

periodic rates. In engineering applications. while the number of stations is being specificd,

the 10% range of information loss is considercd as acceptable and rcco"erable, while the

bns capacity must not be saturatcd. Simulations suggests that the tramc load should be

adjllstcd to the right consumption of the bus capacity whereas using small packet lengths

can help avoid fairness inequalities among the stations.

ln general, thcsc numerical results indicate sorne rcsemblance with the theoretical pre­

dictions. The fundamental trade-off lies in the bus utilization and system throughput and

delays and fairness among the stations. Better yet, high performance could be achievcd by

tuning simulations according to the specifications of the application. The best approach

is to separate useflll stations into different classes according to their data communications

rates.
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Chapter 4

Hardware Design

4.1 Network Architecture

ln this section, a specifie architecture for a physical realization of the network is presentcd.

Values of interest are dcscribcd as the simulatcd data variables "'"ltisfying the protocol

implementcd in chapter three. We simulate the functional behavior of the micro network

in VHDL.

4.1.1 Communications System

The hardware of each individual scnsor station provides a1l the transmission control and the

data stc.o::c;e by using Transistor-Transistor Logic gates (and/or PLA chips) and interfacing

from external inputs.

In Figure 4.1, the basic black diagram of a data-transmitter node is shown. RceaIl

that sensors acquire periodic data and are required to send it over the network towards a

central receiving unit, at most once within a constrained period of time, after which lIew

data overwrites oId data and the scnsors reattempt to process the transmission of the newly

received data.

51



1 1

~ ---- ...- "1- ~ -
ë--'
~--

L..-;::
1 -
~-...,

1

••

--
~_~_,,-- I......J__

Figure 4.1: Diagram of a transmitter station
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Figure 4.2: Diagram of a receiver station

The network general receiver unit is illustrated in Figure 4.2. The receiving node has

the ability to sense the transmission medium and detec:t for idle, transmission, or collision

states appearing on the bus. When a transmission is detected on the single-line data bus,
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the receiver unit has to shift the transmitted bits of a packet in seriai from the bus iuto th,'

register. On a collision or idle status of the bus system. the receiver will remain idle. The

overall network was presented as in the Figure 2.5.

4.1.2 Hardware Related Limitations and Constraints

Several constraints must be considered in the design of the network. First. the propagation

delay has Ii~tle effect on the micro network since the propagation times ar(' always short

but not neglig,lJle. A ma.ximum end-to-end travel time of signais mnst be considerlod on the

shared channel. In Figure 2.2, a sensor station propagates a single bit signal at the rising

edge of the clock cycles and holds that signal long enough 50 that ('very other station on the

network can identify it. Considering tha~ signaIs roughly travel at two thirds of the spl'Cd

of Iight, i.e•• 2 x 108 meters/second. and the geographic scope of the micro network reaches

up to 5 meters, then the propagation delay to transmit a signal from one end to another i8

of the order of:

_ /en2th
- ••gnal .pe~d

_ 5

- 2xl()A

= 25 nanosfConds per 5 meter lengths

At the bit level asynchronism. it is appropriate to assume that propagation delay is

short relath'e to the clock cycle unit (approximately 25%). The remaining time of the cycle

allow8 the stations to generate control signais for the next cycle.

A station which processes a packet transmission resulting in a collision on the shared bus

has the ability to abort the bus and release it, 50 the bandwidth of the bus challnel is Ilot

wasted. An attempt to randomize the colliding packets is made for each station involved in

collisions. Packets involved in collisions must incur a back-offdelay, even when the network

is idIe in the mean time. In other words, for the response time of the system not ta become

tao high, the bus access must he granted distributedly over time.
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4.1.3 VHDL Network Realization

With VHDL programming, a digital system is described as a module with inputs and

outputs. The electrical signais on the outputs are a functioll of the values of the inputs.

Olle \Vay to spccifying the function of a module is to dcscribe its hierarchical structure or

su b-modules. Each of the sub-modules can indude existing elementary structures such as

flip-flops, registers, logical gates and so on, to the lowest leveI. It is also possible to dcscribe

the function of a module by its behavior. The description of the function performcd by the

module is spccificd by the relatiollship between its output and inputs without reference to

iL. actual internai structure. In Figure 4.1, each single transmitter node is describcd as a

mod ule consisting of:

• a transceiver unit reporting the status of the bus system

• thrce counting units

• a control unit

• a shift.register

The ~tructure of a transmitter module is shown in Figure 4.3. The functional operation

of the transmiller is sensiti\'e to the input dock (IOMbps dock) and the values changes

of the bus status. The transmitter has an interfacing circuit to report continuously the

st:>t'-'" of the bus system. Depending on those states, the control unit generates the control

signais to process the opcrational states during the transmission pcriod from the protocol

presentcd in chapter three.

• On an idle bus, the transmitting module takes the bus or stays inactive.

• On a busy bus, the module either keeps transmitting, dccreases/resets i15 wait time

or stay inactive if the transmission has already becn successful.

• On a colliding bus. the module stays inactive if transmission has already becn done

or retries at a later time otherwise.
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Figure -1.3: Architecture of a transmitter station

In this transmission process, the T-counter defines the periodicity of the programrned

transmission time. \Vhen a module is granted a transmit, the N-counter counts the numbcr

of bits that have to he sent and enables the transmission signal during that amount of

time. \Vhen a station is sensing busy transmission(s) on the bus other than its own, it must

reschedule its transmission at a future time. In that case, the S-counter t~ enabled to count

the amount of time associated to the module to perform ulteriorly the same transmission

during the same transmission period.
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WII(~n a module transmits, the transmission enable signal will be generated for the

duration of the transmission and enable the shift-registcr to shift-out serially the data.

E:lcll trallsmiltcr conucctcd to the network is autonomous and self-driven with the ability

to lJl' con figurcd with fixed or random periods of transmission or retransmission. according

to a d<.~ircd probability function associatcd to the module.

This process is reverscd for the rccciving module. The gelleral recciver has three distinct

parts a.... shown in Figure 4.2:

• a receiving shift-register

• 'L collision dctection transcC'Ï"er unit

• 'L bit countcr counting the length of receiving packct.

Figure ·1.·1 shows the implementcd architecture of the receiver using TTL logic gates:

---

...

..
Figure .1.-1: Architcetu~ of a. receiver station
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When the bus is found busy, exactl~' one modnle is transmitting and th.. rl'cdving mo,llIl..

is enabled, The N-counter makes sure that N bits have been shiftl'd s..rially into th.. shift­

register. After that data ha"e bccn receivcd successfull)", it can be load,'d in paralll'l to :"1)'

other host system. If the bus system is fonnd idle or colliding, the receiving block rl'mains

inactive.

The subsequent sections will test the behavior of these modnles, 'l'hl' illtl'gratl'd systl'm

will also be testcd and its performance will be compared to th.. nnmNical anal)'s;s prl'Sl'n!t'tl

earlier in the previous section.

4.2 Network Simulation

Before performing simulations of the hardware model, some char:,cteristic., of the Systl'III art'

prcscntcd. Unit testing will show tl", fllnctional operation of the transmitter and r<'Ceiwr

blocks. The system is then tcstcd in its intcgrity (with many transmitters and a rt>ceiver)

to gÏ\'e the operational responscs for ''arious types of tramc population.

4.2.1 Real-time Simulation Characteristics

There arc two principal featurcs that are considercd in this hardware design. A firs! con­

sideration concerns the quantization of simultancous signal writes. When several nodes rc­

qucst simultancous transmission writes on the sharcd bus, the current signais arc su III lIIed,

A second consideration invol"cs the configurabilitl' of each transmitting node to profile the

beha"ior of the nodes as specificd bl' the rcquirements. Different clasacs of transmis.,ion

rates and wait priorities can he gi"en respecti"ely depending on (5) and (T).

ln the architecture shown in Figure 4.3, the transmission rate is exprcsscd by the T­

counter in terms of the number ofclock cycles. Typica1ly, for a channel capacity C (bits/sec)

and a desircd transmission rate r (l/sec). the number of clock cycles rcquircd would be:

T = C (bits)
r
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ln this instance, with a channel capacit)' of IOMbps, a slow transmission deviee of 20Hz

would require its transmission period to be 500,000 clock cycles. Fast dcviees arc typically

of 1Khz or above. This VHDL implementation supports S-counter and T-counter with 24

bit",. As a result, frcquency rates for transmission and retransmissions (waits and sleeps),

can be specifil"l in the order of 10,1_1 (I/sec) and above. Once the structure and behavior

of the :;,,,dules have been specificd to model the actual sensors, it is possible to run the

network system through simulations time.

The control signaIs for transmission arc generatcd to include the proccssing states whieh

arc describcd in figure 3.2 in chapter thrcc. To perform a transmission operation, a device

must enter in the following states in this order: take bus, kccp bus and release bus. The

proccss of aborting a transmission ~onsists of the following states: take bus and release bus.

If the bus is found busy at the time of transmission rcquest. the module enters directly

to the slccp state. If its new data is not available, it enters in the wait state for later

transmission. Each of those states above is of course dependent on many variables. Thcsc

involve (\Vith their respective hard\\are clement):

• Deviee acth'e/inacth'e

• Bus busy

• Bus collision

• Data not read~'

• TransmL<sion donc

• Sleep

(deviee switch)

(transceh'er)

(transceh'er)

(T and N counter: T - N < 0)

(N counter)

(S counter)

Ali of those control signais will ~ iIIustratcd in the transmitter simulation section.

Simulation stans \Vith an initialization phase, and proceeds by repeating a two-phase

simulation cycle. In the initialization phase, ail signaIs are given initial values, the simulation

tim(' is St:'t to zero and ('ach modul("s behavior program is executcd. In the lirst stage of a

simulation C)·cle. the simulation time is ad\'allccd to the eacliest time at whicb a transaction

has bœn schcdulcd. Ali transactions scbeduled for that time are executed, and this may
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cause events to occur on sorne signais. In the second stage, allmodull-s which rl'ilct tu f'\'Nlts

occurring in the first stage have thcir behavioral programs exccuted. Th~e program uSllall~'

schedule furthcr transactions on their output signais. \\'hen ail thc bdmvior:d programs

have finishcd exccution, the simnlation c)'clc repcats unti! the end of simulation time or

there arc no more schcdulcd transactions.

The simulation gathers information about the chang~ in system :-\tatl' ovcr rUlltimc.

and possibly optimizcs for good performance of the network with diffl'rellt comhinations of

configurations that satisf~' system rcquirements.

4.2.2 Transmitter Simulation

The timing diagram shown in Figure 4.5 illustratcs the time simulation of a trall:-\llIiUer

node. On this diagram. the variables devO. colO and enO indicate the statt.-s of the

transmitter node and the bus. The signal dreadyO is to report to the transmittcr if il.. clata

0,0 13\0,0 ZfCO.O 40\0.0 \400.0 n\o,o
Ts_l....

Figure 4.5: Timing diagram of a transmitter node
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is available for a transmission rcquest. The signaIs 1:akeO, keepO, releaseO, l/ai1:0, sleepO

specify the action states of the transmitter, as described in Figure 3.2. The variables

1:rdoneO, slpdoneO indicate the completion of a transmission and the completion of a

waiting period of the transmitter. The seriai bit signais on the data bus line arc indicated by

the shi:f1:OU1:0 signais, while 1:ransmi1:0 and bI/ri1:90 indicate that a transmitter proccsscs

for transmission and writes to the bus. The signais loadd1:0, bl.loadn arc to iIIustrate the

duration of a transmission period and the times when the N·bit count is rcsct for a new

transmitting packet.

When a transmitter is first switchcd to active. it actÎ\"ates an initialization circuitl1' to

initialize thosc control \"ariables; ini1:.load, ini1:_enable and ini1:..ou1: show an arbitrary

8-bit time initialization. At the collision stage (at time=1500ns in the Figure 4.5), the

transmitter fi rst takes acccss of the bus for one bit time. Collision is detcctcd at the next

bit time and bus abortion is immcdiatcly decidcd. In Figure 4.5, a \\"ait time of 3 dock

cycles was chosen to retl1' for the next transmission. When transmission is finally succcssful

at time 3-150ns; the transmitter initially takes acccss onto the bus for one bit time, kœps it

during (N=8) bit time for transmission and finally releascs the bus after another bit time.

The total o\'erhead in transmitting 1\·bit packets is (1"+2) bit times duc to the extra bits

rcquircd for acccssing on the bus and releasing it. 1\ote that the (N+2) bit time corresponds

to the t ralL~mit enable time. The transmit enable signal will provoke a write to the actual

state of the bus L~' causing a qnantizcd current to add to the actual current state of the

bus system. If there is more than one quantum, a data collision results and transmission

abortions will procccd immcdiately at the next bit time for ail the devices involvcd. If

there L~ only a unique current quantum, the bus is grantcd to the requested transmitter and

transmL.;sion will he communicatcd appropriately. For the remaining transmission duration,

the.' transmitter bccomes idle or inactive since it has successfully transmitted its data packet

during tI.e rcquircd transmission period.
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• 4.2.3 Receiver Simulation

At the rccciving end, the process is re"c!'Sed and depends 011 the ~tat{' of the ~tat\lS bus.

Figurc 4.6 illustratcs the timing diagram of receiving module. The sign:ds collision and

busy which are translatcd b)' the transcciver unit, indicate the currellt statc of the bus. The

signal bit..in dcsignatcs the currcnt propagating bit signal on the data bus, and the sign.~ls

bi'ts_out the current data value storcd in the shift fegister. The signal f1ags a-s:2, a-s3 aud

cmp-s1 arc to set a load enable when a N·bit packct rcception has bœn cOltlplt.,ted. Tilt.'

signal bits a-s 1 and dncn't-s 1 arc uscd to count down the lIumbcr of biL" IIpon a packct

rcception.

c loc:k~lllllll1!1H1lIIlIImllI.lIlmJI1PJ1I1JU1lIDUlllln1lU1llDn1
c:olli .ionu-----..I

bu.yU-_---J

biun .-_-11

bitc_out Lr:-:::---I"lYllrrc:~__l1nYIYI= --l

lI..C4'~~!~~~~~~!!!~~~~
c1nc:nt-.1LF:':"'--I"IYI~'Y\-I~_---J ~nl"'-J=:- -1

anp-dH~========~anp_.2
0.0 l'jlO.O lO&O.O 4'j90.0

TilNln.1

•

Figure ·1.6: Timing diagram of a rcccivcr uode

ln Figure .1.6, ifthe statc indicates Idlcness or Collision (which is shown at time=1500n5),

therc is no reception of data. If the state is otherwisc busy (at timc=3000ns), the rcceiving

unit ensures to capture the !\-bit data packet that is embedded in (N+2) communications

time. Arter ~ bits have becn received, a lcad enabte signal can he generated to shift the

ne\\' data to sorne other place.
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4.2.4 Performance Tests

ln this section, several tests were conducted to study the functionality and operationability

of the system with regards to a certain distribution of device classification (by transmission

rates and wait priorities). ldeahy, the system response should spread evenly and distribut­

edly data packets over its avaiJable bandwidth in order to obtain the ideal rcsponse dcscribed

e:Lrlicr in chapter two. ln practice, the system rcsponse is far from ideal and simulations

will prove it. The performance behavioral analysis of the system already studied in chap­

ter thrcc, is not emphasizcd here. AIse, each station opcrates 10cally its activities as it

was shown in Figure ·1.3. For simulation purposcs, wc will only sec the functionality and

operationality of the system, in term:; of channel utilization and the distribution of packet

transmissions rcprescnting the use of the bus capacity by a group of stations.

Figure ·l.i shows the simple functionality and operationa.l1ty of the network \Vith 10 sta­

tions, each starting al a random lime and carrying a Iight load (T =100Hz, S =100KHz,

N = S bits). On this timing diagram. the signais ":ec.bi'ts denote the data value that is

currently rend by the rl"Ceiving shift register. and 17.bi'tl the current bit value (or OC

persistence) on the data bus line. The signais 17_busyl and 17_collisionl which are per­

cei"cd herc by the transceh'er unit of the recei\'cr, indicate the current state of the bus.

Clock

rec.,.b.t. IEflal '11 ....10. 1", · · · · · · · ·
11.J>u 1 HI Il 11. 1 ~ · · · · · · · ·

L1...>o_r n Rnnm m·n n · · · · · · · ·
_Ait 1.10ft 1 . . . . · · · · · · · ·

0.0 1~1tO.O n~:o.o .1:10.0 no.o.o 11100.0 ,nto.
T... ID.1

Figure -loi: Simulation timing diagram of 10 sensor nodes

During the simulation time, the network utilization2 is estimated to reach 30.i5% aIter

that the last node has succe:ssful1)' transmittcd its packet. whereas the performance of the

~)·~tcm L.. at 90.9 i.%and with prae:tically low transmission latency time.

;:w~ derm~ ndrrork utili:ation as ( l>o- or ~~••' ..r -. " " , ,.. 04)
, "'w ,.""
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Figure 4.8 shows a population of 64 de\'iccs with identical tran1'\mis. ion ('1' = 1KHz)

and wait times (5 = 1.25MHz). The simulation invol"t..'S starting transmis ions at Zl'ro tillll'

and consequently rcsults in 0% performance and 0% bus utilization (for .\chh~\·illg in iUlY

succcssfui transmissions or retransmissions). The O\'eralliatenc)' timl' il' thus l1Ii\..xi III Il III i\nd

is the transmission periods of the stations.c:1ock
.KjU ~ . .
njU . . . .

nju.y Il 1 1 1· 1· 1 ·1 .. 1 I- 1· 1 .1 ·1 1
-coL 1]. ion Il 1 1 1· 1· 1 ·1 .. 1 l, 1· 1 . 1 ., 1

o.e 1\\.0.0 )1010.0 "610,0 nao.o '17700.0 9JlU.OT'_III.'

Figure 4.8: Simulation timing diagram of 6·1 identical scnsor nodcs

Figure 4.9 differs from the previous simulation br starting transmissions of cach sti\lion

at a random time, with the hope that data will be better distributcd and succcssfully trilOS­

mittcd in time. The rcsult obtaincd is shown for approximatc1y one transmission pcriod

(or 64 expectcd succcssful transmission). Actual simulation shows 58 succcssfui tmnsmis­

sions (versus 41 collisions). The s)'stcm performance O\'er the 100,aOOns simulation pcriod

is hence ~ =90.63%. The effective bus utilization is also much improvcd, reaching ncarly

58% after approximatc1y one transmission period.

c:1CC:k~=====~=~=~.Kj.t {)alla:mIIDIIIIIIO••IIIDlmmO
l'7j.t 1

l'7->OO.y

0.0

Figure ·t.9: Simulation timing diagram of 64 S4!nsor nodes with random variations

~ext. the simulations are carricd o\'er wit~l classifie.-I device types. The simulation in

Figure 4.10 consists of 64 devices, with 20 at 20Hz transm~!t')n rate, 20 at 100Hz, 24 al

1KHz. The simulation also includes ran.jui::!es5 in starting times as well as random vari·

ations in retransmission times (as wa.c, mentioncd ·~lier). ~otc tlaat, in tlais c:;u;e, slow

devices have less wait delay times than others. The figures obtained indicates 56 collisions
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Figure 4.10: Simulation timing diagram of a hybrid class

;U1d 3i collisions. The number of collisions is hence slightly reduced. Two observations

WNe macle. First, slow transmission stations attempts to rcsend collidcd packets as fast as

possible. Secondly, raster stations tried to complete the time gaps bctwecns transmissions

of the slow oncs.

0.0 :\'40.0 )1~.0.0 4UlO.0 ':140.0 77700.0 ')l40.0
Tl_l... ~

Figure ·1.11: Simulation timing diagram of a hybrid class, with fast transmission frcquencies

ln Figure 4.11.20 de\'iccs arc at 100Hz transmission rate, 20 at 1KHz, and 24 at 10KHz.

In this simulation. 56 succcssfui transmissions have been complete<! and 40 collisions had

rcsulted. \\ïth raster transmission rates. the frequcncj' of collisions had increased. Since

trausmis....;ioll pcriods arc raster. stations refrcsh their data raster and rcquest transmission.

Undcr light londs. or light host loads. this improvcs the bus utilization of the system.

In Figure 4.12. the simulation is donc with a packet length or 64 bits with the same

Figure ".12: Simulation timing diagram of 3 hybrid class, with 64 bit packet length
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devices as above. Overall, better utilization of the bu~ i~ obtained with Illngl'r l'ackl'l

lengths, yet the number ofsuccessful transmission~ h:we much decrea.<ed over the ~imlliatioll

time span. The performance at the local ~ite~ have al~o become le,;.< crfeclive a~ fairn,',;.<

and starvation problems have bccn increased inver~ely.

Through a number of simulation tests, it has bccll noled lhat thl' conllnunicatioll~

system is operational with the capability of re~olving ~imultaneou~ proc~~~ aud d"adlock

states with random variations. Neverthelcss, a good, but not optimal, performaucl' of

the distributcd concept was shown to be dependent on the fundamental trad,~orf between

global bus utilization and local information transfer efficienci~. Obviou~ly, lhis indirloclly

implies that the configurations of the local sites necd to satisfy the type of data acquisilion

applications as weil as its requirements.

4.2.5 Network Behavioral Performance

Based on our simulations, We showcd that for a wide c1ass of applications, the micro network

is capable of earrying its nominal bandwidth of uscful traffic and allocates the bandwidth

fairly. Although the performance is not optimal in a global sens, this network system ha..:

• integration f1exibility of installing new nodes.

• asynchronizcd ability of reception of two consecutive packets.

• possibility of configuring sensoring transmitter blocks as specificd by the application

requirement.

The results from the simulations indicate that the bus system inereascs its utilization ....

traffie is not overloaded. Improvements can be made by introducing randomness in starting

transmission time. intentional small variations in retransmitting wait times, and increasing

the packet bit lengths. It ean then be obscrvcd over the simulation time that, the system ••

inereasing the number of transmissions with raster transmissions rates as long as the host

Joad is not saturating the bus capacity. However, if the traffie is too high, tbe distributcd
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design is not appropriate since there would be too many collisions and loss of packets.

Starvations and fairness problems also result.

The feasibility of hardware functionalities and operationalities have been demonstrated

in perforrning distributro data communications up to lOMbps spero using twisted pair

wires. The speed, performance and flexibility of the micro-network allow to cost-effectively

impiernentation of different types of configurations that satisfy a wide range of system

ft'!!,1 irelllents.
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•
Chapter 5 ..~_.

Conclusion

\Vith the simulations of the protocol and the hardware model, it has bœn shown that the

implementation of a distributed CSMA/CD micro network is feasible for a large range of

hardware specifications and communications constraints. The configuration of the transmit­

ting stations easily defines a particular application of data communications. The considerc<1

parameters or the grain size of a system include data refreshing cyclicity, transmission and

retransmission rates with respect to the clock c)'cles. The network population and data

packet size can also be specified f1exibly in both simulation models.

Essentially, this development of networking has brought a number of significant possibil­

ities and demands for data acquisition. The sensors that generate critical data (variables)

may be multiply connected to the network, which allows a multiple diffusion of those ,"Mi­

ables to increase their availability. However, more components and hence transmitting

nodes also means that the system performance dL'grades with traffic growth. The com­

mon performance measures usually involve the fundamental trade-offs: Data delays, system

thro~ghput, bus utilization in function of the traflic 10OOs; those quantities vary according

to the specification and requirements of an application.

From the simulation analysis, the general observation suggests that data transmis.~ions

must he adjusted to the bus system bandwidth in order to make the trdffic f1uid "nd obt'lin
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better system performance. The cornmon objective for each station is to maximize the

number of transmissions on the shared allocated bandwidth. This CSMA/CD network

design also relies on each station hearing the transmissions of another within a single bit

time. Thcrefore, colliding transmissions can immcdiately be aborted after one bit time to

reduce the waste of bus bandwidth.

There are various issues in applying CSMA/CD bus networks. First, by using a CSMA/CD

protocol, there is no polling algorithm that guarantees fairncss in transmissions to each

station and in particular, stations with low prioritics may experience low transmission em­

ciencies or even starvation situations. To rcsolve the fairncss problem, small packets are to

be preferrcd for dividing the bandwidth into smaller frames and allowing better interactive

trame communication and cquitability among the stations. Secondly, when the trame be­

cornes dense and slow, data collisions become more frcquent. It is important to prioritize

stations with slow transmission rates, carrying relevant data in order to limit the 10ss of

l'S.o;ential and unrccoverable information. This leads to classifying transmitting stations by

their transmission rates and attempting to distribute their retrallsmissions in the case of

collisions, at small random variations for the same group of stations.

The simulations have shown that the behavioral system performance can be improvcd

by taking these issues into consideration. Mainly, the current network design is important

in its flexibility and its aspects of handling, simulating and estimating diverse traffic types

with dissimilar performance goals (high throughput, low delay, real·time communications,

etc). Further improvements on this development can be addressed to involve data formats,

time-stam"" and reasscmbling at the receiving end. Routines can aIso be inciuded with the

transmission to detcct failures in communications, 50 that data errors are not transmitted.

The reliability may be as simple as a parity check, the simplest form of error checking.

To finalize, we will taIk about future work that can be done. First, a dual bus system

can be implementcd using this concept of twisted pair 50 as to favor the high-speed data

on a primaI")' bus and lower speed data on a secondary one. \Vith a dual service system,

the data acquisition system performance can t:len be enhanced by separating data and

rcducing traffic population on a single bus line. Secondly, it is possible to extend the scope
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of this network to interconnections of other networks. The Iimited scope of this netwurk

is essentially to reduce the wiring complexity and redundancy on a data commnnications

system. Once collected at a receiver site, data may possibly be forwarded by interconnccted

networks at a larger scale. Finally, recent developments in optical technology h:we made it

possible to transmit data by pulses of light. Visible light ha.~ a frequency of about lOsMllz.

so the bandwidth of an optical transmission system is potentially enormous.
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