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Abstract

This dissertation investigates transitivity altemnations, with particular
reference to Ambharic. The lexical-semantic and morphosyntactic properties of
morphological causatives, experiencer predicates, applicative constructions and
complex predicates formed by light verbs are examined in detail. It is claimed that
transitivity alternations are an artefact of Event-type alternations and follow from
universal principles such as Event Headedness. It is argued that the valency
difference between various verb classes reduces to whether the Root of the verb is
specified or underspecified for Event Headedness.

Two levels of phrase structure, 1-syntax and s-syntax, are recognized in the
study. It is argued that productive causatives are generated in s-syntax, whereas
morphological causatives which are sensitive to the Event-type of the Root are
generated in l-syntax. A unified structural analysis is given for a number of
superficially unrelated constructions including Subject Experiencer predicates,
perception verbs and possessive predicates. It is argued that the quirky Case and
agreement properties of such predicates can be handled by motivating inherent Case
assignment. This analysis is further extended to account for the benefactive
applicative of unaccusatives.

The role of light verbs in transitivity alternation is explored in detail. It is
shown that light verbs are independent verbs that spell-out Event-types. The study
argues that the polysemous relationship between predicates is best accounted for by
a single argument structure rather than by positing multiple lexical entries.
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Résumé

Dans cette thése, nous examinons les aiternances de transitivité, en nous
basant sur des données de 1'amharic. Nous étudions en détail les propriétés lexico-
sémantiques et morphosyntaxiques des constructions causatives morphologiques,
des prédicats a sujet "psy-chose" et des prédicats complexes formés par les verbes
legers. Nous proposons que les alternances de transitivité résultent d'alternances de
type Evénementiel et obéissent 2 des principes universaux tels que la fonction de
téte Evénementielle. Nous montrons que la différence de valence entre certaines
classes de verbes se rameéne 2 la spécification ou la sous-spécification de 1a Racine
du verbe pour la t€te Evénementiel.

Deux niveaux de représentation structurale sont admises: syntaxe-1 et
syntaxe-s. Nous montrons que les constructions causatives productives sont
générées en syntaxe-1, alors que les causatives morphologiques, qui sont sensibles
au type d'Evénement de la Racine, sont générés en syntaxe-s. Nous proposons une
analyse structurelle unifiée pour un nombre de constructions qui n'ont en apparence
aucun rapport, tels que les prédicats a sujet "psy-chose", les verbes de perception et
les prédicats possessifs. Nous montrons qu'il est possible de rendre compte du cas
"quirky" et des propriétés d'accord de ces prédicats en motivant l'assignement du
cas inhérent. Nous étendons cette analyse aux verbes inaccusatifs applicatifs a effet
bienfaisant.

Nous explorons en détail le role des verbes légers dans l'alternance de
transitivité. Nous montrons que ces verbes sont des verbes indépendants qui
expriment des types d'Evénement. Nous proposons que la meilleure fagon de
rendre compte de la relation polysémique entre les prédicats est d'admettre une seule
structure argumentale plutSt que de poser de multiples entrées lexicales.
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Contribution

This thesis contributes to a better understanding of transitivity alternations in
particular and the interface of lexical-semantics and syntax in general. The thesis
presents the first study of transitivity alternations in Amharic within the context of
current approaches to lexical-semantics and morphosyntax. As such, the study
presents novel data from a wide range of constructions including
inchoative/causative predicates, experiencer and applicative constructions, and
complex predicates which are formed by light verbs. The study advances the view
that phrase structure mirrors the organization of Event-types and shows that
transitivity alternation is best accounted for if it is regarded as an artefact of Event-
type alternation.
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List of Abbreviations

Glossing Abbreviations for Amharic
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CHAPTER 1
Introduction

The goal of this thesis is to present a detailed study of transitivity
alternations, with particular reference to Amharic, an Ethio-Semitic language. The
lexical-semantic and morphosyntactic properties of morphological causatives,
experiencer predicates, applicative constructions and light verbs are examined in
detail. In addition to the general theoretical interest that a study of transitivity raises,
the thesis highlights a number of specific theoretical issues.

First, the thesis advances a particular view of the lexical-semantics/syntax
interface, according to which the internal structure of verbs is assumed to be
syntactically transparent. A verb is conceived of as containing two types of
meaning: non-compositional, which includes idiosyncratic meaning, and
compositional meaning. An important component of the compositional meaning is
Event-type. It is assumed that the Event-type and the idiosyncratic content of a verb
can be morphologically dissociated. The former can be represented either by a zero
form, an affix, or an independent form, whereas the latter is always represented by
a lexical root. The study argues that, apart from morphological differences, all items
that spell-out the same Event-type have the same phrase structure representation.

Second, the thesis recognizes two levels of phrase structure which are
referred to as s-syntax and I-syntax, in the sense of Hale and Keyser (1993), Travis
(in press). The study shows that all valency changing processes make reference to
these two levels of phrase structure. Consequently, different types of
morphological causatives are generated at different levels of phrase structure. It is
argued that the causative morphology that transitivizes unergative verbs is generated
in s-syntax, whereas the causative morphology that transitivizes unaccusative verbs
is generated in 1-syntax.

Third, the study presents evidence for the existence of a causer argument in
certain predicates which encode psychological states. This causer argument is
referred to as the Ambient Causer, in the sense of Pesetsky (1995). The Ambient
Causer functions as a 'hidden’ Agent of Subject Experiencer predicates. A range of
superficially unrelated constructions which have subjects that exhibit object-like
properties receive a unified account by utilizing the notion of Ambient Causer and
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independently motivated Case-theoretic assumptions such as the assignment of
inherent Case.

Fourth, the thesis argues that the polysemous relationship between certain
predicates can be explained by motivating a single argument structure rather than by
positing multiple lexical entries. A detailed case study of Ambaric light verbs shows
that, at the right level of abstraction, the same structural representation can account
for the various related meanings of a verb. An extension of this study is a
synchronic analysis of grammaticization in which a light verb is derived by a UG
operation that underparses the meaning of a lexical verb.

In the remainder of this chapter I discuss background issues in the study of
transitivity (§1.1), outline the basic components of the grammatical model (§1.2),
and present the organisation of the thesis (§1.3).

1.1. Transitivity

The traditional notion of transitivity classifies verbs into two categories on
the basis of whether the action denoted by a given verb is or is not 'transferred’
from an active participant (an agent) to a passive participant (a patient), (cf. Hopper
and Thompson 1980). Naturally, the presence of such transfer will be possible with
transitive verbs but not with intransitive verbs, bez2use the former has two
arguments, whereas the latter has only one.

As the research over the past three decades has shown, the traditional notion
of transitivity is too coarse-grained: the notion of ‘transfer’ is insufficient to identify
the transitivity of a given verb. A verb may have two obligatory arguments which
are not related by the notion of transfer. For instance, verbs such as like and
resemble require two obligatory arguments without encoding any transfer of action.

Furthermore, in a number of languages there are verbs which do not lend
themselves to a clear-cut categorisation in terms of transitivity. For instance, in
English the verb open can be either transitive or intransitive, depending on its
syntactic environment. This fact raises a number of non-trivial questions. How are
such verbs listed in the lexicon? Are there two lexical items or is one form basic and
the other form derivative? If there is one basic form, is it the transitive variant or the
intransitive one? As we shall see in Chapter 2, the answers to these questions are
not straightforward.

A related problem is the cross-linguistic status of transitivity. It is known
that verbs which are classified as transitive in one language may behave as



intransitive in another language. For example, in English verbs such as laugh are
typically classified as intransitive as they do not require a direct object. However, in
a number of languages, such verbs must occur with a direct object (cf. Hopper and
Thompson (1980), Austin (1982)).

The problem of transitivity indeterminacy arises even in the same language:
verbs which are classified as either transitive or intransitive on the basis of some
morpho-syntactic criteria may not fall into neat homogenous classes. For instance,
certain intransitive verbs may exhibit properties which are not typical of other
intransitive predicates.

The fact that intransitive verbs do not exhibit properties of a homogenous
class has been an important avenue of research. The distinction between two types
of intransitive verbs has been brought to the fore by Perlmutter (1978), who uses
the terms unergative and unaccusative - roughly to refer to agentive and stative
intransitive verbs. As we shall see in Chapter 2, there is an on-going debate
regarding whether the unergative/unaccusative distinction is syntactic, semantic or a
combination of both (cf. Levin and Rappaport 1995).

The study of transitivity remains a challenging avenue of inquiry into the
diathesis of the verb. It is hoped that this thesis will contribute to the study of
transitivity in particular and to a better understanding of the mapping from lexical-
semantics to syntax in general.

1.2. The Theoretical Framework
1.2.1. The Principles and Parameters Theory

The thesis is situated within the Principles and Parameters (P&P)
framework as developed in Chomsky and Lasnik (1991). The reader is referred to
this work for the general theoretical assumptions of the grammatical model. Specific
aspects of the theory that are relevant to the present study will be fleshed out in the
course of the analysis.

1.2.2. Event Types

In the present study, I assume a decompositional approach to verb meaning.
I assume that the Event-type of a verb, analogous to the notion of Aktionsart
(Vendler 1967), is a compositional meaning component. The Event-type of a
predicate, to a large extent, determines transitivity. Thus, inchoative verbs such as



the English open (intr) have an Event-type specification which can be paraphrased
as: 'change of state with an unspecified causer’. This meaning component is
transparent to syntax: it determines whether the verb takes one or two arguments.

On the other hand, the verb open also has other meaning components which
are not transparent to syntax. For instance, the idiosyncratic lexical knowledge
about the verb 'open’ is built into the meaning of the verb. It is this information
which distinguishes the verb open from the verb break which is otherwise specified
by the same Event-type.l

The earlier classification of verbs into semantic classes was mainly
ontological and was philosophically motivated, commencing at least as far back as
Aristotle (cf. Kenny 1963). Aristotle recognized three types of event: (a) States (b)
Performances and (c) Activities. The ontological classification later gained linguistic
validity mainly due to Vendler's (1967) classic study. Vendler (1967) extended the
Aristotelian classification to four 'Aspectual’ types, by splitting up Performance
into what he called Achievements and Accomplishments. The four classes identified
by Vendler (1967) and some representative examples are presented below:

()] Verb Classes (Aktionsart)
- State: love
« Activity: run, walk, dance, laugh
- Achievement: win (a race)
» Accomplishment: draw (a circle), build (a house)

Vendler (1967) employed some grammatical criteria to distinguish the four
classes. For instance, the ability to take the progressive form is argued to set
Accomplishment and Activity verbs apart from State and Achievement verbs. The
former can take the progressive form whereas the latter cannot.

(2) (@ *John is knowing
(b) *John was recognizing

3) (@) He is running
(b) He is building a house

1 The same is true with other lexical categories. In the nominal system, for example, definiteness,
number, and gender are features that are syntactically relevant. On the other hand, as pointed out in
Jackendoff (1994), the lexical knowledge which distinguishes, say, the noun dog from the noun
armadillo is not something syntactically relevant,

4
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The co-occurrence of adverbials with verbs also appears to be sensitive to
the classification. Thus, for-adverbials cannot occur with Accomplishments and
Achievements, as shown in (4):

@) (a) * He built a house for an hour (Accomplishment)
(®b) *She recognized him for an hour (Achievement)
© He ran for an hour (Activity)

@ She loved him for two years (State)

As opposed to for-adverbials, in-adverbials can co-occur with
Achievements and Accomplishments:

&) (@) He built a house in three days
(®) She recognized him in three minutes

Vendler's study generated considerable interest in the investigation of the
lexical-semantics of verbs. In general, subsequent studies on verb classification
attempted to formalize Vendler’s classification within a constrained framework by
sharpening the linguistic criteria. In this regard, the study of Dowty (1979) is one
of the most fundamental refinements of the Vendlerian classification.

Dowty (1979) developed the idea that the Vendler-classes can be seen as a
function-argument elaboration of a basic primitive. Dowty (1979) proposed that the
State primitive was the basic primitive and other types were constructed from it by
the application of one or more of three operators, namely, BECOME, DO and
CAUSE.

Although Dowty retained Vendler's distinction between Accomplishments
and Achievements, for Dowty, the distinction was attributable to the presence vs.
absence of the CAUSE operator. Dowty also proposed that each class could be
further subdivided in terms of agentivity. For instance, he identified agentive
States, such as keep quiet, be polite, as opposed to non-agentive States such as
love, know, be asleep.

As discussed in some detail in Verkuyl (1972, 1993), the linguistic tests
developed to identify verb classes have serious shortcomings. For instance, the
progressive test does not exclusively determine membership in the stative class. A
number of stative constructions permit the progressive, for example, I am living in
Amherst, Mr Smith is standing by the Nile (Verkuyl 1993:36). According to
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Verkuyl (1993), the problem with the progressive test is that it lumps together two
different semantic factors, temporality and agentivity.

Verkuyl's (1972, 1989, 1993) study also articulated the important idea that
aspectual verb classification is a property of the whole VP or the clause rather than
the verb. Thus, the default aspectual value of a verb changes according to the
surrounding syntactic environment. The classic example is John ran (Activity) vs.
John ran to the store (Accomplishment). This idea is further explored and
articulated in Tenny's (1987) study. Tenny argued that certain arguments 'measure
out' or 'delimit' the event denoted by the predicate.

Dowty's (1979) approach to word meaning is decompositional in the
tradition of Katz and Fodor (1963), Gruber (1976), Katz (1972), Schank (1975),
among others. In fact, Dowty (1979) situates his study under the umbrella of
Generative Semantics. It will be recalled that the decompositional approach was the
centrepiece of the Generative Semantics research program (cf. McCawley 1968,
Lakoff 1970). Generative Semantics attempted to explain syntactic phenomena by
equating phrase markers with semantic atoms. A sentence such as John killed Bill
was assumed to be derived from a phrase marker which consisted of the atoms
CAUSE x NOT TO BE ALIVE. The primitive items were conflated by a rule of
Predicate Raising and late lexical insertion provided the surface form of the verb. In
this way, many verbs were analyzed as multipartite forms consisting of multiple
heads which were often phonologically null.

One conceptual criticism levelled against Generative Semantics in particular,
and decompositional approaches in general, was that the framework denies the
autonomy of syntax. It was shown that multipartite forms have different syntactic
and semantic behaviour than their supposedly synonymous lexicalized forms. In a
popular article, Fodor (1970) showed that kill and cause to die are different in a
number of respects. Crucially, the former encodes one event whereas the latter
encodes two sub-events which can be modified independently.

However, it has been pointed out, implicitly or explicitly, (cf. Jackendoff
1983, 1990; Pesetsky 1995), that the multipartite syntactic analysis can be
dissociated from its Generative Semantics motivation. Pesetsky (1995), for
instance, argues that unlike the Generative Semantics approach, a decompositional
analysis of verbs can postulate bound morphemes which have PF-content. Thus, a
word such as persuade consists of two components: (a) an abstract causative
morpheme with the features [+V, +PRO, +CAUSATIVE], which supplies the CAUS
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component and (b) a bound root Vpersuade which supplies the phonological
features and the rest of the lexical semantic content of the verb.

In the present study, I assume that a verb's meaning comprises conceptual
functions (THING, BE, GO, BECOME, CAUSE, etc.) as developed in Jackendoff
(1983, 1990). The motivation for conceptual functions is localistic in orientation
following Gruber (1965) and Bierwisch (1967) among others. That is, expressions
of spatial location and motion are employed (metaphorically) to analyze abstract
events such as causation, change of state, and activity. The functions take
arguments which are drawn from a repertoire of major conceptual categories, the
‘semantic parts of speech’ (Jackendoff 1990:43), such as Thing, Property, Event,
Path, Place. Each conceptual category can be further elaborated in terms of a
function-argument organization, reminiscent of syntactic elaboration in terms of the
X-bar schema.

Jackendoff (1990) argued that the correspondence between syntax and
conceptual structure is driven by the assumption that “every content-bearing major
phrasal constituent of a sentence (S, NP, AP, PP, etc.) corresponds to a conceptual
constituent of some major conceptual category.” (p. 44) subject to some general
markedness conditions. Thus, in the unmarked case, mapping holds as follows:

(6) NP« THING
VP & EVENT/STATE
S <« SITUATION
PP & PATH
AP <> PROPERTY

Hence, a lexical entry contains an elaborated Lexical Conceptual Structure
(LCS), (see also Hale and Laughren 1983, Guerssel et al. 1985). For example, the
lexical entry of a verb such as enter has the LCS in (7)2:

2 Jackendoff (1990} also characterizes the lexicon as the component that establishes correspondence
between different modules. This implies that the structures of the modules are formed independent
of the lexicon. What this means with respect to syntax is that lexical items are inserted at the
output of syntax. This conception of lexical insertion is what is usually referred to as late lexical
insertion as opposed to the standard early lexical insertion (cf. Halle and Marantz 1993, 1994).
When a lexical item is inserted at the syntactic output, its phonological features are identified by
the syntactic, semantic and morphological features of the terminal node. In the present study, I will
assume a traditional ‘early’ insertion, but the essential claims can be reformuiated in terms of late
insertion.
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7 enter
[Event INCH ([Thing 1, [Path TO ([Place IN ([Thing 1)1)1)]

One desirable consequence of the LCS is that the so-called Theta-roles (6-
roles), such as Agent, Theme, Goal, Beneficiary, Instrument, among others, are no
longer primitives of grammar but rather derivatives of the LCS. Thematic roles are
best understood as structural positions in the LCS. For instance, a Theme is the
first argument of the motion function INCH or the state function BE. Goal is the
argument of the Path function TO, whereas Agent is the first argument of the Event
function CAUSE.

For the purposes of the present study, I use the term Event-type, in the
sense of Pustejovsky (1991, 1995). I recognize four Event-types:
Accomplishments, Activities, States and Achievements. With the exception of
States (indicated by BE), all Event-types are complex, that is, they contain
subeventual specifications (cf. Pustejovsky (1991, 1995)). Thus, an
Accomplishment verb such as build encodes a complex of two subevents, a causing
subevent and a change of state, represented by the notations CAUS and INCH
respectively. An Activity is a complex of a causing subevent and a state,
represented by CAUS and BE. An Achievement is a complex of a change of state
and a state, represented by INCH and BE. I use the notation INCH as an
abbreviation for a change of state with an unspecified causer. Such verbs include
melt (intr), break (intr), open (intr). I will refer to CAUS, INCH, BE as Event-type
Sunctors (borrowing the term ‘functor' from Ritter and Rosen 1993).

A number of contemporary studies explicitly or implicitly assume some
form of decomposition of verbs (cf. Pustejovsky 1991, 1993, 1995; Jackendoff
1983, 1990; Hale and Keyser 1993; Travis 1994, in press; Harley 1995; among
others). Of particular interest for us is Hale and Keyser's (1993) study of argument
structure and Travis' (1994, in press) hypothesis about phrase structure and Event
structure. As I will be relying on these studies, a brief review of their major

assumptions is in order here.
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1.2.3. Phrase Structure: L-syntax vs. S-syntax
1.2.3.1. Hale and Keyser (1993)

In a novel approach to the study of argument structure and its mapping to
syntax, Hale and Keyser (1993) argued that predicate argument structure is itself
syntax. They refer to this syntactic argument structure as Lexical Relational
Structure (LRS), (in contrast to the more traditional thematic argument structure).
Hale and Keyser (1993), hereafter H&K, made a distinction between syntax in the
conventional sense and syntax at LRS, s-syntax and I-syntax respectively.

The main empirical motivation for H&K's analysis arose from their analysis
of denominal verb formation in English. H&K argue that denominal verb formation
can be constrained by independently motivated syntactic principles, particularly by
the Head Movement Constraint (HMC), (originally proposed in Travis 1984:131):

(8) The Head Movement Constraint
An X0 may only move into the YO which properly govems it.

The HMC is argued to be subsumed within the Empty Category Principle
(ECP), the principle which requires that an empty category be properly governed
(cf. Baker 1988a). H&K showed that denominal verbs such as shelve, bottle,
saddle, dance, sneeze, calve, laugh etc., are formed by the process of Move-o
obeying the ECP. They argue that constructions with denominal verbs, such as
(9b), have essentially the same structure as constructions which contain the

nominal, as shown in (9a):

) (a) Mary put her books on the shelf
(b) Mary shelved her books

The phrase structure of (9a) and (9b) is as shown below in (10a) and (10b)
respectively (simplified for the present purposes):
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(10) (a) Vv
"\
A" VP
VA NEZN
A\ V NP \'A

| PZAN
puti (herbooks) V PP
N
P NP

(on the shelf)

tj

(b) v
AN
A" VP
VNN
Vv V NP A\'A

shelf;  (her books) V PP
NP

ti P

The movement of N (shelf) into V' in (10b) obeys the HMC. As can be seen

in (11), the violation of the HMC results in an ungrammatical construction:

(11) *Mary shelved her books on

If denominal verb formation is simply a matter of category change in the

lexicon, H&K argue, the class of denominal verbs in English would have included
verbs such as those in (12), (H&K 60:11):

(12) (a) *It cowed a calf
(cf. A cow had acalf. A cow calved.)

(b) *It mared a foal
(cf. A mare had a foal. A mare foaled.)

10



© *1t dusted the horses blind
(cf. The dust made the horses blind.
The dust blinded the horses.)

(d) *It machined the wine into bottles
(cf. A machine got the wine into bottles.
A machine bottled the wine.)

The syntactic theory of denominal and deadjectival verb formation correctly
predicts the ill-formedness of (12). The incorporated head originates in subject
position, a position which cannot be properly governed as required by the ECP (cf.
Baker 1988a). Thus, H&K's theory is able to constrain possible denominal verb
formation by appealing to an independently motivated syntactic principle.

H&K argue that the process of word formation is independent of the
distinction between the lexicon and syntax. In effect, they argue that a word can be
formed in the lexicon but by processes which are syntactic. To that extent, they
claim that their theory is a development of studies such as those of Keyser and
Roeper (1984, 1992) which assume that syntactic processes may operate in the
lexicon.

H&K motivate the distinction between l-syntax and s-syntax on primarily
conceptual grounds, in particular on the basis of the observation that there is both
something lexical and something syntactic about denominal and deadjectival verbs.
For example, take the verb shelve. We note that it is lexical because (a) the basic
form-meaning association is arbitrary, that is, it is an arbitrary property of the verb
that the sign shelve means what it means, and (b) the phonological fact - *shelfe >
shelve - is idiosyncratic and must be registered lexically. However, there is also
something syntactic about this verb, namely, its argument structure can be derived
by appealing to syntactic operations. It is in an attempt to accommodate these two
properties of denominal/deadjectival verbs that H&K motivated the notion of 1-
syntax.

The basic insight of H&K is adapted by Travis (in press). Travis recast the
distinction between l-syntax and s-syntax within a particular view of phrase
structure and Event structure.

11



1.2.3.2. Travis (in press)

Travis (in press) argued that the distinction between 1-syntax and s-syntax is
both conceptually and empirically valid. For Travis, l-syntax has some
characteristics of lexical rules, in terms of semantics, phonology, and distribution
whereas s-syntax lacks idiosyncrasies, is productive and predictable. Travis (1994)
provides empirical support for her claim from her study of causative formation in
Tagalog and Malagasy. These languages have two causatives, one of which
exhibits lexical properties. Travis (in press) argued that although many languages
have two types of causatives like Malagasy and Tagalog, what makes the
morphological causatives in these two languages interesting is the fact that the same
affix is used in both l-syntax and s-syntax. Consider the following examples:

(13) Tagalog: CAUS affix -pag-

(@) bumagsak 'y fall'
magpabagsak 'x cause y fall' (s-syntax)
(b)  magbagsak "x drop y' (I-syntax)

(14) Malagasy: CAUS affix -an-

€)) misitrika 'x hide'
mampisitrka 'z makes x hide' (s-syntax)
(b) manitrike 'y hides x' (I-syntax)

Travis (in press) argues that there are reasons for believing that the (b)
examples in (13) and (14) have some lexical properties. She argues that there are
four ways in which this lexical property can be articulated: (a) change of category,
(b) semantic idiosyncrasy, (c) phonological idiosyncrasy and (d) lexical
idiosyncrasy.

First, there is clearly a change in category, as shown in the following
alternations in Malagasy:

12
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(15) (a) mihisatra  'x move slowly'
manisatra 'y move x slowly'
hisatran 'action of slowly moving'

®) milahatra  'x be in order'
mandahatra 'y arrange x'
lahatran 'organization’

Second, there is semantic idiosyncrasy. Consider, for example, the verb for
'live’ in Malagasy and its causative counterpart:

(16) (a) Mipetraka eto an-Montreal aho
I live in Montréal

() Nametraka ahy eto an-Montreal ny vadiko

=My husband placed me in Montréal
# My husband made me live in Montréal.

The second reading is not possible, although, logically the causative would derive

such areading.
Third, there is phonological idiosyncrasy. For instance, in Malagasy the /n

+ s/ combination is realized as [n] in the 1-syntax causative, while elsewhere /n + s/
is realized as [nts]:

(17) man + sitrika > manitrika

Furthermore, whereas both types of causatives add an Agent to the
argument structure of the verb, only the s-syntactic causative may add an additional
Agent.

Travis uses the l-syntax/s-syntax distinction to capture the difference
between the two (otherwise similar) causative morphemes in Tagalog and
Malagasy. The productive causative is generated in s-syntax, whereas the causative
that exhibits idiosyncratic properties is generated in 1-syntax.

Travis also observes that when the two types of causatives co-occur, they
are separated by an additional morpheme:

13
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(18) mampanitrika /m+an+ F+en+sitrike/ 'z makes x hide y'

Travis, developing ideas first raised in Hung (1988), argues that the
morpheme ('F in (18)) which occurs between the two causatives in Malagasy is a

" functional head and calls it E(vent). For Travis, Event Phrase (EP), which is

headed by E, is parallel to Aspect Phrase (AspP). Although neither EP nor AspP
are lexical categories, as they do not assign theta-roles, Travis claims that they are
distinct from other functional categories because, among other things, they theta-
bind, in the sense of Higginbotham (1985), "an event variable introduced by the
head of their complement". Travis argues that E binds the event variable of the top
VP which is headed by CAUS. Thus, whilst Aspect has scope over the lower VP
which is headed by a State, E has scope over the entire event.

What is interesting for the present purposes is Travis' hypothesis that E
separates the domain of s-syntax from that of l-syntax in phrase structure. In other
words, once a cause argument is added to the configuration, the domain of 1-syntax
is closed-off, as it were, in that no other lexical category can be added. Although
Travis motivates EP on the basis of facts from languages like Malagasy and
Tagalog, she assumes that EP is part of the phrase structure module as a matter of
UG.

In Travis' (in press) proposal, there are lexical categories (N, V, A, P),
functional categories (AgrS, TP, etc.), and binding categories (E and Asp).
Functional projections such as TP appear outside EP, as shown in the following
tree diagram.

14
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AN
NP \A
7\
\' PP

So far we have presented the views of Hale and Keyser (1993) and Travis
(1994, in press) regarding the 1-syntax/s-syntax distinction. The logic of the
argument for l-syntax is basically as follows. The derivations of certain verbs
(denominal and deadjectival verbs in English, some causatives in Tagalog and
Malagasy) exhibit properties which are both lexical and syntactic. They are lexical
because of the basic form-meaning arbitrariness, category change, and idiosyncratic
properties with respect to distribution, semantics and phonology. They are syntactic
because their predicate argument structure is itself syntax, that is, it can be defined
in terms of basic syntactic relationships (head, complement) and it obeys an
independent syntactic principle (HMC). Travis makes the additional claim that the
domain of 1-syntax is separated from that of s-syntax by the projection of a binding
category E(vent). For Travis, E theta-binds the event argument of the verb, in the
sense of Higginbotham (1985).
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1.2.3.3. Event Headedness and Default Subevents

I follow Travis in assuming that EP marks the boundary between 1-syntax
and s-syntax. However, while maintaining the basic insights of Travis (in press), I
make a number of further assumptions. First, I assume that the highest VP projects
only if there is CAUS. In other words, only Accomplishment and Activity verbs
will have a double VP structure (cf. Amberber 1993).

Second, I assume that the head of the lower VP is a category-neutral Root. I
will refer to the lower VP (VP3) and the higher VP (VP}) of Travis (in press) as the
Root Phrase (RP) and VP respectively.3 In this system, both Accomplishment and
Activity verbs have the same highest subevent, CAUS, but differ in their embedded
subevent. Accomplishment verbs take an INCH subevent, whereas Activity verbs
take a BE subevent. Achievement and Stative Events have only the lower VP (RP)
and no higher VP. The difference between the embedded subevents is not arbitrary.
I will present arguments in Chapter 2 which show the stative nature of the
embedded subevents in Activity verbs.

Third, I assume, following Pustejovsky (1995, Ch 5), that the grammar has
an event focussing mechanism that can be referred to as Event Headedness.
Pustejovsky (1995:72) argues that "Event Headedness provides a way of indicating
a type of foregrounding and backgrounding of event arguments. An event structure
provides a configuration where events are not only ordered by temporal precedence,
but also by relative prominence”. Languages make reference to the relative
prominence of subevents of a larger event. Thus, I assume that the LCS of a verb
specifies which subevent is the head subevent. A head subevent always projects in
the syntax. For instance, a verb such as build with the LCS [CAUSh [INCH]]
specifies the CAUS functor as the head, that is, the CAUS subevent must always
project in the syntax. (I employ the notation h in subscript to indicate the Event
head). Likewise, for an Activity verb such as laugh, with the LCS [CAUSH [BE]],
the head subevent is CAUS. As we shall see in Chapter 2, although it is often the
case that the subevent which has temporal prominence (i.e. temporal precedence)
also has relative prominence, the two types of prominence can be dissociated.

The notion of Event Headedness allows that some verbs may be
underspecified for Headedness. In such verbs, either of their subevents may be the

3 Although I assume that the lower VP is actually a Root Phrase, those who prefer the label 'VP'
can refer to RP as VP2,
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head. For example, an Accomplishment verb such as the English break (tr) with the
the subevents [CAUS [ INCH]], is underspecified for Event Headedness. Thus,
the verb may be spelled out either as a causative or as an inchoative.

Building on Pustejovsky's idea, ] assume that the grammar also allows for
default Event Headedness. The idea is that an LCS which is not specified for Event
Headedness may assign a default head. When two subevents are not ranked
according to relative prominence, the subevent which has temporal prominence
becomes the head by default. I will show that Event Headedness correlates with the
morphological realization of verbs in such a way that the realization of the default
Event head is morphologically less marked. Thus, the default Event head can be
altered through overt morphology in languages with the appropriate morphological
resources.

Fourth, I assume that the Event-type functors of Achievements and States
are generated in the head of AspP. For an Achievement verb such as come, Asp is
INCH because that is the only Event-type specification in the LCS. For a stative
verb such as siz, I assume that Asp is BE. On the other hand, the CAUS functor
always requires the projection of VP.

Therefore, structurally speaking, Accomplishment and Activity verbs have a
double VP structure, whereas Achievement and States have a single VP (RP)
structure.# This phrase structure representation is consistent with two common
observational facts: (a) Accomplishment and Activity verbs are transitive (although,
the inner argument is often optional in the latter), and (b) constructions may receive
either an Achievement or a Stative reading (Jackendoff 1990: 91-95).

For the present purposes, I will continue to use the more familiar terms,
causative, unergative, and unaccusative as approximate equivalents of
Accomplishment, Activity, and Achievement respectively, but without implying that
there is a one to one equivalence relationship. Abbreviated phrase structure
representations of the four classes of verbs are schematised in the following
diagrams on the basis of Amharic head position:

4 There is one problem with this classification. Transitive Achievements such as 'I find the
pencil' will not be readily accommodated if Achievements are single VP projections. Since the
resolution of this problem is not crucial for the present study, I simply note its general relevance
and assume the structure in (20c) of the text to be true of other cases of Achievement verbs.

17



20) (a) Accomplishment ®) Activity
S-syntax T
............... EP EP
L-syntax 1 / \ /\
AT A
N . X
AspP v AspP v
/\ CAUS "\ caus
RP (VP) Asp RP(VP) Asp
/ \ INCH BE
" / R'\ " /R'\
PP R PP R
v v
©) Achievement (d) State
S-syntax T
............... EP EP

RP (VP) Asp RP(VP) Asp
/ INCH BE
NP R' NP R
PP VR PP 15

In this system, every Root must move out of the RP to be well-formed
irrespective of the presence of an overt Event-type functor.
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1.2.3.4. The Lower VP as the Root Phrase

I assume that the Root of the verb is inserted as the head of the lower VP. It
is the Root which registers the idiosyncratic phonological information. It is also the
Root which can be marked for various non-compositional semantic content. In
Sapir's (1921) terminology, it is the Root which contains the 'material’ content of
the verb. The 'relational’ content of the verb is derived in the syntax with the help
of functional categories.

The assumption that the lower VP differs in some way from the upper one
has been previously suggested by Travis (1991). Travis argued that the lower VP is
projected from a different sort of head which she refers to as ‘verbal noun' (Vn).
She suggested that Vn is distinguished from V in not assigning accusative Case and
external argument. She also claims that VnP can be specifically selected by certain
verbs such as the verb be.

Harley (1995:103ff), who argued that the notion of a verb is derivative,
employed the term Base Phrase (BaseP) to refer to the lower VP. Harley's theory
also makes use of Hale and Keyser's (1993) idea that predicate argument structure
is itself syntax. For Harley (1995), the Base can be any one of the three categories,
N, A, or P. In English, when the Base is N, the derived verb will be denominal.
‘When the Base is A, the derived verb will be deadjectival. A prepositional Base
provides the input to double-object verbs. In this way, a verb's internal property is
reduced to the properties of the other categories. Thus, Harley assumed that
excluding V, the other three categories are primitive.

I would like to argue that the other categories are also not primitive. In this
regard, my proposal is similar to that of Walinska de Hackbeil (1986). Adapting
ideas from the theory of Conceptual Semantics (Jackendoff 1983), Walinska de
Hackbeil (1986:38) suggests that roots can be identified by ontological categories
like THING, PROPERTY, EVENT and PATH. As we have already seen, in
Jackendoff's (1990) Conceptual Semantics, the correspondence between these
ontological categories and syntactic categories is governed by general markedness
conventions. The unmarked realizations of THING, PROPERTY, EVENT and PATH
are the lexical categories N, A, V and P, respectively. However, languages vary in
how they map the ontological categories, or in H&K's sense 'notional types', onto
syntactic categories. For example, in some languages the unmarked realization of
PROPERTY is not an Adjective but a Verb or a Noun (cf. Dixon 1982). Thus,
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suppose we assume that the lexical entry of the Root Vthin in English is essentially
asin (21):

Q1) thin
A, (PROPERTY)

A proto-typical PROPERTY corresponds to the syntactic category of
Adjective in English. An attributive position, as in the thin gravy, is a typical
realization of Adjectives. On the other hand, under certain conditions PROPERTY
will no longer be realized by its unmarked category but may be mapped onto, say,
Event, as is the case with the gravy thinned. In this way, the category labels are just
convenient mnemonics for the notional types.

Therefore, 1 argue that the VnP of Travis (1991) or the BaseP of Harley
(1995) is best conceived of as a Root Phrase (RP). The LCS of a Root contains
essentially two components: (a) a compositional meaning component, that is,
whether it is an Event, Thing, Property, or Path, and (b) an idiosyncratic meaning
component.

I also assume, unlike Harley (1995) and Kratzer (1994), that the lexical
entry of a verb (the Root) contains both the external 0-role (cf. Williams (1981) and
the internal ©-roles. I accept that there is an asymmetry between the external theta
role, the role assigned to the argument of CAUS, and the internal theta roles. I
assume that although the Root contains the external 8-role, it needs the projection of
the higher VP to assign this 0-role to an argument. In other words, the external 6-
role is assigned in the Spec of VP. This idea is adapted from Travis (1991) who
claims: "the external theta-role is in the theta-grid of the VnP but may not be
assigned without 'help', where help may come in the form of a light verb". The
external argument is licensed by the head of VP, and what Travis (1991) calls a
'light verb' is the morphological spell-out of CAUS. I will show in Chapters 2 and
3 that our assumption regarding the status of the external argument makes the right
prediction about the inchoative-causative alternation in Amharic.

Summarizing, the Event-type of a verb is a compositional meaning
component that is registered in the LCS of the verb Root. Subevents which form a
larger event are distinguished by temporal and relative prominence. A verb can be
specified or underspecified for Event Headedness. Other things being equal, the
default Event head is the subevent which is temporally prominent. The realization of
the default Event head is morphologically unmarked. The Root must spell-out its
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Event-type in the syntax by moving into the head of AspP and VP. The LCS of a
Root registers the external argument, if there is any, among other arguments. The
higher VP in the Larsonian VP shell (cf. Larson 1988) projects only if there is
CATUS; this condition is met with Accomplishment and Activity verbs but not with
Achievement and Stative verbs.

1.3. The Organization of the Thesis

The thesis is organized as follows. In Chapter 2, a detailed investigation of
the Inchoative-Causative Alternation is undertaken. I show that transitivity
alternation is an artefact of Event-type alternation and can be captured
configurationally by phrase structure.

Chapter 3 investigates transitivity with respect to the so-called 'external’
causative. I argue that the external CAUS functor is generated in s-syntax. Due to
this property, any EP can be embedded within the external causative. In this
chapter, I also discuss the Case assignment mechanism of morphological
causatives.

In Chapter 4, the structure of Experiencer predicates is examined in detail. I
argue, following Pesetsky (1995), that a class of Subject Experiencer predicates
have a special type of Agent argument, the Ambient Causer (A-Causer). Departing
from Pesetsky, I argue that the A-Causer can be realized by a zero morpheme, at
least in Amharic. I show that the behaviour of Experiencer predicates with respect
to the diagnostics of unaccusativity follows naturally from the presence of the A-
Causer. One type of Subject Experiencer predicates pose problems related to Case
assignment: the subject exhibits object-like properties, such as triggering object
agreement. This problemis accounted for by motivating the assignment of inherent
Case.

In Chapter 5, the interaction of split intransitivity with the applicative
construction is examined. The main focus is on the problem of how the
benefactive/malefactive applicative of intransitive verbs (unergative/unaccusative) is
derived. Essentially the same Case theoretic analysis proposed to account for the
problem of Subject Experiencer predicates will be extended to account for the
benefactive applicative of unaccusatives.

Chapter 6 is concerned with the analysis of light verbs and their role in
transitivity alternation. It will be argued that the relationship between a light verb
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and its lexical variant can be accounted for by the same LLCS without postulating

multiple lexical entries.
In Chapter 7, 1 conclude by summarizing the major theoretical claims made

in the course of the thesis and by discussing some theoretical and empirical

consequences of the thesis.
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CHAPTER 2
The Inchoative-Causative Alternation

2.0. Introduction

In this chapter, I investigate the Inchoative-Causative Alternation (ICA) in
Ambharic. I examine the internal structure of verbs which are involved in the ICA. I
show that the notion of transitivity is too coarse-grained to reveal the true property
of the ICA and argue that the ICA is an artefact of Evenf—type alternation. I argue
that Event-type heads project as syntactic heads with the effect that phrase structure
mirrors the organisation of Events in the LCS.

The chapter is organized as follows. In §2.1, I present the general patterns
of the ICA. In §2.2, I investigate two Patterns of the ICA in Ambharic. In §2.3, I
turn to the analysis of verbs with a mandatory agent. In §2.4, I investigate the
interaction of unaccusatives with the passive construction. In §2.5, I compare the
different patterns of unaccusative verbs with the unergative construction and in
§2.6, I examine two classes of verbs which exhibit quirky alternation. These are (a)
verbs with variable behaviour, and (b) the so-called 'ingestive’ verbs. I argue that
the special property of verbs with quirky alternation can be accounted for within the
proposed framework by utilizing independently motivated principles.

2.1. Patterns of Alternation

The ICA is one of the most common types of transitivity alternation. It has
been discussed extensively in the literature (see Nedjalkov 1969, Shibatani 1979,
Guerssel et al. 1985, Guerssel 1986, Hasplemath 1993, Levin and Rappaport 1995
and references therein).5 Typical exemplars of the ICA are presented below from
English and Ambharic:

5 Also see Levin (1993: 27-30) for a detailed bibiliographical reference on this subject for English.
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) (a) The glass broke
(b) John broke the glass

2) (@ The butter melted
(b) John melted the butter

3 (a) t’armus-u te-sabbara
glass-DEF  INCH-break.pf.3mS

the glass broke

(b) lamma t’armus-u-n sabbare-w
L. glass-DEF-ACC break.pf-3mS-3mO
Lemma broke the glass

“4) (a) K'ibe-w k'allat's
butter-DEF  melt.pf.3mS

the butter melted

) aster k'ibe-w-in a-k'allat'a-C-iw
A. butter-DEF-ACC CAUS-melt.pf.-3f5-3mQO
Aster melted the butter

Observationally, in the (a) sentences the verb is intransitive: the causer of
the event, if there is any, is not explicitly specified. On the other hand, in the (b)
sentences, the verb is transitive and the causer of the event is explicitly mentioned.
Notice that the verbs which alternate may be homophonous as in English, that is,
the same morphological form can be either transitive or intransitive. Alternatively,
the alternating verb forms may be morphologically mediated, as for example, in
Ambaric, by the use of the prefix ta- or a-. In other words, in English, but not in
Ambharic, the verb is morphologically the same in both constructions. The
difference is signalled by the change in argument structure and word-order: a causer
is introduced and placed in the pre-verbal position.
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The alternation is cross-linguistically productive, as the following examples
from diverse languages show (examples from Haspelmath 1993:89ff).

®)) (a) rasplavit’-sja 'melt (intr.)' Russian
() rasplavit’ '‘melt (tr.)'

6 (a) Xajil-ax 'melt (intr)' Mongolian
(b) xajil-uul-ax 'melt (tr.)'

@) (a) darasa 'learn’ Arabic
(b) darrasa 'teach’

¢)) (a) duys ‘cook (intr.) Georgian
(b) a-duy-ebs '‘cook (tr.)’

9 (a) khulnaa 'open (intr.) Hindi-Urdu
(b) kholnaa ‘open (tr.)'

Depending on their morphological resources, among other factors, different
languages employ different strategies to encode tramsitivity alternation. Some
languages employ affixes (Russian), whereas others employ internal stem
modification (Arabic). Still others may use zero derivation, that is, the same
morphological form is employed for both the causative and inchoative constructions
(English).

Despite its cross-linguistic productivity, the ICA does not occur for all
verbs. There are verbs which do not participate in the alternation as can be seen in
(10) and (11).

(10) (a) John danced
(b) *Bill danced John
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(11) (a) lamma ¢'affera
L. dance.pf.3mS
Lemma danced

(b) * kassa lamma-n a-c'sffars
K L-ACC CAUS-dance.pf.3mS
(Kassa danced Lemma)

As we shall see in Chapter 3, many languages have some strategy for
deriving the causative of verbs like dance. However, the strategy employed to form
the causative of verbs like dance is structurally distinct from that of the ICA as will
be shown in §2.5.

The distinction between verbs that can be causativised and those that cannot
has been the subject of many typological and theoretical studies (cf. Nedjalkov and
Silnitsky 1973, Comrie and Polinsky 1993). Within the generative tradition, the
distinction has been central to the division of intransitives into two classes:
unaccusatives and unergatives.6 This distinction was originally proposed by
Perlmutter (1978) and termed the Unaccusative Hypothesis. The basic idea is that
the single argument of unergative verbs is an underlying subject whereas the single
argument of unaccusative verbs is an underlying object. This can be schematized as
follows.

(12) (a) Unergative:  dance, NP [yp VI
(b) Unaccusative: break, __[vyp V NP]

Burzio (1986) further developed the Unaccusative Hypothesis within the
formalism of the P&P framework. He claimed that unaccusative verbs lack the
ability to assign an external 0-role, where external is defined configurationally to
mean outside the VP projection. Burzio (1986) made the generalization (later
known as Burzio’s generalization) that if a verb cannot assign an external 6-role,
then it cannot assign accusative Case to its internal argument. Since NPs must be
assigned Case to be well-formed, the internal NP must move to subject position at

6 I assume that there is no important distinction between the terms unaccusative and inchoative.
This is justifiable to the extent that both unaccusatives and inchoatives generally pick out verbs
whose sole argument undergoes a change of state (or location).

26



S-structure to get Case from Infl. Thus, though both unergatives and unaccusatives
are monadic, they differ in the underlying status of their arguments.

A number of studies have proposed various syntactic and semantic
diagnostics for unaccusativity subsequent to Perlmutter’s (1978) proposal (cf.
Rosen 1984, Zaenen 1993, Van Valin 1990, Pustejovsky 1991, Levin & Rappaport
1995). However, without independently establishing why certain verbs alternate
whereas others do not, there is a danger of circularity: verbs alternate when they are
unaccusative and are unaccusative because they alternate. Thus, a deeper motivation
for the different classes of monadic verbs must be established. A recent and
comprehensive account of this problem is provided by Levin and Rappaport
(1995), L&R hereafter. In the following section, I briefly review the arguments
presented in L&R and evaluate the consequences of their analysis for the ICA in

Ambharic.
2.1.1. Internal vs. External Causation

L&R muotivate the notion of Internal vs. External Causation to account for
the difference between verbs which have causative variants and those which do not.
Their proposal is inspired by Smith (1970) who attempted to account for the
problem in terms of internal vs. external control. Smith (1970) has argued that the
alternating verbs encode eventualities that can be under the control of an external
entity, whereas the non-alternating monadic verbs encode eventualities that are
under internal control. For instance, the event denoted by the verb dance cannot be
controlled by an external cause(r) but only by the entity which is involved in the
event.

L&R argued that the term control should be re-defined as cause, to
accommodate concepts which are expressed by verbs such as blush and tremble.
These verbs do not alternate (*John blushed Mary) because, applying Smith’s
terminology, they are internally controlled. However, the entity engaged in these
events does not have control as the events are involuntary emotional reactions. The
term causation does not have this problem as it can subsume the notion of control
without necessarily being equated with it.

According to L&R, the dichotomy between internal and external causation
accounts for the lack of alternation for the so-called Verbs of Emission, which
include in English the verbs sparkle, burble, flash, reek, bubble:
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(13) (a) The jewels glittered/sparkled
(b) *The queen glittered/sparkled the jewels

The events denoted by these verbs are such that the eventualities take place because
of the physical characteristics of the entities involved, that is, they are internally
caused.

The notion of external vs. internal causation is offered as an explanation for
the ICA in L&R's framework. I would like to recast the notion of external vs.
internal causation in terms of the independently motivated categories of verb
classes. I argue that the difference between unaccusatives and unergatives is a
difference in Event-types. Change of states and activities are equivalent to
Achievement and Activity Event-types respectively.” Therefore, instead of relying
on the notions of external vs. internal causation, I appeal to the independently
motivated Event-types of verbs to account for the ICA.

Now, one question which immediately arises is how a verb such as break,
which can be both transitive and intransitive is encoded in the lexicon. In other
words, do we have two verbs break] and break? or do we have one basic form
and a secondary derived form? If one assumes that there are two verbs, it means
that they will be listed in the lexicon as distinct individual lexical items. However,
to assume the multiple listing of a verb's different senses is problematic. It would
mean that every novel and creative use of a verb would require a different listing,
obviously an undesirable consequence given a parsimonious theory of grammar
(see Pustejovsky 1995 for a relevant discussion).

Thus, let us assume that alternating verbs are not two independent verbs
listed in the lexicon. The challenge is then to characterise the relationship between
the two verbs.

2.1.2. The Basic Variant
According to L&R, there are two ways of addressing the problem of

determining the basic variant of an alternating pair. In the first, and perhaps the
more traditional approach (cf. Lakoff 1968, 1970, Williams 1981, Brousseau and

7 Note that not all Achievements are unaccusative nor are all Activities unergative. Verbs such as
find and notice are Achievements in the classic Vendler sense but they are not unaccusative.
Likewise, verbs such as push in push the cart are Activities without being unergative. However, I
would like to argue that the reverse relationship is different, i.e., all unaccusatives are
Achievements and all unergatives are Activities.
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Ritter 1991), unaccusative verbs are treated as basically monadic (inchoative). The
dyadic (causative) variant is derived by adding an external argument. In the second
approach, which (according to L&R) was developed in Chierchia (1989),
unaccusative verbs are assumed to be basically dyadic. The monadic variant is
derived by suppressing the external argument. L&R discuss three major arguments
in favour of the dyadic source of unaccusatives which are outlined in (14):8

(14) (a) Selectional restriction
(b) Typological tendency
© Interpretation of adverbials

The first argument in favour of the dyadic source comes from selectional
restriction. L&R (p.85) show that the set of arguments which can be subjects of the
intransitive variant are a subset of the set of arguments which can be objects of the
transitive variant. Consider the following examples:

(15) John broke the glass/the window/ the promise/the contract

(16) (a) The glass/window broke
(b) *The promise/the contract broke

Notice that although the promise and the contract can appear as objects of
the transitive variant, they cannot occur as subjects of the intransitive variant. L&R
(p.85) further point out that this restriction is not confined to less “literal” uses of
verbs. Thus, consider the following contrast:

8 L&R present a fourth argument in favour of the dyadic analysis. The fourth argument, however,
is not clearly articulated in their discussion. They appear to argue, based on Chierchia (1989), that
the fact that unaccusative verbs exhibit unstable valency across languages is because they are
underlyingly dyadic. According to L&R, Chierchia (1989) observed that "an unaccusative verb that
lacks a paired transitive causative use is exceptional on the causative analysis and would be
expected to acquire such a use because it derives from a causative predicate” (L&R:87). Chierchia
(1989) further argued that unaccusative verbs tend to exhibit “unstable valency™, in the sense that
they “oscillate in valence from transitive to intransitive and vice versa, both diachronically and
across dialects” (Chierchia 1989:23) as quoted in L&R, p.87). One of the examples discussed by
Chierchia is the Italian verb crescere ‘grow’, which, apparently has an intransitive use in
standard Italian but a transitive use in some other dialects. L&R argue that a similar indeterminacy
of valency can also be seen in English, where the verb deteriorate, which is normally intransitive -
Over the years the roof deteriorated - can be used (at least by some speakers) as a transitive verb -
The pine needles were deteriorating the roof. In contrast to unaccusative verbs, other intransitive
verbs (unergatives) are stable in their valency. Thus, the idea is that unstable valency is indicative
of an underlying dyadic source for the unaccusatives.
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an @ The wind cleared the sky
®) The sky cleared

(18) (a) The waiter cleared the table
®) *The table cleared

The logic of the argument is as follows. If one variant of the alternating
verbs imposes less stringent restrictions on its arguments, then that variant must be
basic. The opposite view is problematic because it would be difficult to derive the
variant with looser restrictions in a systematic way.

The second argument for the basic dyadic source of unaccusatives comes
from typological studies of causatives such as Nedjalkov (1969). Nedjalkov’s
(1969) study of the morphological relationship between causative and unaccusative
variants of verbs such as break in sixty languages shows that, in more cases than
not, the causative variant is morphologically unmarked, “the intransitive form being
identical to the transitive form" (L&R, p.88). The crux of this argument is
Jakobsonian in nature: unmarked items are more basic than their marked variants.

The third argument of L&R for the causative analysis of unaccusatives
draws on the work of Chierchia (1989) and relates to the interpretation of adverbial
phrases. If unaccusative verbs are underlyingly causative, some adverbials which
reflect the presence of the causer will be expected. Chierchia (1989) argues that one
such adverbial is the Italian da se ‘by itself’, as shown in the following example

(L&R, p.88):

(19) Laporta sieaperta dase
the door  opened by itself
the door opened by itself

L&R show that ‘by itself’, with the interpretation “without outside help”, is found
with the intransitive use of the alternating verbs in English:

200 @ The plate broke by itself
() The door opened by itself
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After claiming that the causative variant of an alternating pair is basic, L&R
attempt to show how the intransitive variant is derived. They argue that the
intransitive variant of an externally caused verb arises by binding the external cause
within what they refer to as the Lexical Semantic Representation (LSR). Note that
the LSR is analogous to the LCS, previously discussed in §1.2.2. They further
suggest that this binding takes place in the mapping from the LSR to argument
structure. Thus, compare the representation of the verb break both in its intransitive
and transitive variants (from L&R, p.108):

(21)  Intransitive break

LSR [(x DO-SOMETHING] CAUSE [y BECOME BROKEN]]
d

Lexical binding ¢

Linking rules d

Argument S <y>

(22)  Transitive break

LSR [(x DO-SOMETHING] CAUSE [y BECOME BROKEN]]
Linking rules J
ArgumentS  x <y>

Thus, what L&R propose is that there is a lexical process, namely, lexical
binding, which makes the cause event unavailable for argument structure. That is,
the intransitive variants of the alternating verbs are monadic at the level of argument
structure though they are dyadic at the level of LSR.

The notion of internal vs. external causation to characterise the lexical-
semantic property of the unergative-unaccusative distinction is conceptually
attractive. It provides a lexical-semantic hypothesis about the bifurcation of verbs
into different transitivity classes. However, the dyadic analysis of unaccusative
verbs along the lines proposed by L&R has some conceptual and empirical
problems. Some of the arguments which were presented by L&R as justifications
for the dyadic analysis do not exclusively support their position, and in fact, in
some cases can be used against their analysis.

First, L&R take Nedljakov's (1969) findings about the distribution of the
verbs meaning ‘break’ as representative of other alternating pairs. On the other
hand, if they had taken the verbs corresponding to 'boil’, for instance, Nedlyakov's
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(1969) study shows quite a different picture: only in two languages is the unmarked
variant transitive. In 36 languages the unmarked variant is intransitive and the
marked variant is transitive. Thus, the case of 'boil' argues against L&R's
contention that unaccusative verbs are dyadic in nature.

Thus, at best the statistical argument is not strong enough to support L&R's
analysis. In fact, Haspelmath's (1993:101) typological study based on a sample of
21 languages and 31 verbs shows that the number of languages which favour the
anti-causative strategy, that is, where the unmarked form is causative and the
marked form is inchoative, equalled the number of languages which prefer the
causative strategy, 10 languages each. At one extreme, languages such as Russian
and Rumanian demonstrate a strong preference for anticausatives. At the other
extreme, languages such as Indonesian and Mongolian exhibit no or few
anticausatives. In contrast, languages like Swahili and Finnish, manifest equal or
almost equal distribution of causative and anticausative verb pairs.

Second, L&R's argument regarding the causative modifying adverbial, 'by
itself’, is also problematic. They argue that if a causative verb can appear as an
intransitive verb, the (bound) causer argument can license the adverbial by itself'.
This argument would have been more useful if it were predicting the presence of a
transitive variant. As it turns out, there are unaccusative verbs that can occur with
by itself’ but do not have a transitive use, for example, the glass fell by itself vs.
*John fell the glass.

Therefore, in general, the arguments for a dyadic analysis of all
unaccusative verbs are inconclusive. The issue is difficult to test in English as the
language lacks morphological mediation between members of the alternating pair.
In the following sections, I show that although it is true that some unaccusative
verbs lend themselves to a dyadic analysis, there is a large number of unaccusative
verbs which cannot be accounted for by assuming an underlying dyadic LCS.

2.2. Two Patterns of Unaccusatives in Amharic

In Ambharic, the ICA exhibits two morphological Patterns. In Pattern I, the
causative variant occurs with the affix a-. In Pattern II, the inchoative variant occurs

with the affix t-. Descriptively, Pattern I and Pattern II represent two strategies of
expressing the ICA, namely the causative and the anticausative, respectively. Table
1 presents sorne representative examples:
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Pattern I
Causative

Pattern I
Anticausative

Inchoative | Causative | Gloss Causative | Inchoative | Gloss

wat't'a a-wat't’'a exit sabbara ta-sabbars | break

net't'a a-nat't'a whiten lawwat'a |ta- change
lawwat'a

mat't'a a-mat't'a | come/bring | mallasa te-mallasa | return

bak’'k'ala a-bak'k'ala | grow kaffats ta-kaffats | open

Table 1: Patterns of the Inchoative-Causative Alternation in Amharic

I should point out here that Pattern I is more productive than Pattern II.
Sormne further examples of Pattern I verbs are given below. For ease of exposition,
the verbs are categorized according to Levin's (1993) English verb classification:?

23 (a) Verbs of Emission

Q) light: naddada
a-naddadas
(ii) sound: fannada
a-fannada
(iii) smell: t'annabea
a-t'annaba
(iv) substance: damma
a-damma

'burn'’

‘burn (tr)'
‘explode’
‘explode (tr)’
'stink’
'stink (tr)’
'bleed’
'‘bleed (tr)'

(b) Verbs of Inherently Directed Motion

darrasa

a-darrasa

‘arrive’

‘arrive(tr)'

9 Note that the glosses for the transitive variants do not necessarily correspond to actual English

lexical items.
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(c) Verbs of Manner of Motion
nat't'eras 'bounce’
a-nat't'sra  'bounce (tr)'

(d)  Verbs of Existence and Appearance
nora ‘exist, live'
a-nora ‘exist, live (tr)'

(e) Verbs of Spatial Configuration
gobbat'a 'bend’

a-gobbat's  'bend (tr)'

® Verbs of Change of State

falla 'boil’
a-falla 'boil (tr)'
nak'k‘s 'awake'
a-nak'k'a 'awaken'
zags 'rust’
a-2899 ‘rust (tr)’

I assume that although these classes may be well-motivated on lexical-
semantic grounds, in terms of Event-type classification they all come under the
umbrella of the Event-type Achievement. For L&R, the absence of the causative
variant of verbs such as rust in English is attributed to the notion of internal
causation. As we can see, in the Amharic examples above, internally caused verbs
of change of state such as zaga 'rust' (> a-zaga 'cause to rust') can causativise.
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As mentioned above, Pattern II verbs are not nearly as productive as Pattern
I verbs. Apart from the Pattern II verbs which are listed in Table 1 above, we also
have the verbs in Table 2:

Transitive Intransitive Gloss
daffa te-daffa spill
kammara ta-kammara pile up
layys ta-layya separate
naffa te-naffa blow
nak’'annsk'a te-nsk’'annak’s shake
sanat't'ak’a te-sanat't'ak's splinter
k'addada ta-k'addadas tear
Sabbasaba ta-Sabbasabs wrinkle

Table 2: Pattern II Verbs

I would like to argue that the distinction between the two Patterns is based
on the lexical-semantic property of the verbs. The morphology is indicative of the
underlying LCS of the verbs. I argue that the events enccded by Pattern I verbs are
conceptualized as events which can take place spontaneously, without the necessary
intervention of an external causer. On the other hand, the events encoded by Pattern
II verbs are conceptualized as events which normally come about by an external
causer. Thus, although both mat‘t'a ‘come’ (Pattern I) and sabbars ‘'break’
(Pattern IT) are change of state events, the change of state expressed by the former
is conceptualised as a spontaneous event, whereas the change of state expressed by
the latter is conceptualised as a caused event. The verb mat't'a 'come’ can be
causativised by the prefix a- whereas the verb sebbares 'break’ can be
decausativised by the prefix t-.

I assume that in Ambharic, change of state verbs can be classified in three
major classes depending on the presence or absence of a causing subevent. First,
Pattern I verbs are not specified for a causing subevent. The causing subevent can
be introduced in the derivation. Second, Pattern II verbs are specified for the
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causing subevent. This sub-event can be suppressed in the derivation to derive a
simple change of state. Last, there is a third class (a full discussion of which is
deferred until §2.3) comprising events that obligatorily require a causing subevent.
I will refer to such verbs as mandatory agent verbs. Typical exemplars are verbs of
creation such as ganabbs 'build’ and verbs such as gaddals 'kill'. With mandatory
agent verbs the causing subevent cannot be suppressed in the derivation to derive a
simple change of state. An abbreviated LCS representation of Patterns I and Pattern
IT verbs is presented in (24a) and (24b) respectively:

24) @ Pattern I
mat't's 'come’
[Event y INCH]

(b) Pattern IT
sabbara 'break'

[Event x CAUS [ y INCH]]

In contrast to English, there are no unaccusatives that must remain
unaccusative. The only unaccusative verbs that cannot be causativized by a- are

those with suppletive (lexical) causatives. Thus, the causative of waddak's 'drop
(intr)' is not *a-waddak's but rather the suppletive form t'ale 'drop (tr)'. Another
example is mote 'die’ > *a-mota, > gaddals 'kill'. Thus, the presence of
suppletive lexical items 'blocks' the application of an otherwise productive
morphological process.

In the following sections, I examine the derivation of both Patterns of
unaccusative predicates.

2.2.1. The Derivation of Pattern I Unaccusatives

As already mentioned, I assume that Pattern I verbs are lexically specified as
having no external argument. The LCS schema [y INCH ] represents all Pattern I
unaccusatives. Thus, verbs of appearance, such as mat't'a 'come’ and verbs of
simple change of state, such as k'aliat’a 'melt’ are both represented by the functor
INCH.

As argued in Chapter 1, when there is only a single event in the LCS, there
is only an RP, and no VP projection. The Event-type of verbs without CAUS is
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spelled out in AspP. The partial phrase structure representation of a Pattern I
construction with the verb mat't'a 'come’ is presented in (25):

(25) EP

Vmat't'a ‘come'
[y INCH ..]

I assume that the Theme argument is assigned its 6-role locally within the
RP. The Root moves into Asp to spell out its Event-type. An unaccusative verb
such as mat't'a 'come' can be causativised if a subevent headed by CAUS is
introduced. The basic LCS schema [y INCH] can be embedded within [x CAUS
...). The newly introduced CAUS licenses the VP projection. Since the newly
introduced head was not part of the initial LCS of the verb, we assume that
languages with the appropriate morphological resources signal the argument of
CAUS morphologically. In Ambharic this is done by generating the causative affix a-
under V. The structure of the causative variant of Pattern I verbs such as a-mat't'a
‘bring’ in (26) is schematized in (27):

(26) aster 1i#j-u-n a-mat’'t'e-C-iw
A boy-DEF-ACC CAUS-come.pf.-3f5-3mO
Aster brought the boy
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27) EP

AspP CAUS =8 + mat't'e 'bring’

RP (VP) Asp

_~"~._ INCH
NP R'

g
the boy |
R

Ymat't'a ‘come'
{y INCH ..]
Again, the Theme/Patient argument is assigned the Theme 6-role by the
Root locally in the specifier of RP. The Agent 6-role is assigned in the Spec VP
position, external to the Root projection. The whole structure is part of a single EP
in l-syntax.

2.2.2. The Derivation of Pattern I Unaccusatives

I suggested that Pattern II verbs, unlike Pattern I verbs, have a CAUS
component. That is, the event denoted by such verbs normally comes about with
the involvement of an external causer. As a result of the LCS specification, there are
two arguments: the argument of CAUS and the argument of INCH. These
arguments are projected in Spec VP and Spec RP positions, respectively, as shown
in (29) for the construction in (28):

(28) aster tarmus-u-n  sabbar-ad-iw

A . Dbottle-DEF-ACC break.pf.-3fS-3mO
Aster broke the bottle
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(29) EP
VN
VP E
N\
NP v
Aster / \
AspP CAUS = sabbara 'break (tr)'

SN 8

Asp'

/N
RP (VP) Asp
INCH
NP R’ @
the bottle I

R
Vsbr 'break’
[x CAUS yINCH...]

I bave said that verbs can be specified or underspecified for Event
Headedness. I have also said that in the case of verbs which are underspecified for
Event Headedness, the temporally prominent subevent becomes the default head. I
assume that Pattern II verbs are underspecified for Event Headedness. Thus, the
functor of the causing subevent, CAUS, is either projected or suppressed. Since the
causing subevent is the default head, the morphologically unmarked verb will be the
causative. An overt morphological form is employed as a reflex of suppressing
CAUS. In Amharic this morphological form is the prefix t-. Thus, consider (31)
which is the structural representation of (30):

(30) t'armus-u te-sabbara
bottle-DEF INCH-break.pf.3mS
the bottle broke
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31 EP

INCH =ta—-sabbars 'break (intr)'
NP R t-
the bottle |

R
sbr ‘break’
[ x CAUS y INCH ...}

Hence, the difference between the two Patterns of unaccusative verbs in
Ambaric is attributed to the difference in the specification of CAUS. Pattern I verbs
do not have CAUS at the level of LCS, whereas Pattern II verbs do have CAUS at
the level of LCS. The former can become causative by adding a CAUS subevent
morphologically, whereas the latter can become inchoative by suppressing CAUS
morphologically.

It is important to note here that not all Accomplishment verbs have the
option of suppressing CAUS. In fact, a large class of Accomplishment verbs
cannot be well-formed without the projection of the external argument of CAUS at
l-syntax. This is the case with mandatory agent verbs such as mat't's 'hit', gaddals
'kill', s’'affa 'write'. Because of the importance of such verbs in the discussion of
transitivity alternation, I will briefly examine their derivation below.

2.3. Mandatory Agent Verbs

Mandatory agent verbs have been discussed extensively in the syntactic
literature, particularly with respect to English (Marantz 1984, Levin 1993, Levin
and Rappaport 1995, Harley 1995). It is well-known that in English, verbs of
creation like write and build, and verbs of contact like hit and kiss, must always
appear with a causer argument (barring passive constructions which we will turn to
shortly):
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32) (@ Mary kissed John
(b) *John kissed
© Mary built the house
(<)) *the house built

These verbs are particularly problematic for theories which assume that
information about the external argument of a verb is not part of the lexical entry of
the verb (cf. Marantz 1984, Kratzer 1994, Harley 1995). Harley (1995), for
example, working in a framework closer to the present one, assumes that the head
of BaseP (in our analysis, RP) does not contain information about the CAUS
argument. The CAUS argument is projected in EP licensed by E. This approach
works well when the verbs are underspecified for an Event-type head, such as
break, melt, open, in English or when there is no CAUS in the LCS of the Root,
such as Pattern I verbs, k'allat’s 'melt’, mat't'a ‘come’, in Ambharic.

However, verbs like build, kiss, kick, kill are problematic because these
verbs are always causative and lack the inchoative variant. A theory which assumes
that the information about the external argument is not part of the LCS of verbs
cannot provide a natural account for the non-optionality of the causer argument in
mandatory agent verbs. Harley (1995:194-197) specifically acknowledges this
problem but does not propose any account for it.

In our approach, the argument of CAUS can be present in the LCS of a verb
if the event denoted by the verb requires it. However, its assignment to an argument
is achieved in conjunction with the higher VP. Thus, at the level of LCS, a Root
may contain the external 8-role as part of its lexical specification.

Now the problem is how to capture the difference between the build-type
and break-type causative verbs while still maintaining that both belong to the same
Event-type. This problem can be addressed from a number of different
perspectives. One may simply argue that the embedded subevent in mandatory
agent verbs such as build is a different sort of subevent from the subevent in other
Accomplishment verbs such as break (tr.). One could introduce another primitive,
say, BECOME to represent verbs of mandatory agent, as in (33):
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(33)  build
[x CAUS [y BECOME]]

Thus, the representation in (33) contrasts minimally with the LCS, [x CAUS y’
INCH], of other Accomplishment verbs.

The main problem with introducing another event primitive is that it makes
the system unconstrained by allowing any number of primitives on demand, an
undesirable result for obvious reasons.

On the other hand, one may argue that the causing subevent is lexically
specified as conceptually prominent and cannot be suppressed at 1-syntax. In order
to motivate the notion of prominence, I appeal to the idea of Event Headedness
proposed in Pustejovsky (1995:73ff). As stated in Chapter 1, the basic idea behind
the notion of Event Headedness is that subevents are not only temporally ordered
with respect to each other, for example a causing subevent precedes a change of
state subevent, but they are also ordered in terms of relative prominence or
importance within the larger event.

Thus, a mandatory agent verb such as build which has two subevents
focuses on the action which brings about a state. On the other hand, verbs such as
break are underspecified for Event Headedness, hence allowing either one of the
subevents to project in syntax (e.g. the boy broke the glass vs. the glass broke).
Developing Pustejovsky's (1995:73ff) basic insight regarding Event Headedness, I
assume that a lexically specified head subevent cannot be suppressed in I-syntax.
Thus, verbs of mandatory agent cannot have an inchoative variant.

Therefore, the difference between verbs of mandatory agent and other
Accomplishment verbs does not need to be differentiated by stipulating two
different subeventual primitives. By adopting the independently motivated idea of
Event Headedness, we can capture the difference between the two types of
Accomplishment verbs. 10

When we say that the CAUS subevent is always present in the event
expressed by verbs of mandatory agent, we should be careful not to overstate the
case. To be sure, these verbs can appear without an overt argument of CAUS. In
such cases, however, the construction is that of a passive where there is an implicit
Agent. Thus, consider (34):

10 15 Pustejovsky's (1995) system, a head subevent is marked by an asterisk as in [ e1* < e3 ].
Although nothing hinges on the actual notation used, I will employ the letter % for head in
subscript as in [CAUSy INCH] to represent head subevents. Notice that the verb break will

simply have [CAUS INCH] without any specification as to its headedness.
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(G4 () aster g#nb-u-n gannab-ac-(iw)
A. wall-DEF-ACC build.pf.-3fS-(3m0O)
Aster built the wall

() ginb-u ta-gannaba
wall-DEF PASS-build.pf.3mS
the wall was built

I assume that the passive construction involves a structure quite different
from the inchoative. I would like to argue that the passive morpheme is inserted as
the head of EP. Following the standard analysis of the passive, I assume that the
passive morpheme absorbs the external O-role and as a result there can be no

argument in the specifier of VP. I assume that the passive construction in (34b) has

the structure shown in (35):

(35) EP

/ \ =ta-gannaba 'was built'

Ygnb 'build'
[x CAUS, yINCH]

Therefore, the passive is formed when the argument of CAUS is
suppressed in EP, whereas the inchoative is formed when the argument of CAUS
is suppressed in AspP. This is a desirable result because it provides a structural
account for the ambiguity between the passive and the inchoative interpretations.
Thus, consider the Pattern II verb Vsbr ‘break':
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(36) ta-sabbars
'break (intr)’ (Inchoative)  AspP
'was broken' (Passive) EP

This analysis of the difference between passives and inchoatives provides a
natural account for one closely related fact: with passives there is an implicit Agent
argument (expressed by the standard by-phrase), whereas with the inchoative, there
is no implicit Agent argument. The implicit argument is possible when there is a
projection of a (higher) VP, whose head is, by definition, CAUS. In other words,
the implicit agent semantically depends on the CAUS functor.

This discussion raises the question of how Pattern I and Pattern II verbs
interact with passivization. Thus, in the next section, I examine the interaction of
the inchoative with the passive construction.

2.4. Interaction with the Passive

If the proposed analysis of the passive is correct, a passive of Pattern I
verbs should be impossible. The reason for this is straightforward: the passive
morpheme absorbs the external argument and if there is no CAUS, there would be
no external argument to absorb. As the example in (37c) below demonstrates, the
passive of a Pattern I verb is not possible:

37 (a markab-wa sammat'-ac
ship-DEF sink.pf.-3fS
the ship sank

(b) watadarocu markab-wa-n a-sammat’'-u-(at)
soldiers-DEF ship-DEF-ACC CAUS-sink.pf.-3plS-(3fO)
the soldiers sank the ship

(c) *marksb-wa te-sammat'a-¢
ship-DEF PASS-sink.pf.-3fS
(the ship was sunk)



None of the Pattern I verbs listed earlier can passivize as the following
examples show:1!

(38) Pattern Passive
(a) wat't'a ‘exit *ta-wat't's
(b) nat't'a 'whiten' *ta-nat't'a
©) mat't'a ‘'come' *ta-moat't'a
(d) demma ‘bleed’ *ta-damma

The interaction of unaccusative verbs with the passive construction has
generated considerable debate (cf. Perlmutter 1978, Burzio 1981, Rosen 1981,
Perlmutter and Postal 1984, Marantz 1984, Baker 1988a, Dubinsky et al. 1988,
Belletti and Rizzi 1988, Pesetsky 1995, among others). A number of different
analyses have been proposed to account for the non-passivisation of unaccusative
verbs.

In the framework of Relational Grammar (RG), (see Perlmutter and Postal
1984, Dubinsky, et al. 1988), where grammatical relations such as "subject",
"object" are considered to be theoretical primitives, the non-passivisation of
unaccusative verbs is argued to follow from the principle of the so-called /-
Advancement Exclusiveness Law. In RG notation "1" refers to the subject and "2"
refers to the direct object. Transitive verbs select for an initial subject and object.
Unergative verbs select for an initial subject only, whereas unaccusative verbs
select for an initial object.

As unaccusative verbs select an initial object, the object "advances" to
become the subject, presumably because of the principle of the Final I Law. This
principle requires every basic clause to have a final subject, analogous to the P&P
Extended Projection Principle (Chomsky 1986). The passive construction involves
a 2 to 1 advancement. The 1-Advancement Exclusiveness Law basically restricts the
number of such advancements in a single clause to one. Since the subject of
unaccusative verbs is placed by 2 to 1 advancement, passivization which requires a
second advancement is prohibited, thus accounting for the non-passivization of
unaccusative verbs.

11 Unaccusative verbs can be involved in passivization only through a periphrastic strategy, i.e.,
the use of the passive form of the Light Verb adarrage 'make'. This issue will be discussed in

Chapter 6 in the context of Light Verbs.
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Within the P&P framework, Baker (1988a:323) has argued that
unaccusatives cannot be passivized essentially because of the argument status of the
passive morpheme. Baker (1988a) and Baker et al. (1989), developing ideas in
Jaeggli (1986), argue that the passive morpheme itself is like an external argument
and requires the external 8-role. Since unaccusative verbs do not have the external
0-role, the passive morpheme will violate the Theta Criterion if it is generated with
unaccusative verbs.

Abstracting away from the issue of whether the external 6-role is assigned
to or suppressed by the passive morpheme, the present study supports the view that
the presence of the external argument is responsible for the availability of passives.

However, if passivization is not possible when there is no CAUS in the

LCS of a Root, one would expect that it would be possible to form the passive after
introducing CAUS by the causative verb a-. Thus, a Pattern I verb such as mat't'a

‘come’ first must be spelled-out as a causative verb, 8- mat‘t‘a 'bring’, in order to
be passivized. However, the expected passive form turns out to be ungrammatical:

(39) *ij-u ta-a-mat't'a
boy-DEF  PASS-CAUS-come.pf.

Nothing we have said thus far will exclude constructions such as (39). I
would like to suggest that the form *ta-a-mat't's 'was brought' is ill-formed not
because of any lexical-semantic or structural reason but rather because of a
morphological restriction which governs the co-occurrence of affixes. Suppose that
in Amharic there is a morphological restriction on affixation such that affixes which
are relevant to the valency of the verb cannot co-occur. This constraint can be
informally stated as in (40):

(40) The Co-Affix Constraint
Valency changing affixes cannot co-occur.

A different way of stating this constraint would be to say that valency
changing affixes subcategorize for a Root, not for a derived stem. As I will

demonstrate in Chapter 3, in the context of the s-syntactic causative verb as- and its
interaction with the l-syntactic causative a-, the Co-Affix Constraint is empirically

well-motivated. Although the Co-Affix Constraint is likely to be language specific,
it is interesting to see that morphological restrictions on the co-occurrence of affixes
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is not unusual. For instance, Fabb (1988) has shown that there are many English
suffixes, such as the noun-forming -an and the deverbal suffix -age, "which never
attach to an already-suffixed word" and thus "must select for a host which does not
contain a suffix" (Fabb 1988:532-533).

Therefore, whilst the absence of CAUS explains the ungrammaticality of
passives of Pattern I unaccusatives (*ta-mat't's 'was come'), the Co-Affix
Constraint explains why the passive of the derived causative (*ta-a-mat't'a 'was
brought') is ill-formed. As already mentioned, the situation is different with Pattern
IT verbs such as ta-sabbaras '‘break (intr)": these verbs can be passivized because
they contain the CAUS component in their LCS.

Summarising, the argument of CAUS can be suppressed either in AspP,
yielding the inchoative ta-sabbars 'break (intr)' or it can be suppressed in EP,
yielding the passive ta-sabbara 'was broken'. Pattern I verbs cannot be passivized
because they do not have a functor that licenses an external argument.

Now that we have seen the derivation of the two types of unaccusatives and
verbs of mandatory agents, it is time to examine more closely the distinction
between unaccusatives and unergatives.

2.5. The ICA and Unergatives

One of the questions raised earlier was why intransitive verbs such as
‘dance’, 'laugh’ cannot be involved in the ICA, as shown in (41) - (42), that is,
why they cannot occur as causatives like the unaccusative verbs break, melt, open.

41) (a) John danced/laughed
() *Bill danced/laughed John

42) (a) lamma ¢'affars
L. dance.pf.3mS
Lemma danced

(b) *kassa lamma-n a-C'sffara-w
K. L-ACC CAUS-dance.pf-3mO
(*Kassa danced Lemma)
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Hale and Keyser (1993:75ff), hereafter H&K, attempted to account for the
absence of the causative alternation in (41), by claiming that unergative verbs do not
have subjects in their LRS representation. For H&K (p.78) the subject of
unergative verbs is external, in the sense that it "is not present in the LRS projection
of the predicator, i.e., the lexical VP". Unergatives do not have an internal subject
in the lexical VP (or l-syntax) because the complement in the lexical VP isnota
predicate. On the other hand, the alternation between the gravy thinned and the cook
thinned the gravy is possible because the complement of the inner VP is an adjective
(thin), and thus a predicate, by definition. This predicate, like any other predicate,
requires a subject in its projection (the inner VP), and hence licenses an internal
subject position.

Thus, for H&K, the structure of unergative verbs is quite different from that
of unaccusative verbs. A partial S-Structure representation for unergatives is as in

43):

(43) P

Now, one problem for H&K's analysis is that in some languages the
causative of unergatives is possible. H&K observe that in Papago, the equivalent of
Mary sneezed the children is perfectly grammatical. Consider the following
examples (from H&K, p. 99):

4 (@ bisck-cud  'cause to sneeze'
®) ’a’as-cud  ‘cause to laugh'
© wihos-cud  ‘'cause to vomit'
(d) ’1’thog-cud ‘cause to cough'

Descriptively, the old Agent of the main verb becomes the new object, that
is, it triggers object agreement in the causative predicate. Consider the contrast in
(45):
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45) (a) ’a’al  Cat bisc
children 3:PERF sneeze:PERF
the children sneezed

() ’Aidfi’ant g ’a’al  ha-bisck-c
I Isg:PERF ART children 3PL-sneeze-CAUSE:PERF
I made the children sneeze

H&K argue that in Papago and other languages which have causative
morphology, the subject of the internal VP can be licensed. They claim that "some
grammatical property - for example, its 'transitivity', including the ability to assign
accusative Case - licenses the NP in the Spec position of the unergative verb”
(H&K, p. 99).

H&K's analysis implies that the presence of causative morphology is
sufficient to license the causative of unergatives. If this were true, then why is the
Ambharic construction in (42b) ungrammatical? We know that causative morphology
exists, namely, a-, which has the grammatical property of licensing an internal
argument in the lower VP (the RP). Hence, the explanation for the causative of
unergatives cannot be the presence of a causative morphology per se.

Iargue (see Chapter 3 for details) that the causative of unergatives is formed
in a structure higher than the causative of unaccusatives. I will argue that the
causative of unergatives is formed in s-syntax. Therefore, while maintaining Hale
and Keyser's assumption about external vs. internal subjects, I recast it in terms of
the organization of Event-types.

The hallmark of the present analysis is that unergative verbs encode
activities as opposed to change of states. A distinctive property of an Activity is
that it is inherently atelic, that is, unbounded in its temporal organization. We
assumed that Activity is the composite of two subevents: CAUSE and BE. The
causing subevent is the head of the event in the sense of Pustejovsky (1995). Thus
a verb such as dance will have the LCS in (46):

(46) laugh
[x CAUSE;, [ y BE dance]]
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A syntactic structure corresponding to an Activity Event-type is just like an
Accomplishment Event-type except for one crucial difference: the subevent of an
Accomplishment Event-type is an Achievement (INCH), whereas in an Activity
Event-type, the sub-event is a State (BE).

I refer to the State subevent as a Co-extensive State, that is, roughly a state
which co-exists with an Activity.12 The difference between a Co-extensive State
and the proto-typical State, is that the former is transitory (cf. Croft 1991), that is,
as soon as the activity terminates, the state does not pertain, whereas the latter is
relatively durative (cf. Smith 1991). Croft (1991: 267) has rightly pointed out that
Activity verbs "have a negligible final state, one that is brought out only in certain
contexts.” 13

I further argue that the argument of BE, (in the Spec of RP) may not be
overtly expressed. This argument has special properties: it is related to the verb
semantically and, at times, morphologically as well. Since this argument is a
constant, that is, it can always be predicted from the meaning of the verb, it is
redundant and thus need not be expressed syntactically. However, it can be
expressed syntactically in certain contexts, for instance if it is modified or focused.
One piece of evidence for this assumption emerges from a well-known property of
unergative verbs. As pointed out in Hale and Keyser (1993, 1994), unergative
verbs can take a special type of object, known as a cognate object. Thus, consider
examples (47) from English (Hale and Keyser 1993), (48) from Fongbe (Lefebvre
1994:13), and (49) from Ambharic:

(47) He danced (alively dance)

48) db ads
urinate urine
to urinate

12 1 thank Lisa Travis for suggesting this term to me.

13 Ope may wonder what the status of a co-extensive state would be in the overall schema of
conceptual structure. I argue that a co-extensive state can be regarded as a sub-category of STATE.
This is justifiable to the extent that we can identify sub-categories of event within a single
category. Jackendoff (1990:44) proposes different functions for State. He employs BE for the
location of objects as in the dog is in the park, ORIENT for specifying the orientation of objects
as in the sign points towards New York, and EXT for the spatial extension of linear objects as in
the road goes from N.Y. to San Francisco.
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49 (a) aster (ys-lib sak’ ) sak’a-¢
A, (POSS-heart laughter ) laugh.pf.-3fS
Aster laughed a hearty laughter

(b) aster (ys—agarwa-n ciffara) caffare-¢
A.  (POSS-country-ACC dance) dance.pf.-3fS
Aster danced (a folk dance)

© setiya-wa (k’'onjo zaffan) zaffana-¢
woman-DEF(f) (beautiful song )  sing.pf.-3fS
the woman sang (a beautiful song)

Notice that in all the three languages, the relationship between the cognate
object and the verb is morphologically transparent, that is, the head of the
complement NP is morphologically identical or nearly identical with the verb
itself.14

The status of the cognate object becomes clearer in constructions such as
(50), (from H&K, p. 73), which are near paraphrases of the sentences in (51):

(50) (a She did her new song
(b) This mare does a nice trot

1) () She sang her new song
(b) This mare trots nicely

The verb do in (50) is simply the morphological spell-out of CAUS and the
co-existing state is designated by the arguments new song and nice trot. Thus, in
(50a) the specifier of RP is occupied by the phrase her new song.!5> The coming
about of a new song is the direct consequence of the singer’s activity denoted by

14 This does not mean that the relationship between the verb and the cognate object is always
transparent (e.g. Mary danced a tango). Also, note that in some languages, such as Fongbe (cf.
Lefebvre 1994), cognate objects are obligatory (see also Austin 1982).

15 Note that both in Amharic and English the cognate object is preferred with some modification.
For instance, Mary laughed a laugh does not tell us much more than the simple Mary laughed. On
the other hand, when the cognate object is modified as in Mary laughed a hearty laugh, the
construction provides more information than the sentence without a cognate object. Thus, in
languages where the cognate object is optional, it is typically realized only under special
circumstances such as providing more information about the coexisting state.
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CAUS. The Activity event and the resulting state are dependent on each other such
that it is not possible to conceptualize them separately. The verb do, being simply
a spell-out of the Event-type CAUS, tells us nothing about the specific nature of the
Activity: doing a song and doing a trot are quite different activities which require
different psycho-motor movements. We learn what kind of Activity is taking place
only by inspecting the meaning of the nominal element.

For an unergative construction with a verb like ¢'affara 'dance’, I assume

the structure in (52):

(52) EP
VRN
VP E
AN
NP A
Aster / \
AspP CAUS

)
Asp’

AN

RP (VP) Asp

A7 5
NP R' 19
(dance)
R
V&'fr ‘dance’

[x CAUSyBE...]

Now we are in a position to answer the question why the unergative verbs
are not involved in the causative alternation in the way that the unaccusative verbs
are. Consider once again the relevant Amharic examples repeated below as (53):

53) (a aster ya-agarwa-n ¢iffera caffara-c

A.  POSS-country-ACC dance  dance.pf.-3f5
Aster danced her country’s dance
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(b) *kassa aster-n ya-garwa-n ¢'#ffora
K. A-ACC POSS-country-ACC dance

a-C'af fara-(at)
CAUS-dance.pf-3mS-(3f0)

According to our analysis, the verb of the grammatical sentence in (53a) has
a zero CAUS functor which licenses the external argument. The causative affix a-,
being an I-syntax affix, cannot attach to the verb: it does not have a structural
position, as the head of VP is occupied by the zero CAUS functor. As the structure
in (52) shows, the cognate object, dance, is projected in the specifier of RP,
whereas the agent argument, Aster, is generated in the specifier of VP. This leaves
no position for the causer NP, Kassa, in (53b).

For (53b) to be grammatical while retaining the argument designated by
Kassa, Kassa must be licensed by another VP. This means that a new domain of
EP must be formed. In many languages the head of VP that is outside of EP is
marked by a head different from the lower VP. In English, this higher EP is headed
by the verb make, while in Ambharic it is headed by the affix as-.

Thus, the sentence *Kassa danced Lemma a lovely dance (to mean 'Kassa
made Lemma dance') is ungrammatical for the same reason as the sentence *Bill
broke John a glass (with the relevant reading) is ungrammatical.

Our analysis also accounts for the ungrammaticality of constructions such as
(54) where the argument of CAUS does not appear:

(54) *ya-agar bet ¢&'iffarra ¢'affars
folk dance dance.pf.3mS
(*a folk dance dance)

The ungrammaticality of (54) follows from the hypothesis about Event
Headedness. The CAUS subevent of unergative verbs is specified as the head of
the larger event (see the schema in (46)). As we argued earlier in the context of
verbs of mandatory agent, a specified head cannot be suppressed in l-syntax.

Consistent with what we have said about the correlation of passive and the
presence of the CAUS functor, the passive equivalent of (54) is well formed, as
shown in (55):
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(55) yea-agar bet c'iffarra ta-¢'affara
folk dance PASS-dance.pf.3mS
A folk dance was danced

Therefore, our analysis captures the difference between unaccusatives and
unergatives, by motivating a configurational representation which mirrors the
organisation of Event-types.

Summarizing, Event Headedness and its interaction with morphology
accounts for the realization of the various verb types. Pattern I verbs have the LCS
[y INCH] and their zero derived form will be, vacuously, the inchoative. These
verbs can add the CAUS functor which is morphologically realized by the affix a-.
Pattern II verbs have the LCS [x CAUS y INCH]: they are underspecified for Event
Headedness. When a given LCS is underspecified for Event Headedness, the
temporally prominent subevent becomes the default head. In a causative LCS the
default head is CAUS. The realization of the default head is morphologically
unmarked. Default heads syntactically project unless they are suppressed by
morphology.

Mandatory agent verbs are specified for Event Headedness: CAUS is the
head - [x CAUSy y INCH]. The zero derived form of such verbs is causative. We
have assumed that a specified head functor cannot be suppressed in I-syntax. Thus,
there is no intransitive (inchoative) form of mandatory agent verbs such as gannaba
'build'. Unergative verbs have the LCS [x CAUS}y y BE], with a specified CAUS
functor. Again, this functor cannot be suppressed in l-syntax: there is no agentless
unergative in l-syntax. Since unergatives as well as mandatory agent verbs have the
CAUS functor in their LCS they can be passivized, that is, CAUS can be
suppressed in s-syntax.

2.6. Quirky Alternations
There are two classes of verbs which are potentially problematic for the

proposed analysis. In this section, I examine these verbs and show that they can be
accommodated in the analysis without stipulating additional machinery.

54



2.6.1. The Boil Verbs

There are about half a dozen verbs which are potential counter-examples to
the empirical generalization regarding the non-passivization of Pattern I verbs.
Consider the examples listed in Table 3 (cf. Demoz 1964:18):

Pattern Causative Passive
falla boil’ a-falla te-falla
naddada ‘burn’ a-naddads ta-naddada
laffa 'soften’ a-laffa ta-laffa
nat't'ars ‘purify’ a-nat't’ars ta-nat't'ara
rasa 'moisten’ a-rasa ta-rass
kasbbara  'gain respect’ a-kabbara ta-kabbara

Table 3: The "Boil” Class of Verbs

I will refer to these verbs as the Boil class of verbs, for lack of a better term.
It is obvious that these verbs exhibit Pattern I behaviour: their unmarked form is
inchoative and the causative is derived by the CAUS affix a-. Unlike Pattern 1
verbs, however, the verbs of the Boil class can take the affix ta- to form the
passive. As we have seen earlier, the passive of Pattern I verbs is not possible: *ta—
mat’'ta 'was come'. Thus, the Boil class of verbs appears to challenge the
generalization that in Amharic the passive exists only when there is an external theta
role.

As problematic as this class of verbs may be, the peculiarity it exhibits is not
accidental. From a cross-linguistic perspective, there is a lexical-semantic basis for
treating the Boil verbs as a homogenous class. Haspelmath (1993:109, n.17) notes
"[boiling] occurs in nature mainly as a result of volcanic activities. But human
agents may boil liquids only very indirectly, by using the natural force of fire,
which may account for the behaviour of boil™. This suggests that the event
encoded by the verb 'boil' can be conceptualized as coming about either
spontaneously (prototypically Pattern I) or through the involvement of an external
instigator (prototypically Pattern IT).
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In Ambharic, the verb falla 'boil' can be used to describe both volitional and
non-volitional events. For instance, it can be used to express a situation where a
kettle of water is boiling (volitional) as well as a thermal spring (non-volitional).16
The former occurs through volitional agency whereas the latter occurs through the
force of nature. Likewise, the verb 1affa which means 'become soft' (as for
example a hide) has a passive form ta-laffa 'be softened which expresses the
event that comes about through the work performed on a hide to make it pliant. The
verb kabbara 'gain respect, be esteemed’ is particularly interesting because it
cannot have a non-volitional Agent. Among the meanings of the inchoative of
kabbara are found (a) 'gain respect’ (b) 'be exalted (as God)', (c) to be celebrated
(as in a holiday). It is obvious that events such as 'respecting’, 'exalting’,
‘celebrating’, can be carried out only by volitional human Agents.

Suppose that the Boil verbs have an LCS similar to that of Pattern II verbs
except that, unlike the latter, they are specified for Event Headedness: the lower
subevent is the head:

(56) Vf1 'boil’
[ x CAUS y INCHy, boil]

The verb projects its head subevent to derive an inchoative verb. Since
INCH is the head functor, the unmarked form of the verb will be inchoative. This
follows from what we have said about the zero derived form of a verb: the zero
form realizes the head functor. The non-head functor can be licensed only by the
use of overt morphology, namely by the l-syntax causative affix a-, or can be
suppressed by the passive.

This analysis neatly captures the ambivalent behaviour of the Boil class of
verbs. The Boil verbs have a Pattern II LCS but are specified for Event
Headedness: INCH is the head, [x CAUS y INCHy]. Thus, the zero derived form
of these verbs is inchoative. However, the highest subevent, CAUS, which
otherwise would have been the default head (because of its temporal prominence)
can be projected in l-syntax. Since the zero form is already used to derive the
inchoative, the non-head functor CAUS must be licensed by overt morphology,
namely the 1-syntax affix a-. This makes Boil verbs look like Pattern I verbs. Since

16 Incidentally, thermal springs are commonly called by the compound fil wiha (f41 < falla
'boil’, wiha 'water'). Interestingly, this compound cannot be used to describe water boiling in a
kettle. One has to use the relativized form ya-falla w#hae 'water which was boiled'.
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the LCS contains the CAUS functor, the Boil verbs can be passivized. Hence, in
this respect, the Boil verbs look like Pattern II verbs.

2.6.2. Ingestive Verbs

The generalization that the 1-syntactic CAUS affix a- does not attach to

transitive verbs is correct with only one exception. A small class of verbs which are

called ingestive verbs (Demoz 1964:33) exhibit an unexpected transitivity pattern:
they can take the l-syntactic CAUS affix a- despite the fact that they are already

causative. Consider the example in (57):

(57) aster lomma-n  dabo 8-bolla-¢-iw
A L.-ACC bread CAUS-eat.pf.-3fS-3mO
Aster fed Lemma some bread

Since the verb balla ‘eat’ has a zero l-syntactic causative, like Pattern II
causative verbs such as sabbara 'break’ or mandatory agent verbs such as gannabe
‘build’, it would not be expected to take the I-syntactic CAUS affix e-.

The list presented in Table 4 exhausts the class of ingestive verbs in
Ambharic (cf. Leslau 1995):
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CAUS-W a-CAUS-Vv

bslla ‘eat’ a-balla 'feed'
tat't's "drink’ a-tat't'a 'give to drink'
lasa ‘lick’ a-lasa 'give to lick’
t'abba 'suck’ a-t'abba ‘to suckle’
gammas® 'taste’ a-gammasa 'give to taste’
laggama ‘pick up' a-laggama  'graze’
gwarrasa "take a mouthful’ a-gwarrasa 'give a mouthful’
wat's 'swallow' a-wat'a 'give to swallow'
k'ama ‘eat large mouthfuls of |a-k'ama 'give large mouthful of

grain’ grain'
gat's 'graze ' a-gat's let graze'

Table 4: Ingestive Verbs

The question is, then, what is special about the class of ingestive verbs?
How can we reconcile the property of ingestive verbs with the basic generalization
regarding the morphological causative a-?

At the outset, one can pursue a lexical approach to this problem. One may
argue that the causative affix is lexically attached to this class of verbs. Thus, the
causativized ingestive verb such as a-balla 'feed' is listed in the lexicon
independent of the basic causative form baslla 'eat’. The problem with the lexical
account is that it makes the relationship between the causativized and the non-
causativized verb accidental. Also, as we shall see shortly, the lexical account is
quite problematic given that a number of typologically diverse languages exhibit a
similar quirk for ingestive verbs. Therefore, I develop one analysis of the ingestive
verbs which accounts for the transitivity problem without abandoning the
generalization regarding the ICA.

An essential property of ingestive verbs in general is the fact that they can be
both transitive, as in (58a), (59a), and intransitive, as in (58b), (59b):
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(58 (a) John ate the sandwich
(b) John ate

(59 (@) lamma  dabo balla
L. bread  eat.pf3mS
Lemma ate some bread

(b) lamma  balla
L. eat.pf.3mS
Lemma ate

Even though the (b) sentences are intransitive, it is the intuition of speakers
that there is an implicit object argument which is prototypically understood as
'something edible'.

It is interesting to note that these same verbs exhibit peculiar behavior in a
number of genetically and typologically diverse languages including Malayalam
(Mohanan 1983:105-106), Berber (Guerssel 1986:36ff), Chichewa (Baker
1988a:461n.31), and Malay (Voskuil 1990).

In the Dravidian language Malayalam (Mohanan 1983), there is a very
productive causativization process which derives causative predicates both from
intransitives and transitives. However, intransitives and transitives differ in the
syntactic realization of the causee. In the causativisation of intransitive verbs, the
causee (the original subject) becomes a 'primary object’ (marked by accusative
Case), whereas in the causativisation of transitive verbs, the causee occurs in an
instrumental phrase. Thus, consider the following contrast (from Mohanan
1983:58-59):

(60) (a) kutti karanniu
child-n cried
the child cried

(b) acchan kuttiye kafay-icc-u

father-n child-a cry-cause-past
the father made the child cry
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61 (a kutti aanaye nulli
child-n  elephant-a pinched
the child pinched the elephant

() amma kuttiye-kkonto aanaye null-icc-u
mother-n child-a with elephant-a  pinch-cause-past
mother made the child pinch the elephant

In the causative of a transitive verb, as in (61b), the causee must appear as an
instrumental with the postposition konte 'with'.

The only exception to the above generalisation comes from a small class of
transitive verbs which Mohanan refers to as ingestive. Consider the following
examples (from Mohanan 1983:105):

62) () kugti coors tinnu
child-n rice-n ate
the child ate the rice

(b) amma kuttiye coors tiitti
mother-n child-a ricen eat-cause-past
mother fed the child rice

As (62b) shows, the causee of the verb tinn 'eat’ behaves as the causee of

an intransitive verb: it occurs with the accusative case instead of the instrumental
adposition. Thus, even though the verb is transitive, its causativisation pattern is
that of an intransitive verb. Unfortunately, Mohanan does not offer any solution to
what he calls the "mystery of ingestive verbs" (Mohannan 1983:106).

It is interesting that the Malayalam ingestive class includes not only verbs of
eating, such as tinn 'eat', kutikk 'drink', but also verbs such as kaan 'see’, and

pathikk 'learn’. Mohanan (1983:106) notes that in the Dravidian literature the term
ingestive is used to encode the meaning of "taking something either literally or
metaphorically”. According to Mohanan, this class of verbs exhibits similar
behaviour in other Indian languages as well. Apparently, the existence of the
ingestive class of verbs had been noted at least as far back as Panini in the study of
Classical Sanskrit.
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The ingestive verbs also exhibit an unexpected pattern of transitivity
alternation in Berber, an Afroasiatic language (Guerssel 1986). Berber has a
productive morphological process which derives causative verbs from intransitive

verbs. Thus, according to Guerssel (1986), 'active’ (unergative) monadic verbs
such as bedd 'stand' and 'stative' (unaccusative) monadic verbs such as zyert 'be

long' can be causativised by the causative prefix ss- (Guerssel 1986: 14-15):

63) (a) y-bedd wrba

3ms-stand boy:cst
the boy stood up

(b) y-ss-bedd wryaz arba

3ms-TRANS-stand man:cst boy
the man made the boy stand up

64) (a) y-zyert wiuli
3ms-be long string-cst
the string is long

(b) y-ss-zyert wrba fuli

3ms-TRANS-be long boy-cst string
the boy lengthened the string

On the other hand, causativisation cannot apply to typical transitive verbs
such as wt 'hit' (Guerssel 1986:18):

(65) *y-ss-wt wmddakkwl-inw mucc aryaz
3ms-CAUSE-hit friend:cst-my cat man
my friend made the man hit the cat

The only exception to the generalization that transitive verbs cannot be

causativised comes from a class of verbs which Guerssel (1986:36) refers to as the
eat class, which includes verbs such as ttc 'eat’, sw 'drink’, jjawn 'be satiated

with food' and tted 'suckle’. Consider the examples in (66)-(67):
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66) (a) v-ttcu wqqzin
3ms-eat dog:cst

the dog ate

(b) Y-ss-ttc wryaz aqqzin
3ms-TRANS-eat man:cst dog
the man fed the dog

©7 (a) v-ttcu wqqzin aysum

3ms-eat dog:cst meat

the dog ate the meat

®) Y-ss-ttc wryaz aysum i-wqqzin
3ms-TRANS-eat:per man:cst meat  dat-dog:cst
the man fed meat to the dog

Notice that, like most other languages, the Berber verb ttc 'eat' can be used

intransitively, as in (66b). However, the interesting example is (67b), where the
transitive variant of the verb ttc 'eat’ is causativised, thus violating the transitivity

pattern of Berber.

Thus, the data from these three languages, Amharic, Malayalam, and
Berber, show that ingestive verbs violate the transitivity pattern of the languages.
In Ambharic, the l-syntactic causative affix a- takes only intransitive (albeit
unaccusative) verbs. There is no transitive verb that can take a-: the only exception
being the ingestive verbs. In Malayalam, the causee of a transitive verb is always
realized as an instrumental. With the exception of ingestive verbs, there is no other
transitive verb whose causee can appear in an accusative case. In Berber, transitive
verbs cannot be causativised. The only exception to this comes from ingestive
verbs.

Although the problem of ingestive verbs is noted in some studies within the
generative framework, to the best of my knowledge no systematic analysis of the
problem has been proposed. A notable exception is Guerssel (1986) who offered an
account of the ingestive verbs in Berber. Hence, I will briefly review Guerssel's
(1986:36-39) analysis of the Berber eat class before putting forward my own
analysis.
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2.6.2.1. Ingestives and Implicit Objects

Guerssel (1986:6) assumes a framework which recognises a level of LCS
that represents the meaning of a verb, and a level of Lexical Structure (LS) which is
"the lexical projection of the category verb". The two representations are related by
"a set of linking conventions that associate the variables in LCS to argument
positions in LS". The LCS and LS together are referred to as the Predicate
Argument Structure (PAS) of a verb.

In order to account for the problem of ingestive verbs, Guerssel (1986)
begins with the assumption that the ingestive verbs have Agent and Patient semantic
roles. Guerssel argues that the LCS of ttc 'eat’' contains a clause which identifies

the patient variable, as in (68):

(68) LCS of ttc 'eat’
x EAT y, where y is typically FOOD

Guerssel proposes that the patient role in the LCS is not obligatorily linked to an

argument position in the LS. Thus, depending on whether the patient argument is
linked or not, there are two PAS representations for ttc 'eat’ (Guerssel 1986:37):

6 @ Vv (b) v’
| | N
v v arg
X EJ\T y X ELT y

The PAS representations in (69a) and (69b) are that of the intransitive and
transitive 'eat’ respectively. Guerssel argues that the causativisation rule cannot
apply to any transitive PAS, including (69b), but there is no reason why it cannot
apply to (69a). The basic idea is that the eat verbs, by virtue of their lexical
property, have a patient role which is not linked into a position in LS. Due to this
property, the eat verbs can behave as intransitive for the purpose of causativisation.
Guerssel argues that the crucial difference between the eat verbs and other transitive
verbs such as hiz is that the latter cannot have a PAS like (69a) and as a result
cannot be causativised.

Guerssel's (1986) analysis regarding the grammatical function of the
arguments in the causativised 'eat’ (67b) is problematic. Notice that in Berber the
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Agent of the lower verb is realized as a dative argument. There is no reason why
this argument is not realised as the object of the derived verb. In order to account
for this problem, Guerssel (1986:39) invokes the notion of "passive participant": an
argument which is a passive participant in a given activity is mapped onto the object
position. Guerssel (1986) stipulates that in (67b), although the Agent argument of
the lower verb is a passive participant relative to the external causer, the Patient
argument of the lower verb is a 'more’ passive participant than the Agent argument
and as a result it is the Patient that can be mapped onto object position.

The problem with Guerssel's notion of passive participant is that it is not
independently determined but is rather evaluated relative to other arguments.
Furthermore, it would be difficult to transfer the notion of a passive participant into
the analysis of other languages, such as Amharic and Malayalam, where it is the
causee (not the patient of the lower verb) that is mapped onto the object position.
Thus, it would be desirable to derive the effect of passive participant from other
independently motivated principles of grammar.

In the next section, I motivate an account of the ingestive verbs on the basis
of a more articulated LCS. I will establish that the important property of ingestive
verbs is not only the presence of an optional Theme/Patient argument but also the
presence of a Goal argument that is co-referential with the Agent.17

2.6.2.2. Ingestive Verbs as Ditransitives

Let us begin with the LCS of ear proposed in Jackendoff (1990). According
to Jackendoff (1990:253), the verb eat has a causative LCS with an Agent, an
optional Theme/Patient and a Goal argument:

(70) eat
\%
[Event CAUSE ([Thing;j ], [INCH ([Thing ],
[Path TO[IN[MOUTH-OF [ Thing j ]]I)])]

The Path argument of INTO is normally conceived of as "self's mouth"
which is co-indexed with the first argument of CAUSE. Typically, the arguments

17 Note that if the crucial property were the presence of an optional object, unergative verbs would
be expected (contrary to fact) to take the l-syntax causative affix a-. Recall that unergative verbs

have an optional object - the cognate object.
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of CAUSE, INCH and INTO - Agent, Theme/Patient, and Goal - are mapped onto
the subject, object and indirect object positions respectively. However, when the
Agent and Goal arguments are linked to the samne NP, only the higher argument,
that is, the Agent, is mapped onto the syntax. In other words, although the eat class
of verbs appear to be transitive in the syntax, they are ditransitive in the LCS.

When the Agent and Goal are co-indexed, it is the higher of the two, namely
the Agent, that is mapped onto the syntax, giving the argument structure of the verb
balla 'eat', with an Agent and a Theme argument.

(71) balla 'eat’
[ xi CAUSy (y) INCH zi PATH]
d
@

< Agent, Theme >

Let us assume that another CAUS functor is introduced at I-syntax. We
know from our discussion of the causative alternation that an l-syntax CAUS
functor cannot attach to a verb which already has a CAUS functor. However,
given the LCS of the verb balla 'eat’ in (71), the possibility of allowing a new
CAUS functor emerges. Suppose that the original CAUS functor does not project.
This option, which is otherwise unavailable with other causative verbs (because
CAUS is specified as head), is made possible by the co-indexation of CAUS with
PATH. In other words, the CAUS functor is semantically recoverable from the
PATH. Thus, the old CAUS will be displaced by the new CAUS. This will give
the triadic argument structure of the verb a-balla 'feed’, as modelled in (72):

(72) a-balla 'feed'
[w CAUS [xjCAUS (y)INCH zj PATH]]

l
¢

< Agent, Theme, Goal >
Languages vary in how they realize the LCS in (72). In Ambharic, the

introduction of the new CAUS functor is achieved by a morphological causative,
the 1-syntax affix a-. In languages like English, (72) is realized by a suppletive
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form, the verb 'feed'.18 There is nothing special about this sort of suppletion.
Recall that we have already seen a similar contrast between the l-syntax derivation
of CAUS + Vcome, giving a-mat't'a 'bring' in Amharic, whereas CAUS +Vcome,
giving the suppletive form bring in English.

Our analysis does not imply that all verbs of ingestion will behave the same
way. On the contrary, there will be language-particular lexical gaps. For instance,
the verbs eat and drink are conceptually identical except for the specification of the
Theme/Patient argument: in the former the Theme/Patient is typically a solid
substance (cf. Levin 1993: 213ff), whereas in the latter it is liquid.!® In both cases,
the Theme/Patient can be omitted: John drank beer vs John drank. Nevertheless,
whilst there is an l-syntax causative of eat, namely feed, there is no equivalent 1-
syntax causative for drink. In fact, it appears that in English all verbs of ingestion,
with the exception of eat, lack 1-syntax causatives. Instead, a periphrastic form is
employed, for example, give to drink.

There is cross-linguistic variation with respect to the productivity of
deriving the l-syntactic causative of ingestive verbs and also with respect to the size
of the ingestive class itself. In Ambharic, the set of ingestive verbs which take the 1-
syntactic causative a- include verbs such as 'eat’, 'drink’, 'taste’, among others.
Likewise, in Malayalam and Berber, ingestive verbs have 1-syntactic causatives
which are derived by a productive morphological process. However, recall that
Malayalam (Mohanan 1983) differs from both Amharic and Berber in that the set of
ingestives includes verbs of perception and mentation such as 'see’ and 'learn’.20

18 1t should be noted here that the English verb feed which we assume to be the lexicalized
causative of eat, has a different range of usage to the verb eat. As noted in Fellbaum (1990), the
verb feed supports a number of compounds such as bottlefeed, breastfeed, spoonfeed which simply
do not occur with the verb eat. This type of meaning extension is typical of lexicalization; recall
the famous debate regarding the relationship between ‘'kill' and ‘cause to die'.

19 This s a slight over-simplification. There are other differences between the English verbs ear
and drink which are not relevant for the present discussion. For instance, consider the difference
between John had a drink vs. *John had an eat. See Wierzbicka (1982) for some interesting
differences between the two English verbs.

20 Note that, even in Amabhric, the term 'ingestive' is used in a Ioose sense as it covers verbs of
gustation like k’ammasa 'taste’. The cross-linguistic variation regarding verbs of ingestion is an
interesting topic for future investigation. In some languages, there is only one abstract verb which
can be used with anything that is taken. In Bengali, for instance, the verb kha can be used as ‘eat’,
‘drink’, 'smoke’, or 'graze' depending on the identity of the Agent and/or Theme/Patient argument
(M. Onishi, p.c.). In some languages, it is the manner of eating that seems to be expressed by
different verbs. English appears to have a rich inventory of verbs of ingestion that specify the
manner of eating. Thus, consider chew, chomp, crunch, gnaw, munch, nibble, pick, peck, sip,
slurp, suck (examples from Levin 1993:214). Some verbs are used to encode "the complete, and
usually speedy, consumption of something" (Levin 1993:215). Such verbs are bolt, gobble, gulp,
guzzle, quaff, swallow, swig, wolf,
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There is also cross-linguistic variation with respect to the Case of the Goal
argument. The Case assignment of the Goal argument depends on the Case
resources of individual languages and may exhibit some idiosyncracy. Malayalam is
like Amharic in that the Goal argument receives accusative Case. On the other hand,
in Berber, the Goal argument receives dative Case. In languages like English, the
goal argument can be expressed either as an accusative object or as a dative object.
Consider the examples in (73), from Carrier and Randall (1992):

73 (@ They fed the baby (peas)
(b) They fed peas to the baby

The sentence in (73a) resembles the dative shift structure that is familiar
from the verb give. One important difference between the typical dative shift
structure and (73a) is that in the former the Theme/Patient argument cannot be left
implicit (They gave John *(a present)). This can be trivially traced back to the LCS
of the verb give; namely, unlike the ingestives, the Theme/Patient argument cannot
be implicit. 21

As already shown above, in Amharic the Goal NP is marked by accusative
Case. Consider the relevant example repeated as (74):

(74) aster almaz-in  dabo a-balla-¢-at
A. A.-ACC bread CAUS-eat.pf.-3f5-3f0
Aster fed Almaz some bread

21 1t is likely that the crucial criterion for the implicitness of the Indirect Object may be that it has
to be coreferential with the agent. This requirement gains some indirect support from languages
like Georgian, for which the rule "Co-referential Version Object Deletion" has been motivated (cf.
Anderson 1992:276). As Anderson puts it this rule applies when "..the Indirect Object expresses
(a) a benefactive or (b) the possessor of the Direct Object; and when furthermore (c) this Indirect
Object is co-referential with the Subject of the clause” (Anderson (1992:277)). Thus, consider the
following examples, where the rule has applied in the second sentence (ibid):
@ @) deda u-keravs S$vils kabas
mother sews for child dress
The mother is sewing a dress for the child.
®) deda i-keravs kabas

mother sews self dress

The mother is sewing herself a dress.
What is interesting for our purpose is that the ingestive verbs satisfy the two requirements for the
deletion rule: namely, the indirect object is (a) a goal and (b) co-referential with the subject.
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What about the Case of the Theme/Patient argument? In order to determine
the Case properties of the Theme/Patient, we have to use a definite NP as in (75),
because in Amharic only definite NPs can be assigned the accusative Case:

(75) easter almaz-in dabo-w-in a-bal-ac-at
A A-ACC bread-DEF-ACC CAUS-eat.pf.-3fS-3fO
Aster fed Almaz some bread

Notice that both NPs, the causee and the basic object can be assigned
accusative Case. However, a closer examination reveals that there is an asymmetry
between the two objects: only the Goal causee can trigger object agreement. Thus,

consider (76):

(76) *aster almaz-in dabo-wji-in a-ball-ac-+wi
A. A.-ACC bread-DEF-ACC  CAUS-eat.pf.-3fS-3mQO

Therefore, despite the fact that both NPs can occur with an accusative Case,
only one of them can exhibit an object-like property. The Case assignment
mechanisms of Amharic morphological causative verbs and double object verbs will

be discussed in detail in Chapter 3 (§3.5.). For the present purposes, I simply note
that the double object asymmetry exhibited by the verb balia 'eat' can be accounted

for by assuming that the Goal NP is assigned structural Case, whereas the

Theme/Patient NP is assigned inherent Case.
A partial phrase structure representation of the ingestive construction is as

schematized in (77), (ignoring irrelevant details):
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(77)

N
VAN

NP V'
Aster / \

AspP  CAUS

NP2 R

Almaz Vbl ‘eat'

Thus, NP2 moves into AgrO position to check structural accusative Case. It
also triggers object agreement in AgrO.

We have said that the crucial property of the ingestive verbs is that the Agent

argument can be co-indexed with the Goal argument. If this assumption is on the
right track, one may wonder whether there are other verbs which exhibit the same
property and behave accordingly. The verb 1sbbasa 'dress’ is one such verb.
Consider the examples in (78) and the proposed LCS for 1abbasa 'dress' in (79):

(78)

(79)

(a)

)

aster libs lsbbasac
A. dress dress-3FS
Aster dressed in a dress

lamma asterj-#+n 1libs a-labbas-at;

L. A.-ACC dress/cloth CAUS-dress3mS-3f0
lit. Lemma dressed/clothed Aster a dress

Lemma dressed/clothed Aster in a dress

dress
Vv,
[Event CAUSE ([Thingj ], [GO ([Thing ],
[path TO [ON [BODY-OF [ Thingj 1]11DD]
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The LCS of dress is very much like ear except that in the former the Goal
argument is not 'self's mouth’ but rather 'self's body'. As in the case of the
ingestives, the Goal of the verb 1abbass 'dress/put on/wear’ can be different from
the Agent argument: X causes Y(clothing) to be on the body of Z. The Goal
argument moves to AgrO and as a result the double-object construction is derived.

Therefore, the unexpected behaviour of the ingestive verbs with respect to
transitivity alternation can be accounted for by assuming that the verbs' LCS
specifies a Goal argument that forms a chain with the Agent argument. By virtue of
its co-indexation with a Goal argument, the Agent may not project in the syntax.
This allows for the introduction of another causer argument thus deriving the 1-

syntax causative of transitive verbs.

2.7. Summary

In this chapter, I investigated the Inchoative-Causative Alternation and
related issues. I identified two types of unaccusative verbs in Ambharic. Pattern I
unaccusatives have an underlyingly monadic structure, whereas Pattern II
unaccusatives have a basically dyadic structure. In the case of the former, CAUS
can be added in the derivation, whereas in the case of the latter CAUS can be

suppressed.
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For ease of comparison, I have summarized the main verb types in Table 5
below:

Verb Types | Examples | Intransitive |Transitive | Passive LCS
Pattern I mat’t'a mat't'a 8 + mat't's | none [y INCH]
‘come’
Pattem II sabbars to+ sobbsra |sebbers to+ sabbors | (x CAUS
‘break (tr)' _YINCH] |
Mandatory gannabs none gannabe to+ gannaobe | [x CAUSH
| Agent Verbs | 'build’ 'y INCH]
Unergatives | S'offore &'offars &'affora ta+ c%ffors | [x CAUSH
'dance’ y BE]
Boil Verbs folla folls 8 + folla to + folla fx CAUS
'boil’ y INCHp]
Ingestives | bolle balla bota /  |to + bella | [x; CAUSH
'eat’ 8-bslla y INCH
'feed' zi,j Path )

Table 5: Summary of Verb Types

The notion of Event Headedness (Pustejovsky 1995) has been found to be
crucial in characterizing the morphosyntactic realization of Event-types. It is
particularly important when the LCS of the verb encodes two subevents. The basic
idea is that the lexical-semantics of verbs does not only specify temporal relations
between subeventualities but also encodes relative prominence. In some events, the
focus is on the causing subevent, whereas in others the focus is on the resulting
subevent. In yet other events, either subevent may be profiled as prominent. I made
the additional assumption that when verbs do not specify their Event Headedness,
the temporally highest subevent becomes the default head. In languages like
Ambaric, the default head functor must project in l-syntax, unless suppressed by
overt morphology.

In the final section, I discussed two classes of verbs, namely the Boil verbs
and the Ingestive verbs which appear to pose problems for the proposed analysis.
In each case, I showed that it is possible to account for the apparent problems by
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utilising the same basic devices proposed in the analysis of other verbs. Thus, the
Boil verbs exhibit properties of both Pattern I and Pattern II verbs. They were
shown to be like Pattern I verbs in that their zero form is inchoative, but to be like
Pattern II verbs in that they permit passivisation. This apparent inconsistency was
resolved by assuming that these verbs have an LCS similar to Pattern II verbs but
with an INCH head functor.

The apparent problem posed by the Ingestive class of verbs is also tackled
by utilising independently motivated assumptions. I showed that ingestive verbs are
ditransitive with two internal arguments, Theme/Patient and Goal. The LCS of the
verbs indicates that there is an implicit Goal argument which is co-referential with
the Agent. Since the Agent is lexically specified as co-referential with the Goal, it
can be omitted. This allows for the introduction of an I-syntax CAUS functor, thus
deriving a triadic argument structure for the ingestive verb.
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CHAPTER 3

The External Causative

3.0. Introduction

In the previous chapter, we saw that the Inchoative-Causative Alternation is
sensitive to the Event-type of the Root. Typically, only Achievement verbs
participate in the alternation. However, causation is such a fundamental aspect of
human cognition (cf. Talmy 1985a), languages have strategies to embed different
Event-types within a causative predicate. It is generally assumed that there are three
types of causative constructions: (a) lexical causatives, (b) synthetic causatives, and
(c) analytic causatives. Some representative examples are given below from
English:

(1) - (a Lexical Causative: John broke the glass
(b) Synthetic Causative: Mary pasteurised the milk
(c) Analytic Causative: Mary made Bill go to school

Some linguists collapse the three types of causative constructions into two
major types. Thus, Shibatani (1976:3ff) makes a distinction between
morphologically irregular causatives - lexical causatives - and morphologically
regular causatives - productive causatives. Shibatani suggests that whether
languages use affixes or independent words to derive causatives depends on their
morphological typology. Agglutinative languages tend to employ affixes whereas
isolating languages tend to employ independent verbs, what Shibatani (1976:2)
calls awxiliary causative verbs.

The classification of causative predicates is frequently made on the basis of
semantic assumptions. For instance, lexical causatives are assumed to express
'direct’ or 'contact' causation, whereas analytic causatives are assumed to express
'indirect’ or 'distant' causation. Shibatani (1976:31-32) uses the terms
'manipulative’ and 'directive' for the lexical and productive causatives respectively.
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Within the framework of the present study, both lexical and productive
causatives are derived in the syntax. We have seen in the previous chapter that both
the 'lexical' causative ssbbara 'break (tr)' and the morphological causative a -
mat't'a 'bring’' have the same CAUS functor. This CAUS functor is realized by a
zero form in Pattern II verbs (sabbara 'break (tr)') but by a- in Pattern I verbs (a-
mat't'a 'bring').

Ambaric has another causative verb, as -, which is the subject of the present
chapter. I will refer to this causative verb as the external causative to signify that it
is generated outside the lower EP. I will show that the configurational analysis
proposed in Chapter 2 can be extended to account for the difference between the

internal (1-syntax) causative and the external (s-syntax) causative. I argue that the
causative verb as- differs from a- in its structural position, namely that it occurs

above EP. Since as- selects for an EP, it is not sensitive to the Event-type of the
Root. I also show that the distribution of the two causative affixes with respect to
intransitive verbs is closely correlated with the unaccusative/unergative distinction.

This chapter is organised as follows. In §3.1, I present basic facts about the
external causative. In §3.2 and §3.3, I examine the interaction of the external
causative with unergative verbs and unaccusative verbs. In §3.4, I investigate the
so-called double causative, the causative of Accomplishments. In §3.5, I address
issues pertaining to agreement and Case. In §3.6, I examine constructions which
involve multiple occurrences of the external causative affix. In §3.7, I discuss the
so-called permissive meaning of the external causative predicate.

3.1. The External Causative and CAUS-selection

Languages differ in how they encode the external causative. Many
languages mark the external causative by using a form which is distinct from the
internal causative. In languages like English, the external causative is spelled out
by an independent verb make, as in John made Mary dance, whereas the internal

causative is often a zero form. In some languages such as Hindi-Urdu (Kachru
1976) the causatives are distinguished by two different forms, -a- for the internal

causative and -va- for the external causative (Kachru 1976:356):
2) (2) sikhna 'learn’

(b) sikhana 'teach’
(c) sikhvana 'cause to teach'
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In still other languages, the external causative is formed by doubling or
reiterating the internal causative morpheme. For instance, in the Cushitic language
Oromo, (cf. Dubinsky et al. 1988, Owens 1985), the internal causative morpheme
is a single -s morpheme whereas the external causative involves two -s morphemes

(Dubinsky, et. al 1988:485):

3) (a) daanfe 'boil (intr);
®) daanf-is-¢ 'boil (tr)’
(c) daanf-is-iis-e 'make someone boil something'

However, there are languages which do not appear to make any
morphological distinction between the two types of causatives. In Tagalog and
Malagasy (Travis, in press) the same form is used for both types of causatives.

Hence, languages differ in the strategies they employ to encode the two
types of causatives. However, when languages allow different forms of the two
types of causatives, the external causative is morphologically more marked than the
internal one (cf. Comrie 1993). Thus, if only one of the causatives is to be realized
by zero morphology, it will be the internal causative. That is, we do not expect to
find languages where the higher causative is signalled by zero morphology and the
lower causative is encoded morphologically.

As we have already seen, in Ambaric the l-syntactic causative can be formed
either by a zero form or by the affix a-, whereas the s-syntactic causative is always
realized by the affix as-.22 I assume that the LCS of the external causative affix
specifies that the verb selects for an EP irrespective of the nature of the EP. This
can be schematized simply as in (4):

4 as- 'cause'
[CAUS [ EP]]

What is interesting is that the distribution of the two causative affixes, a-
and as-, splits the class of intransitive verbs into two major classes, essentially
paralleling the unaccusative/unergative distinction. Hence, Ambharic has a

22 The Amharic causative prefix as- is historically derived from 8- and the proto-Afroasiatic

causative *$(S). The -S causative is found in other Afroasiatic languages such as Berber (Guerssel
1985) and a number of Cushitic languages such as Oromo and Agaw.
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morphologically transparent diagnostic for unaccusativity. I refer to this diagnostic
by the term CAUS-selection and informally state it as in (5):

(5) CAUS-selection
Intransitive verbs which select only for the causative affix as- are

unergative.

If an intransitive verb takes only the affix as- then that intransitive verb must

be unergative. Note that CAUS-selection as stated in (5) does not imply that all
intransitive verbs that take as - are unergative. The consequences of CAUS-selection

will be explored in detail in the coming sections.
3.2. Unergatives and the External Causative

In Chapter 2, we saw that unergative verbs such as dance, laugh, sing
cannot be causativized by the I-syntax causative. Thus, the examples in (6b), (6d)
and (7b), (7d) are ungrammatical:

(6) (a) Mary laughed
(b) *Bill laughed Mary
(c) Mary danced
(d) *Bill danced Mary

D (a) aster sak'a-¢

A. laugh.pf.-3fS
Aster laughed

(b) *lamma aster—in a-sak'-at

L. A.-ACC CAUS-laugh.pf.3mS-3f0
(*Lemma laughed Aster)
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(©) aster ¢'affara-¢

A dance.pf.-3fS
Aster danced

(d) *lamma aster-in a-c'affar-at
L. A.-ACC CAUS-dance.pf.3mS-3fO
(*Lemma danced Aster)

The ungrammaticality of the l-syntax causative of unergative verbs can be
accounted for by assuming that unergative verbs already have a CAUS functor in I-
syntax and hence cannot take another CAUS functor for configurational reasons.
Thus, (7b) is ungrammatical, basically for the same reason that the affixation of a-
to a Pattern II causative verb like sabbars 'break (tr)' is ungrammatical (*a-
sabbara). I have argued in Chapter 2 that the basic distinction between verbs which
can be involved in the ICA and those which cannot, unaccusatives and unergatives
respectively, follows from a difference in the Event-types encoded by each class of
verb. Unaccusatives encode a change of state, whereas unergatives encode activity.

At the outset, our generalization that the 1-syntax causative of unergative
verbs is ungrammatical appears to be challenged by some cross-linguistic data. In
many languages, there is one other construction which may be mistaken for the I-
syntax causative of unergatives. Let us take the verb meaning 'laugh’. In some
languages the l-syntax causative of the verb 'laugh’' does not mean ‘'x laughed y'
but rather 'x laughed at y'. For instance, in Yawuru (an Australian language,
Hosokawa 1991) the verb meaning 'laugh’ exhibits ambivalent behaviour in its
valency. Thus, consider the following examples (from Hosokawa 1991:191):

¢)) Mi-na-ng-kami-rn dyuyu23
2-TR-EN-laugh-IMP 2(ABS)
you giggle

)] I-na-kami-rn-dyuu yaw kamma-ni ngerrungu
3;-TR-laugh-IMPF-2 ACC hey! 'that-ERG person (ERG);
Hey, that man is laughing at you!

23 In Hosokawa (1991), the verb is transcribed as k*ami where k* signifies a phonological
feature which is not relevant here.
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(10) I-ne-ng-kami-rn-dyuyu-w karda-gap-ni,
3-TR-EN-laugh-IMPF-2ACC-VOC yonder-ABL-ERG

i-na-langka-rn-dyuu

3-know-IMPF-2 ACC

Look, [the girl] is smiling at you from over there.
Perhaps she knows you

In (8) the verb kami 'laugh’' behaves as an intransitive verb whereas in (9)
and (10) it behaves as a transitive verb. There is no derivational marking which
mediates the alternation. What is interesting is that in (9), the object is not an
argument that is caused to laugh but rather is a kind of stimuli for the laughing
event. In other words, (9) is better treated as a zero-derived applicative of the verb
'Jaugh' (see Chapter 5 below for details on the applicative construction). In (10) the
verb is used very much as a communicative verb, with the object as a kind of
recipient. In neither case do we find the reading 'x laughed/smiled y'.

Thus, a closer scrutiny reveals that even in languages which appear to
exhibit an l-syntax transitivisation of unergatives, the interpretation is not strictly
causative. However, this should not be taken to mean that verbs like laugh cannot
be causativised: there are many languages where 'x laughed/smiled y' is
grammatical. I will argue that the causative of such verbs is an s-syntax causative
and exhibits different structural properties.

Most languages mark the causative of unergatives either by an affix distinct
from the causative of unaccusatives or by an independent lexical item such as the
English make. In Ambharic, the causative of unergatives is realized by the external
causative affix as-:

(11) (@ Mary laughed
®) Bill made Mary laugh
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(12) (a) aster sak's-¢

A. laugh.pf.3fS
Aster laughed

(b) lamma aster-in as-sak'a-at
L. A.-ACC E.CAUS-laugh.pf.3mS-3fO
Lemma made Aster laugh

Intuitively, it is obvious that the subevent introduced by the external
causative is relatively more remote from the core event than the internal causative.
The external causative in a sentence such as John makes Bill laugh participates in
the causing subevent by, at best, providing the stimulus. But in John breaks the
window, the causer participates relatively fully in the causing subevent. It has been
noted in the literature (cf. Shibatani 1976, Comrie 1993) that the subevent encoded
by the external causative and the embedded subevent can be temporally disjoint.
That is, one can make someone run or break a glass, say today, by ordering him to
do so the previous day. This is in sharp contrast to direct causation, where the
causing event and the change of state are co-temporal.

The difference between the two types of causatives can be stated
configurationally. The external causative is hierarchically higher than the internal
causative. I assume that the sentence in (12b) has the structural representation given
in (13):
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(13) VP
Spec v
S-syntax Lemma /\
EP v

(laughter) I

Vsk' laugh'
[x CAUS y BE]

The s-syntax causative selects for an EP whereas the 1-syntax causative
selects for an AspP. By CAUS-selection, unergatives are intransitive verbs which
can take only the external causative affix as - to form the causative.

3.2.1. Overt Morphology and the Causative of Unergatives

Now, recall from Chapter 2 (cf. §2.5) H&K's explanation for the fact that
in Papago, the causative of unergatives is grammatical, that is, the Papago
equivalent of *Mary sneezed the children would be well-formed. Consider the
relevant examples repeated below in (14), (from H&K, p. 99):
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Igtgg”‘ Gk,

(149 (@ ’a’al ’at bisc
children 3:PERF sneeze:PERF
the children sneezed

(b) Azt ’ant g ’a’al  ha-bisck-c
I 1sg:PERF ART children 3PL-sneeze-CAUSE:PERF
I made the children sneeze

H&K argued that the fundamental difference between the ungrammatical
English construction *the alfalfa sneezed the colt and the grammatical Papago
construction in (14b) is due to morphology. The basic idea is that the overt
causative morphology of Papago licenses the internal subject position thus allowing
the causative alternation. On the other hand, in English, causativisation is not
possible because the zero causative verb lacks the morphological features necessary
to license an internal subject NP.

H&K's analysis predicts that overt causative morphology will permit the
causative of unergatives in other languages as well. However, consider the Amharic
example in (7d) above. The construction is ungrammatical, despite the fact that
there is an overt causative morpheme, a-, with the required properties. Thus, the
crucial factor is not simply the presence of causative morphology but rather that the
relevant causative morphology must be in s-syntax. In the present analysis, we
hypothesize that the Papago causative suffix is an s-syntax verb, equivalent to the
Ambaric as- and English make.24 Thus, although Ambharic, English, and Papago (if
we are correct), differ morphologically, they are the same in requiring an overt s-
syntax predicate for the causative of unergatives.

3.2.2. The Internal Subject and the External Causative
In our framework, the internal subject of the unergative verb is none other

than the cognate object which occurs optionally in languages like English and
Amnbharic but obligatorily in languages such as Fon (Lefebvre 1994). I argued that it

24 1 have not been able to check the properties of the causative affix in Papago. Thus, the claim
that the Papago causative affix is an s-syntax verb is made tentatively. However, the
configurational distinction between the two types of causatives would still be valid if it turns out
that the same affix is used to derive the causative of unaccusatives.

81



G

is the presence of this argument that gives unergative verbs their underlyingly
transitive structure. Consider the relevant examples in (15) - (16):

(15) aster ya-agarbet C'iffars ¢'affara-¢
A. POSS-country dance dance.pf.-3fS
Aster danced a folk dance

(16) 1amma aster-in ys-agarbet (¢'iffera
L. A.-ACC POSS-country dance

as-C'effar-at
E.CAUS.dance.pf.3mS-3f0
Lemma made Aster dance a folk dance

Now the question arises whether causativisation is possible without the
causee (original Agent) but with the cognate argument. There is nothing in our
analysis that would exclude such a construction. Indeed, as can be seen in (17) the

construction is possible:

(17) 1amma ys-agarbet C'#ffara as-c'affara
L. POSS-country dance E.CAUS.dance.pf.3mS
Lemma had a folk dance danced

This is not surprising because as we saw in Chapter 2, the cognate
argument can occur on its own in the so-called impersonal passive construction:

(18) ye-agarbet C'iffera te-C'affars
POSS-country dance PASS-dance.pf.3mS$
A folk dance was danced

However, it is also true that not all unergative verbs allow the equivalent of
(17). It turns out that unergative verbs such as laugh and sneeze do not permit the
omission of the causee argument unlike unergative verbs such as dance. Consider
the examples in (19) - (21):
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(19) aster ye-lib sak’ sak'a-¢
A POSS-heart laughter laugh.pf.-3fS
Aster laughed a hearty laugh

(20) 1lamma aster-in ya-lib sak’

L. A.-ACC POSS-heart laughter

as-sakk'a-at
E.CAUS-laugh.pf.3mS-3fO
Lemma made Aster laugh a hearty laugh

(21) *lamma ya-lib sak’ as-sek'a
A. POSS-heart laughter E.CAUS-laugh.pf-3mS
(Lemma had a hearty laughter laughed)

The ungrammaticality of (21) shows that the causee, 'the laugher’, cannot
be omitted. This is consistent with the ungrammaticality of the impersonal passive

of the same verb, as shown in (22):

(22) *ys-lib sak’ ta-sak's
POSS-heart laughter PASS-laugh.pf.3mS
(A hearty laughter was Jaughed)

The key to this apparent discrepancy in the behaviour of unergative verbs
can be found in the nature of the cognate object. Hale and Keyser (1994:8, n. 4),
point out that there are two senses in which the term ‘cognate' object can be used:
(a) cognate objects which ‘classify’ the complement, such as the cognate object
dance and (b) true cognate objects, such as laugh. If there is an independently
established difference of this sort between the two kinds of cognate objects, then
we assume that true cognate objects must always occur with their causer arguments.
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3.3. Unaccusatives and the External Causative

I have assumed that the external causative as- selects for an EP, irrespective
of the Event-type of the Root. Thus, it should be possible to attach the external
causative affix to unaccusative verbs. In this section we investigate the interaction
of the external causative with unaccusatives.

3.3.1. Pattern I Verbs and the S-syntax CAUS

Recall that Pattern I verbs are monadic with a zero inchoative marking.
These verbs can take the external causative prefix as- to derive the s-syntactic

causative, as shown in (23):

23) (a) aster wat't'a~¢
A leave.pf.3fS
Aster left

®) lamma aster-in (ka-bet)
L. A.-ACC (from-house)

as-wat't'a-t
E.CAUS-leave.pf.3mS-3f0
Lemma made Aster leave (the house)

In (23b), the natural reading is that the external causer is involved in the
event indirectly: 'Lemma’ may simply have ordered 'Aster' to leave the house. On
the other hand, with an inanimate argument the same predicate necessarily
implicates the involvement of an intermediate Agent:
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(24) 1amma wanbar-u-n (ka-bet)
L chair-DEF-ACC (from-house)

as~wat't'a

E.CAUS-leave.pf.3mS

Lemma had the chair taken out (of the house)
# Lemma made the chair leave

The legitimate reading in (24) is traditionally known as the factive (cf.
Leslau 1995). Demoz (1964) refers to it as the causative of the passive. In any case,
it is obvious that the external causer’s involvement in the event is only indirect. If
the external causer had acted directly on the argument of the main verb 'leave/exit’,
the appropriate construction would utilize the internal causative a- and not the

external causative as-:

(25) lamma wanbar-u-n (ka-bet) a-wat't'a
L. chair-ACC (from-house) CAUS-leave.pf.3mS
Lemma took the chair out of the house

~ I'would like to argue that there is no need to maintain a distinction between
the causative and the 'factive' (or the 'causative of the passive’). There is only one
causative meaning and the apparent difference in interpretation follows from the
nature of the argument of the lower verb. Thus, inanimate objects of a motion verb
implicate an intermediate Agent. Notice in (26) that the intermediate Agent can be
overtly expressed in an adpositional phrase:

(26) 1lamma wanbar-u-n (be-aster) as-wat't'a
L. chair-ACC (by -Aster) E.CAUS-leave.pf.3mS
Lemma had the chair taken out (by Aster)

The adpositional phrase is formally similar to the logical subject of a
passive, as can be seen in a typical passive construction in (27b):
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27D (@ aster Jamma-n sama-c-iw

A. L-ACC kiss.pf.-3fS-3mO
Aster kissed Lemma

(b) lomma (bo-aster) ts-sams
L. (by-A.) PASS-kiss.pf.3mS
Lemma is kissed (by Aster)

Despite the similarity of the two by-phrases, there is no passive form in the
causative construction. It is the presence of the optional intermediate Agent which
suggests that there is an underlying passive that functions as an input to the
causative construction.

There is strong evidence against assuming an underlying passive form.
Notice that such an underlying passive would have to appear as: *as-ta-Vwt’
(E.CAUS-PASS-V'leave'). The major problem with this underlying form is that
*ta-wat't'a (PASS-Vleave') is illegitimate: Pattern I verbs cannot be passivized
because they lack the CAUS functor in their LCS.

We have seen in Chapter 2 that the passive of the morphologically derived
causative is equally impossible. The passive cannot be formed from the output of
causativisation, as the ungrammatical *t-a-Vwt' (PASS-CAUS-V'leave')
demonstrates. We attributed the ill-formedness of such constructions to a
morphological constraint on affixation, the Co-Affix Constraint, which prohibits
the co-occurrence of two valency changing affixes. Therefore, as Pattern I verbs
cannot passivize independently, it is not possible to argue that the external causative
is formed from the output of passivisation.

It is interesting to note that the issue of whether a passive is or is not
embedded within a causative construction is not peculiar to Amharic. Rather, this
issue has generated considerable attention in the literature, particularly, in relation to
the so-called faire par construction in French and other Romance languages (see
Kayne 1975, Rouveret and Vergnaud 1980, Zubizarreta 1982, Burzio 1986, S.
Rosen 1990, Legendre 1990, Alsina 1993, among others). We will treat this issue
in full when we discuss the causative of Accomplishment verbs in §3.4.
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A partial structure of the s-syntactic causative of Pattern I verbs such as
(23b) can be schematized as in (28) below:

(28) VP

PP R
Ywt' 'leave'
{y INCH]

It is important to note that the Amharic structure corresponding to Lemma
made Aster leave can be interpreted in two ways. First, it can be interpreted as
meaning Lemma simply ordered Aster to leave. Since the application of force is one
component of causation, we obtain the meaning that Aster was forced to leave. The
second interpretation is that Lemma ordered someone to order Aster to leave. In
English, such contexts can be disambiguated by employing the causative make
twice, as in John made Bill make Aster leave. In Ambharic, the equivalent of John
made Bill make Aster leave is perfectly grammatical with a periphrastic strategy
where the verb adarrags 'make’ is employed:

(29) lamma kassea-n aster-in ind-iy-as-wat't's
L. K.-ACC A.-ACC that-3mS-E.CAUS-leave

as—darraga-w

E.CAUS-make.pf.3mS-3mO
Lemma made Kassa make Aster leave
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In (29), Kassa exhibits typical causee properties, since it triggers object
agreement. The periphrastic verb adarrags 'make' is treated here as a causative

Light Verb and will be discussed in Chapter 6.
3.3.2. Pattern II Verbs and the S-syntax CAUS

Now consider the case of Pattern II unaccusatives, verbs which are formed
by the inchoative prefix t-. The s-syntactic causative can be formed from Pattern I

verbs as shown in (30b) and (31b) with the verbs ta-sabbars 'break’ and ta-
mallasa 'return’, respectively:

G0 (@ t'armus-u ta-sabbars
bottle-DEF  INCH-break.pf.3mS
the bottle broke OR
the bottle was broken

(b) aster t'armus-u-n as-sabbaras-c-w
A. bottle-DEF-ACC E.CAUS-break.pf.3fS-3mO
Aster made the bottle break OR
Aster made the bottle be broken (by someone)

G (@ aster ta-mallasa-¢
A. INCH-return.pf.-3fS
Aster returned OR
Aster was returned

(b) lamma aster-in as-mallas-at
L. A.-ACC E.CAUS-return.pf.3mS-3fO
Lemma made Aster retumn OR
Lemma made Aster be returned (by someone)

Again, the natural reading of the causative sentences in (30b) and (31b) is
that in which the external causer has acted indirectly. Thus, for instance, in the case
of (30b), as-sabbara 'E.CAUS-break’, the preferred reading is that 'Aster made

the bottle be broken by someone'. In both (30b) and (31b) it is possible for the
external causer to act directly on the intemal argument of the lower verb. This is
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clearer in example (31b) where the argument of the verb 'return’ is animate:
'Lemma’ could cause the event by directly forcing 'Aster’ to return. In (30b) where
the argument of the verb ssbbare 'break’ is inanimate, the first reading is easier to

parse in certain contexts such as (32):

(32) aster-ikko t'armus-u-n  agul bota ask'amit'a
A.-as for bottle-DEF-ACC bad place put.gerund.3fS

as-sabbara-Cc-iw
E.CAUS-break.3fS-3m0O

As for Aster, she made the bottle break by leaving it at a bad spot
(such as at the edge of a table)

Note that, as in the case of the Pattern I verbs, the unspecified intermediate
Agent of Pattern II verbs can be expressed by an adpositional phrase:

(33) aster t'armus-u-n (ba-lemma) as-sabbara-c-iw
A. bottle-DEF-ACC  (by-L.) E.CAUS-break.pf.3fS-3mO
Aster made the bottle be broken (by Lemma)

Again, we maintain that the availability of the by-phrase in such
constructions does not require the existence of an underlying passive. As we have
already seen in the case of Pattern I verbs, the reading which implicates an
intermediate Agent is available despite the fact that the Pattern I verbs fail to
passivize. Thus, the minimal assumption would be that the external causative of
both Pattern I and Pattern II verbs does not have an underlying passive form. Thus,
the so-called 'causative of the passive' reading has nothing to do with an underlying
passive construction. The question then is what is the source of the by-phrase, if it
is not passivization? I will argue that the presence of the adpositional phrase is
motivated by the interaction of Case and agreement facts. The discussion of this
issue will be deferred until §3.5.

Now, Pattern II verbs pose a further problem. The reader will have noticed
that the causative of the inchoative reading is not strictly represented in the
morphological make-up of the complex verb. Let us refer to (30b) and (31b) once
more. If the causative prefix as- selects for the inchoative verb, then we would
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expect the forms to be *as-te-sabbara (external causative-INCH-V'break") and
*as-ta-mallasa (external causative-INCH-Vreturn'). However, these are not well-
formed. Hence, we obtain instead the forms as-sabbare and as-masllasa
respectively, without the inchoative marker ts-. Thus, even though we argued that
the passive ta- does not occur with the causative as- (because there is no
underlying passive in the causative construction) we still need to explain why the

inchoative ta - fails to occur with as-.
The non-occurrence of *as-te-sabbara is reminiscent of the ill-formedness

of the passive of the causative, *t-a-mat't’a 'be brought'. In Chapter 2, I
proposed a morphological constraint, namely the Co-Affix Constraint, to account
for the co-occurence restriction on valency changing affixes. Unfortunately, the Co-
Affix Constraint as proposed earlier cannot explain why when two affixes are
juxtaposed, the Co-Affix Constraint is met by dropping the 1-syntax affix. Thus, it
is now time to refine the Co-Affix Constraint along the lines stated in (34):

(34) The Co-Affix Constraint (Final Version)
When two Event-type encoding affixes Afl, Af2 co-occur, where
both Af1, Af2 have phonological forms, only the affix inserted in s-
syntax can be overtly expressed; at most, only one affix can attach to

aroot.

It is interesting to note that a number of languages exhibit a similar
constraint. According to Travis (in press), in Tagalog '[olnce the productive
causative morpheme has been added, the lexical causative morpheme drops."25
Nevertheless, the Co-Affix Constraint, as it stands, is probably language specific,
given that causative affixes can co-occur in languages such as Oromo, Turkish,
Mongolian, and Hindi (cf. Kulikov 1993).

I suggest that the Co-Affix Constraint may be one instantiation of a wider
morphological restriction based on the selectional property of affixes. Naturally, in
languages where certain affixes select for a basic root (instead of a stem) only one
affix can occur with a root at any single derivation. Fabb (1988) showed that certain
English suffixes subcategorize for a root and thus cannot be added to an already

suffixed item.

25 Travis (p.c.) proposes that the restriction in Tagalog can be accounted for by assuming that the
inner Agent is still in the Spec of the lower VP and that there is a restriction on filling both the
Spec and the head at the same time - something like the Doubly Filled COMP filter.
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Given that languages have something like the Co-Affix Constraint, the fact
that it is the s-syntax affix which is retained follows naturally from the idea of Event
Headedness. The s-syntax causative is the head of the larger event. This in turn is
not a simple ad hoc stipulation but rather follows from a deeper cognitive
organization of information. The external causative has temporal saliency over the
internal subeventuality. It is also foregrounded in the sense of Talmy (1985a) and
Pustejovsky (1995). It has been known (cf. Talmy 1985a) that foregrounded
components of meaning are more overtly marked than backgrounded components.
Thus, it is not surprising that it is the affix corresponding to the head
subeventuality, the s-syntax causative, that is retained to satisfy the Co-Affix
Constraint.26 .

I should note here that some apparent Co-Affix Constraint violations exist in
Ambaric. Consider the following examples:

35 (@ t-at't'aba 'wash oneself’

(b) as-t-at't'aba 'cause x wash oneself’
(36) (@ te-naffasa '‘breathe’

(b) as-ta-naffass 'make breathe'

I would like to argue that these are classic cases of exceptions that confirm
the generalization. Unlike the t- prefix of the inchoative ta-sabbara 'break (intr)’
or te-masllasa 'return (intr),, the t- of the verbs in (35) - (36) are reanalysed as
part of the Root radicals. Since they are lexically part of the Root, they are not
subject to the morphosyntactic Co-Affix Constraint.

There is a simple test that can be used to determine whether or not a given
segment is part of the Root. A segment can be used as the Verbal Noun component
of the Light Verb Complex (the construction which involves LVs such as ala 'say’,
see Chapter 6 for full discussion), only if it is part of the Root. By this test, we can
see below in (37) that the t- of te-sabbars and ta-mallass are true syntactic
prefixes: they cannot occur as part of the VN in the LVC. In contrast, the t- of the
verbs te-at'aba 'wash oneself and ta-naffass 'breath’ occur as the part of the

VN Root because they are part of the Root radicals:

26 Notice that two s-syntax prefixes cannot co-occur either. This follows from the requirement that
at most only one Event-type encoding affix can occur with the root.
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37) (3 *t'armus-u tisibbir ala
bottle-DEF  break.int  say.pf.3mS
(the bottle broke)

(b) *gster timillis ala-¢

A. return say.pf.3mS
(Aster returned)

(38) (a) aster tit'ib ala-¢
A wash.INT say.pf.-3fS
Aster washed herself

(b) aster tinfis ala-¢
A. breath.INT say.pf.-3fS
Aster breathed

As we will argue in Chapter 6, both the L'V als and the inchoative prefix te-
spell out the same Event-type: INCH. Hence, the LV als 'say’ and inchoative prefix
ta - are in complementary distribution. The only environment in which they are not
in complementary distribution is when t- is lexically part of the Root material as
shown in (38a) and (38b).

There is a further piece of evidence which argues for the lexical status of the
reflexive prefix t- in 'wash oneself' and 'breathe'. For both tat't'sba 'wash
oneself and tanaffasa ‘breathe’, the t- shows up in the generic nominals: tit'bat
'‘washing of self’ and tinfas 'breath’. A characteristic property of such nominals is
that they involve the Root material (the radicals). Interestingly, the generic nominals
of the inchoative ta-sabbara 'break (intr.)' and that of ta-maellasa 'return (intr.)'
do not involve t-: sibbirat 'breakage' and millas 'reply, something returned’.
This fact makes sense only if the t- of 'wash oneself and 'breathe' count as part of
the lexical Root, whereas the t - of other inchoative forms is syntactically attached in
l-syntax, as argued in Chapter 2.27

27 A similar property has been noted in Turkish (Zimmer 1976:401). In Turkish, like in Amharic,
the causative cannot be derived from a reflexive. Thus, consider the examples below:
@ hasan yilka-n-d{
H. wash-refl-past
Hasan washed himself
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Therefore, the verbs in (35) - (36), far from being counter-examples to the
Co-Affix Constraint, provide the strongest support for it. The Co-Affix Constraint
is relevant for syntactically introduced affixes. I assume that the Co-Affix
Constraint exists as a parameter of UG, and I will present more evidence to support
this when we discuss the double causative, the causative of Accomplishments, in

the next section.
3.4. Accomplishments and The External Causative

So far we have seen that the s-syntax affix as- takes EPs formed by
unergatives and unaccusatives. In this section, we examine the interaction of as-

with Accomplishment EPs.
3.4.1. With Pattern I and Pattern Il Causatives

Recall that Pattern II verbs are basically dyadic and occur with a zero form
causative. Such verbs take the prefix as- as in (39b):

39 (2 aster t'srmus sabbare-¢
A.  bottle break.pf.-3fS
Aster broke a bottle

(b) sawoctu aster-in t'armus as-sabbar—u-at
people A.-ACC bottle E.CAUS-break.pf.-3plS-3fO
the people made Aster break a bottle

(ii) * hasan-+ yika-n-dir-di-m
H.-acc  wash-refl-caus-past-1sg
I made Hasan wash himself
According t0 Zimmer (1976:402) the causative of regular reflexives is not possible only in the
case of transformationally derived reflexives: lexicalized reflexives behave differently. Thus, the
causative of a lexicalized reflexive such as sevin- 'be pleased’ (<sev- 'love, like' + -n 'refl’) is
perfectly grammatical:
i) bu haber biz-i €ok sevin-dir-di
this news we-acc much be pleased-caus-past
this news pleased us very much
Hence, a lexicalized reflexive can be causativized in Turkish, exactly as in Ambharic. The minimal
assumption would be that both languages have something like the Co-Affix Constraint which is
relevant only to syntactically derived words.
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Likewise, as- is expected to take Pattern I causatives. Recall that the 1-
syntactic causative of Pattern I verbs is formed by the CAUS affix a-. When the

prefix as- is employed to derive the external causative, the CAUS affix a- is
dropped following the Co-Affix Constraint. Thus, instead of *gs-a-V'come' we

get as-g-\'come":

(40) (a)

(b)

©

aster a-mat't'a-¢
A. chair CAUS-come.-pf.-3fS
Aster brought a chair

wanbar

*lamma aster-in  wanbar

L. A.-ACC  chair

as-a-mat't'-at
E.CAUS-CAUS-come.pf.3mS-3fO

lamma aster-in wanber as-mat't'-at
L. A-ACC E.CAUS-come.pf.3mS-3f0

Lemma made Aster bring a chair

chair

There is no lexical-semantic or syntactic reason why as - does not attach to
the derived causative form a-mat't'a 'bring’. The restriction is morphological:
(40b) is yet another example which exhibits the effects of the Co-Affix Constraint.

3.4.2. With Mandatory Agent Verbs

Mandatory agent verbs are just like Pattern II verbs except that they are
specified for Event Headedness: the causing subevent is the head. Thus, they do
not have inchoative forms. Such verbs take the external causative as- as in (41b):
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41) (1) lsamma ginb gannaba
L. wall  build.pf.3mS
Lemma built a wall

(b) aster Jlamma-n ginb as-gannsba-c-iw
A. L-ACC wall  E.CAUS-build.pf.-3fS-3mO
Aster made Lemma build a wall

Therefore, as expected all types of causative constructions can take the
external causative. For (41b), I assume the structure in (42):

@ X
Spec v
Aster
E] v

p
/\ E-CAUS
E

VP as-

"\
NP v
Lemma / \
AspP  CAUS
@
Asp'

AN

RP (VP) Asp
INCH

NP R ¢
the wall |

R
\gnb ‘build'
[x CAUS; y INCH]

Notice that the external causative of a mandatory agent verb involves three
arguments: the external causer, the logical subject of the embedded verb and the
object of the embedded verb. This raises issues related to Case assignment and
agreement which are addressed in the following section.
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3.5. Case Marking and Agreement
3.5.1. Case Parameters in Causative Constructions

The Case assignment mechanism of morphological causatives and
ditransitive verbs has been explored in detail for a range of languages in Baker
(1988a: Ch 4), (see also Gibson 1980, Marantz 1984). Baker (1988a), (hereafter
Baker), has argued extensively that the Case assignment mechanism of
morphological causatives is essentially the same as the Case mechanism of
ditransitive constructions. Lexical ditransitives, such as give, and morphological
causatives are parallel in that both have three arguments. In lexically ditransitive
verbs, these arguments are the Causer, the Theme/Patient, and the Goal. In
morphological causatives the arguments are the Causer, the Causee, and the
Theme/Patient. Baker demonstrated that languages can be divided according to
their Case assigning mechanism. Three major types of languages exist: (a) true
double object languages, (b) partial double object languages, and (c) non-double
object languages (1988a:1741f)

In true double object languages, structural (accusative) Case can be assigned
to both NPs of a causative construction, that is, to the causee and the object of the
lower verb. Baker argued that in such languages, the causative verb complex
assigns two structural Cases: the causative predicate and the lower verb each
assigning one Case. In such languages, both the causee and the object of the lower
verb can exhibit object-like properties such as triggering object agreement,
becoming the subject of a passive, occurring closer to the verb, and being pro-
dropped. Languages such as Kinyarwanda and Japanese belong to this group. In
true double object languages, ditransitive verbs exhibit the dative shift construction
(where both the Theme/Patient and the Goal appear as objects).

In partial double object languages, both the causee and the object of the
lower verb appear with accusative Case. Alternatively, depending on the language,
both arguments are left unmarked. Although languages in this group may
superficially resemble the true double object languages, they differ in one important
respect: only the causee will exhibit object-like properties. Baker identified
Chimwiini and Chamorro as languages which exhibit this type of Case parameter.
In order to account for the asymmetry between the causee and the basic object,
Baker argued that the causee is assigned structural Case, whereas the basic object is
assigned inherent Case. Inherent Case is linked to thematic role assignment at D-
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Structure (Chomsky 1986). In partial double object languages such as Chimwiini
and English, dative shift is possible.

The third type of language is that of the non-double object languages. One
characteristic property of the morphological causative construction in this type of
language is that the causee is marked as oblique, whereas the basic object gets the
canonical structural Case. As a result, it is the basic object which exhibits object-
like properties. This type of Case mechanism is exhibited by Malayalam. Baker
argued that the basic object is assigned structural Case from the verb whereas the
causee is assigned Case from an inserted preposition or from an oblique Case
marker. In non-double object languages, dative shift is not possible.

3.5.2. Case Assignment Mechanisms in Amharic Causatives

Now let us have a closer look at the Case assignment mechanism in the
Ambharic morphological causatives. Take, for instance, the typical causative
construction exemplified in (41b) and repeated below as (43):

(43) aster lamma-n ginb as-gannaba-c-iw
A. L-ACC wall E.CAUS-build.pf.-3f5-3mO
Aster made Lemma build a wall

We see that the causee, 'Lemma’, triggers object agreement.28 However,
we may ask what happens to the basic object, g#nb 'wall'? In order to determine the
properties of the basic object, one needs to understand the basic conditions of
accusative Case assignment. As mentioned earlier, in Ambharic, as in other
languages such as Turkish and Hindi-Urdu (cf. Hopper and Thompson 1980,
Mahajan 1990), accusative Case marking depends on definiteness/specificity. Only
definite or specific NPs are assigned accusative Case. Consider the contrast in (44):

28 Another object property is the ability to become the subject of a passive. Unfortunately, the
passive of the causative construction is completely ungrammatical:
i) *Kassa termus ta-as-sabbsro-w

K. bottle  PASS-E.CAUS-break.pf.3mS.3m0O

(intended: Kassa was made to break the bottle).
‘We have noted independently that the passive of the causative is ungrammatical and suggested that
this may be due to the lexical requirement of the passive morpheme: it must attach to a basic stem
or a root rather than to a derived stem. As we will see in Chapter 6, the passive of such
constructions can be formed by the use of the Light Verb adarraga 'make’.
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44) (a aster wisa-(*n} matta-¢-(*iw)
A. dog-(ACC) hit.pf.-3fS-(ACC)
Aster hit a dog

®) aster wisSa-w-*(4n) matta-¢-(iw)
A. dog-DEF-ACC  hit.pf.3f5-(3mO)
Aster hit the dog

The object NP of (44a) is indefinite and it can neither trigger object agreement nor
take the accusative Case. On the other hand, the object NP in (44b) is definite and
must be marked by the accusative Case. Furthermore, (44b) shows that a definite
object of a simple transitive verb can trigger (optional) object agreement. Let us
now examine the causative construction with a definite object, as in (45):

45 (a) aster sawoC-uj-n ginb-u-n
A. men-DEF-ACC wall-DEF-ACC

as-gannaba-c-acctawj
E.CAUS-build.pf.-3fS-3plO
Aster made the men build the wall

(b) *aster sewocC-u-n ginb-uj-n
A. men-DEF-ACC wall-DEF-ACC

as-gannaba-c-iwj
E.CAUS-build.pf.-3fS-3mO

In (452) both the causee and the basic object are definite and thus must
occur with the accusative Case marking -n. However, despite the fact that both NPs
can be assigned the accusative Case, there is an asymmetry. Only the causee, and
not the basic object, can trigger object agreement. Thus, as we can see in (45b), the
construction is ungrammatical when the basic object triggers object agreement.2?

29 For some speakers, the grammaticality level of the sentence in (45a) is marginal without an
intonational pause between the two accusative marked NPs. Haile (1970) offers a discourse-based
account. He also points out that double accusative marked NPs are less preferred for 'euphonic’
reasons - the repetition of the two -/n/ sounds is regarded as marked. Note also that the passive test
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The only way of retaining the agreement triggered by the basic object in an
environment similar to (45b) would be to omit the causee or mark it as oblique by
the preposition ba 'by'. This is shown in (46):

(46) easter ginb-uj-n (ba-sawoc-u)
A.  wall-DEF-ACC (by-men-DEF)

as-gannaba-C-iwi
E.CAUS-build.pf.-3fS-3mO
Aster had the wall built (by the men)

Thus it is not the case that the basic object cannot trigger object agreement,
but rather, that, when it does, it cannot co-occur with an accusative marked causee.

The above observations suggest that in terms of Baker's typology of
causative Case assignment, Amharic seems to behave like a cross between a partial
double object language and a non-double object language. Recall that a partial
double object language is accounted for by invoking a distinction between structural
Case and inherent Case. The causee, which exhibits more object-like properties, is
assumed to get structural Case, whereas the basic object is assumed to get inherent
Case.

While maintaining Baker's basic insight that there is a Case-theoretic reason
for the observed asymmetry between the causee and the basic object, I would like to
argue that an important source for the asymmetry in Amharic is the independent
interaction between Case and definiteness.

First, I should point out that the causee must be definite and animate. As
shown in (47a) and (47b) the causee cannot be indefinite or inanimate:

@ (a *aster saw ginb as-gannaba-Cc-iw
A someone wall [E.CAUS-build.pf.-3fS-3mO
(Aster made someone build a wall)

for objecthood, i.e. the ability to become the subject of a passive, cannot be used here, because, for
independent reasons, (the Co-Affix Constraint) the passive affix cannot attach to a derived stem .
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(b) *aster dingay-u-n maskot
A. stone-DEF-ACC window

as-sabbara-c-iw
E.CAUS-break.pf.-3fS-3mO
(Aster made the stone break the window)

The grammatical version of (47a) must involve the oblique marking of the causee,
as in ba-saw 'by someone'. In (47b) 'the stone' must occur as an instrument
which is also realized by the preposition ba-, as in ba-d#ngayu 'with the stone':

@7 @ aster ba-saw ginb  as-gannaba-¢
A by-someone  wall E.CAUS-build.pf.-3fS
Aster had a wall built by someone

(b) aster ba-dingay-u maskot as-sabbara-¢
A. with-stone-DEF  window E.CAUS-break.pf.-3fS
Aster had a window break with the stone

I would like to argue, following Mahajan (1990), that there is a difference in
the Case assignment mechanism of definite and indefinite objects. Mahajan
suggested that indefinite/non-specific objects do not move to AgrO in languages
such as Hindi which exhibit a specificity effect similar to Amharic. Consider the
following examples from Hindi:

48) (a) Raam-ne kitaab parhii
Raam-ERG (M) book (F) read (PERF F SG)
Ram read the book

(b) Raam ek kitaab parhegaa
Raam (M) a book(F) read (FUTM SG)
Ram will read a book

In (48a) there is gender agreement with the object whereas in (48b) there is no such
agreement. Mahajan (1990, 1991) made a distinction between the positions where
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specific and nonspecific objects receive structural Case. He argued that specific
objects receive structural Case from AgrO either under government or by Spec-
Head agreement, whereas non-specific objects get structural Case under
government by the verb.

I suggest that in Ambharic indefinite objects do not move into AgrO, at least
not in the overt syntax. I assume that movement to AgrO is triggered by
morphological features, in the spirit of Chomsky (1992) and subsequent works.
Suppose that in Ambaric, the causee, by virtue of its [+animate] and [+definite]
requirements has more morphological or formal features than the basic object. Due
to its rich morphological features, the causee must move to AgrO. Thus, although
both the causee and the basic object can be definite, only the object with richer
features can move to AgrO. In other words, the definite basic object is outranked by
the causee and as a result the former does not move into AgrQ.30 I assume that the
definite basic object gets inherent Case, in the sense of Baker (1988a).

My claim is that the asymmetry between the causee object and the basic
object is due to a mismatch between the number of definite internal arguments and
Agr positions. There is one AgrO position but two object NPs that need to move
into AgrO. Since there is independent evidence for the correlation between
agreement and morphological features (definiteness, animacy), I argue that the NP
with richer formal features will move into AgrO. Thus, we obtain the observed
asymunetry between the causee and the basic object.

Now given the idea that Case assignment in causatives is the same as Case
assignment in ditransitive verbs, the crucial test for our analysis comes from the
behaviour of ditransitive predicates. Thus, let us briefly examine the structure of
ditransitive verbs.

In Ambharic, a typical ditransitive verb such as sat't’s 'give’ occurs with a
direct object (Theme/Patient) and an indirect object (Goal). The unmarked word
orderisSOIO V:

30 Note that in the case of the causative construction, the inherently definite object (the causee) is
also the one which is structurally closer to AgrQO. It may be argued that this would be sufficient
enough to ensure its movement into AgrO. However, as we shall see later, this assumption is not
warranted.
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49 (a3 aster wanbar-uj~n le-setiyya-wa sat't'-ac-iwj
A. chair-DEF-ACC to-woman-DEF give.pf.-3fS-3mO
Aster gave the chair to the woman

(b) aster wanbar-u-n la-setiyya-waj sat't'-at-st;
A. chair-DEF-ACC to-woman-DEF give.pf.-3f5-3f0
Aster gave the chair to the woman

Notice that either the direct object or the indirect object NP can trigger object
agreement and that either the direct object or the indirect object NP can become the
subject of a passive. This is in sharp contrast to (45a) and (45b), the morphological
causative constructions, where only one object NP (the causee) can trigger object
agreement. At the outset, this argues against the assumption that the Case
assignment mechanism of ditransitives will be the same as the Case assignment
mechanism of morphological causatives.

I would like to argue that the Case assignment mechanism of ditransitives is
not different from that of morphological causatives. However, due to an
independent lexical difference between lexically ditransitive verbs and
morphological causatives, there is no mismatch between object NPs and AgrO
positions in the former. I assume that ditransitives can have two AgrO positions:
AgrO and Indirect Object Agr (AgrIO). The object agreement morphemes are
bifunctional, that is, they can be either object agreement markers or oblique
agreement markers.

I would like to suggest that a ditransitive verb such as give which lexically
selects for two NPs assigns two structural Cases, accusative Case to the
Theme/Patient and dative Case to the Goal NP. The former is realized by -n
whereas the latter is realized by 1e-. In other words, I am assuming, departing from
the traditional assumption in the Amharic literature (cf. Mullen 1986, Leslau 1995),
that 1a- can be regarded as a realization of dative Case, in addition to its other
functions as a preposition with the meanings 'to', 'for'. Since there are two Agr
positions for the objects, either the indirect object or the direct object can trigger
object agreement. (Note that, since the same object agreement suffix functions as a
spell-out of AgrO and AgrlO, both positions cannot be filled simultaneously). This
explains the lack of asymmetry in ditransitive constructions.
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However, we have not yet examined a ‘'real’ dative shift construction.
Recall that a dative shift construction is where the Goal NP of a ditransitive verb
appears as a direct object. This is exemplified below in (50b) for English:

B0 (a Mary sent/gave the book to Bill
(b) Mary sent/gave Bill the book

Ambharic has a semi-productive dative shift construction where both the
Goal and the Theme/Patient occur with the accusative Case.3! Consider (51) below:

(51) aster setiyys-wa-n wanbar-u-n sat't'-ac-at
A. woman-DEF-ACC chair-DEF-ACC give.pf.-3f5-3fO
Aster gave the woman a chair

I would like to argue that ditransitive verbs which allow the dative shift are
verbs that can optionally select AgrlO. Only when AgrlO is selected can the Goal
NP be assigned the dative Case. When AgrlO is not selected, exactly the same
situation as the morphological causative construction pertains: there will be only one
AgrO position and two definite NPs that compete for it. I suggest that the
competition is resolved by applying essentially the same principle as in the
causative: the NP which has richer morphological features to check wins out. The
question then is to determine which NP, the Goal or the Theme/Patient, has richer
morphological features. I assume that, a Goal NP would have more formal features
than a Theme/Patient NP, because typically a Goal NP, as a recipient, is typically
[+animate]. Furthermore, we also find that in the dative shift construction, an
indefinite Goal NP cannot occur as a derived object:

(52) *aster set wanbar sat't'-ac
A. woman chair give.pf.-3fS-3fO
(Aster gave a woman a chair)

31 1 say semi-productive because a number of ditransitive verbs do not permit the dative shift
construction. For instance, the verb laka 'send’ does not permit the dative shift construction despite
the fact that it is a typical ditransitive verb, Also, transaction verbs such as Sat’'t'a 'sell', gozza

‘buy’ do not allow the dative shift. Furthermore, there is some variation among speakers: some
speakers tend to reject the dative shift construction during elicitation but can be found using it in

spontaneous speech.
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Therefore, by virtue of its rich morphological features, [+animate] [+definite], the
Goal NP will move to AgrO to check object agreement. The Theme/Patient NP will
receive inherent Case. Consequently, there will be an asymmetry in the dative shift
construction: the Theme/Patient object cannot trigger object agreement. This is
borne out by the data:

(53) “*aster setiyya-wsa-n wanbar-uj-n sot't'a-C-iwj
A. woman-DEF-ACC chair-DEF-ACC give.pf.-3fS-3mO

I assume that both the Theme/Patient and the Goal NPs are generated within
the projection of the lower VP (RP), as shown in (54):

(54) EP
TN
VP E

TN
NP v
AspP CAUS
P '
R
RP (VP)  Asp
S~ INCH
NP R

Theme  the chair_—" ~~_
NP R

Goal the woman  Vst' 'give'
[x CAUSj y INCH]

The Goal NP has richer morphological features than the Theme/Patient and thus
must move to AgrO at S-structure.

In the case of verbs such assat't's 'give’, the dative shift is an optional
operation. It occurs only when AgrlO is not selected. However, there is another
construction which requires an obligatory dative shift movement of the Goal. This
construction involves the ingestive predicates, as discussed in Chapter 2
(§2.6.2.2). Recall that the causee of a causativized ingestive predicate is
underlyingly a Goal argument. Trivially, the Goal argument is always [+ animate],
that is, it must be an argument that is capable of ingestion. In other words, the Goal
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argument has richer morphological features than the Theme/Patient argument which
1s always [-animate]. Thus, the Goal moves to AgrO and asymmetrically controls
object agreement.

Therefore, to recap, we started out by observing that the causee and the
basic object can occur with the same morphological Case, the accusative suffix -n.
However, only the causee can trigger object agreement. This is typical of a partial
double object language. On the other hand, ditransitive verbs exhibit two types of
Case realization. In the first type, where the indirect object appears with the element
13-, there is no double object asymmetry: either the indirect object or the direct
object can trigger object agreement. In the second type, where the indirect object
appears with the accusative suffix -n, only the indirect object can trigger object
agreement.

Our analysis was based on the assumption that the Case assignment
mechanism in morphological causatives is similar to that of ditransitive verbs.
However, due to a lexical difference between the two verbs, ditransitive verbs can
select for an additional Agr position (AgrIO) that is not available in morphological
causatives. The availability of this AgrIO allows either the direct object or the
indirect object to exhibit object-like properties.

Thus, the relative strength of grammatical features between object NPs in
double object constructions accounts for the observed structural asymmetry. This
analysis can account for similar cases in other languages. A case in point is Sierra
Popoluca (Marlett 1986) which can have two 'advancee' objects (in the terminology
of Relational Grammar) in an applicative type construction. Consider the following
example (from Marlett 1986:372):

(55) @a-na-nik-a?y-a?y-i
Blex-CAUSE-go- - IMP
Take it to him on my behalf!

Marlett (1986), hereafter Marlett, pointed out that in constructions which
involve two surface direct objects (his 'final 2'), one of the objects is the real
object. The relevant point for the present purposes is Marlett's observation that
constructions which have two objects are possible only if one of the 'advancees’ is
third person. Thus, the equivalent of 'he took it to you for me' or 'he showed me to
you' are both ungrammatical. Marlett proposes a constraint which states: "If in a
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given clause there are two nominals which head 2-arcs [surface direct objects, MA]
one of them must be third person”.

Marlett's stipulation receives a natural account within our analysis. It is well
known that in a number of languages the third person is formally the unmarked
person. For instance, in many languages the third person has less morphology than
other persons. I hypothesize that in Sierra Popoluca, the third person has fewer
morphological features than other persons. Thus, in languages such as Sierra
Popoluca, the competition between two object NPs for an Agr position can be
resolved only if one of them has little (or no) formal features to check. The
pronominal which satisfies this requirement is the third person.

Before concluding this discussion on Case assignment, let us have a brief
look at the construction in (46), repeated below as (46"):

(46') aster ginb-uj-n (ba-sawoé-u)
A. wall-DEF-ACC (by-men-DEF)

a3-gannaba-c-iwi
E.CAUS-build.pf.-3f5-3mO
Aster had the wall built (by the men)

Notice that, in our analysis the occurrence of the causee in an oblique by-phrase has
a straightforward explanation: the oblique marking is a strategy for removing the
best candidate (the NP with [+animate] feature) out of the competition for a single
AgrO.

It is important to note here that when we say movement into Agr position is
motivated by morphological features, we are referring to internal arguments. The
external argument must always move into Spec AgrS at S-structure: in Ambharic,
subject agreement is obligatory, irrespective of definiteness or animacy. We will
take up thisissue in Chapter 4.

The proposed analysis does not imply that there will be no true non-double
object languages. Many languages exhibit a pattern similar to (46) in the realization
of the causee (cf. Shibatani 1976, Baker 1988a, Alsina 1993, among others). It
may be the case that in these languages the verb indeed fails to assign two structural
Cases.
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In some of the relevant languages, the exact status of the oblique argument
is a matter of some controversy. According to Alsina (1993:124) the causatives of
Chichewa and a number of other Bantu languages exhibit similar properties.
Consider the following examples from Chichewa (Alsina 1993:124):

56) (@ pingu i-na-phik-its-a
9 porcupine 9 s-PS-cook-CST-FV

kadzidzi malingu
la owl 6 pumpkins
the porcupine made the owl cook the pumpkins

(b) npingu i-na-phik-its-a
9 porcupine 9 s-PS-cook-CST-FV

malingu kw4 kadzidzi
6 pumpkins to la owl
the porcupine had the pumpkins cooked by the owl

Alsina (1993) argues that in (56a), the causee exhibits direct object
properties: it occurs close to the verb and it can be the subject of passive. In (56b),
the object of the embedded verb, 'pumpkins’, functions as the direct object and the
causee occurs as an oblique object preceded by the preposition kwd. Alsina
(1993:126) claims that the "unexpressed causee has the same generic interpretation
as the unexpressed logical subject [of a passive]".

As already mentioned, the fact that the causee appears in a passive-like
oblique argument may lead to the assumption that the causative is formed from the
output of the passive. Alsina (1993:137-139) argues against the passive analysis of
(56b). First, like the Ambharic equivalent, there is no passive morphology in the
construction. Second, the causee oblique in Chichewa is marked by an adposition
which is different from that of the passive oblique, kwé and ndi, respectively. If the
causee is like a passive oblique, argues Alsina (1993), it would be expected to
occur with the same adposition as a passive oblique. Since the two obliques occur
with different adpositions, they must be different.
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A similar issue arises with respect to Romance languages, in the so-called
faire par construction, as exemplified below (from Legendre 1990:247):

57 (@) Pierre a fait réparer sa voiture par le mécanicien
Piere had his car repaired by the mechanic

(b) Sa voiture a été€ reparée par le mécanicien
His car was repaired by the mechanic

It has been argued that the faire par construction involves the passive (cf.
Rouveret and Vergnaud 1980, Zubizarreta 1982, Postal 1989 among others). On
the other hand, it has been pointed out in a number of studies that there is no
passive in the faire par construction (Legendre 1987, 1990, Perlmutter 1986,
Burzio 1986). The major problem for the proponents of the passive analysis of the
faire par construction is the fact that there is no passive morphology in the
construction (also see Baker 1988a:487, n.38).

Alsina's (1993) solution to the apparent passive-type effect of the causative
construction is to assume that the causative morpheme is a three-place predicate
with the following lexical representation (Alsina 1993:140):

(58) CAUSE<ag pt PRED<... 6... >>
| I

Alsina (1993:140) argues that "the causer (Agent) acts on an individual, the
patient, in bringing about an event, of which this individual is itself an argument.”
Thus, the basic idea is that the patient (the causee) of the causative verb may be
semantically identified either with the logical subject or the logical object of the
lower predicate. When the causee is the logical object of the lower verb, the logical
subject becomes an oblique object, similar to the demoted object of the passive.

Alsina's argument against the passive analysis of the causative verb is valid.
However, Alsina's lexical entry in (58), to the extent that it is correct, applies only
to the s-syntax causative. The 1-syntax causative always has only one argument to
act on, the argument of the RP. Iargued that the s-syntax causative is above EP.
Thus, the s-syntax causative has potentially two internal arguments. The reading
which implicates an oblique causee arises only in the case of the s-syntax causative.
Since the l-syntax causative selects for an RP, it has only one Theme/Patient
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argument. Thus, there is no argument that can be implicated as an intermediate
Agent.

Now given that I have argued that the external causative is above EP, the
question arises whether there is a limit on the number of EPs that can be embedded
within another EP. This is largely an empirical issue which requires further
investigation. Hence, in what follows I will briefly point out the Amharic facts and
situate the problem in a wider context.

3.6. Multiple Instances of the External Causative

I would like to argue that any EP can be embedded by the external causative
verb as- unless other independent principles of grammuar dictate otherwise. For
instance, consider (59) below where two instances of the external causative affix
occur:

(59) “*sawo-c-u aster-in lomma-n ginb-u-n
person-pl-DEF A.-ACC L.-ACC wall-DEF-ACC

as-(as)-ganna-bu-at
E.CAUS-(E.CAUS)-build.pf.-3plS-3fO
(the people made Aster make Lemma build the wall)

The construction would still be ungrammatical if one of the as- prefixes is
omitted. The fact that (59) is ungrammatical cannot be predicted on the basis of the
assumption that as- is above EP. The reason for the ungrarnmaticality isnotdue toa
universal semantic restriction, since the equivalent construction is grammatical in
English: the men made Aster make Lemma build the wall.

I would like to argue that the reason why a recursive application of the
external causative affix is illegitimate is due to a morphological restriction
reminiscent of the Co-Affix Constraint. Recall that the Co-Affix Constraint was
proposed to rule out the co-occurrence of two Event-type affixes. In the case of
adjacent s-syntax and l-syntax affixes, one of them, namely the I-syntax one, can be
omitted to meet the constraint. Since the constraint also requires that a maximum of
one Event-type affix can attach to the root, the occurrence of two s-syntax affixes is
ruled out.
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Thus, the multiple occurrence of as- is ruled out on the basis of
morphology. This predicts that the equivalent of (59) would be grammatical in
languages which do not place a similar morphological constraint on multiple
affixes. This prediction is borne out by the data. For example, in the Cushitic
language Oromo (Owens 1985:5), two external causative affixes can occur allowing
a causative of double causative:

(60) at isii eerdu 4lit  k’occi-siis-is-t-e
you her-abs field-abs ali-abs dig-CAUS-CAUS-2-pst
you made her make Ali cultivate the field

Owens (1985) points out that there is a pragmatic constraint on triple
causativisation. When more than two causatives occur, the preferred strategy is to
use a periphrastic verb with the meaning 'force'. Nevertheless, constructions such
as (59) are possible. The same is true in Turkic languages (cf. Lewis 1967).
Therefore, the restriction on the multiple occurrence of the causative morpheme in
Ambaric is due to a language specific morphological constraint.

3.7. The Permissive External Causative

In this final section, I address one issue of the lexical-semantics/syntax
interface that arises in the discussion of the external causative. The discussion has
so far been confined to the causative interpretation of as-. I have ignored one other
meaning of the affix as- which is traditionally known as the permissive. The
clearest example of the permissive is found with verbs of motion such as watt'a

'exit"

(61) =zabafifie-w aster-in  a8s-wat't'-at
guard-DEF A.-ACC E.CAUS-exit.pf.3mS-3f0
the guard made Aster leave/exit OR
the guard let Aster leave/exit

(62) bar-u makina y-as-wat't'-al

gate-DEF car 3m.imp-E.CAUS-exit-3m.imp.
the gate lets a car pass through
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Sentence (61) has a Pattern I unaccusative verb watt'a 'exit’. When this
verb takes the external causative affix, it has two readings: either that of 'causing y
do V' or 'letting y do V'. In (62) the inanimate argument bsru 'the gate' cannot
perform any action. The sentence simply asserts that the door's configuration is
such that it enables a car to pass through it. Thus, whilst languages like English use
a distinct lexical item, let, for the permissive meaning, Amharic employs the same
external causative affix for both the causative and the permissive.

The use of the same form to encode the causative and the permissive is
comunon cross-linguistically. In Japanese (Shibatani 1976), the verb sase can have
the same two readings. Interestingly, in Japanese, the two readings of the causative
verb have different syntactic properties (cf. Harley 1995:155ff and references
therein). For example, on the permissive reading, the causee is marked as dative
whereas in the causative reading, the causee is marked as accusative.

Unlike the Japanese sase, the Amharic as- does not exhibit any clear
morphosyntactic differences corresponding to its causative and permissive
readings. In terms of Case, the causee of the causative and the causee of the
permissive have exactly the same marking as can be seen in (61) and (62) above.

Nevertheless, the difference between the two readings must be captured in
some way. Thus, the question is how do we encode the permissive meaning?
According to Jackendoff (1990) verbs of letting can be accounted for by Talmy's
(1985b) theory of force-dynamics. Talmy (1985b) demonstrates that the typical
causation relation, involves the interaction of two characters, which he refers to as
the agonist and antagonist. The agonist has a tendency toward carrying out or not
carrying out a certain event. Ina typiéal causative event, the tendency of the agonist
is countered by the antagonist. For instance, consider the English sentence John
made Bill go to the store. The force-dynamic analysis of such a construction is that
the agonist (Bill) has a tendency not to perform the event of going; the antagonist
(John) successfully opposes the agonist's tendency and the event is carried out.

What makes the force-dynamic analysis interesting is that it covers not only
typical verbs of causation such as force, order, make but also verbs of letting as
well. For instance, in the sentence John let Bill go to the store, the force-dynamic
analysis of the situation is that the agonist (Bill) has a tendency to perform the event
denoted by the verb and the antagonist does not counter this tendency. Jackendoff
(1990:134) argues, developing Talmy's (1985b) idea, that verbs of letting express a
situation which can be conceptualized as "a potential opposition". The sentence
Amy let Bill go to the movies "is understood as a decision by Amy not to obstruct
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Bill's action”" (Jackendoff 1990:134). On the other hand, the sentence The window
let the light come is non-volitional where "the window's mere existence...eliminates
the potential obstruction to the light" (Jackendoff, ibid). Jackendoff suggests that,
unlike verbs of causation, verbs of letting express non-opposition. Thus, the fact
that both let and make are expressed by the same grammatical form (as-) in Amharic
is not an accident but rather an instantiation of the same family of force-dynamic
relationship between the two arguments.

After motivating the idea that verbs of letting belong to the family of force-
dynamic concepts, Jackendoff (1990) proposes to encode the permissive meaning
component in a separate level of LCS, the action tier, alevel that is distinct from the
thematic tier (Jackendoff 1990:125ff)). Within the context of the present
framework, I assume that an additional tier in the LCS would be an additional
device in the theory. For reasons of parsimony, it is desirable to keep the basic
machinery as simple as possible. Thus, the present framework does not assume a
doubly-tiered LCS representation.

I would like to propose an alternative way of looking at the permissive
meaning of as-.32 In order to account for the apparent polysemy exhibited by the
verb as-, first I assume, adopting Talmy's (1985b) basic insight, that the causative
verb has a force component. Suppose that the external causative verb is
underspecified for the component [force]. When it is [+force] the coercion reading
pertains, whereas when it is [-force] the letting reading obtains. Thus, in (61) the
causer argument can be a realization of [+force] (giving the causative reading) or [~
force] giving the permissive reading. Now what about (62)? Why do we obtain
only the permissive reading?

It appears that certain arguments of the causative predicate allow only the
permissive reading. I will argue that this phenomenon can be accounted for by
assuming that part of the meaning of the causative verb is determined by the
meaning of the arguments it co-occurs with. This follows from the generally
accepted idea that a verb can have different senses depending on its arguments (cf.

32 We are assuming throughout this work that, other things being equal, a parsimonious theory of
grammar is one which does not stipulate separate lexical entries for each of the different senses of a
verb. The problem with multiple lexical entries is that there is no logical limit to their number
because verbs are constantly used in a novel and creative way (cf. Pustejovsky 1995 for
discussion). Typological studies have shown that the causative verb can have a number of senses.
Thus, cross-linguistically (cf. Comrie 1993), the 'second’ causative (what we call here s-syntactic)
may have different senses including: (a) permissive (b) intensive (c) plurality/iterative, (d)
assistive, (e) curative, and (f) deliberate/accidental. Thus, if a language has a causative verb with all
of these senses, a logical possibility, then there will be five to six causative verbs with
independent lexical entries, if they are considered to be accidentally related to the same form.
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Pustejovsky 1991, 1995; Tenny 1987). Consider, for instance, the use of the verb
bake in John baked the potatoes vs. Mary baked a cake. Pustejovsky (1995) argues
that in the case of the former there is a change of state, whereas in the case of the
latter, there is creation. According to Pustejovsky (1995), the difference in meaning
between the two senses of the verb can be captured with an adequate understanding
of the nominal arguments. He argues that instead of enumerating theoretically
infinite senses of a verb, an adequate theory of lexical-semantics would keep certain
lexical senses constant and distribute the lexical-semantic load of verbs over the
entire lexicon.

Thus, instead of considering nouns simply as unanalysable arguments in
syntax, Pustejovsky (1995) argued that nouns have an internal lexical-semantic
organization, which he calls qualia structure. Qualia roles are for nouns as thematic
roles are for verbs. In fact, standard thematic-role assignment can be viewed as the
saturation of a verb's thematic roles by the appropriate qualia role of the noun.
Thus, for example, to account for the polysemy of the verb bake, it is assumed that
the noun cake has the factor artefact as part of its Agentive qualia role (encoding
factors which are involved in the "origin or 'bringing about' of an object”
(Pustejovsky 1995:86). Thus, this factor distinguishes the creation reading of bake
from the simple change of state reading: a potato, being a natural kind rather than an
artefact, is incompatible with the creation reading.

I would like to extend essentially the same approach to the analysis of the
causative and permissive senses of as-. Take the construction in (62) once again.
We are concerned with why the sentence has only the permissive reading. Let us
assume with Pustejovsky (1995:91) that nouns such as 'door' have a double
denotation: "a physical object denotation and an aperture denotation". These two
denotations can be seen in the difference between Mary painted the door vs. Mary
walked through the door. In the first instance, the door is a physical object,
whereas in the second, it is an aperture. Thus, the noun bar 'door/gate' has the
factor Aperture. Suppose that the factor Aperture is what would satisfy the Path
(trajectory) argument of the basic verb watt'a ‘exit’. As the realization of the Path
argument of the verb, the noun bar 'gate, door' in (62) is incompatible with the
[+force] component of as-.

Therefore, the permissive use of the as- causative can be accounted for
without resorting to multiple lexical entries. By appealing to independently required
principles of grammar, the Talmy-Jackendoff notion of force-dynamics and
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Pustejovsky's (1995) basic insight regarding the lexical-semantic structure of
nominals, we are able to maintain a single lexical entry for the external causative.

3.8. Summary

In this chapter, I investigated the lexical-semantics and morphosyntax of the
external causative. The external causative predicate selects an EP as its complement.
As a result, the causative affix as- can take any EP to form a complex predicate.
The embedded EP can be unergative, unaccusative, or a mandatory agent verb.

I also showed that Amharic has a diagnostic for unaccusativity, which I
called CAUS-selection. Unaccusative verbs take a causative affix a- that is distinct
from the causative of unergative verbs, as-. I argued that unergative verbs are
Activities and already have a CAUS functor. Hence, unergatives can only take
another type of CAUS functor, namely the external causative. I also argued that the
external causative is the head of the larger event and, thus, it must always be
realized overtly. I showed that in Ambharic, at most one Event-type encoding affix
can occur on the Root. The constraint responsible for this phenomenon was
formulated as the Co-Affix Constraint. Although this constraint is language-
specific, it is available as a UG parameter.

I also examined the Case and agreement properties of the external causative
construction in detail. The logical subject of the base predicate can occur either as
the direct object of the construction, can be omitted, or can be relegated to an
oblique position. Although often the oblique status of this argument appears to be
formally similar to the passive oblique, I argued that there is no passive form that
functions as an input to the causative. I showed that the oblique phrase is possible
even with verbs which cannot be passivized independently (Pattern I
unaccusatives).

It is hoped that this chapter has provided a deeper insight into the nature of
morphological causatives. The distribution of the traditional 'external’ causative
was captured by showing in exactly what sense it is external. It is external in as
much as it is outside of the l-syntactic domain and creates its own domain of EP. In
particular, we explicated the circumstances under which unergative verbs can be
causativized. The existence of a morphological causative per se does not allow the
causativization of unergative verbs. Rather, I showed that the causative morphology
in question must have the right properties: it must be able to be generated in the s-
syntax domain of EP. One of the many empirical consequences of this analysis is
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that a language which does not have an s-syntax causative cannot causativize
unergative verbs.

The Case assignment mechanism in Amharic morphological (external)
causative verbs and ditransitive verbs revealed the importance of recognizing the
mismatch between Agr positions and the number of object NPs. It was claimed that
this mismatch is a valid source of structural asymmetry between double objects. It
was argued that despite the similarity between lexical ditransitives and
morphological causatives, only the former can select for two Agr positions, AgrO
and AgrIO. The availability of these Agr positions provides lexical ditransitives
with enough structural positions for the objects. As a result, there is a double object
asymmetry in morphological causatives but not in ditransitives. When a ditransitive
verb fails to select for two Agr positions, an option which results in the so-called
dative shift construction, the double object asymmetry surfaces. Thus, while
maintaining that Case assignment in morphological causatives and ditransitives is
similar, we attempted to locate the difference between morphological causatives and
lexical ditransitives in the Agr positions they contain.

Finally, we saw that the polysemy of the external causative predicate can be
accounted for by appealing to the interaction between the general properties of
causation and the lexical-semantic structure of nominals. This is a desirable result
because it does not require multiple lexical entries for the external causative verb.
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CHAPTER 4
Experiencer Predicates

4.0. Introduction

In this chapter, I examine the lexical-semantic and morphosyntactic
properties of Experiencer predicates. I extend the analysis of transitivity alternation
laid out in the previous two chapters to account for problems of transitivity
alternation exhibited by Experiencer predicates. I will focus on two major issues.
The first is that Amharic Subject Experiencer predicates behave as unergative verbs
in terms of the unaccusativity diagnostic of CAUS-selection. That is, they are
causativised by the external causative affix as- and not by the CAUS affix a-. In
order to account for this fact, I argue that Subject Experiencer predicates have a
CAUS predicate in l-syntax. I refer to this CAUS predicate as the Ambient causer
(A-Causer), adopting the term from Pesetsky (1995). It is the presence of the A-
Causer that blocks the addition of another l-syntax CAUS affix. However, I will
depart from Pesetsky (1995) in one crucial assumption: I will argue that the A-
Causer can be realized by a zero morpheme.

The second issue that I will address is the rather unusual Case and
agreement properties of certain Subject Experiencer predicates, such as ¢'annak’'s
'worry'. Despite occupying a canonical subject position, the Experiencer argument
of such verbs occurs with an optional accusative Case marking and appears to
trigger object agreement. This is unusual, at least in a nominative-accusative
language such as Ambharic, because the subjects of other predicates are marked
nominative and control subject agreement. In other words, the Experiencer subject
appears to exhibit the Case and agreement properties of the Theme/Patient of
canonical transitive verbs.

I will show that the quirky Case and agreement facts are resolved once we
analyse the Experiencer ‘object’ agreement as the obligatory subject agreement
generated in AgrS. I will argue that although the Experiencer agreement
superficially resembles the object agreement suffix of transitive predicates, it is a
morphological reflex of inherent Case. I will argue that the Experiencer argument is
assigned inherent Case and moves into AgrSP. I also show that apart from
psychological predicates, a number of other verb classes such as verbs of
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sensation, verbs of possession, verbs of temperature and weather, and verbs of
perception/cognition can assign inherent Case.

The chapter is organized as follows. In §4.1, I discuss general problems
associated with Experiencer predicates. In §4.2, I examine the behaviour of Subject
Experiencer predicates with respect to the unaccusative diagnostic, CAUS-
selection. In §4.3, a family of predicates which exhibit quirky Case and agreement
properties is examined. In §4.4, I discuss the derivation of one Pattern of Subject
Experiencer predicates, the Pattern B SubjExp predicates. In §4.5, I discuss the
derivation of other constructions with quirky Case. In §4.6, I examine the
derivation of Pattern A SubjExp predicates. In §4.7, the derivation of Object
Experiencer predicates are discussed.

4.1. The Experiencer Problem

Many studies have shown that Experiencer predicates, also known as
psychological predicates or predicates of emotion, exhibit certain properties which
are challenging for the theory of grammar (cf. Postal 1970; Lakoff 1970;
N.McCawley 1976; Belletti and Rizzi 1988; Pesetsky 1987, 1995; Baker 1988b;
Grimshaw 1990). One of the main problems is the so-called linking problem.
Experiencer predicates appear to differ from other verbs in their linking of
arguments to syntactic positions. Consider the examples in (1):

(1) (a) Bill feared the ghosts.
(b) The ghosts frightened Bill.

In (1a), the Experiencer is in subject position, whereas in (1b) the same argument is
in object position. This can be schematized as in (2) where the underlined role
indicates the syntactic subject.

(2) () like  (Exp, Theme) Subject Experiencer (SubjExp)
(b) please (Exp, Theme) Object Experiencer (ObjExp)

It has been observed that constructions involving Experiencer-Theme roles violate

linking principles such as the Uniformity of Theta Assignment Hypothesis (UTAH)
of Baker (1988a):
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3 Uniformity of Theta Assignment Hypothesis (UTAH)
Identical thematic relationships between items are represented by
identical structural relationships between those items at the level of
D-Structure.

Experiencer predicates are problematic for the UTAH because items with
identical thematic relationships are represented by different structural relationships.
Thus, in (1a) above, the Experiencer is the subject of the sentence whereas in (1b),
it is the object.

A number of different solutions to the linking problem have been proposed.
Some studies attempted to resolve the linking problem of Experiencer predicates
without abandoning the UTAH. One such approach is what Pesetsky (1995) calls
Fine-Grained Syntax. This type of solution argues that the alleged syntactic identity
between the subjects of the two sentences in (1) does not hold when examined at an
underlying level. Belletti and Rizzi (1988) best represent this approach. They argue
that the ObjExp predicate involves a syntactic movement of the Theme into the
subject position as schematized in (4):

(C)) Theme; [vp [ please e; ] Experiencer ]

In order to ensure that the Experiencer argument does not project into the
subject position in the ObjExp construction, Belletti and Rizzi (1988) propose that
the Experiencer is pre-linked, that is lexically associated with the accusative Case.

The movement of the Theme into a non-thematic position is independently
motivated for the analysis of unaccusatives and their causative variants as shown in

(5):

(5) (@  Themej [vp[ open €j] ]
(b) John opened the door

Thus, the fine-grained syntax approach employs mechanisms that are
already required elsewhere in the grammar. However, Belletti and Rizzi's (1988)
analysis is not without problems (cf. Grimshaw 1990, Pesetsky 1995). Grimshaw
(1990:21) argues that the lexical case marking of the Experiencer argument reduces
the difference between fear and frighten to an arbitrary lexical stipulation.
Grimshaw further argues that if the Experiencer can be lexically marked for
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accusative Case, the same can be done for the Agent. But it is known than Agents
are not marked accusative even in languages with overt case marking.

Another problem with Belletti and Rizzi's analysis is the assumption that the
subject of ObjExp predicates is non-thematic, thus enabling the Theme to move. If
ObjExp predicates are like unaccusatives, argues Pesetsky, they should be
incompatible with the passive, contrary to fact (from Pesetsky 1995:22):

6) (a) Bill was angered by Mary’s conduct
(b) The paleontologist was pleased by the discovery
of the fossil

For Belletti and Rizzi (1988) such passives are not problematic: they assume
that the passive of ObjExp predicates are adjectival and not verbal. Since adjectival
passives are possible with unaccusative verbs (for example, departed travellers, a
fallen leaf), Belletti and Rizzi (1988) argue that the possibility of passives as in (6)
cannot be taken as evidence against their unaccusative analysis of ObjExp
predicates. Nevertheless, as pointed out in Pesetsky (1995:23), there are many
unaccusative verbs in English which cannot take the adjectival passive, such as *an
(already) occurred event, * the (already) stumbled horse.

The second approach to the solution of the linking problem which maintains
the UTAH is described by Pesetsky (1995) as Fine-Grained Semantics or thematic
reanalysis (cf. Grimshaw 1990). This approach denies that the object of (1a) has an
identical thematic relationship with the subject of (1b). The idea is that since the
UTAH is concerned with identical thematic relationship between items, showing
that the two classes do not have identical roles will circumvent the linking problem.

Pesetsky (1995) proposed that the solution to the linking problem exhibited
by Experiencer predicates cannot be purely syntactic, but must also appeal to a fine-
grained semantic analysis. He pointed out that the label “Theme” to refer to the non-
Experiencer argument in Experiencer predicates is too coarse-grained and suggested
that a number of other distinct roles must be distinguished. He argued that "the
subject argument with the ObjExp class always bears the role Causer, whereas the
object argument with the SubjExp class always bears one of two entirely distinct
roles . . .Target of Emotion and Subject Matter of Emotion."(Pesetsky 1995:55).
Pesetsky further argued that once these distinct roles are distinguished, the linking
problem for the UTAH and most of the problems exhibited by the unaccusative
analysis will be accounted for adequately.

119



LS

The assumption that the subject argument of the ObjExp class bears the role
Causer led Pesetsky (1995) to propose a bi-morphemic analysis of the predicates.
He proposed that there is a CAUS morpheme which combines with the root in
ObjExp verbs. In languages like English, which lack Causative affixes, a zero
morpheme has to be postulated. '

However, the assumption that the Theme argument can bear distinct roles is
also problematic. Grimshaw (1990) pointed out that there is no reason to believe
that the thematic role of the subject of the ObjExp verbs and the object of the
SubjExp verbs is not identical. That is why the two roles cannot co-occur, as can be

seen in (7b):

@) (a) Mary was frightened of the ghost.
(b) *The movie frightened Mary of the ghost.

If the two arguments have different thematic roles, as the thematic-
reanalysis approach claims, it would be difficult to explain why (7b) is ruled out.
For Grimshaw (1990), the ungrammaticality of (7b) follows if one assumes that no
verb can allow the multiple occurrence of a single thematic role.33

However, Pesetsky (1995) maintains that the two roles, namely Causer of
Emotion and Subject Matter of Emotion, are distinct roles and attributes the co-
occurrence problem to the presence of a zero CAUS morpheme. We will return to
this matter in §4.2.

It is important to note here that failure to explain why the two arguments
cannot co-occur is not endemic of the thematic-reanalysis approach. For instance,
Baker (1988b) argued that the explanation for the co-occurrence problem must be
based on the lexical-semantic difference between Experiencer verbs and agentive
verbs. Baker's lexical-semantic reanalysis, which is based on the Gruber-
Jackendoff localistic definition of thematic roles, is an attempt to show that the
object of emotion is a type of location, that defines where the Theme is emotionally
located: physical location is utilised as a metaphor for emotional location. Thus, for
Baker (1988b) the verbs fear and frighten will have the argument structures shown
in (8):

33 The term Thematic Diversity is employed (cf. Pesetsky 1995) to describe the requirement that
rules out multiple roles.
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(8) (a) fear (Theme, Location)
(b)  frighten (Agent, Theme)

Baker (1988b:6) represented the relationship between the physical and the
emotional location in the Jackendovian notation shown in (9):

) (a) BE psych (John, AT (FEAR-OF (Bill)))
(b) GO physical (John, TO (TOP-OF (mountain)))

For Baker (1988b:9), sentences like *ghosts frighten John of death are
ungrammatical because an expression defining the fear is "optionally present in the
conceptual representation of 'frighten’. . . but that this position is inherently linked
with the causer slot." The inherent linking of the agent with location is schemnatized
as in (10):

(10)  frighten: CAUSE (x, GO psych (y, TO (FEAR <OF (x)>)))
| |

Thus, the co-occurrence problem is due to the fact that the Agent and Goal
are expressed by a single argument. Since these two arguments are lexically linked
there would be only one role to be discharged, in accordance with the Theta-
criterion.

In the coming sections, I will argue that Baker's (1988b) analysis is on the
right track for some of the SubjExp predicates in Ambharic. For another class of
SubjExp predicates, I argue that the Experiencer occurs with a causer argument, the

A-Causer.

4.2. Two Patterns of Subject Experiencer Predicates
4.2.1. Basic Facts

In Ambharic, SubjExp predicates exhibit two morphological patterns - those

which are morphologically unmarked (Pattern A) and those which occur with the
prefix t- (Pattern B). Consider the following examples:
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11) (@ Pattern A:

(b) Pattern B:

aster lamme-n waddada-C-iw
A. L-ACC love.pf.-3f5-3mO
Aster loved Lemma

lamma  ta-c¢'annsk’s
L. BE.worry.pf.3mS
Lemma is worried

Syntactically, Pattern B verbs have one obligatory argument, the
Experiencer, whereas Pattern A verbs always have two obligatory arguments, the
Experiencer and the Target. Further examples of the two patterns are presented in

Table 1.
Pattern A Pattern B
SubjExp ObjExp SubjExp ObjExp
waddads ‘love Y’ |as-waddads ta-¢'annak’a as-c'annak's
‘make x love y' 'worry' ‘make x worry’'
farra 'fear y’ as-farra ta-dassata as-dassats
'make x feary’ 'be pleased’ ‘make x
be pleased’
t'slla 'hate y' as-t'alla ta-k'ot't'a as-K'ot't'a
'make x hate y' '‘be angry' 'make x be angry’

Table 1: Patterns of Experiencer Predicates

The ObjExp verbs are formed by the external causative affix as-, and not by
the causative affix a-. Thus, compare the sentences in (12) below :
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(12) (3 lamma ts-dassata
L. INCH.be.please.pf.3mS
Lemma is pleased

®) aster lamma-n as -dessata-c-iw
A L-ACC  E.CAUS-be.please.pf.-3fS-3mO
Aster pleased Lemma

(c) * aster lamma-n & -dassata-C-iw
A. L.-ACC CAUS-be.please.pf.3mS-3fO
(Aster pleased Lemma)

When the causative affix a- is used, as in (12c¢), the construction becomes
ungrammatical. This is reminiscent of the unergative verbs which we have already
discussed in Chapter 2. Therefore, in terms of the unaccusativity diagnostic,
CAUS-selection, the SubjExp predicates behave exactly like unergative verbs such
as dance. This is shown in (13b):

a3 (@ lamma c¢'affara

L dance.pf.3mS
Lemma danced
(b) aster lamma-n as-Caffara-c-iw
A L-ACC E.CAUS-dance.pf-3f5-3mO
Mary made Lemma dance
(b) *aster lamma-n e-C'affare-c-iw
A. L.-ACC CAUS-dance.pf-3f5-3mO

This raises the question of why Amharic Experiencer predicates behave like
unergative predicates in terms of CAUS-selection. At the outset, one of two
directions can be taken to address this problem. First, we may deny the validity of
CAUS-selection as a diagnostic of unaccusativity. This will force us to abandon the
generalisation built so far on the basis of CAUS-selection. The second alternative is
to maintain CAUS-selection as a valid test for unaccusativity and investigate if there
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is some property that is common between unergatives and Experiencer predicates.
The challenge is then to characterize the common property in a non-circular way.

I would like to pursue the second approach by maintaining CA US-selection
as a valid diagnostic for unaccusativity. I will make the following claims about
SubjExp predicates.

(14) (a) Pattern B verbs take a special type of causer argument,
the Ambient Causer.

®) SubjExp predicates cannot take the causative affix a- because
of the presence of a zero CAUS functor.

These claims will be defended and elaborated in the following sections. I
begin by examining the Pattern B SubjExp predicates.

4.2.2. Pattern B SubjExp Predicates

Pattern B SubjExp verbs are of two types depending on whether or not they
occur independently without the prefix t-. The verbs which cannot occur
independently are referred to as Prefix requiring (P-verbs). Although in our
framework all Roots are bound, in the sense that they must incorporate into higher
structural positions, the P-verbs are 'bound’ in a morphologically transparent sense:
they require overt affixation. Thus, consider the following examples:

15) (@@ *dossata > ta-dessate 'be happy'
) *k'ot't'a >  te-k'ot't'a 'be angry'

There is neither a form *-dessats nor a form *k'ot't'a meaning,

respectively 'to be pleased' and 'to be angry'. Such verbs must occur with the
prefix t -.34 The prefix-requiring forms are phonologically well-formed, and it is not

34 The phenomenon is also common in other related Ethiosemitic languages (cf. Petros 1994 for
Chaha). However, as already mentioned in Chapter 3 in the context of the Co-Affix Constraint, we

have to control for one fact: some roots may begin with a segment t - which is not a prefix but
rather a part of the consonantal radicals. Our test for identifying whether t- is a prefix or a part of
the radicals is the following. It is known that in Semitic languages the basic meaning of any root
is carried by the consonantal radicals. If t - is part of the consonantal radicals, we would expect it
to show up in other categories such as nouns. By this test, all the relevant stems in Table 1 are P-
verbs because ta- disappears in the nominal forms:
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obvious why they must occur with an affix. They have a typical tri-radical
morphology and do not exhibit any phonological deficiency. This phenomenon is
rather ubiquitous: it is not restricted to a semantically homogenous class such as the
Experiencer predicates. There are verbs which, despite their well-formed morpho-
phonological status, simply do not occur independently: they require valency-
changing prefixes. Thus, consider (16):

(16) (a) *baddara a-baddars 'lend '

ta-baddara 'borrow’

(b) *k'abbals a—k'abbala ‘pass on'
ta-k'abbals 'take’

© *karraya a-karraya ‘give to rent'
ta-karrays ‘rent’ or 'be rented'

@ *nabbaba a-nabbaba 'read (tr)’
ta-nabbabs 'was read’

Thus, Pattern B SubjExp verbs are of two types: those which require the
prefix t- and those which do not. A representative example of each is given below.

@ ®) dassita ‘happiness’ ta-dassats 'be happy'
© k’ut't’a ‘anger’ ta-k'ot't'a 'be angry'

On the other hand, verbs such as takkaza ‘brood over’ do begin with a t - but the t - is part of the
root's radicals as it shows up in the noun form tikkeaze ‘brood over’.

One issue which cannot be addressed here is the phonological status of the t- affix itself.
There is some evidence to suggest that t- may be an empty C position which is filled by the
default coronal t - (cf. Broselow 1985). This assumption is supported by the fact that in infinitival
nominalization the segment t ~ disappears but its position is filled by spreading the consonant of
the root, thus creating a geminate consonant. That is, the initial consonant of the stem spreads to
fill in the empty C position: ta-¢’annak’s ‘worry(intr) > ma-¢&’c’anak’ ‘to worry’. Note that
ma- is the infinitive nominalizer prefix and the underlying form can be reconstructed as ma-C-
¢’anak’. Note also that this does not happen when t- is part of the root: takkaza ‘brood over’ >
ma-takkaz ‘to brood over’. In some cases, the original prefix t- has been lexicalized as part of
the root. This is the case with ta~-mara 'learn’ (the P-verb form *mara is attested as the verb to
‘learn’ in classical Ethiopic) where t- has become part of the root as in the nominal timihirt
'learning, education’.
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*-dassata
te-dassats 'be happy’

¢annak'a
ta-c'annak’'s 'worry'

Let us focus on the latter group (17b), that is, Pattern B SubjExp verbs
which can occur with or without the prefix t-. Consider the examples in (18) - (20):

(18) (a)
®)
a9 (@
(b)
(200 (@
®

aster-(+n) ¢'annak’-at
A.-(ACC) worry.pf.3mS-3fO
Aster is worried

aster ta-¢'annak’s-¢
A. BE-worry.pf.-3fS
Aster is worried

aster-{+n) dannak'-at
A.-(ACC) astonish.pf.3mS-3fO
Aster is astonished

aster ta—-dannak’'-ac
A BE.-astonish.pf.-3fS
Aster is astonished

14j-0&-u-(n) garram-accaw
boy-pl-DEF-(ACC) amuse.pf.3mS-3plO
the boys are amused

1$j~0&-u ta-garrama-u
boy-pl-DEF  BE-amuse.pf.-3plS
the boys are amused

For ease of exposition, I refer to the constructions in the (a) examples as
Type 1 and the constructions in the (b) examples as Type 2. I hypothesize that Type
1 and Type 2 are thematic paraphrases of each other. Thus, by the UTAH, the

126



in g
|
SN

thematic relationship of the arguments must be identical at D-Structure. Hence, in
what follows, I develop a proposal which accounts for Type 1 and Type 2 verbs
based on the hypothesis that the constructions have an identical thematic
relationship.

‘What is interesting about the Type 1 construction is that (a) the Experiencer
occurs with an optional accusative Case, and (b) the Experiencer appears to control
object agreement. If the agreement is lacking, the structure becomes ungrammatical

as shown in (21):

(21) aster-(in)  ¢'annak’s-*(at)
A.-(ACC) worry.pf.3mS-(3f0)

The obligatory presence of the object-like agreement is particularly curious
given that object agreement is typically optional in simple transitives, as shown in
22):

(22) seaster lamma-n matta-é-(#w)
A. L-ACC hit. pf.-3f5-(3mO)
Aster hit Lemma

Furthermore, the presence of the accusative Case marking is also unusual,
since only objects are marked by the accusative. In fact, definite objects must be
marked by the accusative Case. Notice that in the case of the Type 1 construction,
not only is accusative Case manifested on the subject but it is also manifested
optionally.

Notice also that in the Type 1 construction, subject agreement is with an
unspecified element with the features third person, masculine, singular (3ms). On
the other hand, when the verbs do occur with the prefix t-, in Type 2, they take
subject agreement that refers to the Experiencer.

These facts raise a number of interesting issues. I will focus on two major
questions: (a) why does the Experiencer exhibit two different Case/agreement
properties? (b) what is the status of the 3ms argument? I will address these and
related questions in the following section.
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4.3. Quirky Case and Split Intransitivity
4.3.1. Dative and Accusative Subjects

The fact that Subject Experiencer predicates exhibit quirky Case properties
cross-linguistically is by now well-documented (cf. Verma and Mohanan 1990,
Belletti and Rizzi 1988, Takezawa 1987, Zaenen et al. 1985). Consider the
following example from Icelandic (Zaenen et al. 1985):

(23) Calvini  liki verkid
Calvin-D like the job-N
Calvin likes the job

According to Zaenen et al. (1985), the experiencer argument is a
grammatical subject as established by various tests for subjecthood. However,
when the Experiencer is expected to be marked by the nominative, it is marked by
the dative Case.

Most of the examples of quirky subjects documented in the generative
literature deal with verbs such as 'like' which are transitive. To this extent, the
Ambharic facts are different from the Icelandic example given above. The Amharic
equivalent of the verb 'like/love’, waddads, behaves just like a typical transitive
verb in that the subject (the Experiencer) is marked by the nominative whereas the
object (the Target) is marked by the accusative Case. Thus, we should keep in mind
that although quirky subjects of Experiencer predicates are common, the Amharic
facts are of a slightly different nature.

There is a body of literature both within and outside of generative linguistics
that deals with quirky subjects of intransitive verbs. Often, a semantic motivation is
implicitly or explicitly provided to distinguish intransitive subjects with nominative
marking from intransitive subjects with accusative and dative marking. According
to N. McCawley (1976) indirect subject constructions involve verbs which express
events such as those listed in (24):
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24) (a) sensory and mental experience
() emotional experience
(c) physical and biological experience
(@ need/duty/obligation
© possession/existence
® happenstance

It is observed that intransitive subjects which are more 'affected’, or which
have less 'control' over the event, in the sense of Hopper and Thompson (1980),
are likely to be marked by the accusative/dative, whereas intransitive subjects which
are 'agentive', or exert more control over the event may be marked by the
nominative.

It appears that the arguments of certain intransitive predicates exhibit
properties that are different from the arguments of other intransitive predicates. This
phenomenon is sometimes known as split intransitivity (cf. Mithun 1991). In order
to situate the relevant Ambharic facts in a broader context, I will first sketch the
general Case typology of languages and then elaborate the notion of split
intransitivity.

4.3.2. Case Typology and Split Intransitivity

It is often assumed that languages can be categorized into two major types
on the basis of Case typology (cf. Moravcsik 1976; Dixon 1994; Van Valin 1990).
They are (a) nominative-accusative languages and (b) ergative-absolutive
languages. Basically, in nominative-accusative languages, the subject of a transitive
verb and the subject of an intransitive verb are formally marked in the same way, as
distinct from the object of a transitive verb. In ergative-absolutive languages, the
subject of an intransitive verb and the object of a transitive verb are marked in the
same way, as distinct from the subject of a transitive verb. This can be summarized
asin (25):

(25) (a) Nominative-Accusative

Nominative:  Subject of transitive, Subject of intransitive
Accusative:  Object of transitive
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Ergative-Absolutive
Ergative: Subject of transitive
Absolutive:  Subject of intransitive, Object of transitive

A typical nominaﬁve-accusat_ive language is Latin. Consider the following
examples (from Dixon 1994:9):

26 @

(b)

domin-us veni-t
master-NOM comes-NOM
the master comes

domin-us serv-um audi-t
master-NOM slave-ACC hears-NOM
the master hears the slave

The subject of the intransitive verb in (26a) receives the same nominative

SakE

Case as the subject of the transitive verb in (26b). The object of the transitive verb
in (26b) receives the distinct accusative marking. Notice also that the verb agrees

with the subject (the nominative) NP.
One of the classic examples of an ergative language is Dyirbal, an Australian
language. Consider the following constructions (from Dixon 1994:10):

27 (a)

(b)

guma banaga-n¥u
father+ABS return-NONFUT
father returned

juma yabu-ggu bura-n
father+ABS mother-ERG see-NONFUT
mother saw father

The subject of the intransitive verb in (27a) and the object of the transitive
verb in (27b) are marked in the same way by the absolutive. The subject of the
transitive verb takes the distinct ergative marking. Notice that often there is an

> asymmetry in the way morphological Case is realized. In a nominative-accusative

LweRk
%

130



x system, the nominative is unmarked, whereas in an ergative-absolutive system, it is
the absolutive which is unmarked.

As documented in a number of studies (see Moravcsik 1976, Mithun 1991),
some languages have a class of verbs which exhibit Case properties that diverge
from the general Case typology of the language. For our purposes, we focus on the
so-called split-intransitive pattern (cf. Mithun 1991) where the single argument of
intransitive verbs exhibits different Case properties. Consider the following
examples from Guarani (adopted from Mithun 1991:511):

28) (a) a-xé Igo
b) a-pu?d I gotup
29) (a) §é-rasi I am sick

(b)  Se-ropehii Iamsleepy
(30) a-gwerd aina I am bringing them now

(31) Se-rerashd It will carry me off

Notice that the subject pronominal prefix of the intransitive verbs in (28) has
the same form as the subject of the transitive verb in (30). On the other hand, the
subject of the intransitive verbs in (29) has the same form as the object of the
transitive verb in (31).

The basis of split intransitivity has been the subject of an interesting debate.
As pointed out in Mithun (1991:512), some have argued that the basis of split
intransitivity is primarily due to lexical aspect, or Aktionsart (cf. Van Valin 1990,
Zaenen 1988). It has been argued that aspectual and lexical parameters such as
agentivity, telicity, and volitionality, among others, may be responsible for
determining the basis of split intransitivity. As we saw in Chapter 2, Perlmutter's
(1978) classification of intransitive verbs into unergatives and unaccusatives aimed
to provide a syntactic account for the difference between two types of intransitives.
In his account, the single argument of unaccusative verbs, unlike the single
argument of unergative verbs, is an underlying patient that advances to subject
position.

It is commonly assumed that split intransitivity has, to some extent, a
lexical-semantic basis. For instance, in Guarani the unergative class of intransitives

-
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includes verbs meaning 'go’, 'get up', 'walk’, ‘descend, get off’, 'run’', 'swim',
'die', 'sink', whereas the unaccusative class includes verbs such as 'be sick', 'be
sleepy’, 'be hungry', be tired', be stingy’, 'be tender, unripe', etc. (Mithun
1991:512-513). Mithun points out, following Van Valin (1990), that the split
appears to be based on lexical-aspect. Verbs in the first class encode dynamic
events, Accomplishment, Achievement, Activities, whereas verbs in the second
class express stable events, States. In some cases the same verb may exhibit
properties of either class, although with different meanings. For example, the verb
karid means 'to have lunch' (Activity) when marked by the pronominal marking of
the agentive class, whereas it means 'to be a glutton' (State) when marked by the
pronominal marking of the stative class.

Now, what is interesting for the present purposes is that in Amharic verbs
which exhibit the Type 1 Pattern B behaviour are not always psychological verbs.
In fact, as we will see in the next section, the Type 1 Pattern B SubjExp predicates
of Ambharic are only a sub-class of a much larger class whose verbs systematically

trigger an obligatory object agreement.

4.3.3. Quirky Subjects
4.3.3.1. The Experiencer of Physical States

There is a class of verbs which can be characterized as sensation predicates.
This class includes forms such as 'be hungry’, 'be thirsty’, and 'be in pain', which
exhibit Case and agreement properties that are similar to those of the Type |
predicates. Thus, consider the following examples:

(32) (2 aster-(in) t'amm-at
A.-(ACC) thirst.pf.3mS-3fO
Aster is thirsty

) sawoc-u-(n) rab-acew
men-DEF-(ACC) hunger.pf.3mS-3plO
the men are hungry

©) aster-(in) ammam-at

A.-(ACC) pain.pf.3mS-3fO
Aster is sick
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Notice that in (32) there is an obligatory object agreement with the argument
which is experiencing the physical sensation, just like in the Type 1 predicates.
Subject agreement is with a 3ms argument. Like the SubjExp predicates, the
sensation predicates can take the prefix t-, in which case subject agreement is with
the argument that experiences the sensation:

(33) (a aster ta-t'amma-¢

A BE-thirst.pf-3fS
Aster is thirsty
) sawoc-u ta-rab-u
men-DEF  BE-hunger.pf.-3plS
the men are hungry
(©) aster t-ammama-¢
A. BE-pain.pf.3fS
- il Aster is sick
:Q?*
4.3.3.2. Temperature Verbs
The second class of verbs which exhibit the Type 1 phenomenon can be
characterized as temperature predicates. This class includes verbs such as barrada
'it is cold', mokk'a 'it is hot'. Although these verbs are typically used to express the
temperature as in (34), they can also be used with Experiencer arguments as in (35):
B4 (@ yi-bardal3s
3m.imp.-be.cold.3mS
itis cold
®) yi-mok'al
3m.imp.-be.hot.3mS
it is hot
A{' 35 The temperature predicates are more felicitous in the compound imperfect which involves the
- bound auxiliary -a1{1) 'exist/be". It is probably because such predicates are often used as generic

statements.
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(35 (a) aster-(in) barrad-at
A-(ACC) be.cold.3mS-3f0
Aster iscold

(®) aster-{(+n) mok'k'-at
A.(ACC) be.hot.3mS-3f0
Aster is hot

Again, notice that there is obligatory object agreement with the argument
that is experiencing the effects of the temperature.

4.3.3.3. Possessive Constructions

Possessive constructions also exhibit similar behaviour in terms of
triggering object agreement. In Ambaric, as in a number of other languages (cf.
Benveniste 1966, Lyons 1968), the verb corresponding to the English possessive
'have' is encoded by the existential copula alls 'exist/be':36

(36) easter 1ijot all-u-at
A children exist/be.pf.-3pl.S-3fO
Aster has children

Notice that the possessor NP (Aster) obligatorily controls object agreement
whereas the possessed NP (children) controls subject agreement. Also, the
possessor must be in a clause-initial position.

Therefore, the presence of an obligatory object agreement with an
intransitive subject is rather widespread. It can be found with sensory predicates,
temperature predicates, and possessive predicates. It is unlikely that the observed

36 The use of the verb 'to be' or 'exist' to express possession is quite common among the
languages of the world. In some languages, the possessor is expressed as a dative object. Thus
consider the following examples from Hebrew and Sherpa respectively (from Givén 1984: 104-

105):

(ii) le-y6av haytt harbé xaverim
to-Yoav were many friends
Yoav had many friends

(1ii) ti mi-ti-la kitab-cik  way

the man-DEF-DAT book-one be/have
the man has a book
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phenomenon is an accidental property of each set of predicates. Therefore, I will
put forth a proposal which provides a unified account for these constructions.

4.4. The Derivation of Pattern B SubjExp Predicates
4.4.1. The Ambient CAUS

One of the characteristic properties of the Type 1 predicates is that they
show subject agreement with a 3ms element. It is necessary to determine the status
of this element in order to account for the quirky Case and agreement facts. I will
argue that this element is an argument of the predicate in its own right.

I follow Pesetsky (1995) in assuming that some SubjExp predicates have an
additional argument which can be referred to as the Ambient Cause. Pesetsky
(1995) argued that this argument is akin to "weather it" or Ambient iz. He
articulated this notion as follows (Pesetsky 1992:96-97):

Emotions like surprise, annoyance, and amusement are . . . like the weather
in a number of respects. They are "global” (ambient), affecting one's
perceptions as well as actions. They are in principle transitory. They are
somewhat unpredictable both in their onset, intensity and duration . . . the
proximate cause of both weather and emotions can be viewed as a force of
nature, something beyond conscious control of the individual.

Pesetsky (1995) maintains that Experiencer predicates are "Experiencer
weather" differing from meteorological weather in the external world, that is, in the
former the natural force is within the individual. For Pesetsky, the Experiencer
ambient iz differs from the weather ambient it in only one way. The ambient it must
be controlled by the Experiencer. Pesetsky (1995) speculates that this difference
may in turn be a consequence of the conceptual distinction between the two
different “natural forces”.

Although it is generally agreed upon that ambient iz is some sort of
argument, the exact status of its argumenthood is a matter of some controversy.
Pesetsky (1995) reports that Ruwet (1991) argued that weather predicates such as
rain are unaccusative, which means that ambient iz cannot be an external argument.
However, as noted by Pesetsky (1995) there is some evidence which supports the
idea that ambient it is an external argument. For instance, the availability of cognate
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objects with ambient it argues against an unaccusative analysis. Consider (37)
(from Pesetsky 1995:110):

B (a3 It rained a fine little rain
(b) 11 a plu une petite pluie fine

The standard assumption is that cognate objects are not possible with
unaccusative verbs. Indeed, as we have seen in Chapter 2, cognate objects occur
with unergative verbs but not with unaccusative verbs. In our analysis, the
unavailability of the cognate object in unaccusatives follows from the fact that there
is no structural position for the cognate argument, as the specifier of RP is taken up
by the Theme/Patient argument of the unaccusative predicate.

In Ambharic, weather predicates such as zannaba 'rain' can occur with

cognate objects (from Leslau 1995):

(38) haylafiia zinab-(in)  zannaba37
hard rain-(ACC) rain.pf.3mS
it rained a heavy rain

Ambharic does not have a form equivalent to the English iz. Rather, it employs an
empty category (pro) with the grammatical features 3rd person, masculine,
singular.

Hence, I assume that the A-Causer is an external argument. Suppose that
the LCS of a Pattern B SubjExp verb such as V&'nk’ 'worry' is as in (39):

39 Ve'nk' 'worry'
[x CAUS y BE worry]

The LCS in (39) shows that there are two arguments: an A-Causer and an
Experiencer. A rough paraphrase of (39) is that an A-Causer X causes an emotional
state in Y. Given standard assumptions about the mapping from LCS onto syntax,
one would assume that the argument of CAUS will be mapped onto subject

37 The example shows one of the very few exceptions where an indefinite NP receives accusative
marking. The other exception is when the nominal is clearly generic as in ‘man’ in (i) below:
(i) #gziabiher saw-in ba-malk-u fat't'ara
God-and man-ACC with-image-his create.pf.3mS
God created man in his own image (Genesis 1:27).
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position, whereas the argument of BE would be mapped onto object position. This
would give us the construction in (40):

(40) pro aster-(in) ¢'annok'-at
A-~(ACC )  worry.pf.3mS-3fO
it worried Aster

Thus, according to (40), the subject is a 3m pro argument and the object is
the Experiencer. This is consistent with the agreement facts. As already mentioned,
the sentence in (40) resembles transitive predicates such as (41):

(41) temma  aster-in  ayya-(at)
L. A.-ACC  see.pf3mS-(3fO)
Lemma saw Aster

However, the reader will have noticed that there are two obvious differences
between (40) and (41). In (40) the accusative marking is optional, whereas the
object agreement is obligatory. In (41) the opposite occurs: accusative marking is
obligatory but object agreement is optional. These facts are problematic if the
Experiencer in (40) is simply an object on a par with the grammatical object of
transitive verbs as in (41).

Therefore, the question is how do we account for the quirky Case and
agreement properties of (40)? Suppose we deny the parallelism between (40) and
(41) above by claiming that the Experiencer argument is not a grammatical object.
This idea can be explored in one of two ways. The first possibility is to assume that
the Experiencer argument is actually a grammatical subject rather than an object.
The second possibility would be to assume that the Experiencer argument is actually
in topic position. I will refer to these two approaches as the subject hypothesis and
the topicalization hypothesis respectively. I will briefly explore the topicalization
hypothesis first and show that it cannot be maintained in Ambharic. I then argue for
the subject hypothesis by appealing to one recent view of Case theory as articulated
in Harley (1995) and Montrul (1996).
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4.4.2. The Topicalization Hypothesis
4.4.2.1. Constructions with Obligatory Object Pronominal Suffix

The first thing we need to ask is, where else in the grammar is object
agreement obligatory in simple transitive verbs? There are two clear cases: (a) when
the object is pronominal, either null or overt, as in (42), and (b) when the overt
nominal occurs in topic position, as in (43):

(42) aster [e]/ #ssu-n matta-c-*(iw)
A pro / he-DEF-ACC hit.pf.-3fS-(3mO)
Aster hit him

(43) wisSa-w-nj aster tj matta-é-*(iw)
dog-DEF.m.-ACC A hit.pf.-3fS-(3mO)
Aster hit the dog

In (42) where the direct object is either an empty pronominal or an overt
pronominal, object agreement is obligatory. In (43) where the object moves from its
canonical position and occurs in topic position, object agreement is obligatory.

Now, one may argue that the obligatory object agreement in the Experiencer
construction is the result of topicalization. Thus, compare (43) with the Pattern B
SubjExp construction in (44):

(44) ssterj-(in) pro [ei] <&'annak’-*{at)
A.-(ACC) worry.pf.3mS-(3f0)
Aster is worried

Abstracting away from the obvious differences between topicalization in
transitive verbs (43) and the construction in (44), it appears that there is some prima
facie evidence for the correlation of obligatory object agreement and topicalization.

The topicalization hypothesis may even gain further support from the fact
that in Amharic, cleft questions and relative clause constructions also involve

obligatory object agreement, as shown in (45b) and (46b):
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45) (a) aster birtukan gezza-¢

A orange buy.pf.-3f3
Aster bought some oranges

(b) mind-#n naw aster [e] ya-gazza-C-*(iw)
what-ACC  be.3m A REL-buy.pf.-3fS-(3m0)
what is it that Aster bought

46) (a) aster 1#joc aya-C
A children see.pf.-3f5
Aster saw (some) children

®) aster [e] y-ayya-C-*(acCaw) l+joc
A. REL-see.pf.-3fS-(3plO) children
the children whom Aster saw

I take it as uncontroversial that wh-questions, cleft constructions and
relative clauses involve wh-movement.38 Thus, one may argue that the Experiencer
argument is also topicalized by wh-movement.3% As I will demonstrate in the next
section, there are good arguments against the topicalization hypothesis.

38 1t is interesting that in wh-in-situ questions, the object suffix is not possible as can be seen in

G):

() aster min ayya-C-(*iw)
A what  see.pf.-3fS-(3mO)
what did Aster see?

The absence of the object pronominal suffix in the case of wh-in-situ questions can be
accounted for naturally if we assume that wh-words are indefinite. Independent evidence for this
assumption comes from the unavailability of the object suffix with quantified phrases (QPs) which
are also indefinite (cf. Heim 1982). Consider the following example:

(i) aster andnagar ayya—c-(*w)

A something see.pf.-3fS-(3m0)

Aster saw-it something
39 One can also assume that the 'topic' Experiencer in the Experiencer construction is base-
generated as an adjunct, and that the real argument of the verb is the object pronominal suffix,
possibly co-indexed with an empty pronominal in argument position. This is the argument
proposed for the so-called Clitic Left Dislocated constructions (CLLD) in Italian by Cinque (1990,
Ch 2). The same line of argument is recently adopted by Baker (1996, Ch 3) for the analysis of
polysynthetic languages such as Mohawk. I do not attempt to adjudicate between the base-
generation and movement positions here because the issue is tangential to the present purposes.

Note also that the idea that NPs which are coreferential with object pronominal suffixes
can be adjuncts is argued for by Bresnan and Mchombo (1987), based on a study of Chichewa and
other related Bantu languages. Bresnan and Mchombo (1987), argue that there are two types of
verbal agreement affixes: grammatical agreement affixes and anaphoric agreement affixes. An NP
in grammatical agreement is an argument of the verb "..while the verbal affix expresses
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4.4.2.2. The Experiencer as Topic

The first problem with the topicalization hypothesis is that whereas a
topicalized NP is typically set off by a slight intonational pause from the rest of the
clause, the Experiencer construction in (40) does not exhibit any such intonational
difference from a non-topic construction.

Second, if the reason for the obligatory object agreement is attributed to
topicalization, then we would expect that agreement would not be obligatory in a
non-topicalized construction. While this is true in the case of direct objects, (47b), it
is not possible in the Experiencer construction, (48b):

47) (a) Topicalized Object
wissaj-w-n aster [ej] matta-Eé-*(iw)
dog-DEF.m.-ACC A hit.pf.-3fS-(3m0)
Aster hit the dog
(lit. the dog, Aster hit him)

(b) Non-Topicalized Object
aster wisSSa-w-n matta-C-(iw)
A. dog-DEF.m.-ACC hit.pf.-3fS-(3m0O)
Aster hit the dog

48) (a) Topicalized Experiencer
asterj-(in) pro [eil ¢'annak'-*({at)
A.-(ACC) worry.pf.3mS-(3f0)
Aster is worried

®) Non-Topicalized Experiencer
*aster-(in) ¢'annak’'a

A.-(ACC) worry.pf.3mS

redundantly the person, number, and gender class of the NP". In anaphoric agreement, "...the verbal
affix is an incorporated pronominal argument of the verb, and the coreferential NP has a non-
argument function - either as an adjunct of the pronominal argument, or as a topic or focus of the
clause or discourse structure”. (Bresnan and Mchombo 1987:741). Bresnan and Mchombo argue
that the coreferential NP is some kind of topic.
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Thus, the Experiencer requires obligatory object agreement even in its non-
topicalized base position. There is no reason why this should be the case, if the
obligatory status of object agreement is linked with topicalization.

Third, the topicalization hypothesis is difficult to maintain given that in a
range of constructions, there is no non-topicalized version. Thus, for instance
consider the possessive construction repeated below as (49):

(49) aster Il#joc all-u-at
A. children exist/be.pf.-3pl.S-3fO0
Aster has children

If the possessor construction in (49) forms a natural class with the
Experiencer construction, and if the possessor is also moved into topic position,
one would expect that a construction where the possessor is in its ‘base’ position to
be grammatical. However, such a construction is ungrammatical as shown in (50):

(50) *4jo¢  aster all-u-{at)
children A. exist/be.pf.-3pl.S-(3f0)

One may attempt to account for this fact by suggesting that there is some
factor in the Experiencer and possessive constructions that forces topicalization.
Naturally, one may want to situate this factor in the conceptual structure of the
verbs. It may be argued that the Experiencer role is more prominent in the degree of
affectedness than the Patient/Theme role and that the argument which receives the
Experiencer role must be in a sententially prominent position. When the subject
position is already taken up by another argument, the Ambient argument, the
Experiencer moves into Topic position.

However, relating topicalization to the semantics of the verb is rather
dubious. It is akin to saying that a verb will have features which require obligatory
relativisation or cleft formation.

Fourth, the topicalization hypothesis has been shown to be problematic in
the analysis of similar facts in other languages. For instance, Zaenen et al. (1985)
(see also Harley 1995:211ff), presented a battery of tests to show that the dative
Experiencer in Icelandic exhibits subject properties that are distinct from properties
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of topicalization. Thus, for example, a dative Experiencer can occur as the object of
an ECM verb, when non-subjects and topicalized NPs cannot do so.

Therefore, I conclude that there is no evidence to support the topicalization
analysis of the Type 1 construction. In the next section, I develop an alternative

analysis after exploring the subject hypothesis.

4.4.3. The Subject Hypothesis: Case and Case Checking Positions

Harley (1995), argues that there is no necessary link between the
morphological realization of a given Case and the Agr positions where that Case is
checked. On the basis of evidence from languages such as Icelandic, Harley
(1995:143) shows that nominative Case and its reflex verbal agreement is available
in Spec AgrO.

Montrul (1996), in analysing the dative subject of Spanish, takes advantage
of the idea that Case features can be checked in any Agr projection. Consider, the
Spanish Experiencer construction in (51), (from Montrul 1996:183):

(51) AJuan 1le gusta la musica
to Juan 3S-DAT pleases the music-NOM
Juan likes music

Montrul (1996:196) points out that dative Experiencers in Spanish exhibit
subject-like properties. They can be antecedents for anaphors, can control PRO in
adjunct clauses, and they can be deleted under identity with other nominative
subjects.

Montrul argues, following Sufier (1988), that Spanish dative Experiencers
are dative subjects. Although the dative clitic of Experiencer predicates is
superficially similar to the dative clitic of AgrlO, the Experiencer dative clitic can be
regarded as a manifestation of inherent Case optiénally assigned to the Experiencer
argument.

Montrul (1996) assumes that the Themes of psychological predicates check
nominative Case in Spec AgrO. The dative Experiencer moves to Spec AgrS to
check morphological Case.

I would like to argue that the Amharic Type 1 Pattern B SubjExp predicates

can be analysed along the same lines as Harley (1995), and Montrul (1996). I
assume that Pattern B SubjExp predicates such as ¢‘annak’ ‘worry' can optionally
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assign inherent Case to the Experiencer argument. The obligatory pronominal suffix
is not the same as the object agreement suffix. It is rather a morphological reflex of
the inherent Case and is generated in AgrS. The Experiencer moves to AgrS to
check morphological Case, whereas the A-Causer moves to object position and
checks nominative Case. Thus, a partial tree diagram of the Type 1 Pattern B
SubjExp construction of (40) is presented in (52):

(52) Type I Pattern B SubjExp

AgrSP

NP Agr§'
Aster-(n)j

AgrOP T

N\

NP  AgrO'

3mproj / \

EP  AgO
N
VP E
"\
NP V'
i, N\
AspP  CAUS

@
Asp'

AN

RP (VP) Asp

AN e

vé'nk' 'worry’
(x CAUS y BE}

Therefore, I assume that the Experiencer is in Spec AgrS position and that
the obligatory agreement in AgrS, which superficially resembles the object
agreement of transitive predicates, is actually the reflex of an inherent Case assigned
to the Experiencer at D-Structure.
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Now, suppose that the A-causer can be suppressed in I-syntax, analogous
to the suppression of CAUS in the derivation of Pattern II unaccusatives, like te-
sabbars ‘break (intr)'. We have said that the prefix t- is the morphological reflex of
the suppression of CAUS. When the A-Causer is suppressed, only one argument,
narmely the Experiencer, will be available for mapping onto syntax. Assuming that
nominative Case is the mandatory Case in a nominative-accusative system, (cf.
Harley 1995), I assume that it is checked by the single argument of the clause in
AgrSP. This gives us the Type 2 Pattern B SubjExp predicate exemplified in (18b)
and repeated below as (53):

(53) aster ta-c'annak’a-¢
A. BE-worry.pf.-3fS
Aster is worried

I assume that (53) has the phrase structure representation modelled in (54) below
(ignoring irrelevant details):

(54) Type 2 Pattern B SubjExp

AgrSP

NP AgrS'

Asterj / \
TP

AgrS
-at
EP T

As{ \E
/"\As )
AN

RP (VP) Asp

AN

NP R t-

t |
R
Vé'nk" ‘worry'
[x CAUS y BE]
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Notice that since CAUS is suppressed in l-syntax, there is no projection of
the higher VP. We have seen that Pattern B SubjExp predicates have an LCS
representation where there are two arguments, an A-Causer and an Experiencer.
When CAUS projects, the Experiencer is assigned inherent Case. The Experiencer
moves into AgrSP to check Case. If CAUS does not project, that is, if it is
suppressed at 1-syntax, only one argument, namely the Experiencer would be
available for mapping. The Experiencer is assigned the mandatory structural
nominative Case which is checked in Spec-AgrS in the usual fashion.

Now, recall that we have identified certain bound Roots (P-verbs) which
require overt prefixes to be well-formed. The Pattern B SubjExp verbs which
exhibit this property, such as -dassata 'be happy', occur with the prefix t- to form
Type 2 constructions. These verbs cannot occur with the Type 1 construction where
the Experiencer gets quirky Case. Thus, consider the relevant example repeated
below as (55):

55 (a) *gster dossot-at

A be.happy.pf.3mS-3f0O
(Aster is happy)

(b) aster  to-dessata-¢

A. BE.happy.pf.-3fS
Aster is happy

The second construction is straightforward. The derivation takes place
precisely as argued for the ¢'annak's 'worry' type verbs. The A-Causer is

suppressed at I-syntax. There is then only one argument in the syntax and it checks
nominative Case in AgrSP.

Let us see why the first construction, (55a), should be impossible. Recall
that the verb Vdst 'be happy' has exactly the same L.CS as the verb V&'nk’ 'worry’,

except for the specification that the former is a P-verb and hence requires an overt

prefix:

(56) +dst 'be happy'
[+P]
[x CAUS y BE happy]
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Suppose that CAUS projects. Due to the [+P] nature of the verb Root,
CAUS must be spelled-out by a prefix, that is, the functor CAUS cannot be realized
by a zero form. There are two candidate prefixes, namely a- and as-. The prefix as -
is immediately excluded because we know that as an s-syntactic affix, as- requires
its own external argument and a new domain of EP. Thus, though as- can attach to

the [+P] Root, the derived construction would be an ObjExp predicate. (ObjExp
predicates will be examined in §4.7). The remaining option is the affix a-.

However, as can be seen in (57), the construction is ungrammatical with the affix

(57) *aster-in a—dsssat-at
A.-ACC  CAUS-be.happy.pf.3mS-3fO

The reason for this is straightforward: the affix a- selects for INCH and not
for BE. As shown in (56), the embedded subevent of Vdst 'be happy' is a State

(BE). Therefore, there is no way of satisfying the [+P] requirement of Roots such
as Vdst 'be happy', if CAUS is projected as the head of VP. Therefore, only the

Type 2 derivation, where CAUS is suppressed by t-, is possible for a [+P] Pattern

B predicate.
I now extend the proposed analysis to accommodate all other constructions

which exhibit quirky Case and agreement properties - the sensation predicates, the
temperature predicates, and possessive predicates.

4.5. The Derivation of Other Constructions with Quirky Case
4.5.1. Physical States and Sensations

I have shown that some verbs which encode physical states or sensation
also behave like the Type 1 predicates. Consider the relevant examples repeated
below as (58) - (59):
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58) (a) sawoc-u-(n) rab-acaw
men-DEF-(ACC)  hunger.pf.-3plO
the men are hungry

(b) aster-(in) ammam-at
A.-(ACC)  sickpf.3mS-3fO
Aster is sick

59 (a) sawoc-Uu to-rab-u
men-DEF  PASS-hunger.pf.-3pl
the men are hungry

(b) aster t-ammoam-9¢
A. BE.sick.pf.3fS
Aster is sick

The examples in (58) are parallel to the Type 1 predicates in that the
argument which is in a certain physical state occurs with quirky Case. The
examples in (59) are parallel to the Type 2 predicates: the verb occurs with the
prefix t- and the argument which is in the physical state controls subject agreement.

Suppose that these predicates also have an A-Causer and an Experiencer.
Here we will use the term Experiencer in a broader sense to incorporate physical
and sensation ‘experiences’ in addition to emotional ones. Now, the Experiencer
argument can be assigned inherent Case whose reflex is the obligatory pronominal
suffix in AgrS. The Experiencer moves into AgrSP to check morphological Case.
The A-Causer moves into AgrOP and checks nominative Case.

Like the Pattern B SubjExp predicates, the physical state predicates can also
suppress the A-Causer at I-syntax. In the absence of the A-Causer, there will be
only one argument, the Experiencer, which checks the mandatory nominative Case
in the highest AgrP position to derive the constructions in (59).

Therefore, the sensation predicates can be accounted for in exactly the same
way as the Type 1 predicates.
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4.5.2. Temperature Predicates

We saw that the temperature predicates provide yet another set of examples
which exhibit properties paralle] to Pattern B SubjExp predicates. Consider (60) -

(61):

(60) ester-(in) barrad-at
A-(ACC) be.cold.3mS-3fO
Aster is cold

(61) aster-(in} mok'k'-at
A.(ACC) be.hot.3mS-3f0
Aster is hot

Again, these constructions have an argument with the grammatical features
of 3rd person, masculine, singular. This argument is what Pesetsky (1995) calls the
weather ir. Thus, I assume that these verbs have an A-Causer argument. In fact,
this assumption is unavoidable because temperature predicates are the prototypical
A-Causer predicates, in that the event they express happens due to the natural forces
of nature. Consider the examples in (62) - (63):

(62) yi-bardal
3.imp-cold.imp
itis cold

(63) yi-mok'al
3.imp-hot.imp
it is hot

Conceptually, there is one crucial difference between the temperature
predicates and the Experiencer predicates. Temperature predicates, unlike
Experiencer predicates, can occur without an Experiencer, as in (62) - (63). But this
is precisely what we would expect if emotional states, by their very conceptual
property, can exist only if there are entities capable of experiencing emotions.
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Now, when temperature verbs occur with an argument that is affected by
the temperature in question, the affected argument is generated as a Theme/Patient
argument in the RP and the A-Causer is generated in the head of the higher VP. The
affected argument is assigned inherent Case but moves to AgrSP to check
morphological Case, yielding the construction exemplified in (60) - (61).

To complete the comparison between temperature predicates and the
Experiencer predicates, we may wonder whether the former occur in a Type 2
construction, that is, with the suppression of CAUS. As it turns out, such verbs do
not have a Type 2 variant:

(64) * aster ta-barrad-aid
A. BE.-be.cold.-3fS
(Aster is cold)

(65) *aster te-mok'k'-at
A. BE.-be.hot.-3fS
(Aster is hot)

This outcome is to be expected given the conceptual structure of the verbs.
The temperature State does not exist without the A-Causer, the natural force. In
other words, these are verbs with a mandatory A-Causer and their grammatical
behaviour is not unlike verbs of mandatory agents (cf. Chapter 2): the argument of
the CAUS functor cannot be suppressed.40

Hence, the temperature verbs can be accounted for by the same mechanism
which was proposed for the other set of verbs that exhibit quirky Case and

agreement.

40 1t is interesting to note that the temperature verbs can occur with the prefix t- if the suppressed
Agent is a non-Ambient causer. The interpretation is that of a passive:
@) wiha-w ta-mok’'k’a
water-DEF  PASS-be.hot.pf.3mS
the water is heated

149



4.5.3. Possessive Constructions

Now let us see how the possessive constructions can be explained by the
subject hypothesis. Consider the relevant example repeated in (66):

(66) aster lijoc all -u- *(at)
A. children exist/be pf.-3pl.S-(3fO)
Aster has children

The verballa 'be/exist’ can be considered as an existential copula with a

Theme/Patient argument and a Path argument. Adopting the Gruber-Jackendoff
localistic definition of thematic relations, I assume that the possessor is a kind of
location generated in the complement position of the verb alls 'be, exist'. In other
words, conceptually the possessor is like a location in an extended semantic field,
whereas the possessed is a Theme. Following Jackendoff (1983, 1990), I assume
that location (Path) in the possessional field (BEposs) is less prototypical or
'degenerate’ (in the sense of Baker 1992), than location in the physical field. I
further assume that due to its less prototypical status, Path in the possessional
semantic field is syntactically realized by an NP instead of a PP. This can be
represented as in (67):

©67) AspP
/ \ '
Asp
TN
RP (VP) Asp
NP R'
Possessed —  children "
NP R
Possessor — Aster vall befexist’

[x BEyPATH ]
On the other hand, Path in the physical semantic field is a prototypical

location argument and is canonically realized by a PP. Thus, consider (68) with the
same existential verb alla 'exist/be':
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(68) mas'haf-u ba-t'srap'eza-w lay alla
book-DEF on-table-DEF on exist.pf.3mS
lit. on the table there is the book
there is the book on the table

The location argument is t'arap'ezaw 'the table', whereas the
Theme/Patient argument is mas'haf 'a book'. The location appears with an overt
(discontinuous) adposition ba-1ay ‘on'. A partial structure corresponding to the
physical location can be represented as in (69):

(69) AspP

/A SJ\
RP (VP) Asp
BE

NP R'
Theme 2 the book

/ \ ~Ien 'befexist’

P [xBEyPATH]
Location == the table on

In the existential construction, the location argument receives Case in its
base position from the preposition ‘on'. On the other hand, in the possessive
construction, (66), the possessor is base generated as a bare NP and cannot get
Case from a postpostion.#! The verb is a typical unaccusative verb and, by
hypothesis, cannot assign structural Case. Thus, I assurne that the possessor NP
gets inherent Case. The morphological reflex of this inherent Case is the obligatory
pronominal suffix (which superficially looks like the object agreement suffix of
transitive predicates) that is generated in AgrS. Therefore, the possessor moves into

AgrSP. On the other hand, the possessed NP, the Theme/Patient, raises to AgrOP
and checks nominative Case. As there is no A-Causer argument, there is no t -

41 The fact that location (Path) may be realized either by an NP or a PP is not unusual. In a
number of languages there is little or no formal distinction between postpositions and nouns. For
instance, in Koasati (Muskogean) a number of words can function either as a noun or as a
postposition (cf. Kimball (1991:495ff)),
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prefixed version of the possessive construction. This follows naturally from the
argument structure of the existential verb alla 'exist'.

Hence, we are able to provide a unified account for a range of constructions
that exhibit quirky Case and agreement properties. The differences between the
individual constructions are attributed to independent differences in the LCS's of
the verbs under consideration.

Constructions which exhibit quirky Case are productive. Recall the Guarani
data we discussed earlier. Mithun (1991) documented that in languages such as
Guarani, the same verb can have an agentive or stative reading depending on the
Case of the argument. In Amharic, some sensory-perception verbs such as Sattate
'smell’ provide interesting examples which clearly show the correlation between
quirky Case and a non-volitional affected argument. Consider the following

paradigms:

(70) (a) bet-u Sattoats
house-DEF smell.pf.3mS
the house smelled

(b) aster-(#n) bet-u Sattat-*(at)
A.-(ACC) house-DEF smell.pf.3mS-(3f0)
lit. the house smelled to Aster

71) (a) aster bet-u-n a-Sattata-c-(iw)
A. house-DEF-ACC CAUS-smell.pf.3fS-3mO
Reading 1: Aster made the house smell OR
Reading 2: Aster smelled (sniffed) the house

(b) bet-u be-aster te-Sattats
house-DEF by-A.  PASS-smell.pf.3mS
the house was smelled (sniffed) by Aster

In (71a) the verb Settats 'smell' occurs as a simple unaccusative
construction. In (70b) the same verb with the same argument in subject position,
‘the house', takes another argument which controls object agreement, 'Aster'. The
interpretation of (70b) is that Aster has been affected by the event in a non-volitional
manner. Notice that if 'Aster' does carry out the event as a volitional participant, the
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construction in (71a) is used. Notice that in (71a) 'Aster’ is mapped onto subject
position and is licensed by a CAUS functor, hence, the presence of the 1-syntax
affixa-.

Interestingly, (71a) can mean to ‘cause the house to smell' or 'smell the
house'. On the first reading, Aster is involved not as an Experiencer argument but
rather as an Agent. For example, Aster may have left her perfume in the room to
make it smell. In other words, in the first reading, 'Aster made the house smell',
'Aster' is simply the cause of the smell. We can substitute for Aster any
(pragmatically plausible) argument, irrespective of animacy. An inanimate argument
such as §ittow 'the perfume’ will be perfectly acceptable with the first reading. On
the other hand, in the second reading, 'Aster smelled the house’, the argument of
CAUS must be an animate being capable of olfaction.

In some cases, the constructions which exhibit the properties of Type 1
Pattern B predicates are rather idiomatic. For instance, desiderative verbs such as
fallags 'want, desire', typically take an animate argument in subject position.
However, the object of the desire (the 'desired’) may control subject agreement. In
contrast, the argument that desires (the 'desirer’) triggers object agreement. These
options are exemplified below in (72):

(72) (a) aster migib fallaga-¢
A. food want.pf.-3fS
Aster wanted to eat

(b) aster-{in) migib fallag-at
A.-ACC food want.pf.3mS-3fO
lit. the food wanted Aster
Aster wanted to eat42

42 Although these constructions are truth-conditionally equivalent, they are not identical in terms
of pragmatic value and discourse. For instance, the construction where the object of desire controls
subject agreement is often used, in the first person, as a polite way of expressing certain desires.
Note also that such constructions are not a quirk of Amharic. Languages such as Ewe (a Kwa
language of West Africa), exhibits a similar construction as exemplified below (cf. Ameka
1990:154):

ga hid kofi

money need K.
lit. money needs Kofi
Kofi is in need of money
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Therefore, verbs which exhibit the Case and agreement properties of Type 1
predicates are quite productive, encompassing different semantic fields. They may
be verbs which express the temperature or possessive relationship. They may be
verbs of sensory perception or verbs of desire.

Summarizing, the two types of Pattern B SubjExp predicates can be
accounted for by assuming independently motivated principles of grammar, such as
the availability of inherent Case and the Ambient Causer. The main subtypes of the
Pattern B SubjExp predicates are summarized in Table 2.

Root Type 1 Type 2 LCS
(Acc. Exp) (Nom. Exp)
V&*'nk* 'worry’' cennak'-at te-cannak's=-¢ [x CAUS y BE]
Vdst, [+P] none to-dessatad [x CAUS y BE]
'be pleased/happy’

Table 2: Sub-types of Pattern B SubjExp Predicates
4.6. The Derivation of Pattern A SubjExp Predicates

One of the main syntactic differences between Pattern B SubjExp Predicates
such as V&'nk’ 'worry', and Pattern A SubjExp predicates such as Ywd 'love’, is
that in the latter there are two overtly expressed obligatory arguments: the
Experiencer and the Target of Emotion. The LCS of such verbs is schematized in
(73) taking the verb waddads 'love' as an example:

(73) wd 'love'
[ x CAUSh y BE]

Intuitively, it is clear that the Experiencer of Pattern A verbs is a more
'agentive’ entity than the Experiencer of Pattern B verbs. Emotions such as 'love’'
and 'hate’, which are typical Pattern A verbs, are relatively more volitional than
Pattern B verbs such as 'be pleased’, 'be angry'. They can be called evaluative
emotions in the sense of Pesetsky (1995), (see also Wierzbicka 1990). The idea is
that these verbs encode an emotional state which can be, relatively speaking,
controlled by the Experiencer. In the context of Ambharic, the events expressed by
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Pattern A verbs such as t'alla ‘hate' are conceptualized as events that can be initiated
or terminated in a way that is different from events expressed by Pattern B verbs
such as tadassata 'be happy'.

This does not mean that we would expect the partition between Pattern A
and Pattern B predicates to be universal. On the contrary, like the distinction
between unergative and unaccusative verbs, the same 'translation equivalent'
emotional concepts may be classified in opposite categories in different languages.
However, like the unergative vs. unaccusative distinction, the cross-linguistic
similarity would be robust enough to suggest a similar conceptual basis.

Now, since the Pattern A predicates have a CAUS functor in their LCS, I
assume that the Experiencer is generated in Spec VP whereas the Target of Emotion
is generated in Spec RP. Thus, I assume that a construction with a Pattern A verb
such as waddada 'love' in (74) has the structure in (75):

(74) aster lamma-n waddade-¢-iw
A. L.-ACC love.pf.-3fS-3mO
Aster loved Lemma

(75) EP
/N
VP E
VO
NP \'A
Aster / \
AspP  CAUS
@
Asp'
VAN
RP (VP) Asp
BE
NP R’ @
Lemma I

R
Ywd ' love'

[x CAUS y BE]
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Since Pattern A verbs have a CAUS functor, the passive of such verbs
would be grammatical as shown in (76):

(76) lamma tas-waddada
L PASS-love.pf.3mS
Lemma is loved

The fact that Pattern A verbs can have a passive construction as in (76) is
not only consistent with but also predictable from our analysis. The argument of
CAUS can be suppressed in s-syntax like any other argument of CAUS.
Furthermore, the argument of CAUS cannot be suppressed in 1-syntax as it is the
argument of the head functor, as shown in the LCS representation, in (73) above.

This concludes our discussion of the SubjExp predicate. In the next section,
the structure of ObjExp predicates will be examined.

4.7. Object Experiencer Predicates

Pesetsky (1995) argued that ObjExp verbs such as annoy are zero-derived
from a reflexive form. The ObjExp predicates like annoy are morphologically
complex, consisting of a phonologically zero causative morpheme (CAUS) and a
bound root (Varnoy). Thus a verb such as annoy in John annoyed Bill is CAUS +
\]annoy. Evidence for the existence of a bound root comes from nominalization.
The noun annoyance does not mean making someone annoyed but rather it means
that someone is in the state of being annoyed. This observation (which Pesetsky
attributes to Lakoff 1970:126) can be accounted for if nominalization applies to a
non-causative root. If it applies to the causative root, so the argument goes, it
would be difficult to account for the disappearance of the causative force in the
nominalized form. Notice that this analysis depends heavily on the existence of zero
forms in the syntax.

A comparison of English and other languages such as French reveals that
though roots like Vamaze do not occur independently, as a SubjExp predicate, they
do occur with a reflexive morpheme. Thus, consider the French examples below
(from Pesetsky 1995: 97):
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77 (@ *Marie étonne (du) bruit

Marie is amazed at the noise

(b) Marie s’étonne du bruit qu’on
Marie refl-amazes at the fuss that one

fait sur cette histoire

makes about this  story
Marie is amazed at the fuss made about this story

The ObjExp variant of étonner ‘amaze’, occurs without the reflexive

morpheme as shown in (78) below, (from Pesetsky, ibid):

(78) Le bruit €tonne Marie

the noise amazes Marie

These facts led Pesetsky to assume that “the non-reflexive verb is the zero-
derived causative of the reflexive verb” (Pesetsky 1995:99). If this is correct, then
the disappearance of the reflexive morpheme must be explained. As already
mentioned in the previous section, Pesetsky proposed that SubjExp predicates have
a CAUS argument. He argued that the Ambient Causer is expressed by a reflexive
clitic in languages such as French, which have reflexive clitics.43 This is
schematized as follows, for the SubjExp predicate of the French étonne ‘amaze’

(Pesetsky 1995:109):

(79) Marie; s’ étonne t; du [bruit gu’on fait..].
ARG ARG ARG
Exp A-Causer Subject Matter

The problem is that if SubjExp predicates are indeed reflexive, then where
does the reflexive clitic disappear to during causativization? Compare the following
sentences (from Pesetsky 1995: 121):

43This proposal is situated within a particular view of reflexive clitics which assumes that
reflexive clitics are external arguments. The full DP in reflexives is the underlying object and
moves to surface subject position for Case reasons.
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1 (80) (a) Le bruit étonne-CAUS Marie
(b) *Le bruit s’étonne-CAUS Marie

The second sentence, which contains the reflexive clitic se, is ungrammatical when
the zero CAUS morpheme is added. Pesetsky accounts for this fact syntactically by
a c-command requirement. He claims (1995:121):

The root of the causative verb is not . . . merely marked [+reflexive].
Rather, the requirement that the reflexive clitic disappear grew out of a
requirement that the A-Causer argument be controlled by the Experiencer,
and an assumption that this relation requires the A-Causer to be
c-commanded by the Experiencer. Clearly, this control requirement is not
met in a configuration like [(80b)], in which the reflexive clitic is
c-commanded by the Causer argument added by the causative morpheme.

Let us consider the Ambharic facts. We have said that in Amharic, the
ObjExp predicate is derived by the external causative prefix as- as shown in (81b):

S~

81) (a) Aster ta-c¢'annak'a-C
A. BE.-worry.pf.-3fS
Aster is worried

(b) lamma aster-in as-c'annak’-(at)
L. A.-ACC E.CAUS-worry.3mS-(3f0)
Lemma made Aster worry

Notice that the object is obligatorily marked by accusative Case. I assume
that the object receives structural Case from the complex predicate. We saw that the
external causative affix and the prefix t- do not co-occur, *as-ta-c'annak’, for the
same reason that the s-syntax and l-syntax affixes, as- and a- respectively, do not
co-occur, *as-a-matt’'s 'cause to bring'. We accounted for this phenomenon by
the Co-Affix Constraint. Thus, the facts in Amharic stand out independent of any
particular theory about reflexives. The c-command account of Reflexive-drop
proposed by Pesetsky (1995) may be plausible for French. In Ambharic, however, it
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does not appear to be explanatory in the light of an independent morphological
constraint which operates even in the case of non-reflexive morphemes.
Hence, the causative affix as-, as an s-syntax verb, is generated above EP

as argued in Chapter 3. This is shown by the partial tree structure representation of
(81b) given in (82):

82) VP

N\
Lemma / \
/ \ CAUS

3mpro/\

AspP
CAUS
Asp ¢

RP(VP) Asp
BE

NP R’ o
Aster / \
PP R
Ye'nk' * worry
[x CAUS y BE]

Therefore, ObjExp predicates have a structure which is quite different from
that of SubjExp predicates. The former involve the introduction of a new domain of
EP which licenses the Agent argument. The reason why Subject Experiencer
predicates seem to behave like unergative verbs in terms of CAUS-selection is now
clear. SubjExp predicates already have an l-syntax causative. The presence of an 1-
syntax CAUS functor blocks the introduction of another l-syntax CAUS functor.

4.8. Summary
To summarise, in this chapter we examined the lexical-semantics and

morphosyntax of a family of Experiencer predicates. We examined first the so-
called linking problem which is often associated with Experiencer predicates.
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Experiencer predicates exhibit properties which prima facie challenge linking
principles such as the UTAH.

The central focus of the chapter was the analysis of Amharic SubjExp
verbs. In terms of the unaccusativity diagnostic, CAUS-selection, these verbs
behave as if they are unergative verbs. They take the external causative affix as-
instead of the l-syntactic affix a- to derive the causative. In order to account for this
fact we appealed to Pesetsky's (1995) idea of the Ambient Causer.

In Ambaric, the Ambient argument is realized as a 3m-pro. Patten B
SubjExp predicates have an A-Causer, whereas Pattern A SubjExp predicates do
not. Pattern B SubjExp predicates, in general, can occur in two different
constructions, Type 1 and Type 2. In Type 1, the Experiencer occurs with quirky
Case marking, whereas the A-Causer checks nominative Case. In Type 2, there is
only one argument, the Experiencer, which checks nominative Case. The thematic
role assigned to the Experiencer and its D-Structure position is the same in both
types, in accordance with the UTAH. I argued that Pattern B SubjExp predicates
can assign inherent Case to their complements. What looks like the object
agreement suffix is actually generated in AgrS as a morphological reflex of inherent
Case. The Experiencer moves into Spec AgrS to check morphological Case.

In Type 2 constructions, there is only one argument, the Experiencer, which
moves into Spec-AgrS in the usual fashion. Our analysis is supported by a wide
range of data including physical and sensation predicates, temperature verbs, and
possessive constructions.

The Ambient Causer embodies a crucial concept in the understanding of
SubjExp predicates. It enabled us to account for a class of thematic paraphrases
without abandoning the UTAH. The study also showed that the Ambient Causer
does not need to be realized as a reflexive. The existence of Type 1 Pattern B
predicates demonstrates that the A-Causer can co-exist with the Experiencer.
Moreover, otherwise mysterious Case and agreement properties of a family of
superficially unrelated predicates is neatly accounted for by invoking the
independently motivated notion of inherent Case assignment.

The study also established further evidence for the idea that the realization of
a particular Case is not necessarily linked with a particular Agr position. In
addition, the distinction between the two domains of EP is further substantiated by
showing that psychological predicates behave like unergative predicates because
they contain a CAUS functor at l-syntax.

160



&,

#:‘j :

CHAPTER 5

Split Intransitivity and the Applicative Construction

5.0. Introduction

In this chapter, I investigate the applicative construction in Ambharic,
particularly focussing on the interaction of split intransitivity with the benefactive
applicative. Descriptively, a distinctive property of the applicative construction is
that an erstwhile oblique argument, such as an instrument, benefactive, malefactive,
or locative, becomes the object of a complex predicate.

It has been pointed out (cf. Baker 1988a) that many languages do not allow
the benefactive applicative of intransitive verbs. Interestingly, there is an asymmetry
between unergatives and unaccusatives with respect to the availability of the
benefactive applicative. It has been observed that to the extent that intransitive verbs
are involved in benefactive applicatives, in most cases the verbs are unergative and
not unaccusative. For Marantz (1984) the cross-linguistic variation regarding the
applicative of intransitive verbs is due to the lexical nature of the applicative affix.
On the other hand, Baker (1988a) suggests that the variation among languages may
be due to an independent difference in the Case-assigning properties of intransitive
verbs.

In this chapter, I will show that in Amharic the benefactive applicative of
both unergatives and unaccusatives is productive. I will show that the Ambharic
benefactive applicative of intransitive predicates involves two kinds of Case
assignment, depending on whether the verb is unergative or unaccusative. I will
argue that the benefactive argument of unergatives is an elaboration of the Activity
Event-type. It is represented as an implicit Path argument in the LCS. As argued in
Chapter 2, I assume that the unergative verb has a transitive structure and can
assign structural accusative Case. Following Baker (1988a), I assume that the
complex applied verb inherits the Case assigning potential of the unergative Root
and assigns structural Case to the benefactive argument. On the other hand, the
benefactive argument of unaccusative verbs is not an elaboration of the
Achievement Event-type. It is an extra argument that is affected by the event. The
unaccusative verb cannot assign structural Case, and thus the complex verb cannot
inherit Case assigning properties. However, the unaccusative verb can assign
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inherent Case, in the manner argued for Type 1 Pattern B Experiencer predicates in
Chapter 4.

Since the benefactive argument of unergative verbs is assigned structural
Case, it exhibits typical object-like properties: it can be the subject of a passive and
controls object agreement. In contrast, the benefactive argument of unaccusative
verbs behaves like an Experiencer subject: it bears quirky Case marking, controls
obligatory object agreement and occurs clause-initially.

The proposed analysis will account for one productive construction which I
refer to as the ethical applicative. This is analogous to the so-called ethical dative
construction of languages such as Hebrew. In the ethical applicative, a range of
unaccusative predicates license an additional argument which is adversely or
favourably affected by the event.

After showing that the applicative construction is sensitive to the lexical-
semantics of the main predicate, I will argue that the applicative is formed in the
domain of l-syntax analogous to the l-syntax causative. However, I will show that
the Amharic applicative construction is not formed through the operation of
Preposition Incorporation (cf. Baker 1988a, 1988c). I will also argue against the
lexical generation of the complex applicative verb (cf. Alsina 1993). Additional
support for the claim that the applicative is formed in the domain of 1-syntax comes
from languages which use the same affix both as an 1-syntax causative marker and
as an applicative marker. I will claim that in all such languages, where the
distinction between an s-syntax causative affix and an l-syntax one is relevant, it is
the latter that exhibits the causative/applicative polysemy.

This chapter is organized as follows. In §5.1, I outline basic facts and
assumptions regarding the applicative construction. In §5.2, I discuss the
interaction of the applicative with intransitive predicates. In §5.3, the Case
assignment mechanism of the applicative construction is investigated.

5.1. Basic Properties of Applicatives
5.1.1. The Benefactive Applicative

We saw in Chapter 2 that unergative verbs cannot be causativized by the I-
syntax causative affix. I argued that a construction such as (1b) is ungrammatical
because the causative affix is attached to a predicate which already contains a CAUS
functor:
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aster sak'aC

A laugh.pf.-3fS
Aster laughed

*lamma aster-in a-sak'-at
L. A.-ACC CAUS-laugh.pf.3mS-3fO
(*Lemma laughed Aster)

On the other hand, unaccusative verbs can be causativized in l-syntax,
because they do have a structural position for the CAUS functor.

@)

@

(®)

aster waet't'a-¢
A leave.pf.-3fS
Aster left/exited

Jlomma aster-in a-wat't'a-t
L. A.-ACC CAUS-leave.pf.3mS-3fO
Lemma took Aster out

Although the I-syntax causative of unergative verbs is ungrammatical, it is

interesting to see that unergatives can be involved in another type of transitivity

alternation. Consider the following examples:

(3)

(@

(b)

©

aster  sak'e-C
A. laugh.pf.-3mS
Aster laughed

aster ba-lamma  sak'a-C-(ibb-at)
A at-L. laugh.pf.-3fS-(on-3mQO)
Aster laughed at Lemma

aster lamma-n  sak'a-&-*(ibb-at)

A L.-ACC laugh.pf.-3f5-(on-3mQO)
Aster laughed at Lemma
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In (3a), the verb sak'a 'laugh’ occurs with its single argument, whereas in
(3b), the construction has an argument which occurs with the preposition ba-. Note
that bs- can have a range of meanings, including 'at', 'on’, 'with’, 'by’. Notice
also that the verb is optionally marked by the form -bb- , which is phonologically
similar to the preposition bs-. Let us assume that -bb- is a "prepositional’ suffix and
its function is similar to an 'applied’ affix. In addition to the prepositional suffix,
the verb is also marked by an object agreement suffix which agrees with the
argument that is negatively affected by the event. I will use the term malefactive to
refer to such an argument. In (3c) the malefactive argument appears with an
accusative Case and the verb is obligatorily marked by the prepositional suffix and

the object agreement.
The prepositional suffix that is found in the verb can be either -bb-, as in the

above examples, or -11-. The meaning of -1- is roughly 'for the benefit of NP'. I will
use the term benefactive to refer to an argument that is favourably affected by the
event. The classic minimal pair which shows the meaning difference between the
-bb - suffix and the -11- suffix is presented in (4) - (5):

4) (a) dafifiaw be-aster farrads-(bb-at)
judge-DEF on-A. judge.pf.3mS-(on-3f0)
the judge judged against Aster (=he sentenced her)

(b) dafinaw aster-in farrads-bb-at
judge-DEF A.-ACC. Jjudge.pf.3mS-on-3fO
the judge judged against Aster (=he sentenced her)

B) (a) dafina-w la-aster farrada~(N-at)
judge-DEF  for-A Judge.pf.3mS-(for-3f0)
the judge judged in favour of Aster (=he acquitted her)

(b) danfa-w aster-in farrada-T-at
judge-DEF A.-ACC Judge.pf.3mS-for-3f0
the judge judged in Aster's favour (=he acquitted her)

The prepositional suffix and the object agreement suffix do not occur
independent of each other. The verb cannot be marked by the prepositional suffix
alone, without the agreement suffix, nor vice versa. Thus, unless I am referring to
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the individual parts separately, I will use the terms B-complex (or L-complex) to
refer to the complex of [-bb -/-- + agreement suffix] as a single unit.#4

In Ambharic, the applicative construction also occurs with transitive verbs.
Consider the following example of an instrumental applicative:

4

6) (a) aster ba-mat'ragiya-wj bet-u-n
A.  with-broom-DEF house-DEF-ACC

t'arrags-c+-(bb-atp)
clean.pf.-3f5-(with-3mQO)
Aster cleaned the house with the broom

(b) aster mat'ragiya-wij-+n bet-u-n
A. broom-DEF-ACC house-DEF-ACC

t'arrega-c-ibb-atj
clean.pf.-3fS-with-3mQO
7 Aster cleaned the house with the broom

The major concern of this chapter is the interaction of split intransitivity with
the applicative construction. Thus, I will focus on the benefactive and malefactive
applicative of intransitive predicates such as (3). For brevity, I will use the term
Benefactive to cover both the 'benefactive’ and 'malefactive’ meanings (see Baker
1988a for a similar practice).

The Benefactive applicative construction raises important questions. What is
the function of the B-complex in (3b)? Why is the B-complex obligatory in (3c) but
not in (3b)? In order to answer these questions, we need to understand the nature of
the applicative construction in general.

44 The B-complex has a variety of functions which are not relevant for the present purposes. For
instance, with the existential copula alla 'be, exist', the B-complex has a modal interpretation.
Consider the example below:
(i) aster mahed alla-bb-at

A. to.go be.pf.3mS-on-3f0

Aster must go

(lit. Aster, going is on her)
- Thus, in Ambharic the equivalent of 'must’ is actually a composite of the existential verb and the B-

complex.

e
{
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5.1.2. Some Cross-Linguistic Facts of the Applicative

The applicative construction is found in a number of typologically and
genetically diverse languages including Bantu, Austronesian, Mayan and Australian
languages. The generative literature on the applicative construction has been
increasing, particularly subsequent to the seminal work of Baker (1988a). The
reader is referred to Baker (1988a: Ch. 5, 1988c, 1992, 1996: Ch. 9), Alsina and
Mchombo (1990), Alsina (1993), Austin (1995), and references therein. Thus, I
will confine this discussion to those studies which are most relevant to the present
purposes.

Baker (1988a:229ff) has observed that the typical Benefactive applicative
construction involves transitive verbs. Consider the following examples from
Chichewa (Bantu), from Baker (1988a: 229ff):

¢))] (a) Mbidzi zi-ns-perek-a msampha kwa nkhandwe

zebras SP-PAST-hand-ASP trap to Jox
the zebras handed the trap to the fox

(b) Mbidzi zi-na-perek-er-a nkhandwe msamphe

zebras SP-PAST-hand-ASP fox trap
the zebras handed the fox the trap

In (7a), the beneficiary occurs in a prepositional phrase, whereas in (7b) it
occurs without the preposition. Furthermore, in (7b) the verb is more complex than
the verb in (7a): it includes the affix -er-, which is traditionally referred to as an
applicative affix.

A similar construction is found in Chamorro (Austronesian) as shown in
(8b), (from Baker 1988a:237; original due to Gibson 1980):

8) @) Ha puunu’  si Miguel i babui poera gushu
3sS-kill PN Miguel the pig for me
Miguel killed the pig for me

(b) Ha punu’-i yu' si  Miguel nu i Dbabui
3sS-kill-for ~ me PN Miguel OBL the pig
Miguel killed the pig for me
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In (8a) a benefactive argument occurs with a prepositional element para
'for', whereas in (8b) this argument occurs as the object of the construction. In the
latter case, the verb is marked by the affix -1 'for'.

Baker (1988a), (hereafter Baker), argued that the arguments in the
applicative construction have the same thematic roles as the arguments in the
corresponding construction with the prepositional phrase. Thus, the UTAH dictates
that the thematic roles should be assigned in the same way at D-Structure. Hence,
for the Chichewa sentences in (7), Baker assumes a structure schematized in (9),
(from Baker, p. 230):

9 )

hand trap

P NP
kwa/ fox

-ir

Essentially, Baker's basic insight is t