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Abstract 

Medical image guidance for pedicle screw implantation during spinal fusion reduces the 

complication rate for patients drastically. Preoperative images require image-to-patient 

registration to provide accurate information and afterwards, accurate guidance. Automatic 

registration based on tracked intraoperative ultrasound is a promising method but requires 

a robust and accurate algorithm. This thesis presents the comparison of three different 

algorithms that could potentially satisfy all clinical requirements in terms of image-to-patient 

registration: the Iterative Closest Point algorithm, a more robust variant of ICP and the 

Coherence Point Drift (CPD) algorithm.  

The accuracy, precision, speed, robustness regarding initial misalignment, and robustness 

regarding noise were evaluated for each algorithm on three datasets of increasing realism. 

First, they were evaluated on the registration of artificial point clouds in the shape of an 

ellipsoid. Second, they were tested on the registration of a segmented bone surface of the 

Computed Tomography (CT) scan of a plastic Sawbones lumbar phantom. Finally, they were 

assessed on the registration of the segmented bone surfaces of a CT scan of a porcine 

cadaver with the segmented bone surface of a tracked ultrasound scan of the same cadaver. 

Accuracy was measured relative to the current gold standard generated with fiducial 

landmarks. The results demonstrated that even though the three algorithms were 

equivalent on the two first datasets, only CPD could stay robust and precise on porcine 

datasets. 

The CPD algorithm is a good candidate for automatic, fast and robust intraoperative use. In 

the future, the testing methods presented here could be expanded to other algorithms.  
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Abrégé 

Le guidage par imagerie médicale pour l'implantation de vis pédiculaires lors de la fusion 

vertébrale réduit considérablement le taux de complications chez les patients. Les images 

préopératoires nécessitent un recalage image-patient afin de fournir des informations et un 

guidage précis. Le recalage automatique basé sur une échographie peropératoire localisée 

est une méthode prometteuse mais nécessite un algorithme robuste et précis. Cette thèse 

présente la comparaison de trois algorithmes différents susceptibles de satisfaire toutes les 

exigences cliniques: l'algorithme Iterative Closest Point (ICP), une variante plus robuste de 

l'ICP et l'algorithme de Coherent Point Drift (CPD). 

L’exactitude, la précision, la rapidité, la robustesse vis-à-vis du désalignement initial et du 

bruit ont été évaluées pour chaque algorithme sur trois jeux de données au réalisme 

croissant. Ils ont d'abord été évalués sur le recalage de nuages de points artificiels sous la 

forme d'un ellipsoïde. Après cela, ils ont été testés sur le recalage avec lui-même d'une 

surface segmentée de la tomodensitométrie (TDM) d'un fantôme lombaire en plastique 

Sawbones. Enfin, ils ont été évalués sur le recalage des surfaces osseuses segmentées d'un 

scanner d'un cadavre de porc avec la surface osseuse segmentée d'une échographie 

localisée du même cadavre. 

La précision a été mesurée par rapport à l'étalon-or actuel généré par des repères 

fiduciaires. Les résultats ont montré que même si les trois algorithmes étaient équivalents 

sur les deux premiers ensembles de données, seul le CPD pouvait rester robuste et précis sur 

les données porcines. 

L'algorithme CPD est un bon candidat pour une utilisation peropératoire automatique, 

rapide et robuste. À l’avenir, les méthodes de test présentées ici pourraient être étendues à 

d’autres algorithmes. 
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Chapter 1. Introduction 
 

Surgery, and specifically, neurosurgery is a medical practice in constant effort to 

reduce the risk of lasting damage for the patients. The development of ever more precise 

tools or more accurate imaging techniques furthers this endeavor. 4 in 5 people will suffer 

from back pain at some point in their life [1] making it the third most important cause for 

doctor’s visits [2], therefore responsible for millions of dollar in health spending. The 

importance of reducing as much as possible the long-term unwanted consequences of a 

spine surgery becomes more than merely the care for patients’ well-being, but a public 

health problem. Spinal fusion surgery, in particular, is performed in cases of 

spondylolisthesis, scoliosis, spine fracture, dislocation, spine stenosis, spinal tumors, and 

pseudarthrosis [3]. The spinal fusion surgery is composed in several steps: opening the 

patient, resecting muscles, insertion of the pedicle screws, fixation of the rods and closing. A 

decisive moment of several spine surgery techniques is the insertion of metal screws in the 

vertebral transverse pedicles, used in order to fix rods and plates to the bones. There are 

two reason for this decisiveness. First, the surgeon has limited information on the 

orientation and depth of the screw with traditional methods; second the vertebral pedicle is 

very close to critical anatomical structures such as the spine, blood vessels or nervous 

branching out of the spine. One in four screws is implanted inaccurately [4], which can have 

dire consequences on the patients’ surgical outcomes. The maximum acceptable error on 

the screw positioning varies between 1 and 2mm for translation and 5° for orientation 

depending on the screw size, vertebral level, and anatomical context. Each vertebral fusion 

necessitates at least 4 screws, which puts every patient virtually at risk of serious long-term 

damage. 

In this situation, Image-Guided Spine Surgery (IGSS) provides the much-needed 

localization and orientation tools to surgeons in real-time inside the operating room. The use 

of IGSS devices has been shown to decrease both the number and importance of positioning 

errors [5]. Those devices collect and present in an efficient way orientation information 

acquired using multiple sources, whether radiative, magnetic or sound-based. One critical 

step of some IGSS software is the registration of the preoperative CT scan with the 

intraoperative anatomy of the patient. Indeed, if multiple imaging techniques are used at 

different moments, the task of finding the correspondence of position and rotation between 
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the multiple scans might not be a straightforward task. The traditional method to 

accomplish this is to equip a probe with tracked markers so that the 3D coordinate of the tip 

of the probe is known, and then, to identify specific landmarks from the scan. Identifying a 

large number of landmarks manually on each modality at regular intervals is a tedious, slow, 

and error-prone method, not adapted to the context of the operating room (OR). Besides, 

the registration accuracy deteriorates with time as the patient may move during surgery, or 

the reference object used as the origin of coordinates for the patient space may move or be 

bumped.  

In order to avoid these difficulties, several medical device manufacturers propose a 

large number of intraoperative imaging devices such as O-Arm or C-Arm.[6] The advantages 

of those methods are on the data treatment, indeed no need to register multiple imaging 

techniques together if the most precise method is already available in the OR. These devices 

all function based on X-ray imaging and reconstruction, which implies a more massive 

radiation dose for the patient and numerous technical difficulties for the operating team. For 

example, OR staff using an MRI must have all their material be made of a non-magnetic 

alloy. Similarly, the use of CT scanners on top of forcing to stop the operation to scan the 

patient requires to remove every metallic components or instrument in the room. 

Ultrasound (US) scanning has been tested as a worthwhile alternative to X-ray imaging. 

Ultrasound cumulates many advantages, such as the non-ionizing wavelength used, the 

relatively low cost of the machine, and the reduced space it takes inside the operating room.  

Unfortunately, ultrasound also has some drawbacks. In particular, the amount of noise and 

artifacts on a US signal requires a large amount of preprocessing and processing in order to 

obtain accurate information automatically from the data. The most uncomplicated 

information to extract automatically from ultrasound scans is certainly the bone surface 

because the acoustic impedance difference between bones and soft tissue is three times 

larger on average than the acoustic impedance between different soft tissues [7]. Such 

difference makes it easier to localize the interface between the two. In addition, the bone 

surface is quite distinctive in CT scans, as well. This distinct feature in both imaging methods, 

gives clear information about the coregistration of these scans as well as the visualization of 

all the data in the same coordinate space. This second aspect attempts to remove the 

burden of visualization from the surgeon to the computer. 
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A conventional, computationally cheap, and fast algorithm able to operate a rigid 

registration between the bone surfaces on both modalities is the Iterative Closest Point (ICP) 

algorithm, proposed first by Besl and MacKay in 1992 [8]. It is an expectation-maximization 

algorithm using a kD tree to identify pairs of closest points and afterwards, a metric which is 

more ofter than not the Euclidian distance in order to compute an average transformation 

between the two datasets. Since then, several enhancements to the ICP algorithm were 

published and implemented. The most popular is probably the Coherent Point Drift (CPD) 

algorithm, proposed by Myronenko and Song in 2010 [9]. This algorithm is not restricted to 

medical imaging and has shown excellent results in multiple computer vision applications. 

Non-rigid registration methods are also developed simultaneously. However, the challenges 

they present are vastly different, which legitimates them being subject to a separate 

analysis. 

The present work will focus on the comparison of three techniques for the rigid 

registration of vertebrae between CT and US scans. These include the standard ICP algorithm 

as it was initially proposed, a more robust version of the standard algorithm where datasets 

outliers are rejected, and the CPD algorithm.  

First, we will present the clinical context, then the main evolution in the approach of 

this problem in the last few years. We will then describe the tracking structure in which the 

registration step is embedded, following with the detailed description of the experiments led 

to compare those algorithms and the results, which we will display, discuss and comment.  

The comparison allowed us to determine that the CPD algorithm is more robust and 

more precise than the two other algorithms, even in the presence of substantial noise, with 

a runtime compatible with clinical use. The algorithm is, however, dependent on the 

segmentation biases, which illustrates the critical importance of this previous step of the 

image processing. The systematic testing carried in this work could and should be extended 

to all registration methods in order to legitimate a standard practice that would achieve the 

best results for each clinical application. 
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Chapter 2. Background 
The improvements in imaging and computing technology have enabled medical practitioners 

to implement surgery methods that are simultaneously faster, more precise, and more 

accurate than traditional surgery that is based only on experience, anatomy knowledge, and 

visual information. One of those transformed fields is image-guided surgery. Classically, 

surgeons rely on their knowledge of anatomy and physiology, their experience, and the 

information available in the operating room, such as the visual aspect of the patient or 

monitored biological quantities, e.g., the heart rate. Some operations were carried without 

visual information since exposing the relevant structures of the body would create too big a 

risk for the patient. However, such minimally invasive techniques may have non-negligible 

detrimental effects on the precision and outcome of the operation. The development of 

imaging technology has led to an increasing number of techniques available, expanding the 

amount of information accessible to surgeons and support staff.  

2.1. Vertebral anatomy and spinal fusion 
One of the operations that benefited from this change is spinal fusion, and specifically, the 

step of pedicle screw insertion. The vertebrae are bones protecting the spinal cord and 

supporting the weight of the whole skeleton, as can be seen in Figure 2.1. They are 

surrounded by muscles, both assuring posture and movement of the body. The spinal cord 

inside the vertebral canal has nerves branching out between each vertebra. Major blood 

vessels, the inferior vena cava and the descending aorta run anterior to the vertebral 

column. The most common surgical access to the vertebrae is from the back or posterior 

side, allowing the surgeon to approach the spinous processes, the laminae, the facets, and 

the transverse processes, but not the vertebral bodies or the pedicles. The screws are 

implanted through the pedicle but enter the bone by the lamina. 
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a) b) c) 

Figure 2.1 :From Left to Right, a) Anatomical view of lumbar vertebrae with bones in grey 

and blood vessels in red and blue, image credit: MedicalRF.com/ Alamy Stock Photo b) Dorsal 

view of a foam phantom of lumbar vertebrae IF: inferior facet T:transverse process SF: 

superior facet L: lamina S: spinous process SC: spinal canal. c) Sagittal view of the same 

phantom P: pedicle F: intervertebral foramen VB: vertebral body. [10][11] 

During vertebral fusion, several vertebrae are rigidly attached in order to limit their relative 

movement. This is done by implanting a screw within the pedicle and the vertebral body on 

both the left and right sides of the successive vertebrae to be instrumented. The screws will 

then serve to anchor metallic rods. An example of an apparatus mounted on a phantom can 

be seen in Figure 2.2. 

 

Figure 2.2 : Metallic rods and pedicle screws in situ on a phantom model [12] 
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Before the advent of image-guided surgery, the common practice was to insert the screws 

between the superior facets and the transverse processes [10], through the pedicle and 

through the vertebral body, using resistance feedback as a guide in order to avoid breaching 

any of the bone walls.  

2.2. CT imaging and pedicle screw insertion 
Computed Tomography (CT) is an imaging technique used every day in hospitals in order to 

obtain anatomical information without direct contact with the anatomical structure of 

interest. At its core, the technique uses multiple X-ray scans of the patient at different angles 

in the transverse plane in order to reconstruct a 3D volume of the patient where organs that 

absorb X-rays slightly appear light and organs that absorb X-ray a lot appear dark. One of the 

main factors for X-ray absorption is tissue density; therefore, bones are the darkest 

structures. Another X-ray based technique is fluoroscopy, which acquires 30 images per 

second, allowing for real-time monitoring at the expense of more radiation dose for the 

patient and blurring factors, both spatial and temporal. [7] 

Ultrasound volumes, on the other hand, are acquired using a probe that sends soundwaves 

with a frequency higher than the audible spectrum, receives the echo back, and computes 

the time of flight. Knowing the speed of sound in tissues allows for localization of the echo 

sources. An echo happens when the soundwave hits an interface between two tissues of 

different acoustic impedance, which corresponds to tissues of different densities. A line of 

detectors acquires a 2D image. Sweeping the detector perpendicularly to the image plane 

and aggregating the 2D images constitutes a 3D volume of ultrasound data. Since contrast 

comes in ultrasound imaging from the tissue density, bones have excellent contrast in US. 

[7] 

Optimal scanning patterns in the specific context of lumbar vertebra scanning was compared 

by Yan et al. [10]  

Preoperative CT is used to choose the screw dimensions and identify the insertion point. 

Fluoroscopy is used during surgery to monitor the screw penetration and avoid a breach of 

the vertebral body. Screw misplacement chances during this surgery may vary because many 

spinal structures are not directly observable, and patient anatomy can sometimes vary 

significantly. Depending on the direction of deviation of the screw, the misplacement may 

have vascular, nervous, or muscular consequences on the patient’s recovery. Studies show 

that the rate of misplacement when the surgery team only refers to preoperative CT scans 
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and fluoroscopy monitoring of the insertion varies between 5 to 50%. [14,15] The high 

failure rate was attributed to the positioning of the dynamic reference basis (sometimes 

abbreviated DRO, DRB, DRF), an object that acts as the center of the coordinate system in 

the patient frame. With the development of medical imaging, the spine surgeons can choose 

more precisely the insertion point, the angle, and the depth of penetration coherent with 

the positioning information given by image-guided surgery systems.  

2.3. Image-guided surgery 
The help that computing power and medical image acquisition could provide to spine 

surgery has led to the emergence of image-guided surgery systems. Their help is twofold: 

first they allow visualization of structures and tools that would otherwise be hidden, and 

second, they allow the combination of visual information from different sources in the same 

reference frame, for example, the surgical plan, the preoperative CT scan, and fluoroscopy 

information can be displayed on the same computer screen. Such systems are composed of 

an optical camera tracking the position of infrared targets, as well as reflective spheres 

placed on several tools in unique 3D configurations allowing for their identification. [14,16]  

 

Figure 2.3 : Schematic representation of an ultrasound based IGSS [16] 
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The camera emits an infrared signal that is reflected by the spheres, allowing for fast and 

accurate 3D tracking. They have a submillimeter precision laterally and a precision of 

approximately 1mm deep, even when the object is placed several meters away from the 

camera, allowing the medical team’s movements not to be hindered by the presence of the 

cameras. One of the targets is chosen as the coordinate reference for the patient space and 

is known as the Dynamic Reference Object (DRO). Other tools or elements equipped with 

tracked spheres are the intraoperative imaging devices, surgical tools, and pointers. 

Commonly, one of these markers is attached to the patient. The calibration of the probe 

pairs each voxel in the US volume with a coordinate relative to the probe position and 

orientation.  The tracking system can give the position of the scanning probe relative to the 

DRO. This means that the US voxel coordinates in the patient frame can be computed by the 

system. The goal of the registration step is to find the relationship between the two frames 

of reference: the CT scan frame and the US volume frame. This is one of the tasks of the 

computing system (3DSlicer [17], IGSTK [18], StealthStation [19], IBIS [20], CustusX [21], and 

others) which integrates all the information, register every image and tracked position 

together and enables processing and visualization of the result. A schematic showing the 

elements of a US-based IGSS can be seen in Figure 2.3. The goal of the computer system is to 

determine the patient-image transform 𝑇𝑤𝑜𝑟𝑙𝑑
 
←𝐶𝑇 allowing to associate to each CT scan 

voxel a coordinate in the physical world, called world frame or patient frame. In order to do 

so, the transformation 𝑇𝑈𝑆
 
←𝐶𝑇 coregistering CT and US voxels shall be determined. One can 

note that it does not matter in which coordinate frame the US volume is for the registration 

with the CT data. As the transformations that bring the US volume to the world frame are 

very well defined by the tracking system and probe calibration, they can also be applied to 

the CT data. 

2.4. IBIS 
The present work will focus more specifically on IBIS, the Intraoperative Brain Imaging 

System [21,23]. This open-source software combines tracked ultrasound and augmented 

reality in order to avoid deterioration of the patient-image registration accuracy and 

provides the surgeon with the most visually efficient navigation information. This platform, 

optimized for spine and brain surgery, provides algorithms optimized for fast GPU 

computation and intuitive graphic user interface. The platform has been tested both in the 

laboratory and in clinical use on a significant range of neurosurgical operations: brain shift 
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correction, assistance in tumor resection, neurovascular surgery, pedicle screw implantation, 

path planning for deep brain stimulation, and epilepsy electrode implantation. [22]  

The registration protocol and algorithm for spine surgery are published in Dr. Charles Xiao 

Bo Yan’s doctoral thesis “Ultrasound-CT registration of vertebrae for image-guided spinal 

fusion surgeries.” [12] The present work aspires to extend modestly on the research 

conducted by Dr. Yan. 

The clinical accuracy requirements necessary for image-guided spinal surgery were 

established by a group of 70 experts. Their conclusions were published by Cleary et al. [4]. 

For segmentation and registration, the image guidance accuracy necessary is 1-2 mm, for a 

total duration of a few minutes. This means that any point on the patient should be 

associated with a point on the other imaging modalities scans that is no more than 2 mm 

away from the exact location in a timespan of a few minutes. 

 

2.5. Patient-image registration 

2.5.1. Manual registration 
The earliest image-guided surgical systems used manual registration of landmarks on 

preoperative CT scans. The preoperative scan was segmented beforehand, and the bone 

surfaces were isolated and organized into a vertebral model. During the surgery, the 

posterior (paraspinous and subperiosteal) muscles were retracted or dissected to expose the 

transverse processes.  
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Figure 2.4: Picture from a neurosurgeon point of view after incision and muscles retraction, 
exposing the vertebral anatomy. 

Then, using a tracked pointer, the positions of landmarks on the patient anatomy were 

paired with their homologous points on the CT scan. Afterward, the system could generate a 

transformation allowing the registration of both spaces together. Transferring the CT scan in 

the patient space then allowed simultaneous visualization of tracked tools and anatomical 

information from the registered images.  

Verification of the transformation validity is made regularly during the surgery by checking 

that pointing to a location on the bone surface with the tracked pointer shows the same 

location being pointed at in the rendering on the computer screen. This process lasts 

approximately 5-10 minutes, for average total procedure time, counting registration, 

verification, and screw insertion, of 20 minutes per vertebra. Using manual registration 

greatly diminishes the misplacement rate to around 8%[2]. This manual method, however, 

presents several drawbacks. It significantly increases the operation time, proportionally to 

the number of vertebrae to fuse, and requires broader access to the bone surface in order to 

reach the landmarks, requiring the dissection of more soft tissue. This technique constitutes, 

however, the standard of care in terms of image-guided vertebral fusion, which is why we 

will use the registration information from this technique as a gold standard in order to 

compare the three automated registration methods investigated in the present work.  
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In order to mitigate the drawbacks of the manual method, several intraoperative imaging 

techniques were developed. The first idea was to acquire the anatomical image directly 

inside the operating room, removing the intermediary step of correcting a preoperative 

image to the intraoperative position. The other idea was to use another imaging technique 

that would more efficiently identify anatomical information, reducing the time required for 

registration. 

2.5.2. Automatic registration 
In general, the intra-operative imaging tool is fitted with tracking targets and calibrated 

beforehand in a way that its images can be registered in the patient space without any 

manual input. [23] An intraoperative image of the patient is acquired using either 2D or 3D 

fluoroscopy, Computed Tomography (CT) scanning, Magnetic Resonance Imaging (MRI), or 

ultrasound (US) scanning. Fluoroscopy or CT share the drawback of exposing the patient 

(and surgical staff) to increased doses of X-ray radiations. This is not desirable, and even less 

so for young patients. Intraoperative MRI does not emit ionizing radiation, but it creates 

other issues. The first one is undoubtedly the excessive cost of the intraoperative MRI 

scanner. However, it also requires the use of magnetically compatible surgery 

instrumentation, it limits the positions of the patient during the procedure, as well as access 

to the surgical field. Compared to these imaging modalities, ultrasound scanning provides 

numerous advantages. It is economical, maneuverable, fast, and non-radiative. These 

advantages were interesting enough for Ault and Siegel to publish a proof of concept as 

early as 1995. [24] It has, however, the main drawbacks of poor image quality, making it 

sometimes difficult to interpret the US images. Some techniques were developed recently by 

Hacihaliloglu et al. in order to detect tissue surface accurately in ultrasound images. [25–27] 

It has, nonetheless, been regularly used in conjunction with preoperative CT or MRI imaging 

for navigation during surgeries of the brain, the pelvis, the prostate, the liver, or the kidneys. 

The present work focuses on ultrasound-based image-guided surgery of the spine. These 

systems function on the same principle, as explained previously in section 2.3. From the 

surgical team’s point of view, in a quick gesture with the ultrasound probe already used in 

medical practice and a few seconds of computation, the preoperative CT images would be 

aligned to fit the patient’s real-time position and grant the benefits of image-guided surgery 

without the time loss or the supplementary dissection required for manual landmark-based 

registration. 
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There are two categories of ultrasound-CT registration methods: point-based registration 

and intensity-based registration. Point-based registration requires preprocessing and 

segmentation, which means extracting the bone surface points in both the CT scan and the 

ultrasound. [28] With the point clouds obtained, several techniques can be used to find the 

transformation to align the two point-clouds by minimizing the distance between them, e.g., 

Iterative Closest Point algorithm. Intensity-based registration, on the other hand, does not 

require precise surface segmentation. A method circumventing the segmentation would, for 

example, involve computing an image that would be similar in intensity level and distribution 

to a reconstructed ultrasound scan based on the pre-operative CT data and then finding the 

optimal transformation between the pseudo ultrasound scan and the scan acquired during 

the operation. Intensity-based registration techniques usually have considerable runtimes 

but are, in general, more robust. [29] The point-based registration techniques, on the other 

hand, require segmenting the images, and the optimization process is susceptible to being 

stuck in a local minimum of the optimization function, therefore computing a suboptimal 

transformation. The present work does not cover segmentation, but several articles 

publishing techniques of automatic segmentation of vertebrae in CT images report runtimes 

compatible with a surgical context. [30] Due to the considerable interest of the domain in 

the research community, many articles were published over the years. As mentioned by 

Oliveira and Tavares [31] in their own 2014 review, several reviews of the domain were 

compiled.  

Chronologically, the first review about image registration was published by LG Brown in 

1992. [32] In 1998, Maintz and Viergever wrote one of the first review papers on medical 

image registration. [33] Their group published another review some 20 years later. [34] They 

confirmed the shift they predicted from extrinsic registration to intrinsic registration 

methods, as well as insisting on two problems of the field still unsolved, validation of 

registration methods, and translation in clinical practice. Hill et al. [35], Oliveira and Tavares 

[31], and Mani and Arivazhagan [36] wrote other medical images registration reviews, also 

insisting on the major change towards intensity-based methods and the facilitation that 

constituted computing power improvements for the field. Hill et al. dedicated a large 

amount of their review to intensity-based metrics, and specifically, those who originate in 

information theory, while Oliveira and Tavares insisted more on having a presentation as 

broad as possible, addressed to researchers unfamiliar with the field. Mani and Arivazhagan 
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have written a very detailed conclusion describing a large number of possible developments 

and future research directions. Tjardes and Shafizadeh [13] summarized the state of the art 

in Image-Guided Spine Surgery, identifying the directions that future techniques shall 

improve, and explicitly insisting on the interaction between clinicians and software as a 

source of error. Schumann [37] summarized the state of the art in ultrasound-based 

registration for Computer-Assisted Orthopedic Surgery, advocating for fully automated 

processes and more validation studies in vivo, while Langlotz and Nolte [38] published a 

technically oriented review on CAOS insisting on the importance of long follow-up time 

studies. Alam and Rahman [29] detailed the contributions in intrinsic registration techniques 

for medical images, concluding that landmark-based registration techniques are the most 

appropriate to medical images, due to their reliability and stability at the cost of processing 

time. Ferrante and Paragios [39] surveyed slice-to-volume medical image registration, which 

are techniques circumventing the 3D reconstruction step. Finally, Noble, Navab, and Becher 

[40] reviewed the advances in ultrasonic image analysis concerning surgery. 

The first feasibility study of computer-assisted pedicle screw fixation was published by Amiot 

et al. [41] in 1995 and achieved a 4.5 mm accuracy, with a success rate of around 85%. Ault 

and Siegel [24] published the concept proof of ultrasound-based registration with the same 

accuracy. Helm et al. [15] focused on the results of spinal navigation studies done between 

2000 and 2014, showing that on the 12622 pedicle screws placed using varied state-of-the-

art methods, the success rate reached 96.8%, and investigating the reason why these 

techniques are not more widely spread in daily practice. Brounstein et al. [42] carried 

automatic non-rigid point-based US-CT pelvic registration using Gaussian Mixture Model, 

achieving a mean surface accuracy of 2 mm in seconds.  

Meyer et al. [43] applied the ultrasound-guided surgery system presented in an earlier 

section with augmented reality to anesthesia. By combining a preoperative patient model 

and tracked needles monitored using ultrasound, they achieve lumbar facet injection 

therapy with an error inferior to 1mm, compared to 5 mm on average with classic methods, 

demonstrating improved clinical results when using a US-guidance system.  

Finally, Yan et al. [10] carried automatic intensity-based US-CT lumbar vertebrae registration 

and achieved an error inferior to 1mm on the landmarks localization of a foam lumbar 

phantom and error inferior to 2mm on porcine lumbar cadavers. 
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2.6. Literature review of point-cloud registration methods  
The research in point cloud registration algorithms stemmed from the seminal article by Besl 

and McKay [8] in 1992. As mentioned by Pomerleau [44] in his review on robotic 

applications of point-based registration, between 1992 and 1993, ICP was applied in four 

domains: object reconstruction, non-contact inspection, autonomous vehicle navigation and 

medical, and surgery support. The three former domains are not in the scope of the present 

work, but several results from these domains will be discussed for their interesting 

algorithmic development. As the first feasibility study for spine application was only 

published in 1998 [41], many algorithmic developments that were initiated beforehand were 

not specific to US-CT rigid registration for lumbar pedicle screw implantation. In their article, 

Besl and McKay propose a simple expectation-maximization algorithm, which will be 

detailed in section 3.1.  

Just like medical images registration review papers, several review papers gathered and 

organized the available knowledge on point-based registration from an algorithmic 

approach. The first article that built on the Besl and McKay ICP algorithm is Chen and 

Medioni [45], who introduced point-to-surface matching. Champleboux et al. [46] 

introduced the idea of outlier rejection in their implementation of the Levenberg-Marquardt 

(LM) optimization with curve-fitting algorithm and octree decomposition in order to 

compute point-to-surface distance efficiently. 

Fitzgibbon [47] introduced a new method for registration based on Besl and McKay 

algorithm but optimized by adding an LM fitting implementation. This LM-ICP is faster, more 

robust, and multi-purposed than the initial algorithm. This differs from Champleboux et al. 

[46], cited above, by the implementation of outlier error mitigation by using a more robust 

kernel in the error function. 

Zhang [48] introduced the idea of decomposition into free-form curves and implemented 

outlier rejection efficiently in the ICP algorithm.  

Rusinkiewicz and Levoy [49] published a review specifically on the variants of the Iterative 

Closest Point algorithm, comparing their convergence speed. The most efficient algorithm 

they presented could register two groups of 3D points in less than 0.1s, which is more than 

enough for the clinical application discussed here.  

Ma and Ellis [50] published results showing that a more robust metric than the Root Mean 

Squared Error, such as Tukey’s bi-weight error, could increase the algorithm robustness. This 
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version of the ICP algorithm is called the ICP-Tukey. This algorithm seems to handle outliers 

better than the original ICP but performs worse on cleaner datasets. It was tested on digital 

phantoms of tibia, femur, and vertebra.    

Pomerleau et al. published a review of point cloud registrations over the last twenty years 

[44] as well as, the same year, a comparison of several ICP variants on real-world 3D 

volumes considered challenging due to their complexity and variety called the ETH set[51]. 

Dr. Magnusson’s doctoral thesis [52] presented the 3D-Normal Distributions Transform (3D-

NDT) method for registration. Although the method is primarily intended for mobile 

robotics, it was successfully applied to medical images. The fundamental advantage of this 

method is to transform the point clouds into smooth surfaces allowing for classical 

optimization methods, Newton’s method, for example, to converge. Indeed, most numerical 

optimization methods depend on the smoothness and curvature of the cost function. The 

comparison between 3D-NDT and standard ICP showed that in the context of robotics, 3D-

NDT is faster and less dependent on the initial estimate; however, ICP showed a more robust 

convergence. 

Petricek and Svoboda [53] used the same ETH 3D volumes dataset as Pomerleau [51] to 

compare the results of several methods: generalized ICP, 3D Normal-Distribution 

Transformation (NDT), Fast Point-Feature Histograms, 4-point congruent sets and their 

keypoint-based method. For overlap bigger than 75%, which is the clinical situation, their 

method achieved 0.03 rad rotation error and 0.58m translation error (compared to at least 

1m for every other method) in 14s on average. This is much longer than ICP but still fits the 

clinical requirements, given that the distances considered there are far more significant by 

one or two orders of magnitude compared to a medical context. 

Chui and Rangarajan [54] formulated the registration problem in a Bayesian probabilistic 

framework, allowing for optimization using a probabilistic algorithm. Specifically, they 

developed the Gaussian Mixture Model (GMM) algorithm, which is less sensitive than ICP to 

outliers and noise. 

Xie et al. [57] compared the efficiency of ICP and the Expectation Conditional Maximization 

algorithm developed by Horaud et al. [58] on a minimal number of points from a pelvic scan. 

They showed that even with sets of 50 points, the ECM algorithm could correctly register 

them together 90% of the time without noise and 37.5% of the time with 1mm Gaussian 

noise.  
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Yang et al. [62] tackled the problem of local minima by developing a Branch and Bound 

approach in order to start the ICP algorithm close to a local minimum, allowing to compare 

them and selecting the one having the lowest error. The authors report convergence of the 

algorithm in seconds with submillimeter root mean square error, but the code was not 

tested in a medical image context. 

Myronenko and Song [9] published a variant to the GMM algorithm called Coherence Point 

Drift (CPD). It involves forcing the point-clouds centroids to move coherently. For rigid 

registration, it allows them to determine a closed-form solution to the maximization 

equation. Combining the Bayesian framework with topological considerations allows this 

method to achieve robust registration even in the presence of noise, outliers, or missing 

points in seconds. The algorithm was validated on synthetic datasets as well as cardiac 

ultrasound scans. Wang et al. [63] added a correction to the CPD algorithm. The original 

method had a manual parameter w which measured the proportion of outliers and noise in 

the data. They provided an automatic method to determine the best value for this 

parameter. 

Maier-Hein et al. [64] presented works done in the goal of considering inhomogeneous and 

anisotropic noise in the ICP algorithm, A-ICP. Indeed, the original version of the ICP 

algorithm postulates homogeneous Gaussian noise, which is not always the case. For 

example, due to the difference in accuracy between lateral and depth of infrared Time-of-

Flight cameras, the noise structure of tracking information is certainly anisotropic. Their 

method involves integrating the use of covariance matrices as point weighting. Those 

covariant matrices are computed using either Principal Component Analysis or the Voronoi 

area of points on a surface. 

Billings et al. [66] proposed their probabilistic version of the ICP algorithm called the 

Iterative Most Likely Point algorithm. This method allies the advantages of a probabilistic 

framework with its noise robustness and the efficiency of not having to carry every pairwise 

point matching. Moreover, the generalized noise model allows taking into account 

anisotropic noise. Their algorithm is compared to ICP, Generalized ICP, CPD, and A-ICP on 

both hip-bone and femur, for multiple conditions of noise and outliers.  

Cao et al. [67] published a variant of the standard ICP algorithm called the Closest Point 

Transform, which relies on the use of a closest-point map on a grid instead of matching 

points in real-time. This significantly reduces the computation time of the algorithm at the 
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cost of some interpolation. They tested their method on head scans in CT and MRI, achieving 

results comparable to volume-based methods, relying on mutual information. 

Jian and Vemuri [69] reformulated the registration task in a probabilistic framework by 

introducing a Gaussian Mixture Model. This led them to establish a framework where the 

relationships between multiple GMM implementations are clarified. They compared their 

GMM based algorithm to CPD and LM-ICP, among others, on 2D and 3D datasets. However, 

no test was carried out on medical images. No substantial difference in the convergence of 

the three algorithms was established. 

Evans et al. [71] investigated the use of a tracked stereovision camera system in order to co-

register CT scans and stereo camera scans of porcine vertebrae. They showed that a TRE of 

around 2.5mm was possible to achieve; however, this method would require much more 

investigation. 

Moghari and Abolmaesumi [72] published a variant of the Unscented Kalman Filter 

transform to achieve registration. Originally, Unscented Kalman Filters compute probabilistic 

estimates of hidden variables when provided with some non-linear observables, as well as 

an initial position. This framework allows for the inclusion of many different noise or bias 

sources. The kD-tree algorithm would pair the points from both datasets together, and the 

Kalman Filter would compute the most probable transformation, taking into account the 

different sources of anisotropic noise. This algorithm was tested on pelvic CT scans and 

scaphoid CT bone phantom. 

Brendel et al. [28] published in 2002 a method for the registration of 3D CT and ultrasound 

scans for the spine that uses intensity for surface-to-volume registration. They mention 

achieving a Target Registration Error of 2mm in translation and inferior to 1 degree in 

rotation. This gradient-based method of forward ray-tracing for CT is similar to the one 

currently implemented in IBIS. 

King et al. [73] address the shortcomings of using ultrasound data in the operating room, 

which are a low signal-to-noise ratio and several artifacts. In order to avoid a large amount 

of preprocessing, that US scans must go through, they use the preoperative scans in order to 

establish probability density maps and simulate ultrasound data. The contour from 

preoperative images transformed into ultrasound images using probability density maps is 

then registered with the real ultrasound images. This technique was tested on heart scans 

and used for respiratory motion correction. 
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Over the years, numerous ameliorations were proposed to the original ICP algorithm, but no 

thorough comparison of every candidate was carried for any specific application. The 

literature regularly features LM-ICP, CPD, or 3D-NDT as a comparison basis besides ICP, but 

the relative efficiency of those methods is not established as it depends strongly on the 

constraints of the registration task. The present work initiates this investigation in the 

specific case of lumbar vertebrae US-CT registration. 
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Chapter 3. Methods 
 

In the present study, we will compare the robustness and efficiency of three common point-

based registrations algorithms for lumbar vertebrae rigid registration. The three methods 

compared are firstly the initial ICP algorithm by Besl and McKay [8], secondly, a more robust 

version of the same algorithm which includes an outlier rejection step [48] and, finally, the 

Coherent Point Drift algorithm. [9]  

 

3.1. ICP algorithm 
 

ICP is a method to co-register two or more point-based representations of an object in the 

same coordinate space. It requires decomposing the surface of the objects into point-clouds, 

then finding the linear transformation that minimizes the Euclidian distances between each 

pair of points. This algorithm is an example of an Estimation-Maximization method in the 

sense that it proceeds in two steps at each iteration, first matching points from the different 

representations together based on closeness, then computing the optimal transformation 

that minimizes the cost function, which is the sum of squared distances between the 

matched points. This algorithm is fast, simple, and computationally cheap, as the lower 

bound on the number of iterations is O(n*log n) where n is the number of points. [8] 

However, it presents a few limitations: it cannot efficiently handle large transformations; it 

requires a reasonable starting estimate, and it is also sensitive to outliers and noise.  

The ICP algorithm implementation requires the following steps for registration of points 

𝑋𝑁∗3 corresponding to the vertebral surface as seen in CT with the second set of points 𝑌𝑀∗3 

corresponding to the vertebral surface as seen in ultrasound [8]: 

1. Initialization with the fixed point-cloud of ultrasound segmented bone surface 𝑋𝑁∗3, 

the moving point-cloud of CT segmented bone surface 𝑌𝑀∗3and an initial estimate of 

the rotation matrix 𝑅0 and the translation vector 𝑡0 that would register the two point 

clouds together, usually 𝑅0 = 𝐼3∗3 and 𝑡0⃗⃗  ⃗ = 0⃗ . Two parameters should be specified:  

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 which represents the threshold value of the cost function that is 

considered acceptable and 𝑀𝑎𝑥𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 which represents the maximal number of 
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iterations the algorithm should go through before stopping if no satisfactory error 

level was attained. The error function use din ICP is the root mean squared error of 

the two set of points. In order to study the influence of the number of iterations on 

the convergence, the threshold on the error value was fixed at 0.00001mm, an 

unrealistic value that would make the condition on the threshold always false. 

2. Apply the transformation to the CT scan points, where “i” serves as index of the 

number of iterations, “j” serves as index of the elements of Y and Y’, “n” serves as 

index of the elements of X and “T” is the transpose operation: 

 𝑌′
𝑇
= 𝑅𝑖 ∗ 𝑌

𝑇 + [𝑡𝑖⃗⃗ 𝑡𝑖⃗⃗ …]3∗𝑀 (1) 

 

3. Find the closest CT point from the set of points X for each ultrasound point y’j using a 

kd-tree algorithm [76]: 

 (∀𝑦𝑗
′ ∈ 𝑌′)(∃𝑥𝑛 ∈ 𝑋)  𝑠. 𝑡 (𝑥𝑛, 𝑦𝑗′) = 𝑘𝑑𝑡𝑟𝑒𝑒𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔(𝑋, 𝑌′) (2) 

 

4. Find the transformation that would minimize the root mean square error between 

the two datasets: 

 

(𝑅𝑖+1, 𝑡𝑖+1⃗⃗ ⃗⃗ ⃗⃗  ⃗) =
𝑎𝑟𝑔𝑚𝑖𝑛
𝑥𝑛 ∈ 𝑋

{𝑒𝑟𝑟𝑖 = √
1

𝑁
∗∑‖𝑥𝑛𝑇 − 𝑅𝑖+1 ∗ 𝑦𝑗

′𝑇 − 𝑡𝑖+1⃗⃗ ⃗⃗ ⃗⃗  ⃗‖
2

𝑛

} (3) 

 

5. Then repeat from step 2 until either the maximal number of iterations is attained, or 

the root mean square error between the two datasets is inferior to a fixed threshold: 

if (𝑒𝑟𝑟𝑖 ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)  ∩ ( 𝑖 < 𝑀𝑎𝑥𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) then repeat from step 2 with 

 (𝑅𝑖, 𝑡𝑖⃗⃗ ) ← (𝑅𝑖+1, 𝑡𝑖+1⃗⃗ ⃗⃗ ⃗⃗  ⃗) 

 

Having an idea of the shape that the RMSE curve should take as a function of the 

transformation parameters would help interpret the experimental results. Because we are 

considering only rigid registration, the distances between points inside the point cloud do 

not vary. This implies that the position of the barycenter, or center of mass, of the cloud 

relatively to each point is constant. Studying the rigid movement of a point cloud around 

another one can, therefore, be simplified as the movement of their barycenter, combined 

with the rotation of the point clouds around their barycenters. Let us simplify the problem 
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for an instant and consider that the point clouds do not rotate around their barycenter. 

Then, the only movements become translations of the point clouds along an axis and 

rotation around an axis that does not pass through the barycenter. For each matching pair of 

points of the two datasets, a translation increases the distance between them linearly, and 

therefore the Root Mean Squared Error (RMSE). Supposing that the error is minimal for no 

transformation, as is the case with our datasets, the RMSE is then simply the amplitude of 

the translation, in absolute value. In the case of rotation around an external axis, there is 

only one plane defined by the line perpendicular to the axis passing through the first 

barycenter and the line perpendicular to the rotation axis passing through the second 

barycenter. On that plane, the movement of one barycenter relative to the other is a 

rotation. The distance between two points on a circle is given by equation (4). Those 

represent substantial simplifications of the general case but give us an element of 

comparison for the RMSE curves. Therefore, the shape of the Root Mean Squared Error 

(RMSE) for this extreme case of perfect fit would be the shape every other less fitting 

datasets’ RMSE should tend to. In that case, the error described in equation (3) boils down 

to the distance between the two points. Analytical solutions are easy to derive as the 

distance between two points on a line if they were translated away from each other, or on a 

circle, if they were rotated away from each other: 

𝑅𝑀𝑆𝐸𝑖𝑑𝑒𝑎𝑙(𝑡, 𝜃) = {
|𝑡|                                              𝑓𝑜𝑟 𝑎 𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛 𝑡

𝑅√2 ∗ (1 − cos 𝜃)      𝑓𝑜𝑟 𝑟𝑜𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑛𝑔𝑙𝑒 𝜃 𝑎𝑛𝑑 𝑟𝑎𝑑𝑖𝑢𝑠 𝑅
 (4) 

 

An excellent approximation of the two curves, presented in Figure 3.1, is the V-shape of the 

curve corresponding to translations. Now, considering the volume in which the points are 

clustered around the barycenter, as the matching between points of the two datasets is 

based on the smallest distance, then when the two datasets are close to registered together, 

their spatial recovering already decreases the value of the RMSE. Even if one dataset is not 

optimally placed, the fact that the other dataset overlaps with it will contribute to the 

decrease of the RMSE value close to the minimum. This explains why the RMSE curves of 

experiments are more likely to be shaped like a U than like a V. 
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Figure 3.1: Ideal shape of the RMSE for a translation on the left, and for a rotation for a circle 
of radius R=1 on the right. 

The non-linear trend of the curve for the rotation case is negligible for the range of angles 

coherent with a clinical setting. 

We observe the following limitations while applying the ICP algorithm. Outliers are points 

that do not correspond to the surface of the object. They can be situated arbitrarily far from 

the actual surface. Noise is a perturbation that assigns a slightly wrong position to points of 

the surface due to errors in segmentation or partial volume effects, for example.  

It must be noted that the noise and outliers considered in the registration step are residual 

from the initial imaging noise. Indeed both US and CT have built-in or reconstruction based 

error correction features. For CT scanning, iterative reconstruction algorithms allow for less 

noisy reconstruction, and collimators placed before the detector weed out the outliers. For 

US, compound scanning can be used to reduce speckle in a scan, and harmonic imaging uses 

harmonics of the soundwave sent in order to increase the resolution and reduce the 

eventual artifacts. [7] After those imaging steps, the only possible error correction steps are 

algorithmic, and operated by the computing system.  

The classic ICP algorithm does not factor in either noise or outlier correction. The cost 

function used, however, contains an averaging operation, which makes the contribution of 
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Gaussian white isotropic noise tend towards 0 for a large number of points. From a 

theoretical standpoint, this amounts to considering that the noise distribution is purely 

Gaussian and isotropic so that taking the mean in the computation of the error will reduce 

the error amplitude due to the noise. As mentioned before, this is probably not true in 

practice, due to the anisotropic noise of the tracking devices to name one cause, which is 

why ICP is vulnerable to this kind of error. These artifacts may manifest themselves in a non-

monotonous character of the optimization function. Several local minima may be present. 

The algorithm might mistakenly converge to one of them instead of the global minimum 

corresponding to the best solution. This leads to a suboptimal transformation, which 

minimizes the cost function locally but may not minimize the Target Registration Error (TRE) 

at all. The TRE is the root mean squared distance between the target points in each point 

cloud. It allows for the computing of the error specifically around zones of interest instead of 

globally. [77] It is the error metric that will be used here. Usually increasing the number of 

points in the point-clouds helps smooth out some local minima. A substantial part of the 

following chapters will be dedicated to this problem of data quality. These problems lead to 

corrections of the ICP algorithm in an attempt to mitigate those error sources. Many articles 

mentioned in chapter 2 devised an original answer to the problem of outliers and noise. 

Each of these solutions has merits and drawbacks, which depend strongly on the application 

context. The noise sources, the acquisition method, or the nature of the data investigated all 

influence the noise structure and the outliers’ bias. Therefore, each practical application 

requires testing the multiple solutions available in order to determine the most adequate. 

One of the methods used for this that keep the main elements of the original algorithm is 

the rejection of the worst match. 

 

 

3.2. ICP algorithm with outlier rejection 
An elegant way to take care of outliers in the ICP algorithm is the rejection of the 

worst matched pairs. In substance, if a proportion of outliers 𝑝 is present in the point-clouds, 

then those outliers will have the most significant error value when the algorithm is close to 

the solution. Their effect on the algorithm is not the first cause of error. However, as it is 

impossible to guess (estimate) a priori how close the algorithm is to the solution, removing 

the proportion 𝑝 of the matched pairs of points that are the furthest apart from each other 
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will diminish the algorithm sensitivity to this source of error, and thus increase its 

robustness. In practice, this addition to the classic ICP algorithm translates into inserting a 

step between 3 and 4 in the above description that eliminates a proportion 𝑝 of the pairs of 

points having the largest distance, based on the assumption that these points are outliers:  

 

 

𝑖𝑓 𝑑𝑖𝑠𝑡(𝑥𝑘, 𝑦𝑗
′) ∈ 𝑝𝑡ℎ𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒 

𝑜𝑓 𝑡ℎ𝑒 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 

 
⇒ 𝑒𝑥𝑐𝑙𝑢𝑑𝑒 𝑡ℎ𝑒 𝑝𝑎𝑖𝑟 (𝑥𝑘, 𝑦𝑗

′) 

𝑜𝑓 𝑡ℎ𝑒 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑠𝑡𝑒𝑝 

(5) 

 

 

The drawback of this approach is that removing points from the optimization step will 

increase the effect of noise on the cost function. The fundamental difference between 

outliers and noise is that a noised point is a point from the zone of interest that was moved 

around by random effects, whereas outliers are not at all indicative of any zone of 

interest.[44] The expected value of noised points converges to the real position, unlike 

outliers which bias the data. Indeed, even in the ideal case of isotropic Gaussian noise, the 

averaged noise amplitude only tends to the expected value of 0 in the limit of a large 

number of points. This creates a trade-off on the value of 𝑝. Either p is too small, and 

outliers’ biases are the dominant cause of errors, or p is too big, and the noise becomes the 

dominant cause of errors. Tests were made for different values of 𝑝 in order to determine 

this threshold for every dataset tested in the experiments below.  

The MATLAB implementation used for ICP registration and robust ICP was published by Kjer 

and Wilm as part of their bachelor thesis. [78] 

 

 

3.3. Rigid CPD algorithm 
 

The Coherent Point Drift algorithm tries to tackle the limitations of the ICP algorithm in a 

radically different manner by using a probabilistic framework. The rigid CPD algorithm 

considers one of the point-clouds as a list of centroids of a Gaussian Mixture Model (GMM) 

probability distribution, and the other point-cloud is the set of data points generated by this 

distribution. In this context, the algorithm maximization step consists of finding the 
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transformation that maximizes the likelihood of correspondence between the GMM and the 

data points. For iUS-CT registration of vertebrae, the GMM centroids are used to represent 

the points of the bone surface from the CT scan, and the data points are the intraoperative 

ultrasound (iUS) points. This algorithm also ensures the topological coherence of the point-

clouds by reparametrizing the centroid location. By including a uniform distribution term 

corresponding to noise and outliers, this algorithm shows remarkable robustness regarding 

data degradation, while keeping only one free parameter 𝑤, representing the proportion of 

improper points in the data. The Fast Gaussian Transform algorithm [79] computes more 

efficiently a sum of exponentials, decreasing the number of operations from 𝑂(𝑀𝑁) to 

𝑂(𝑀 + 𝑁) for the computation of the matrix of matching probabilities in the following CPD 

algorithm, where M is the number of CT points and N the number of iUS points. According to 

the creators of the CPD algorithms, the proportion of improper data points (noise, outliers, 

missing data) can be bigger than half the dataset, even 0.7 for certain situations, and still 

allow for a robust registration of the two datasets, while ICP outlier rejection rate cannot be 

bigger than half the dataset maximum, due to fit underdetermination. Finally, being much 

more robust than LM-ICP on several datasets[9], the CPD algorithm is less sensitive to initial 

estimates of the transformation.  

This algorithm requires the singular value decomposition of an M by N matrix, however, 

which is computationally intensive. Another downside of the CPD algorithm is that its cost 

function is not the RMSE measured in mm but the Negative LogLikelihood (NLL) of the 

distribution, which has no physical unit and therefore does not allow for a direct estimation 

of the localization error. Finally, the algorithm depends on the initial parameter 𝑤, which is 

difficult to estimate a priori.  

The CPD algorithm is implemented as follows [9]: 

1. Initialization with the fixed point-cloud of ultrasound segmented bone surface 𝑋3𝑥𝑁, 

the moving point-cloud of CT segmented bone surface 𝑌3𝑥𝑀and an initial estimate of 

the rotation matrix 𝑅0 and the translation vector 𝑡0 that would register the two point 

clouds together, usually 𝑅0 = 𝐼3𝑥3 and 𝑡0⃗⃗  ⃗ = 0⃗ . The scaling parameter 𝑠 is 1 for every 

dataset studied here. The proportion of outliers and noise in the data is 𝑤, it is 

analogous to the parameter p used for outlier rejection in the robust ICP algorithm 

but the original typology is used in order both to refer to the original article more 

easily and not to confuse it with the probability matrix P or its elements 𝑝𝑚𝑛.  
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2. Compute 

𝜎2 =
1

3𝑀𝑁
∑∑‖𝑥𝑛 − 𝑦𝑚‖

2

𝑚𝑛

 (6) 

 

3. Estimation step: Compute 𝑃 = [𝑝𝑚𝑛] with 

𝑝𝑚𝑛 =
exp (−

1
2𝜎2

‖𝑥𝑛 − 𝑠 ∗ 𝑅𝑖 ∗ 𝑦𝑚 − 𝑡𝑖⃗⃗ ‖
2
)

∑ exp (−
1
2𝜎2

‖𝑥𝑛 − 𝑠 ∗ 𝑅𝑖 ∗ 𝑦𝑚 − 𝑡𝑖⃗⃗ ‖
2
)𝑚 + (2𝜋𝜎2)1.5

𝑤
1 − 𝑤

𝑀
𝑁

 (7) 

 

4. Maximization step: compute 

𝑁𝑝 = 𝑠𝑢𝑚(𝑃) (8) 

 

Compute the center of mass of X: 𝜇𝑋, the center of mass of Y: 𝜇𝑌 and subtract these 

center of mass from the two datasets, in order to center them on the origin 

𝜇𝑋 =
1

𝑁𝑝
𝑋𝑇𝑃𝑇1⃗ 𝑀∗1 (9) 

𝜇𝑌 =
1

𝑁𝑝
𝑌𝑇𝑃1⃗ 𝑁∗1 (10) 

𝑋̂ = 𝑋 − 1𝑁∗1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ∗ 𝜇𝑋
𝑇  (11) 

𝑌̂ = 𝑌 − 1𝑀∗1
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∗ 𝜇𝑌

𝑇 (12) 

 

5. Compute 

𝐴 = 𝑋̂𝑇𝑃𝑇𝑌̂ (13) 

And find the singular value decomposition  

𝐴 = 𝑈𝑆𝑉𝑇 (14) 

Then 

𝐶 = [

1 0 0
0 1 0
0 0 1

⋯

⋯ |𝑈𝑉𝑇|

] (15) 

𝑅𝑖 = 𝑈𝐶𝑉𝑇 (16) 

𝑠 =
𝑡𝑟(𝐴𝑇𝑅𝑖)

𝑡𝑟(𝑌̂𝑇 ∗ 𝑑𝑖𝑎𝑔(𝑃 ∗ 1𝑁∗1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) ∗ 𝑌̂)
 (17) 

𝑡𝑖⃗⃗ = 𝜇𝑋 − 𝑠𝑅𝑖𝜇𝑌 (18) 



39 
 

𝜎2 =
1

3𝑁𝑝
(𝑡𝑟(𝑋̂𝑇 ∗ 𝑑𝑖𝑎𝑔(𝑃 ∗ 1𝑁∗1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) ∗ 𝑋̂) − 𝑠 ∗ 𝑡𝑟(𝐴𝑇𝑅𝑖)) (19) 

6. The new moving point cloud is 

𝑌′ = 𝑇(𝑌) = 𝑠𝑌𝑅𝑖
𝑇 + 1𝑀∗1

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∗ 𝑡𝑖⃗⃗ 
𝑇

 (20) 

 

The correspondence probability of the pair (𝑥𝑛, 𝑦𝑚) is 𝑝𝑚𝑛. 

The negative log likelihood of this iteration is 

𝑁𝐿𝐿𝑖 = −∑log (∑𝑝𝑚𝑛 +
3

2
𝑁 ∗ 𝑙𝑜𝑔(𝜎2)

𝑚

)

𝑛

 (21) 

 

7. Repeat from step 3 until either the maximal number of iterations is attained, or the 

negative Log Likelihood between two iterations is inferior to a fixed threshold:  

if |(𝑁𝐿𝐿𝑖 − 𝑁𝐿𝐿𝑖−1)/𝑁𝐿𝐿𝑖| ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)  ∩ ( 𝑖 < 𝑀𝑎𝑥𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠)  

 (22) 

Then repeat from step 3 with (𝑅𝑖, 𝑡𝑖⃗⃗ ) ← (𝑅𝑖+1, 𝑡𝑖+1⃗⃗ ⃗⃗ ⃗⃗  ⃗)  

The MATLAB implementation used in this work is the official implementation called 

“pcregistercpd”[80]. 

3.4. Datasets  
Three datasets with increasing complexity and realism were used to test the algorithms.  

These include ellipsoids, images of a vertebral phantom, and finally images of a porcine 

phantom. 

3.4.1. Ellipsoids 
In order to verify the code implementations of the three algorithms presented above, 

ellipsoids were simulated using three different axis lengths (𝑎, 𝑏, 𝑐) and the random 

generation of 2 angles, 𝜑 and 𝜃.   𝜑 was varied between -𝜋 and 𝜋 , representing the azimuth, 

and 𝜃 between - 
𝜋

2
 and 

𝜋

2
, representing the altitude. These variables can be used to define 3D 

data points on the surface of an ellipsoid, using the following parametrization: 

{
𝑥 = 𝑎 ∗ cos 𝜃 ∗ cos𝜑
𝑦 = 𝑏 ∗ cos 𝜃 ∗ sin 𝜑

𝑧 = 𝑐 ∗ sin 𝜃

 (23) 

 

Different sets of random numbers (𝜃, 𝜑) create different samplings of the same ellipsoid. 

One of the samplings, A, is then transformed using a rotation, a translation, and some 
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additive gaussian isotropic noise of a specified standard deviation. The other, B, is left as is. 

The three algorithms’ task is then to register together A and B. In the subsequent tests, the 

value used for (𝑎, 𝑏, 𝑐) is (100 , 50 , 30) because without being too large the difference 

between each value is large enough to prevent the infinite number of equivalent solutions 

due to axial symmetry of oblate and prolate ellipsoids. Even then, two opposed global 

minima exist. The convergence to any of these minima would be satisfactory as this test is 

only to confirm the validity of the convergence algorithm. Similarly, unlike for the next 

experiments, no target point is chosen, and no TRE is computed, as it would not have any 

anatomical significance, this evaluation is more focused on the convergence stability of the 

algorithms for simple 3D shapes.   

 

3.4.2. Sawbones phantom  

3.4.2.1. Sawbones acquisition 
 

 

Figure 3.2: Sawbones radiopaque lumbar phantom, picture on the left, sections of the CT 
scan on the right 

The Sawbones Radiopaque Lumbar Phantom 1352-39 (Sawbones USA, A Pacific research 

Company, Vashon islands, WA ) that can be seen in Figure 3.2 is a phantom of the human 

lumbar vertebrae made of foam. The surface of the phantom is painted with a radiopaque 

coating to simulate cortical bone. The phantom was attached to a wooden plank to avoid 
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movement and imaged using a CT scanner (Picker International PQ6000) at the Montreal 

Neurological Institute and Hospital according to the spine neurosurgery protocol. The voxel 

size of the 3D scan is 0.35 x 0.35 x 2 mm3 with slices perpendicular to the longitudinal axis. 

This means that the diagonal of this voxel has a length of 2.02mm. This means that an error 

of localization of 1 voxel on this CT scan can lead, at worst, to an error of 2mm. The 

Sawbones phantom images (as well as the cadaver images described below) were acquired 

by Dr. Charles X B Yan during his doctoral work. More details are found in his doctoral thesis. 

[10] 

 

3.4.2.2. Sawbones phantom preprocessing 
The vertebral bone surface of the Sawbones CT volume was then segmented manually using 

3DSlicer [17] in order to obtain as clear a result as possible. The primary tool used was 

thresholding based on the scan intensity. The removal of several artifacts, such as the 

spheres used for infrared tracking, was completed by manual erasing. 

 

Figure 3.3: Left, segmented CT volume of the Sawbones phantom. Right, sections according 
to the 3 anatomical plans, from top to bottom, transverse section, sagittal section, frontal 

section. 

The segmented volume visible on the left of Figure 3.3 is from a file containing three lists: an 

indexed list of vertices for which each row is of the pattern “v space [x-coordinate] space [y-

coordinate] space [z-coordinate]” , a list of faces which is just the indices of the three 

vertices of each triangular face for which each line is of the pattern “f space [first index] 
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space [second index] space [third index]”, and a list of the normal vectors to each face for 

which each line is of the pattern “vn space [x-coordinate] space [y-coordinate] space [z-

coordinate]”. A point-cloud model of the phantom can be constructed by taking the first list 

of the file and removing the letter “v” at the beginning of each line. The first vertebra, L1, 

was manually cut out of the full 507397 spine points transversally at the level of the 

intervertebral disc, by selecting every point above the transversal plane passing through the 

middle of the disc. This does not account for the lowest part of the inferior facet of the 

vertebra but is not critical in order to test the convergence of the algorithms on CT scans. 

Two points were manually selected at the estimated position of entry of a pedicle screw to 

be the targets with which the TRE will be computed. The targets are the points of the 

volume for which positioning is of clinical importance. The localization error on these points 

will lead to an error on the pedicle screw implantation. Therefore instead of computing the 

RMSE for every point of the volume, the medical practitioner is only interested in the error 

the software tolerates on the target points. For the Sawbones phantom, those points can be 

seen in purple on Figure 3.4. 
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Figure 3.4: Full point cloud of the Sawbones phantom L1 scan with Targets in purple 

The CT scan of the Sawbones phantom was therefore transformed into two lists: a list of 

71508 points on the L1 bone surface, which large size is due to the fine mesh necessary for a 

precise segmentation, as well as a list of 2 target points. In order to avoid repetition, two 

small subsets X and Y of the list of points are randomly selected for each registration. An 

example of such subsets is presented in Figure 3.5.  
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Figure 3.5: Top row, subsampling of 500 points of the L1 Sawbones phantom CT scan, from 

left to right coronal, sagittal and transverse view. Bottom row, subsampling of 2000 points of 

the same scan, same order of views. 

The number of points necessary in both datasets, as well as the number of iterations 

necessary for convergence and the rejection rate for robust ICP giving the best results, are 

investigated beforehand as described in 3.5.2 below. First, a rotated, translated and noised 

version of both the point-cloud and: the target points are created  

{
𝑌′ =  𝑅𝑌

 
→𝑌′ ∗ 𝑌 + 𝑡𝑌

 
→𝑌′ + 𝑛𝑜𝑖𝑠𝑒(0, 𝜎2)

𝑇𝑎𝑟𝑔𝑒𝑡′ =  𝑅𝑌
 
→𝑌′ ∗ 𝑇𝑎𝑟𝑔𝑒𝑡 + 𝑡𝑌

 
→𝑌′ + 𝑛𝑜𝑖𝑠𝑒(0, 𝜎2)

 (24) 

 

The rotation and translation parameters are the same for both, and the noise is isotropic 

Gaussian of standard deviation 2mm. This corresponds to the error of the localization of 1 

voxel. The goal of the the algorithms is then to register the original point-cloud X onto the 

modified point set Y’. This test allows the measure of a Target Registration Error by 

comparing 𝑇𝑎𝑟𝑔𝑒𝑡′ with  𝑅𝑋
 
→𝑌′ ∗ 𝑇𝑎𝑟𝑔𝑒𝑡 + 𝑡𝑋

 
→𝑌′ using the classic Euclidean distance: 

𝑇𝑅𝐸 = √ ∑ ‖𝑇𝑎𝑟𝑔𝑒𝑡′ − 𝑅𝑋
 
→𝑌′ ∗ 𝑇𝑎𝑟𝑔𝑒𝑡 − 𝑡𝑋

 
→𝑌′‖

2

𝑇𝑎𝑟𝑔𝑒𝑡𝑠

 (25) 

 

The Sawbones phantom is a good approximation of the bone structure of the human 

vertebrae from an imaging perspective. The coating and surface texture make it a very 

faithful representation of a real vertebral bone surface. Indeed, the use of plastic phantoms 
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is widespread in the literature for multiple anatomical situations implying bone elements, 

e.g., hand [81], pelvis [72], head [22]. However, for a real patient, the spine is surrounded by 

tissues of different compositions (tendons, ligaments, and muscles), shape and physical 

properties, which means that the phantom does not replicate the actual patient 

environment. This would be a significant difference from the clinical case if ultrasound scans 

were used, but only the CT scan of this phantom was used for this experiment. Ultrasound 

scans of the plastic phantom submerged in water provide a background cleaner than the 

clinical reality. The ultrasound data are, therefore, not representative of what can be found 

in the OR. For this reason, the Sawbones phantom main interest here was to test the 

registration algorithms on CT data in a “perfect scenario,” i.e., for a shape more complex 

than ideal regular ellipsoids but with point-sets that come from the same surface. Even 

though the two point-clouds X and Y described above come from the same initial CT scan, 

the random subsampling makes the point matching step non-trivial, and the noise makes the 

optimization step more difficult, as would the registration of two independently generated 

datasets.   

3.4.3.  The gold standard and porcine cadaver acquisition 
The third dataset consists of images of porcine cadaver vertebrae L1 to L6 scanned both 

using CT and ultrasound, with fiducials implanted into order to be able to compute a gold 

standard fiducial based manual registration. Fiducials are markers integrated in an image as 

a reference or measuring scale. On the ventral side of the cadaver, before imaging it in CT, 

four pipettes’ tips were implanted in such a way not to disturb the dorsal side of the scan. 

Those pipettes’ tips were the base on which the fiducials were mounted. For CT, four other 

pipettes’ tips with 4mm diameter steel balls stuck inside were secured in the base. Metal has 

a high contrast in CT because it absorbs x-rays. [7] For US, the four steel ball bearings in their 

tips were replaced by reference fiducials whose outward-facing side is centered where the 

ball bearing was. Having these point’s positions in the CT scan and the US scan, the 

transformation that maps one to the other 𝑇𝑈𝑆
 
←𝐶𝑇 is easy to determine. 
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Figure 3.6: Picture of the porcine cadavers prior to dissecting and sections of the porcine’s CT 
scan. A steel ball bearing acting as fiducial can be seen on the transverse and sagittal section 

The lumbosacral region of a 60-kg porcine cadaver was acquired at a butcher shop. The 

lumbar section of the porcine spine is quite similar to the human lumbar spine, both 

anatomically and functionally. [82] Thoracic vertebrae of the pig, on the other hand, have 

much longer spinous processes as they have to support the effort of much larger muscles in 

the pig. This makes porcine lumbar vertebrae a reputed and frequently used biological 

model for spine instrumentation techniques. The CT scanning of the porcine cadaver was 

carried in the same way as described above for the plastic phantom with the slight 

difference that landmarks were implanted. 

The gold standard for rigid registration of ultrasound and CT volumes for the porcine 

cadaver was obtained by implanting markers before both imaging. Markers, which pairing 

allows us to compute the transformation between the two images. The Oxford English 

dictionary defines the gold standard as “A thing of superior quality which serves as a point of 

reference against which other things of its type may be compared “[83], while the definition 

of ground truth is “A fundamental truth. Also: the real or underlying facts; information that 

has been checked or facts that have been collected at source.”[84] The gold standard does 

not correspond to the absolute reality, which is traditionally called the ground truth. The 

ground truth would be the exact movement of each vertebra relative to one another as well 

as the soft tissues’ non-linear behavior. This is beyond what could realistically be accessed 

here. The gold standard, on the other hand, represents the best available clinical method 

under reasonable conditions [85]. The four markers used are 4 mm diameter steel balls 

mounted inside plastic posts made of pipette tips. In order not to interfere with the image 
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acquisition, they were implanted anteriorly. They appeared as bright spheres on CT scans. 

After that, the markers were replaced by reference fiducials, which position was easy to 

compute using the Polaris tracking system and a pointer. Because both markers and fiducials 

were attached to the same implanted base, and because each fiducial centroid corresponds 

to the marker’s center, the position of the fiducials can be quite precisely estimated in both 

CT and US coordinate system, and the registration parameters are obtained. This manual 

landmark-based transformation is called the gold standard, and that is the transformation 

where the automatic point-based algorithms should converge.  

  

 

Figure 3.7: In reading order, sagittal, transversal and coronal view of the L3 porcine vertebra 
point clouds, CT points in light grey, US points in black and targets in purple. 

Using these landmarks enables the computation of a gold standard to compare our 

algorithms.  

After these preparations, the CT and ultrasound datasets were acquired and preprocessed.  
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3.4.4. Porcine cadavers preprocessing  
The ultrasound scans were acquired in conditions corresponding to open dorsal surgery.  A 

dorsal midline incision was cut, and soft tissues were dissected or retracted, until most of 

the posterior surface of the vertebral process was visible, in order to recreate the surgical 

cavity. The cavity was filled with saline solution (0.9% NaCl in distilled water), allowing for an 

ultrasound imaging medium. Before data acquisition, the tracked ultrasound probe was 

calibrated using a Z-bar phantom as described by Comeau et al. [86]  

The porcine cadaver was scanned using a Philips-ATL HDI 5000 ultrasound system with a 

multi-frequency phased array probe (4-7 MHz), while maintained entirely underwater. The 

voxel size of the ultrasound volume is between 1 x 1 x 0.5 mm3 and 2 x 2 x 0.5 mm3, 

depending on the depth. This makes the diagonal of each voxel between 1.5 and 2.87 mm 

long. A localization error of 1 voxel will, therefore, create an error of at worst 1.5mm close 

to the probe and 2.87mm far from it. The tracking of the ultrasound probe was computed 

using reflective spheres attached to the probe and a Polaris infrared camera (from Northern 

Digital Inc., On., Canada). The probe was swiped from the superior side of the vertebra to its 

inferior side, with the probe tip posterior to the spinous process, as shown in Figure 3.8.  

  

 

Figure 3.8: ultrasound scanning pattern and picture of the water-filled cavity during 

acquisition of porcine data 

Unlike the Sawbones CT scan, the ultrasound scan was not made as a whole, but each 

vertebra was scanned separately. Again, the US scans were segmented using 3DSlicer, and 

the first tool used was intensity thresholding, followed by manual cleaning in order to isolate 

a bone surface as clear and as thin as possible with reasonable certainty. Surfaces that were 

not part of the vertebrae were removed from the segmentations, but noise due to residual 
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soft tissues was still present at the end of the manual segmentation process. Another 

possible approach could have been to use the CT scans in order to segment a US bone 

surface coherent with the CT bone surface segmentation, as the segmentation process is not 

under investigation here. This point will be developed extensively in Chapter 5.  

Next, several transformations were made in order to coregister US datasets and CT datasets, 

and have their center of gravity sit at the origin of the coordinate basis. The CT point-cloud 

and the US point-cloud were registered together into the patient space for each vertebra 

using the Gold standard transformation 𝑇𝑤𝑜𝑟𝑙𝑑
𝑔𝑜𝑙𝑑
←   𝐶𝑇. Indeed, both IBIS and 3DSlicer apply 

the transform 𝑇𝑤𝑜𝑟𝑙𝑑
 
←𝑈𝑆 automatically to the US volume and segmented US volume based 

on the tracking information transmitted by the Polaris tracking system and the probe 

calibration. Therefore the gold transform, instead of mapping CT voxels with US voxels as 

one could expect while looking at Figure 2.3, maps CT voxels to world space. Afterward, the 

point-clouds centroids were translated at the origin. The same translation that centered the 

ultrasound dataset was applied to each US target point. The target points are chosen in the 

patient space after CT and US datasets were registered using the gold transform. This implies 

that any transformation applied to the targets would increase the TRE. For every simulation, 

three lists of points were necessary: a random subsampling of the US points, a random 

subsampling of the CT points, and finally, the target points.  

Each simulation consists of transforming the CT and target points, and have the registration 

algorithms correct for this modification using those three lists.  

The final number of points in each dataset used throughout this thesis can be found in the 

Table 3.1. 
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Table 3.1: Number of points in the segmented datasets used in the present work 

dataset Number of points in the full US scan Number of points in the full CT scan 

Sawbones L1 - 71508 

Porcine L1 55288 78936 

Porcine L2 60100 81040 

Porcine L3 58486 82910 

Porcine L4 50823 82512 

Porcine L5 48655 87924 

Porcine L6 55966 70940 

 

3.5. Experiments 

3.5.1. Experiment 1: Algorithm verification 
The ellipsoids were used only to verify the three algorithms’ convergence. Therefore, the 

primary indicator of success was the monotony of the cost functions. If the algorithm 

converges, it is necessary that the quantity minimized by the algorithms, the RMSE for ICP, 

and negative loglikelihood for CPD, should decrease with each iteration. This is not always 

the case as some algorithms use multi-starts or other techniques in order to overcome local 

minima of the cost function. This is not the case here; therefore, we should expect cost 

function evaluations to have decreasing value across the whole registration process. 

3.5.2. Experiment 2: Sawbones phantom 
The Sawbones phantom is more anatomically realistic than the ellipsoids, and robustness 

tests were carried out on this dataset.  

Before starting with robustness testing, several parameters need to be chosen: the number 

of points in both CT and US datasets, the maximal allowed number of iterations that should 

achieve convergence, and, finally, the value of the outlier ratio used by robust ICP. In order 

to do so, datasets of 250, 500, 1000, 2000, and 5000 points each were perturbated using 

only one of the six parameters of rigid registration, in particular rotation around the x-axis, 

and 2mm Gaussian noise was added to each data point. Then, the three registration 

algorithms are run, five times per value of the rotation angle, in order to average differences 

not related to the registration step. The resulting TRE were checked for 40 and 80 iterations. 

The combination of the number of points in the subsampling and number of iterations with 
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the lowest average TRE value, N*, and i*, is the one that will be used for all the remaining 

tests. For those simulations, an arbitrary rejection rate of 1% was chosen. Finally, the 

outliers rate was tested by simulating only robust ICP for around 0% outliers, then 1%, 2%, 

5%, 10%, and finally 15%, with 2mm Gaussian noise, N* points in each dataset, over i* 

iterations. For each of these percentages, a scatter plot of 500 random registration tests is 

computed, showing the final TRE as a function of the initial TRE. The optimal value of the 

outlier rejection rate, r*, is the one that minimizes the final average TRE of the 500 tests. 

These three parameters, N*, i*, and r*, are then used for the robustness testing. 

In the third set of experiments, we want to evaluate how sensitive to each transformation 

parameter the three algorithms are. Only one transformation parameter was varied at a 

time over a broad range of values, (-20°,20°) for rotation angles and (-20 mm, 20 mm) for 

translation distances, by steps of 2°/2mm. The range of 20° and 20mm amplitude is broader 

than what would be considered clinically relevant. This experiment aims to determine each 

method’s sensitivity to the initial position - for example, using increasing values of the 

rotation around the anteroposterior axis before registration. Then, for each transformation, 

the three algorithms register the two datasets together. Computing the RMSE and the TRE 

after the registration allows us to estimate the threshold for which each method stops 

converging.  

The fourth test evaluates the sensitivity of the three algorithms to initial conditions. A 

subsample of N* US points and N* CT points is chosen once. Then 500 random registrations 

are applied successively to the target points and CT points. The TRE is computed before and 

after registration is done. For each test, there is, therefore, the initial TRE, the TRE after 

registration by ICP, the TRE after registration by robust ICP, and the TRE after registration by 

CPD. This creates three scatter plots of 500 points each, where the abscissa of each point is 

the initial TRE, and the ordinates are the values of final TRE, with different colors for the 

different algorithms. The most robust method is the one for which the scatter plot ordinates 

has the smallest standard deviation. Although it may not be the most precise. As the same 

subsampling is used for every test, local minima of the cost function could maybe trap the 

algorithms every time. Changing the subsampling of the datasets would hide the presence of 

plateaus due to local minima of the cost function.  

 



52 
 

3.5.3. Experiment 3: Porcine cadaver data 
The tests carried on the porcine cadaver dataset were similar to those carried on the 

Sawbones data. First, the optimal parameters for the number of points N*, number of 

iterations i*, and rejection rate r* are determined. The numbers of points tested are 250, 

500, 1000, 2000, and 5000 points for 40 and 80 iterations, with a rejection rate a priori of 

1%. Then using N* points and i* iterations, 500 different random registrations are carried 

with rates of 0.001%, 1%, 2%, 5%, 10%, 20%, 30% and 40%.  

Robustness tests were carried as described earlier using the optimal values computed 

above.  

First, robustness regarding the transformation parameters was evaluated. Each one of the 

six parameters of a rigid transform were varied in the interval (-20°,20°) or (-20mm, 20mm) 

from the gold standard transformation. For these values, registration was carried, and the 

initial RMSE and the three final TRE (one per registration method) are analyzed in regard to 

the transformation amplitude. The RMSE allows visualization of the cost function of the ICP 

and robust ICP algorithm in units of mm at the beginning of the registration. The final TRE 

comparison shows the parameter amplitude maximum for which each algorithm still 

correctly registers the two volumes together. A robust algorithm would have a TRE curve 

relatively flat for every parameter, with possibly some random variations. If the TRE 

increases drastically, it would mean that the algorithm could not correctly register a 

transformation of this amplitude. This process was repeated for L1 to L6. 

The last test consists of evaluating the robustness regarding the initial transformation. A 

subsampling of N* CT points and N* US points are chosen at random. Five hundred random 

transformations are generated in an interval of ±20° and ±20mm and applied to the targets 

and CT points. The US and CT points were then registered together by the three algorithms. 

For each test, there are four results: the initial TRE, the TRE after registration by ICP, the TRE 

after registration by robust ICP, and the TRE after registration by CPD. This creates three 

scatter plots of 500 points each, where the abscissa of each point is the initial TRE, and the 

ordinates are the values of final TRE, with different colors for the different algorithms. The 

parameters used were i* and r*. The width of the distribution is a direct measure of the 

robustness of each algorithm. This process was repeated on the US and CT scans of 

vertebrae L1 to L6. 
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The same subsampling was kept for each of the 500 tests in order to integrate the presence 

of local minima to the analysis. From a technological standpoint, comparing the three 

algorithms by themselves makes more sense in order to determine their differences, all 

things being equal. However, from a clinical standpoint, no practitioner is interested in the 

general success rate of their method over hundreds of independent attempts, their only 

requirement is that the patient that is currently in need of medical attention is correctly 

treated by the method. In that sense, keeping the same subsampling for every test supposes 

that the same exact same patient would be treated multiple times to the algorithms. 

Analyzing this stochastic distribution will indicate the chances for each patient to be well 

treated. Analyzing the distribution of this test with a randomized subsampling would give us 

an indication of the proportion of patients well treated. Keeping the same subsampling 

integrates the potential shortcomings of earlier parts of the process (that led to this specific 

set of N* points) and allows us to evaluate the accuracy distribution for one patient 

individually. An example of this test made with 500 different subsampling will be presented 

in Chapter 5. 

Finally, the runtime was compared for each method, in order to make sure that the 

algorithms are coherent with the clinical criterion and do not exceed a few minutes of 

computation. 
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Chapter 4. Results 
4.1. Results of Experiment 1 

The qualitative results of ellipsoid registration are presented in Figure 4.1 and Figure 4.2. 

Figure 4.1 shows the initial relative positions of both datasets, while Figure 4.2 shows the 

datasets after each algorithm coregistered them. The blue graph corresponds to classic ICP, 

the green graph corresponds to robust ICP, and the red graph corresponds to CPD.  

 

Figure 4.1: example of an initial positioning of ellipsoids before registration. In green, initial 

ellipsoid. In red, transformed noised ellipsoid. The green set is then registered to fit the red 

one. 
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Figure 4.2: From left to right, registration of the previously described ellipsoids, ICP in blue, 

robust ICP in green and CPD in red. 

A visual inspection can establish the convergence of the three algorithms. Besides the initial 

and final images, iteration by iteration movies clearly shows the monotonous convergence 

of all three algorithms, which can also be verified when looking at the evolution of each cost 

function, as presented in Figure 4.3. 
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Figure 4.3: Evolution of the three cost functions for the registration of ellipsoids. Datasets of 

5000 points were generated, with 2 mm noise and a rejection rate of 10% for robust ICP. 

Top, the RMSE, cost function of ICP and robust ICP, Bottom, the Negative LogLikelihood of 

the registration transformation, cost function of the CPD algorithm. 

 

4.2. Results of Experiment 2 
Figure 4.4 shows the effect of perturbation of each transformation parameter away from the 

gold standard on the initial Root Mean Squared Error, tested on the Sawbones lumbar 

phantom. Mostly, the value of the objective function is plotted for each perturbation of the 

registration parameters. Each of the graphs can be compared to one of the two ideal 

behaviors presented in Figure 3.1. The top row can be compared to an ideal rotation, and 

the bottom row can be compared to an ideal translation. 

One detail can be noted. The error is not 0 when no transformation is made on the two 

datasets. This is explained by the noise added to one of the two datasets whose standard 

deviation is 2mm. This value of 2 mm is coherent with both the size of the diameter of a 

voxel in CT imaging and the localization error of the landmark using infrared tracking. There 

are, however, variations of this minimum, as well as the rest of the curves, which come from 

the randomness of the subsampling that could theoretically have some regions of the bone 

surface artificially depleted in points. For memory, the random subsampling is operated by 
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choosing a predefined number of points out of the total list, independently of their position 

or repartition. A visual assessment can be made on the different views of Figure 3.5, but 

even a few hundreds of data points seem enough to correctly represent the bone surface.  

 

Figure 4.4: measure of the initial value of the Root Mean Squared Error for variations of the 6 
transformation parameters for the Sawbones L1 phantom subsampled to 2000 points. Top to 
bottom and Left to Right, the modified parameter are the angle of rotation around the x-axis, 

the angle of rotation around the y-axis, the angle of rotation around the z-axis, the 
translation along the x-axis, the translation along the y-axis, the translation along the z-axis 

Figure 4.5 uses the TRE to measure how well each of the registration algorithms can recover 

from a perturbation of the gold standard transformation for the Sawbones phantom. Each 

subgraph corresponds to the perturbation of one of the translation or rotation parameters. 

The resulting TRE values curves have random fluctuations around a constant, whereas 

theoretical behavior would suggest a U shape where large perturbations might result in 

partial recovery of the gold standard transformation. However, the three algorithms are 

quite robust, the values of parameters that make the TRE drastically increase are much 

larger than the intervals presented here, as can be seen in Figure 4.6. The rotation angle that 

makes the TRE increase sharply is around 70°, while the amplitude of transformation in 

Figure 4.5 is 20°. In this range, the TRE has a roughly constant value with random 

fluctuations that originate in the added noise and the different subsampled point 

distributions. This shows that the magnitude of the initial misregistered transformation 
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parameter is not the limiting effect on the registration error – at least not for misregistration 

of the critical magnitude expected. Comparing with the minimum value of the RMSE in 

Figure 4.4, a TRE of 1mm seems to correspond to the minimum error of the cost function, 

which is coherent.  

 

Figure 4.5: Effect of each transformation parameter on the Target Registration Error for 
Sawbones phantom. The top row shows the effect of rotation angles, the bottom row shows 
the effect of translations. The first column shows transformation around or along the x-axis, 

the second column the y-axis, the third column the z-axis. Blue curves refer to classic ICP, 
green curves to robust ICP and red curves to CPD. 

Figure 4.6 and Figure 4.7 show the effect of the number of points in the two datasets on the 

final Target Registration Error, as well as the effect of the number of iterations for different 

amplitudes of transformation. The graphs show that a large amplitude of misregistration is 

needed to make the three algorithms diverge. Registration fails when the final TRE is not 

significantly smaller than the initial TRE. Visual evaluation of Figure 4.6 and Figure 4.7 show 

that happening for rotation angles of 70° and larger around the dorsoventral axis, and not at 

all for translation along the axis. Therefore, according to Figure 4.7, choosing sets of 1000 

points with 40 iterations of the registration algorithms shows very stable behavior of the TRE 

for an extensive range of rotation angles about this axis. Mean and standard deviations of 

the data presented in Figure 4.8 are presented in Table 4.1. No significant difference can be 

visually observed between the three algorithms, which is confirmed by an ANOVA presented 
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in Table 4.2. Observation of the top and bottom part of Figure 4.6 and Figure 4.7 show that 

the translation parameter is entirely stable. For all purposes investigated in the present 

work, this ensures the convergence of the three algorithms for the range of transformations 

tested, on the Sawbones phantom L1 scan. Discrepancies in the monotony of the error 

decrease will be addressed in the section 5.2. 

 

 

Figure 4.6: Amplitude of transformation parameter for which the registration of the 
Sawbones L1 phantom fails. Rejection rate = 5%, each point is an average of 5 tests. Top four, 
rotation around the x axis, 500 points or 1000 points subsampling, after 40 or 80 iterations. 
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Figure 4.7: Amplitude of transformation parameter for which the registration of the 
Sawbones L1 phantom fails. Rejection rate = 5%, each point is an average of 5 tests. 

Translation along the x axis, 500 or 1000 points subsampling after 40 or 80 iterations. 
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Figure 4.8: effect of the sampling on the algorithm convergence for the scan of L1 of the 
Sawbones phantom after 40 iterations 
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Figure 4.9: effect of the sampling on the algorithm convergence for the scan of L1 of the 

Sawbones phantom after 80 iterations 
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Table 4.1: Averages and standard deviations of the variation of subsampling and number of 
iteration on the final TRE for L1 of the Sawbones phantom as presented in Figure 4.8 and 

Error! Reference source not found. 

Iterations Number of points 
Mean and std of TRE (mm) 

ICP robustICP CPD 

40 

250 2.66 ± 0.9 2.79 ± 0.9 3.26 ± 0.9 

500 1.96 ± 1.0 1.85 ± 0.9 2.08 ± 0.9 

1000 1.29 ± 0.5 1.30 ± 0.5 1.35 ± 0.5 

2000 0.99 ± 0.3 1.05 ± 0.4 0.84 ± 0.3 

5000 0.80 ± 0.3 1.19 ± 0.5 0.49 ± 0.2 

80 

250 2.44 ± 0.7 2.62 ± 1.1 3.08 ± 1.2 

500 1.69 ± 0.9 1.74 ± 0.7 2.13 ± 1.0 

1000 1.32 ± 0.7 1.32 ± 0.8 1.44 ± 0.6 

2000 1.07 ±0.6 1.07 ± 0.5 1.02 ± 0.5 

5000 0.77 ± 0.4 0.78 ± 0.3 0.71 ± 0.4 

A three-factor ANOVA was conducted on this data with a threshold of α=0.05. The 

calculation was run through the SPSS software. The results of the ANOVA are presented in 

the Table 4.2. 

Table 4.2: Three-way ANOVA analysis of the results presented in the Figure 4.8 to Error! 
Reference source not found. 

Source Sum of 

Square 

Degree of 

freedom 

Mean 

Square 

F ratio P value 

Algorithm 0.501 2 0.25 0.522 NS 

Number of Points 78.874 4 19.718 41.155 P<0.0001 

Iterations 0.083 1 0.083 0.173 NS 

Algorithm and Number of 

Points 

3.038 8 0.38 0.793 NS 

Iterations and Algorithm 0.272 2 0.136 0.284 NS 

Iterations and Number of 

Points 

0.398 4 0.099 0.208 NS 

All 3 factors 0.39 8 0.049 0.102 NS 

Error 57.495 120 0.479   
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A post-hoc Tukey HSD test was carried on the main effect of the Number of Points, showing 

significant difference for each comparison except between 1000 and 2000 points, and 

between 2000 and 5000 points. This confirms the absence of significant statistical difference 

between the three algorithms and the two number of iterations. 

Figure 4.10 shows the effect of rejecting outliers at each iteration of the registration 

algorithms, for datasets of 2000 points iterated 40 times. Each plot shows the result of 500 

tests. The distributions show very close average values of the TRE independently of the 

fraction of rejected points, although a slight increase happens for a rate of 20%. This 

rejection rate is the trade-off between the relative importance of the noise and outliers in 

the robust ICP registration process. This indicates that a noise amplitude of 2mm has a more 

substantial effect than outliers on the registration accuracy for this dataset. 

 

Figure 4.10: effect of the rate of rejection on the final TRE distribution of robust ICP on L1 
Sawbones phantom. The dotted line represents the average value of the scatter plot 

Figure 4.11 shows the result of 500 registration tests carried on datasets of 2000 points with 

a maximum of 40 iterations and a rejection rate of 1%. Each point corresponds to one 

registration test, where the abscissa is the initial TRE value, and the ordinate is the final TRE. 

A distribution of final TRE value for each technique can be approximated using this data. One 

can see that for a broad range in initial TRE values (25mm would be more significant than 
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one would expect in the clinic), the three registration techniques yield sub-millimeter 

registration accuracy. 

One can see that all three algorithms appear to yield stable results across a broad range of 

initial TRE values, as can be seen by comparing the width of the distributions on the right of 

Figure 4.11. The three distributions have a width between 0.3 and 0.36mm, making the final 

TRE well below the required resolution, with only the tail peaking above 2mm. 

  

 

 

Figure 4.11: From left to right, values of the final TRE for 750 tests, on datasets of 2000 

points, with 60 iterations given the initial TRE, and its distribution for the three algorithms. 

Blue points and curve correspond to classic ICP, green corresponds to robust ICP and red to 

CPD.   

4.3. Results of Experiment 3 
Just as in Figure 4.8 with the Sawbones phantom, Figure 4.12 shows the effect of the 

subsampling fraction and the maximal number of iterations on the convergence of the three 

algorithms for the registration of ultrasound and CT scans of vertebra L3 for different 

amounts of initial misregistration. The first notable point is the minimum value around 

10mm of the TRE – much larger than the ~1 mm TRE obtained with the Sawbones phantom. 

This corresponds to a root mean squared error on the target points of around 1cm. The 

possible causes of this very high value will be investigated and detailed in the next chapter. 

Subsampling shows many more variations in the final value of the TRE than above. Indeed, if 

for the Sawbones phantom, the final TRE curves were quasi flat for transformation 

parameter below 70°, for porcine L3 cadaver, increases appear clearly at 30° and greater. 

The average value of each curve, as well as standard deviation are presented Table 4.3. 
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No visual difference could be extracted from the curves corresponding to 1000 points, 2000 

points, and 5000 points, whether they compute 40 or 80 iterations. Because each case was 

made with different sets of points and most of the tests below are made on the same 

subsampling of the datasets with variations of the transformation parameters, a number of 

points of 2000 points and 40 iterations were chosen as a precaution, in order to mitigate the 

potential number of local minima. 
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Figure 4.12: Effect of the number of points on the convergence of algorithms on the scans of 
L3 porcine phantoms for maximum 40 iterations 

  

40 
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Figure 4.13 : Effect of the number of points on the convergence of algorithms on the scans of 
L3 porcine phantoms for maximum 80 iterations 
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Table 4.3: Averages and standard deviations of the variation of subsampling and number of 
iteration on the final TRE for L3 of porcine cadaver as presented in Error! Reference source 

not found.2 and 4.13. 

Iterations Number 

of points 

Mean TRE±STD (mm) 

ICP robust ICP CPD 

40 

250 14.75 ± 6.5 12.72 ± 7.9 12.14 ± 6.0 

500 14.34 ± 6.5 15.48 ± 5.8 14.79 ± 6.1 

1000 12.54 ± 5.8 11.45 ± 6.9 12.45 ± 7.1 

2000 11.21 ± 4.7 9.00 ± 2.8 11.32 ± 3.1 

5000 14.87 ± 6.3 13.53 ± 6.1 14.93 ± 6.2 

80 

250 12.14 ± 7.5 13.17 ± 6.6 10.71 ± 6.4 

500 11.27 ± 4.8 12.79 ± 6.4 11.92 ± 3.3 

1000 14.92 ± 6.1 14.38 ± 6.7 14.90 ± 6.0 

2000 11.77 ± 7.1 12.48 ± 5.9 11.42 ± 6.9 

5000 10.01 ± 3.5 11.89 ± 3.8 9.78 ± 3.5 

 

Once again, a three-factor ANOVA was computed using SPSS. No significant effect was 

discovered with a threshold of α=0.05.  

Figure 4.14 shows the effect of different rejection rates on robust ICP registration of 

datasets of 2000 points over 80 iterations, for registration of ultrasound and CT data of the 

vertebra L3. Figure 4.13 and Table 4.3 show that there is very little difference between 40 

and 80 iterations for numbers of points superior to 1000, therefore selecting a maximum 

number of iterations of 80 instead of 40 does not have any effect on the final result. The 

number of local minima making plateaus of values for the final TRE, hiding the potential 

decrease, would prevent any relevant analysis of the variation of the rejection rate if the 

same subsampling of 2000 points was chosen for every 500 tests of each graph. That is why, 

for this graph, the subsampling was changed, taking a new set of 2000 points. Both the 

graphs and the average TRE values show that a rejection rate of 20% seems to minimize the 

final TRE. 
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Figure 4.14: Effect of the rate of outliers rejection for robust ICP of ultrasound and CT data 

Figure 4.15 to Figure 4.20 shows the effect of single transformation parameters 

perturbations from the gold standard alignments on the Root Mean Squared Error objective 

function, for vertebrae L1 to L6 with sets of 2000 points, over 40 iterations. The rejection 

rate used for robust ICP is 1%. When comparing these to Figure 4.4, several changes of 

behavior must be noted. First, the theoretical smooth 'U' shape of the objective function is 

not discernable for some tests. The rotational parameters harbor many more variations and 

of a bigger amplitude than with the Sawbones phantom, indicating multiple local minima. As 

the RMSE is the cost function optimized by the two ICP algorithms studied here, the 

registration algorithm may be lost in a local minimum. The translation parameters appear 

much smoother with less local minima; however, their minimum value, the zero abscissa, is 

not always attained for an absence of transformation. This would mean that the minimum of 

the cost function does not coincide with the gold transformation. This possibility will be 

investigated further in the next chapter. Finally, it is to be noted that the minimum value of 

each of the concave curves is significantly larger than for earlier experiments with the 

Sawbones phantom. One possible explanation would be that the noise amplitude in the data 

is more extensive than expected. 
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Figure 4.15: effect of each transformation parameter on the Root Mean Squared Error for 
registration of CT and ultrasound data of L1 for porcine cadavers. Top shows rotation angles, 
bottom shows translations. First column is the x-axis, second is the y-axis, third is the z-axis 

 

Figure 4.16: effect of each transformation parameter on the Root Mean Squared Error for 
registration of CT and ultrasound data of L2 for porcine cadavers. Top shows rotation angles, 
bottom shows translations. First column is the x-axis, second is the y-axis, third is the z-axis 
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Figure 4.17: effect of each transformation parameter on the Root Mean Squared Error for 
registration of CT and ultrasound data of L3 for porcine cadavers. Top shows rotation angles, 
bottom shows translations. First column is the x-axis, second is the y-axis, third is the z-axis 

 

Figure 4.18: effect of each transformation parameter on the Root Mean Squared Error for 
registration of CT and ultrasound data of L4 for porcine cadavers. Top shows rotation angles, 
bottom shows translations. First column is the x-axis, second is the y-axis, third is the z-axis. 
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Figure 4.19: effect of each transformation parameter on the Root Mean Squared Error for 
registration of CT and ultrasound data of L5 for porcine cadavers. Top shows rotation angles, 
bottom shows translations. First column is the x-axis, second is the y-axis, third is the z-axis 

 

Figure 4.20: effect of each transformation parameter on the Root Mean Squared Error for 
registration of CT and ultrasound data of L6 for porcine cadavers. Top shows rotation angles, 
bottom shows translations. First column is the x-axis, second is the y-axis, third is the z-axis 
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Figure 4.21 to Figure 4.26 below show the value of final TRE after registration from a starting 

point with perturbations of single transformation parameters for each vertebra L1 to L6, 

using the three algorithms with a limit of 40 iterations, for datasets of 2000 points and a 

rejection rate of 1% for robust ICP. The TRE graphs for L1, L2, L3, and L6 have minimal 

curvature, suggesting that the algorithms converged to their lowest level and are robust 

over a broad range of parameter perturbations. The minimum values of TRE oscillate just 

below 10 mm, which is not ideal but coherent with previous tests. These results question the 

accuracy of the algorithms used, but their robustness and precision are quite strong. For 

four out of the six vertebrae, the amplitude of the transformation parameters has minimal 

impact on the final TRE.  

 

Figure 4.21: effect of each transformation parameter on the final Target Registration Error 
for registration of CT and ultrasound data of L1 for porcine cadavers. Top shows rotation 

angles, bottom shows translations. First column is the x-axis, second is the y-axis, third is the 
z-axis. Blue curves show results for the classic ICP algorithm, green for the robust ICP and red 

for CPD. 
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Figure 4.22: effect of each transformation parameter on the final Target Registration Error 
for registration of CT and ultrasound data of L2 for porcine cadavers. Top shows rotation 

angles, bottom shows translations. First column is the x-axis, second is the y-axis, third is the 
z-axis. Blue curves show results for the classic ICP algorithm, green for the robust ICP and red 

for CPD. 

 

Figure 4.23: effect of each transformation parameter on the final Target Registration Error 
for registration of CT and ultrasound data of L3 for porcine cadavers. Top shows rotation 

angles, bottom shows translations. First column is the x-axis, second is the y-axis, third is the 
z-axis. Blue curves show results for the classic ICP algorithm, green for the robust ICP and red 

for CPD. 
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Figure 4.24: effect of each transformation parameter on the final Target Registration Error 
for registration of CT and ultrasound data of L4 for porcine cadavers. Top shows rotation 

angles, bottom shows translations. First column is the x-axis, second is the y-axis, third is the 
z-axis. Blue curves show results for the classic ICP algorithm, green for the robust ICP and red 

for CPD. 

 

Figure 4.25: effect of each transformation parameter on the final Target Registration Error 
for registration of CT and ultrasound data of L5 for porcine cadavers. Top shows rotation 

angles, bottom shows translations. First column is the x-axis, second is the y-axis, third is the 
z-axis. Blue curves show results for the classic ICP algorithm, green for the robust ICP and red 

for CPD. 
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Figure 4.26: effect of each transformation parameter on the final Target Registration Error 
for registration of CT and ultrasound data of L6 for porcine cadavers. Top shows rotation 

angles, bottom shows translations. First column is the x-axis, second is the y-axis, third is the 
z-axis. Blue curves show results for the classic ICP algorithm, green for the robust ICP and red 

for CPD. 

Figure 4.27 to Figure 4.32 show the results of 500 random CT-US registration tests on 

datasets of 2000 points over 40 iterations for each vertebra L1 to L6 of the porcine phantom.  

As before, the straight horizontal lines illustrate the presence of local minima in the cost 

functions of the algorithms, which explains the amplitude of the TRE. This comes from the 

fact that the same subsampling was used for every test of each graph. The distributions, 

however show the spread that each algorithm has at its output, i.e., the robustness of the 

registration. Those figures show the robustness of the CPD algorithm unambiguously. The 

values of TRE are, however, substantial compared to the clinical goal, which suggests a sharp 

discrepancy between the gold standard and the registration algorithms. 
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Figure 4.27 : From top to bottom, values of the final TRE for 500 tests, on L1 porcine datasets 
of 2000 points, with 40 iterations given the initial TRE, and its distribution for the three 

algorithms. Blue points and curve correspond to classic ICP, green corresponds to robust ICP 
and red to CPD. 
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Figure 4.28: For top to bottom, values of the final TRE for 500 tests, on L2 porcine datasets of 

2000 points, with 40 iterations given the initial TRE, and its distribution for the three 
algorithms. Blue points and curve correspond to classic ICP, green correspond to classic ICP, 

green corresponds to robust ICP and red to CPD. 
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Figure 4.29: From left to right, values of the final TRE for 500 tests, on L3 porcine datasets of 
2000 points, with 40 iterations given the initial TRE, and its distribution for the three 
algorithms. Blue points and curve correspond to classic ICP, green corresponds to robust ICP 
and red to CPD. 
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Figure 4.30 From left to right, values of the final TRE for 500 tests, on L4 porcine datasets of 
2000 points, with 40 iterations given the initial TRE, and its distribution for the three 
algorithms. Blue points and curve correspond to classic ICP, green corresponds to robust ICP 
and red to CPD. 
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Figure 4.31 : From left to right, values of the final TRE for 500 tests, on L5 porcine datasets of 
2000 points, with 40 iterations given the initial TRE, and its distribution for the three 
algorithms. Blue points and curve correspond to classic ICP, green corresponds to robust ICP 
and red to CPD 
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Figure 4.32: From left to right, values of the final TRE for 500 tests, on L6 porcine datasets of 
2000 points, with 40 iterations and 20% rejection rate, given the initial TRE, and its 
distribution for the three algorithms. Blue points and curve correspond to classic ICP, green 
corresponds to robust ICP and red to CPD 

. 
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About the runtime of each algorithm, ICP and robust ICP have approximately the same 
duration of a few tenths of a second per registration, while CPD has a duration of a few 
seconds per registration. Both durations are perfectly tolerable in the context of clinical use.   
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Chapter 5. Discussions 
5.1. About ellipsoids 

There were two goals to simulating points on an ellipsoid.  

The first one, code validation, showed that the three algorithms were indeed implemented 

correctly in MATLAB, allowing for the computation of as many points cloud registrations as 

wished. Figure 4.2 shows that, at least visually, the registration operates correctly.  

The second goal was the verification that the two cost functions, RMSE and NLL, had a non-

increasing behavior. Figure 4.3 confirms it. 

 

5.2. About the Sawbones lumbar phantom 
The first objective of registering two subsampling of the same CT scan segmentation of the 

lumbar phantom is to verify, incrementally, that the registration algorithms converge for 

more complex shapes with more noise. 

The evolution of RMSE as a function of the transformation parameters show that the cost 

function is quite smooth, with a minimum corresponding to no transformation, as expected. 

The cost function does not equal zero at the minimum for two reasons. First, two different 

subsampling were registered together, making exact superposition impossible. Second, the 2 

mm standard deviation Gaussian noise added to the points contributes to the RMSE.  

The value of the minimal error is, however, closer to 1 mm, which is smaller than the 

Gaussian noise added because the computation of the cost function includes taking the 

average of squared distances for all points. This averaging significantly decreases the noise. 

The efficiency of the registration algorithms applied to the Sawbones phantom is measured 

in part in the variation of the post-registration TRE for multiple transformation values. One 

could expect these curves to be U shaped as well. This is not what Figure 4.5 shows. The 

range of transformation that covers clinical needs is small enough for the algorithms not to 

fail, keeping a final TRE oscillating around 1mm, which is coherent with the minimum RMSE 

value. This shows the robustness of the algorithms regarding each transformation 

parameter, as well as the precision level that the algorithms can reach. This interpretation 

was confirmed when the range was extended to 90° rotations and 90 mm translation 

distance in Figure 4.6, for different point clouds sizes and number of iterations. Our clinical 

application does not require managing rotation larger than 70°; however, modified ICP 

methods were explicitly developed to handle these cases robustly. [53] 
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An assumption was made that the x-axis was representative of the two other axes and that 

the convergence basin of the three algorithms was approximately the same size for every 

direction. Figure 4.5 proves it is at least valid for the Sawbones phantom inside the range of 

interest. 

The method used to determine the sufficient number of points in the dataset was more 

precise than for the sufficient number of iterations. Indeed, the decrease in TRE with the 

number of points is subject to some variability because the subsamples sizes represent 

between 0.35% and 7% of the total dataset. Each point of the figure is the average of 5 trials 

in order to limit the influence of drastic inhomogeneities in the subsampling, which would 

make the curve artificially spike without burying the information about the noise.  

It appears indeed that the average TRE is not monotonous with the number of points. This is 

simply due to the variability in initial conditions. Each point being an average of 5 trials, if 

one of the 5 trials shows a strong local minimum of the optimization algorithm, it would be 

enough to nudge the average error up. The trade-off was done between the smoothing 

effect of making multiple simulations of the same transformation and the “double-dipping”, 

the fact that  some point are certainly common to multiple simulations and that if the 

proportion becomes too large, it could bias the results. This will also appear with the porcine 

data.  

Statistical analysis of the mean and standard deviation of each curve in Figure 4.6 and Figure 

4.7, as presented in Table 4.1 and Table 4.2, allow for the use of sophisticated statistical 

tools; however, the main interest of these simulations was to find a suitable value for the 

parameters N* and i*.  

The fact that such small numbers of points still achieve submillimeter precision in the 

registration allows for fast computation. 

The final test showing the result of 500 registrations of the same subsampling using the 

three different methods shows how close their efficiencies are. Their final TRE distributions 

have a maximum of around 1 mm showing the same level of accuracy, and the width is 

nearly identical for the three of them showing the same level of precision.  

About the computing time, when run on a MacBook Pro mid2012 (Apple, Cupertino, CA) 

with 2.5GHz 2 cores processor, 4Gb RAM and MatLab 2019a (Mathworks, Natick, MA), even 

though one iteration of CPD takes ~100ms while one iteration of ICP takes ~10ms, CPD 

converges much faster than ICP, for a total time of 5-10s for all three methods. CPD tends to 
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be closer to 10 seconds while ICP is closer to 5 seconds, but this is not a difference of large 

enough magnitude to discriminate between the two. 

5.3. About porcine cadavers 
The first difference between the Sawbones phantom and the porcine experiment is that the 

shape of the US segmentation volume is not similar to the CT segmentation volume, 

whereas, during experiment 2, the two shapes coregistered came from the same dataset. 

The other fundamental difference is that the noise of each dataset is not isotropic and 

Gaussian anymore. It is mainly directed perpendicular to the bone surface, and in the case of 

ultrasound, since the volume is a reconstruction of a stack of 2D scans, the noise distribution 

inside each 2D image is not the same as the noise distribution across the stack of US slices. 

When comparing Figure 4.7, which was made with Sawbones data with Figure 4.10, which is 

equivalent but based on L3 CT and US data, the baseline of TRE is not around 1 mm but 

slightly below 10 mm, which is substantially larger. The second difference is that the basin of 

convergence of the algorithms reduced drastically to ±30° for the rotation around the x-axis.  

It can be noted, however, that the minimum value of the TRE is reached quite consistently 

with datasets of 1000 points even though it represents 1.2% of the CT dataset and 1.7% of 

the US dataset, allowing once again fast computation, across all three methods. 

Unlike for the Sawbones phantom, where the rejection rate did not seem to make a 

significant difference in the efficiency of robust ICP, Figure 4.11 illustrates very clearly the 

trade-off described in section 3.2.  

As mentioned in the discussions surrounding Figure 4.15to Figure 4.20 it would appear that 

the RMSE, which is the cost function optimized by the classic ICP and the robust ICP 

algorithms, is not at a global minimum when applying the gold standard transformation. This 

would explain the horizontal offsets of the curve minima, especially visible for the 

transformation parameters.  

This would mean that one of the following steps is introducing bias in the registration: 

acquisition of the US scans, acquisition of CT scan, infrared tracking of the US probe, 

segmentation of US scan, segmentation of CT scan, registration of the US data in the patient 

frame or computation of the gold standard. 

The US acquisition procedure is precisely described in Dr. Yan’s thesis, and the CT acquisition 

was made following the clinical standards of the Montreal Neurological Institute and 

Hospital. 
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In order to test the tracking information, the registration of US data in the patient frame, 

and the application of the gold standard to CT data, a visual comparison of the application of 

the gold standard landmark-based registration to the original scans was made. The 

superposition of both scan information registered using the gold transform can be seen in 

Figure 5.1. The two scans appear to be correctly registered together.  

The manual segmentation of data was repeated multiple times using different approaches 

but to no avail. It is a viable possibility, however, that the segmentations suffered from some 

flaw. This is quite difficult to verify, and visual evaluation of the resulting segmented 

volumes was satisfactory. Nonetheless, it highlights the central role of segmentation in the 

global procedure. In order for the total procedure to be less than a few minutes long, as 

requested by the neurosurgeon community [4], automatic segmentation will be 

unavoidable, and the present situation shows the paramount importance of its accuracy. 

 

Figure 5.1: comparison of the US and CT scans registered using the gold standard of 

registration 

The highly irregular shapes that take the RMSE for some transformation parameters, such as 

the rotational parameters for the scans of L4 and L5, shows that this bias in the segmented 

scans may make the algorithms diverge, or being trapped in a local minimum of the cost 

function.  
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The minimum RMSE value of the translation parameters is around 4 or 4.5 mm. When 

computing the square root of the sum of those distances squared, the total distance error 

that the RMSE converges to lies between 7.5mm and 10mm, which is consistent with the 

minimum values present in the TRE graphs. 

Even though the accuracy has significantly decreased between Sawbones phantom and 

porcine cadavers, the robustness and precision of the algorithms seem at least partially 

preserved. Figure 4.21to Figure 4.26 shows that in most cases, the TRE remains inside the 

basin of convergence of the algorithms. These zones of convergence vary from one vertebra 

to the other; however, except for vertebra L4, the curves seem very regular, and the central 

flat part is analogous to what was observed with the Sawbones phantom. As can be seen in 

Figure 4.21 to Figure 4.26, the TRE for the CPD algorithm rarely increases above 15mm and 

stays closer to a constant 10 mm for most tests. 

Unlike during Experiment 2, where the three algorithms achieved nearly identical results, on 

the challenging datasets that are the porcine scans, CPD demonstrates its precision and 

robustness. Specifically, Figure 4.27 in to Figure 4.30, the thinness of the distribution 

demonstrates strong robustness regarding the initial positioning. Indeed, the vertical width 

of the TRE distribution in Figure 4.11 is of the order of 1mm. In comparison, even though the 

third dataset is much noisier and globally less accurate, the fluctuations of the CPD algorithm 

error stays in this millimetric interval for L1, L4, L5 and L6, submillimetric in the case of L2 

and L3. One discrepancy can be noted, however, between Figure 4.28 and Figure 4.32. The 

value to which CPD converges appears to be around 10 mm in Figure 4.30 much above ICP 

and robust ICP, whereas Figure 4.29 shows that CPD converges to lower values. This could 

be an effect of a local minimum of the NLL function, as it is, for example, with L4 in Figure 

4.30. Looking closely at the distributions of ICP and robust ICP also shows the appearance of 

plateaus, but they are much less visible due to the importance of the noise and bias in the 

datasets, but they can be observed for L2, L4 and L5, in Figure 4.28, Figure 4.30, and Figure 

4.31 

5.4. Future works 
One line of investigation which was already suggested in this work is the development of a 

consensus regarding robust and fast segmentation algorithms for US and CT data. In order to 

have a complete system that satisfies clinical requirements, each step of the procedure must 
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be optimized independently. Substantial literature was written on rigid registration, but 

other steps of the protocol have not been as thoroughly examined.  

As the literature review illustrates, an excessively large number of algorithms for rigid 

registration were developed in the last 20 to 30 years. Some of them were tested on real 

images, others on synthetic datasets, others, but more rarely, on medical images. A 

tremendously significant advance for the domain would be to implement every method in 

the same computing framework, and systematically test them on real datasets, clinical 

application per clinical application. Once these comparisons are rigorously carried, standards 

can be agreed on that will facilitate the propagation of the method and transmission to the 

clinicians the least in contact with research facilities. 

Non-rigid registration has also seen substantial developments in the last few years, and 

specifically, the emergence of Machine Learning has redefined expectations about the 

efficiency of image analysis. Trying to apply some form of Machine Learning to the problem 

of real-time multimodal registration could lead to a new paradigm in the domain.  
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Conclusion 

The goal of this thesis was to compare three promising point-based registration algorithms 

for US-CT registration of vertebrae during spinal fusion surgery in increasingly realistic 

contexts. The Coherent Point Drift algorithm demonstrated precision, strong robustness 

regarding noise, and initial misalignment. Further validations on better quality data, human 

cadavers, and live patients will be necessary in order to incorporate it into a fully automatic 

process. This research was carried in the hope of providing the surgical community with a 

cheap, fast, and radiation-free registration technique, which would be implemented inside 

the broader scope of an Image-Guided System for neurosurgery.  
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