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Abstract

This thesis will present a method of unstructured anisotropic adaptation for all-quad

mesh suitable for use with high-order methods. The overall goal is to minimize the com-

putational cost needed to perform highly accurate Computational Fluid Dynamics (CFD)

simulations. With adaptive methods this can be accomplished through modifying the un-

derlying spatial discretization of the domain. Here, this will be tailored to the particular

problem at hand through a continuous local error model. In this form, the physical mesh

geometry is replaced by the notion of a frame field, allowing us to extend previous ideas

from metric-based adaptation methods. This will serve as a means to restate the discrete

error minimization problem in order to determine the target element size and shape based

on an optimal distribution of degrees of freedom.

Furthermore, the goal of most CFD simulations is to measure some particular output

of interest (e.g. such as lift or drag). Therefore, extensions to the method will be examined

for goal-oriented adaptation. This involves using the adjoint problem solution and dual-

weighted residuals to target mesh refinement in areas most crucial to the accuracy of these

measurements.

Finally, this work will also consider the implementation of a fully unstructured and

anisotropic all-quad mesh generator capable of conforming to the aforementioned target

elements. Here, the procedure is based on an Lp-CVT energy minimization problem used

to determine updated node positions. Overall, this work will combine each of these as-

pects in order to establish a complete adaptive framework for use in solving high-order

problems with the Discontinuous Galerkin method.
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Résumé

Cette thèse présentera une méthode d’adaptation anisotropique non structurée pour les

maillages tous quadrilatères, à utiliser avec les méthodes d’ordre élevé. L’objectif est de

minimiser le coût de calcul nécessaire pour réaliser des simulations de dynamique des

fluides (CFD) de haute précision. Avec les méthodes adaptatives, cela peut être réalisé

en modifiant la discrétisation spatiale du domaine. Ici, cela sera adapté au problème

particulier en question grâce à un modèle d’erreur locale continue. Sous cette forme, la

géométrie physique du maillage est remplacée par la notion du ”frame field”, qui nous

permet d’étendre les idées des méthodes d’adaptation basées sur la métrique. Cela nous

permettra de reformuler le problème des erreurs discrètes afin de déterminer la taille et

les formes des éléments en fonction d’une distribution optimale des degrés de liberté.

En outre, l’objectif de la majorité des simulations CFD est de mesurer un résultat

d’intérêt (par exemple, la force du levage ou de la traı̂née). En conséquence, des exten-

sions de la méthode seront examinées pour une adaptation orientée vers l’objectif. Cela

implique l’utilisation de la solution du problème adjoint et des ”dual-weighted residual”

pour cibler le raffinement du maillage dans les domaines les plus cruciaux.

Enfin, ces travaux envisageront également la mise en œuvre d’un générateur de mail-

lage entièrement non structuré et anisotrope, capable de se conformer aux éléments cibles

susmentionnés. Ici, la procédure est basée sur un problème de minimisation de l’énergie

Lp-CVT utilisé pour déterminer les positions actualisées des nœuds. Dans l’ensemble, ce

travail combinera chacun de ces aspects afin d’établir un cadre adaptatif complet à utiliser

pour résoudre les problèmes d’ordre élevé avec la méthode Galerkin discontinue.
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Preface

The work of this Thesis involves several original contributions. While the topics of con-

tinuous error models and frame field based meshing have each been studied on their

own, this work presents the first time they have been used in conjunction. This involved

the modification of the error estimates making them suitable for use with quads in a new

continuous form. Work conducted also involved the development of these features within

the Computational Aerodynamic research group’s open source CFD code PHiLiP, for use

by other students and researchers alike. During this time, contributions were also made

to the adjoint and flow solver modules, allowing for the results shown.

In addition, in the past minimal work has been conducted on the Lp-CVT mesh gener-

ation method. This work presents the first occasion where a discontinuous and unstruc-

tured background frame field has been used to define the anisotropic size targets guiding

the all-quad remeshing process. It is also the first time this sort of generator has been used

in a complete adaptive loop for solving numerical problems and in particular in conjunc-

tion with high-order methods. The hope of this work is that is sparks further interest into

ties between these two areas and the ways in which recent independent developments

could cumulatively prove especially powerful.
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Chapter 1

Introduction

Computational Fluid Dynamics (CFD) serves as a crucial tool to produce highly accu-

rate engineering simulations. The results it provides play an important role in both the

design and analysis in several key industries, such as: automotive, aerospace, turbo-

machinery, marine, nuclear energy, architecture and more [14, 31, 47, 61, 117, 129]. Recent

developments in High-Performance Computing (HPC) have helped to mitigate limita-

tions regarding the constant growth in the scale and complexity of problems considered.

However, this is expensive (both computationally and monetarily) and on its own inad-

equate to keep up with current trends [116]. As a result, current developments to the

modelling, discretizations and meshing procedures are crucial to reduce the associated

computational cost needed to perform high-fidelity simulations.

In particular, high-order methods, such as the Discontinuous Galerkin (DG) Method,

show potential in helping to achieve these goals. This is due in part to the higher-order ac-

curacy they exhibit, allowing for more efficient computation per degree of freedom [129].

Furthermore, as they rely on arbitrary spatial discretizations of the domain (h) and choices

of polynomial orders (p), adaptive methods can be used to effectively tailor the solution

space to the particular problem at hand [113]. Together these quantities form the hpmesh.

However, the results shown here will mainly concern the uniform (but not necessarily lin-

ear) polynomial case. Additionally, most engineering simulations are concerned with the
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measurement of a particular quantity of interest (either for analysis or quantification of

designs), for example lift and drag in aerodynamics. Therefore, this offers the potential

for the adaptation to be targeted towards the areas most crucial for accurate measurement

of this value. Thus, also preventing the computational cost increase associated with refin-

ing other regions of the flow. As will be examined later on, this can be achieved through

goal-oriented adaptation methods using an adjoint-based error indicator [43].

To date, most research in this area has concentrated on the triangular meshing case

(or more generally simplex mesh in nD). However, research into the use of quadrilaterals

(or more generally tensor-product elements in nD) has been significantly more limited.

This is despite the fact that these elements are often preferred in some anisotropic regions

(such as shocks and boundary layers) due to their alignment with the flow behaviour.

As a result, this thesis will consider the potential impact of recent developments in the

field of unstructured anisotropic quad mesh generation. Namely, this will incorporate the

notion of ”frame fields” into a continuous representation of the all-quad mesh. However,

as many of these works originate from the field of computer graphics, and are based on

meshing closed manifold structures (e.g. 3D models) [15], they cannot be directly applied

with the bounded domains used for CFD. Therefore, as a secondary aspect of this work,

we will also consider the implementation of an Lp-CVT mesh generator, extending from

previous works [10, 40, 41, 74], to conform with anisotropic quad meshing targets.

Finally, the topic of mesh generation remains one of the most labour intensive steps of

the CFD process. The NASA CFD Vision 2030 report emphasized the need for more au-

tomated analysis, and highlighted mesh adaptation in particular as one of the significant

remaining bottlenecks of the simulation workflow [116]. Overall, this work will extend

previous unstructured adaptation methods to the case of tensor-product elements and

establish an adaptive framework for solving high-order problems on unstructured all-

quad mesh for both feature-based and goal-oriented adaptations. While the work here is

more fundamental, reflected in the smaller scale of problems, it represents an important

foundation towards tackling more ground-breaking achievements to come.
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1.1 Simplex Mesh Adaptation

Mesh generation is a key step in accurately discretizing the physical domain of interest

in order to make it suitable for use with numerical schemes, such as the Finite Element

Methods (FEM) and the Finite Volume Methods (FVM). There are many works outlining

the fundamentals of this topic, notably, the book by Frey and George provides a good

overview of both classical methods and aspects of the relevant modern methods [46]. Of

particular interest here are the set of anisotropic simplex mesh generation methods based

on Riemannian metric spaces. The specified metric field is used to modify the distance

computation in adaptive ”metric-based” mesh generators, resulting in local control over

the size and stretching of anisotropic grids [1, 58, 79]. Original works in this area were

based on the use of a 2D Delaunay triangulation [49,90]. More modern works have incor-

porated constrained Delaunay kernels [48, 58], hybrid-frontal approaches [68], and mesh

modifications operators [45, 86] for use in both 2D and 3D. Recent works have also de-

veloped methods based on metric orthogonal point insertions schemes and the usage of

triangulations in the L∞ norm to produce right-angled triangular [78,109] and tetrahedral

mesh [9].

Adaptive methods based on these techniques incorporate the duality between the Rie-

mannian metric space and the discrete mesh [1]. Described as a ”continuous mesh frame-

work” [79, 80], this modification provides access to mathematical tools such as calculus

of variations, providing a means to directly optimize the continuous mesh [1, 79]. This

representation offers considerable benefits over the ”discrete mesh” that is obtained from

the generation process, as it avoids the combinatorial structure of decisions involved in

the insertion/removal of nodes, changes in element connectivity, etc. The review paper

by Alauzet and Loseille [1] offers an overview of past works in this area. This frame-

work was originally introduced by the same authors in [79, 80] for the linear case. In

this framework, the solution behaviour is related to the Riemannian metric through the

continuous linear interpolate. This bounds the error associated with the class of isotropic

3



elements in the Riemannian space and leads to a continuous local error model. Here,

as the error is dominated by the quadratic terms, the metric tensor is derived from the

hessian of the flow and therefore it is commonly referred to as a Hessian-based method.

Later, this work was extended to include goal-oriented adaptation [82], norm-oriented

adaptation [83] and unsteady flows [11].

For the high-order case, methods for hp adaptation have also been developed based

on such a continuous interpolation error model. This requires the model be extended

to account for the dominant p + 1 order error terms. Dolejšı́ proposed a method based

on an approximate quadratic form in 2D [34, 35], which was later also extended to 3D

tetrahedral mesh adaptation [105]. More recent works have also considered the hp goal-

oriented adaptation case [6, 7, 104]. For a more complete review on goal-oriented meth-

ods see [43]. Alternative metric-based high-order methods have also been studied using

Lagrange finite elements [59], the level curves of high-order derivative tensors [22, 23],

recasting in metric-logarithmic space [29], optimization from local surveying of split con-

figurations [133] and within our research group based on a global hp-mesh optimization

with analytic gradients [112, 113]. This work aims to extend the continuous mesh and

error models for anisotropic unstructured quad meshing.

1.2 All-Quad Mesh Generation

For the purposes of our study, there also exists various forms of quad mesh generators.

These include but are not limited to: automatic block decomposition methods [67, 127],

packing [128], paving [13], advancing-front [109], parametrization-based [16], and energy

minimization [127] methods. For a more detailed review of quad-meshing techniques see

Bommes et al. [15]. Broadly speaking, these can be categorized based on several crite-

ria: the level of structure in the mesh, the presence of anisotropic cells and whether the

method is direct or indirect. For the case of indirect methods, the method first begins by

generating a simplex based mesh (usually targeting right-angled cells) then combining
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them based on a matching approach such as Blossom-Quad [110]. Other matching crite-

ria also exist, based on a variety of mesh-quality metrics and ordering schemes [17,70,97].

Several of the previously mentioned methods incorporate the use of a particular type

of orientation field, called a ”cross field” (or 4-RoSy fields) [67, 98, 109, 127]. This can

be specified by a set of orthogonal unit-length vectors prescribing the alignment of the

mesh. In certain applications this is used to decompose the underlying mesh topology,

determining mesh-singularities and separatrices to define the block structure [67,98,127].

As this does not include a scale, some methods couple this idea with a size-field [109].

Panozzo et al. later generalized this concept to ”frame fields” (or 4-PolyVector fields), as

the non-orthogonal and non-unit length case [32, 99]. Here, the local frame can be de-

scribed by a coupled set of vector fields describing both the target alignment and size of

the element axes. Together these methods are sometimes referred to as ”field-guided”,

and the representations lumped together as ”directional fields”. These describe general

coupled vector sets with rotational symmetry on manifold surfaces [123]. Attempts have

also been made to extend this to 3D frame fields for hexahedral meshing, however, chal-

lenges remain in obtaining a suitable singularity graph [63, 64, 106].

We present a method which computes target frame fields based on the continuous

error estimates discussed before, replacing the Riemannian metric field for quad mesh

generation. Unfortunately, as these field-guided methods originate from the field of

computer graphics, in the anisotropic case they are not currently suitable for use with

bounded domains (to the authors knowledge, in the public domain). This introduces a

significant number of additional constraints on the mesh, however, attempts are being

made to solve this challenge [88]. Therefore, the second main contribution of this work

will involve the design and implementation of an energy-based Lp-CVT mesh generator

conforming to an input frame field and outputting an all-quad mesh. Originally proposed

by Lévy and Liu in [74], this method extends a standard Centroidal Voronoi Tessellation

(CVT) [36] to the anisotropic and higher-order norm case. It involves an energy mini-

mization relative to a point distribution based on the Lp norm taken over the Voronoi
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cells. It is observed that with a sufficiently large choice of p, these cells tend to align with

the metric axes and form rectangular shapes. This results in a Delaunay triangulation

with elements that are nearly right-angled, making them suitable for recombination into

quads. Later, contributions by Baudouin et al. [10] introduced a new clipping procedure

for the interior Voronoi cells and incorporated Blossom-Quad for recombination of the

elements. However, it was limited in scope to the isotropic case and required starting

from an initial size-field generated triangular mesh. In a set of works by Ekelschot et

al. [40, 41], the anisotropic case was further explored and an alternative boundary treat-

ment was proposed based on the reconstruction of the ghost Voronoi cells at the wall. In

this work, we will consider extensions and challenges resulting from the inclusion of a

frame field defined on an unstructured background mesh.

1.3 Thesis Overview

The remainder of the thesis will be organized as follows. First, in Chapter 2, we will re-

view the underlying numerical discretization of the high-order method. We will also in-

troduce the adjoint equations and corresponding dual-weighted residual to be used later

with goal-oriented adaptation. Second, in Chapter 3, we will review various mathemat-

ical constructs needed for meshing. This chapter will also provide a mathematical back-

ground on the Riemannian metric field used in triangular mesh generation and the de-

tails of the frame fields substituted in its place for quad meshing. Chapter 4 will provide

a description of the Lp-CVT method and the mesh generator that has been implemented.

This relies on an energy minimization procedure used to distribute the mesh nodes in

the anisotropic space. Additionally, we will discuss the various pre-processing and post-

processing steps required to establish an interface with our in-house flow solver. Follow-

ing this, Chapter 5 will introduce the continuous error and mesh models and discuss how

they are used locally to determine the target frame field orientation and anisotropy. Us-

ing calculus of variations, a global continuous error problem will be solved to determine
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the optimal size distribution of the mesh. Next, Chapter 6 will present results validating

the mesh generator and using these two techniques together. Finally, concluding remarks

and possible future works are discussed in Chapter 7.
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Chapter 2

Adaptive High-Order Methods

To begin, CFD aims to solve problems based on physical flow phenomenon. In most

cases, the underlying principles can be expressed in the form of a conservation law as

R(u) =
∂u

∂t
+∇ · F(u)− S(u) = 0, (2.1)

where u is the flow solution, R(u) is the residual, F(u) is the flux vector and S(u) is a

source term. This representation includes cases such as advection-diffusion, Euler equa-

tions, the Navier-Stokes, etc. [3]. Computationally, this involves determining a discrete

solution uh corresponding toRh(uh) = 0.

Of note are the class of high-order methods capable of solving these problems. The

main benefits these methods offer is their ability to achieve higher-order accuracy, po-

tentially providing reductions in the solution error per degree of freedom (or allowing a

coarser grid to achieve equivalent results) [129]. There exist diverse high-order methods

based on the Finite Difference Method (FDM), Finite Volume Method (FVM) and Finite

Element Method (FEM) schemes for structured [39] and unstructured mesh [39, 130]. Of

particular interest in the present work are the Discontinuous FEM such as the Discontinu-

ous Galerkin (DG) method. In this Chapter, the DG method will be introduced along with

some basic necessities for feature-based and goal-oriented adaptive methods. Namely, in-

troducing the adjoint equations and dual-weighted residual (DWR).
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Figure 2.1: Example of function in discontinuous solution space, Vhp.

2.1 Discontinuous Galerkin Method

The Discontinuous Galerkin (DG) method is one such class of high-order method. It

combines an element-wise shape function discretization from Finite Element Methods

(FEM) with the flexibility in allowing discontinuities at cell-interfaces from Finite Volume

Methods (FVM) [60]. Overall, the combination of these aspects allow it to offer high-

order accuracy on a compact stencil involving only direct neighbours [24]. This makes

the method flexible, both in its ability to capture complex domains and through the use

of varying polynomial orders (from the lack of conformality requirements).

The method was first presented by Reed and Hill in [108] as a method for solving

the steady-state neutron transport equation. Since, it has been expanded to cover a wide

range of fluid problems including advection-diffusion cases [62], the Euler equations [56]

and the Navier-Stokes equations [8]. For a complete overview of the DG method, the

book by Hesthaven and Warbuton [60] provides an indepth guide.
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Here, from [60], we seek a solution that is a piecewise sum of the shape functions over

each element in the computational domain Ωk ∈ Ωh

uh(x, t) =
⊕

Ωk∈Ωh

ukh(x, t) ∈ Vhp. (2.2)

The discontinuous hp solution space is defined by the set of basis functions on each

element

Vhp =
⊕

Ωk∈Ωh

{ϕi(Ωk)}Nk(pk)
i=1 , (2.3)

where ϕi(Ωk) is the ith shape function defined on element k. See Fig. 2.1 for an example

of a function in this discontinuous space. Additionally, Nk(pk) is the number of shape

functions for an element k of order pk. For example,

Nk(pk) = pk + 1 in 1D, (2.4)

Nk(pk) = (pk + 1)2 in 2D for quads, (2.5)

Nk(pk) =
1

2
(pk + 1) (pk + 2) in 2D for tris. (2.6)

For simplicity we will assume the steady-state solution case throughout. Here, the

local element-wise solution can be written in the form

ukh(x) =

Nk(pk)∑
i=1

ukiϕi(x), ∀x ∈ Ωk. (2.7)

In particular for the case of tensor-product elements (e.g. lines, quads, hexes, etc.),

these shape functions can be decomposed along each reference axis of the element. For

example, in 2D as written in the reference coordinates

ukh(ξ, η) =

pk∑
i=0

pk∑
i=0

uki,jϕ̂i(ξ)ϕ̂j(η), (2.8)
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where ϕ̂ are the 1D shape functions. For our purposes, these will be the 1D Lagrange

polynomials with Gauss-Lobatto support points [4]. This decomposition along the refer-

ence axes also provides a direct means to incorporate curved domains. The basic deriva-

tion of the scheme involves multiplying through Eq. 2.1 by a test function φh ∈ Vhp and

performing integration by parts

∫
Ωk

φh
∂uh
∂t

dΩ−
∫

Ωk

∇φh · F(uh)dΩ−
∫

Ωk

φhS(uh)dΩ

+

∫
∂Ωk

φhF̂(u+
h , u

−
h , n)dΓ = 0, ∀φh ∈ Vhp,

(2.9)

which results in the weak form of the DG method and will be used throughout the results.

Here F̂ represents the numerical flux function describing the behaviour of the solution at

the discontinuous interface between cells.

Given a smooth exact solution u, the DG method exhibits an optimal convergence rate

ofO(hp+1) in the L2 norm (making it a high-order method) [73,111]. This assumes a quasi-

uniform grid and that the edges are not aligned with the characteristic directions [60].

However, this result has also been demonstrated computationally in more general cases.

On the other hand, this behaviour cannot be expected outside of the asymptotic regime,

when relevant solution scales have been sufficiently resolved [80]. Many other factors,

such as discontinuities, can also lead to sub-optimal convergence rates.

The current work has been implemented within the scope of our high-order research

group in-house flow solver, PHiLiP, currently under development. It is based on the

deal.II finite element library [4], which at its core relies on p4est [20] (or p8est in 3D) for the

efficient parallel quad/octree data structures used in its computations. This restricts its

usage to tensor-product elements, a limitation which becomes particularly cumbersome

for unstructured meshing. As a result, this often causes the need to split a triangular mesh

to obtain an acceptable input for complex domains. However, this leads to many poor

quality elements and a large number of mesh singularities. This work hopes to partially

address this challenge and help improve the flexibility of the solver in the future.
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2.2 Discrete Error Minimization

As stated before, the goal of mesh adaptation is to increase the accuracy of the solution,

here measured through the Lq norm of the discretization error. This should be done while

simultaneously limiting the associated computational cost, measured by the total number

of degrees of freedom (DOFs).

First, we define k ∈ Qh as the set of quads forming the quadrangulation on the dis-

crete domain Ωh. Additionally, for the DG method, each element may have a different

associated polynomial order pk. In general, we can define the set of polynomial degrees

as p = {pk,∀k ∈ Qh}, however, for our purposes we will assume it to be uniform (but

not necessarily linear). Together, these two sets describe the complete discretization of

the functional space from Eq. 2.3. This provides both the geometric elements h, and the

local polynomial orders p to form the complete hp meshQhp = {Qh,p}. From this, we can

measure the total degrees of freedom represented by the solution space

Nhp(Qhp) =
∑
k∈Qh

Nk(pk), (2.10)

where Nk(pk) is known from Eq. 2.5 for the 2D quad case.

Next, given an exact solution defined on the domain u ∈ C∞(Ω), the error in the

discrete solution uh ∈ Vhp measured in the Lq norm is

Eh(uh) = ‖u− uh‖qLq(Ωh) =

∫
Ωh

(u− uh)q dx. (2.11)

Using this, the discretization error associated with a given hp mesh will be based on

the projected discrete solution which minimizes the above quantity. Therefore, we can

define the optimal projection operator for this solution space as

Πhpu = argmin
uh∈Vhp

Eh(uh). (2.12)

Formally, we can state the global discrete error minimization problem as follows:
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Problem 1 Given the existence of the exact solution u ∈ C∞(Ω) and a maximum number of
degrees of freedom C, solve

min
Qhp

Eh(Πhpu) = ‖u− Πhpu‖qLq(Ωh)

s.t. Nhp(Qhp) ≤ C
(2.13)

However, practically speaking, this statement is intractable [35, 80]. Challenges result

from the inclusion of discrete decisions (e.g. insertion/removal of nodes, element con-

nectivity, splitting) along with otherwise continuous parameters (e.g. node coordinates,

scale, anisotropy) in the problem of generating the mesh. Therefore, this problem will be

reformulated in the continuous setting in the coming chapters.

2.3 Adjoint Equations

Accurately solving the flow problem is crucial for better understanding of the global flow

physics. However, in real world applications this is typically not the end-goal and may

not be feasible to fully capture. Instead, practical simulations aim to measure some ob-

servable quantity for design or analysis purposes, such as the lift/drag on an airfoil or the

heat transfer through a cooling pipe. These quantities can be expressed as a functional of

the flow solution. Written in integral form

J (u) =

∫
Ω

gΩ(u)dΩ +

∫
Γ

gΓ(u)dΓ. (2.14)

The adjoint problem is based on the concept of duality between this functional and the

primal (or flow) solution. Therefore, it is sometimes also referred to as the dual-problem.

Here, a secondary set of equations are solved in order to determine the sensitivity of the

functional of interest relative to the primal solution.

This method originates from the field of control theory [75]. It was originally intro-

duced to aerospace applications for the purpose of aerodynamic design optimization by

Jameson [65, 66]. This was later proposed as a method for error estimation and a means

of attaining functional superconvergence including some early works by Giles and Pierce

13



using an adjoint error correction term [52,53,103]. Namely, this involved the introduction

of the dual-weighted residual (DWR) that will be discussed in the next section. It was

first used in goal-oriented mesh adaptation in a series of papers by Venditti and Darmo-

fal [124–126]. Since these times, the adjoint has been extensively used throughout other

goal-oriented adaptive methods. This is due to the significant benefits it offers towards

accurately determining the functional value over a more traditional feature-based adapta-

tion. It has also been incorporated in some norm-oriented adaptation methods, targeting

both the flow and output errors in equal or weighted parts [83].

To derive these equations, we can start by introducing an auxiliary variable x, such as

a design variable, to be used in the minimization of the functional of interest [101]

min
x

J (u, x),

s.t. R(u, x) = 0,

(2.15)

where our flow residual from Eq. 2.1 acts as a constraint. Note, that this can also easily

be modified for maximization or attaining a target value (e.g. specified CL requirements).

This results in the Lagrangian

L(u, x, ψ) = J (u, x)− ψTR(u, x), (2.16)

where ψ is the Lagrange multiplier or adjoint variable. Evaluating the differential with

respect to the auxiliary variable

∂L
∂x

=

[
∂J
∂x
− ψT ∂R

∂x

]
+

(
∂u

∂x

)T [
∂J
∂u
− ψT ∂R

∂u

]
, (2.17)

which must be set to 0 to find an optimal solution. Here, we notice that the second term

can be eliminated by solving

[
∂R
∂u

]T
ψ =

(
∂J
∂u

)T
, (2.18)

which is the adjoint problem.
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2.4 Dual Weighted Residual

Instead of adapting over all significant behaviours in the flow, we would like to tar-

get only the parts most relevant to the output measurement of interest (known as goal-

oriented adaptation). This is primarily accomplished through the introduction of the

dual-weighted residual (DWR). It can be derived by comparing two flow solutions, one

on a coarse grid uH and one on a fine grid uh

RH(uH) = 0, (2.19)

Rh(uh) = 0, (2.20)

where the fine grid can be the enriched space from either h or p refinements. Additionally,

there must exist a prolongation operator uHh = IHh uH transferring the solution from the

coarse grid to the fine grid. For the purposes of this research, a p + 1 solution space

was used for the fine grid solution with prolongation via direct injection. Then, we can

approximate the projected residual equation using a Taylor series expansion of Eq. 2.20

Rh(uh) = 0 ≈ Rh(u
H
h ) +

[
∂Rh

∂uh

∣∣∣∣
uHh

] (
uh − uHh

)
, (2.21)

where higher-order terms are ignored and the exact value is 0 (for a converged fine grid

solution). This can be rewritten as

[
∂Rh

∂uh

∣∣∣∣
uHh

] (
uh − uHh

)
= −Rh(u

H
h ). (2.22)

Similarly, for the functional we obtain

Jh(uh) ≈ Jh(uHh ) +

(
∂Jh
∂uh

∣∣∣∣
uHh

)(
uh − uHh

)
. (2.23)
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Assuming the fine grid solution offers a sufficiently good approximation of the exact

solution Jh(uh) ≈ J (u) compared to the coarse grid value. Then, we can express the

functional error

Jh(uh)− Jh(uHh ) ≈ J (u)− Jh(uHh ) =

(
∂Jh
∂uh

∣∣∣∣
uHh

)(
uh − uHh

)
, (2.24)

where noticing that

[
∂Rh

∂uh

∣∣∣∣
uHh

]T
ψh =

(
∂Jh
∂uh

∣∣∣∣
uHh

)T

, (2.25)

is the discrete fine grid adjoint problem with adjoint solution ψh computed based on the

prolonged coarse grid solution. We can substitute Eq. 2.22 and rewrite the error as

J (u)− Jh(uHh ) = −ψThRh(u
H
h ). (2.26)

To be conservative, taking the absolute value, the output error will be bounded by the

sum of cell-wise DWR ηk values

|J (u)− Jh(uHh )| ≤
∑
k

∣∣∣(ψh)Tk (Rh(u
H
h )
)
k

∣∣∣︸ ︷︷ ︸
ηk

. (2.27)

Therefore, targeting reductions locally for this cell-wise quantity will globally improve

the goal-oriented output error bound. This will serve a key role in our adjoint-based adap-

tation method. For an adjoint-consistent method, both the solution and adjoint converge

asymptotically at a rate of O(hp+1). Due to the presence of the divergence operator, the

residual will convergence at O(hp) [112]. Therefore, optimally the asymptotic conver-

gence rate for both the error indicator and exact functional error is O(h2p+1).
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2.5 Fixed-Fraction Refinement

One of the simplest and most commonly used approaches for mesh adaptation is based on

a fixed-fraction refinement. In this case the mesh adaptation procedure begins by select-

ing some cell-wise error estimate which can be either feature-based (e.g. largest derivative

values) or goal-oriented (such as the DWR). Then, after sorting the values of this quantity,

the largest chosen fraction of cells are flagged. These cells are then isotropically split into

sub-cells, 4 in the quad meshing case. As a result, a fraction of 30% is commonly used

which provides an approximate doubling in the number of DOFs per iteration. Fig. 2.2

shows an example of this refinement on a patch of flagged cells. As will be used for the

results, an additional split is introduced on the top center cell to prevent a difference of

more than one level of refinement between neighbouring cells.

Note that this procedure introduces sub-faces to the cell interface, therefore, requiring

a solver capable of handling non-conforming meshes. Fortunately, this is not an issue

for the DG method due to the discontinuous nature of the cell boundaries. Otherwise,

transition element templates can be used to ensure the mesh remains conformal between

refinement areas for quad [2,114] and hex [55,100] meshes. Additionally, coarsening may

also be used on cells with the lowest error, albeit, at a much lower rate. Other works

in this area have considered the use of smoothness and jump indicators to incorporate

decisions regarding anisotropic splitting [72] and hp adaptation [26].

This method is stable and generally performs well (in comparison to a uniform refine-

ment). Therefore, it will be used in the results as a benchmark for the continuous methods

presented herein.
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(a) Initial mesh with flagged cells (b) Final mesh after splitting

Figure 2.2: Example of Fixed-fraction refinement from flagged cells (shown in green).
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Chapter 3

Mesh Generation

This section will serve as a brief introduction to the fundamental mesh generation tech-

niques and other essential mathematical concepts relevant to the remainder of our study.

Here, we will start by discussing two of the most basic topics from computational geom-

etry: the Delaunay triangulation, and its dual-graph the Voronoi diagram. We will then

proceed with a discussion of the fields forming the basis for the continuous mesh models.

Through their local modifications to the distance function, these serve an essential role

in targeting anisotropic meshing behaviour. This will begin by looking at Riemannian

metric fields used in the past with tri mesh generation and then progress to a discussion

of frame fields which we will use in this work for the quad meshing case. In particular,

we will examine the continuous mathematical tools these fields offer in order to model

the discrete mesh behaviour.

3.1 Delaunay Triangulation

The Delaunay Triangulation (DT) forms a key aspect of many basic mesh generation

schemes. At its core, given a distribution of points xi (the Delaunay nodes), it involves

finding a triangulation of the domain such that no element contains exterior points in its

circumcircle. This is known as the ”empty circumcircle property” as proposed by De-
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launay during his early work on the topic [30]. This also generalizes for use with nD

spheres with simplices in higher dimensions [120]. There are several other properties

resulting from this method of triangulation: the DT maximizes the minimum angles (in

order) [120], it minimizes the circumcircle radius of each element [89], and it minimizes

the interpolation error for an isotropic function ‖x‖2
2 among triangulations of the given

vertices [27]. Additionally, the DT can be formed as the geometric dual of the Voronoi

diagram [44, 107], which will be investigated in Section 3.2. Fig. 3.1a shows an example

of the DT for a random set of points along with other constructs to be discussed.

Early computational works generated the DT starting from an empty domain by it-

eratively constructing valid triangles from a surface edge [91] or by inserting points in

an ordered fashion (e.g. increasing x) and ensuring the result is Delaunay through a se-

ries of edge swaps [69]. Later, algorithms based on divide-and-conquer style approaches

and splitting of the convex-hull improved the efficiency fromO(n2) toO(n log n) [71,115].

This mainly leaves the selection of node coordinates as the important step in generat-

ing a high-quality mesh. This is commonly achieved through node insertion either as

a frontal approach [92] or by reconnection of a ”cavity” by the Bowyer-Watson algo-

rithm [18, 107, 131].

This has also been extended to Constrained Delaunay Triangulations (CDT) for mesh-

ing in the presence of prescribed boundary edges [5, 28]. In the case of a convex domain,

the boundary edges will form the convex-hull and therefore no explicit step is needed. For

anisotropic meshing, a modification of the circumcircle property to the case of a metric el-

lipse can be used. Here, methods have been developed by introduction of an anisotropic

Delaunay kernel for both serial [33,46,86] and parallel [81,87] cases. Extensions have also

been made to Optimal Delaunay Triangulations (ODT) based on a function dependent

minimization of the interpolation error [27]. The ODT has also been considered for the

case of curved mesh generation [42]. These concepts make the DT a crucial part of many

triangular mesh generation and adaptation schemes.
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(b) Voronoi Diagram.
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(c) Clipped Voronoi Diagram.

Figure 3.1: Comparison of various geometric constructs.

3.2 Voronoi Diagram

As described before, the Voronoi Diagram (VD) is the geometric dual of the DT, see Fig.

3.1b. Here, the circumcenter of each tri becomes a vertex of the VD and each edge re-

sults from the equidistant line of two Delaunay nodes, making it perpendicular to the

corresponding Delaunay edge. The inverse statement is also true and the DT can be

obtained by connecting edges across each face of the VD. Alternatively, the VD can be de-

fined as a partitioning of the domain into regions Ωi nearest to each particular Delaunay

node xi (sometimes called a site in this context) [54]. In this case, each area is repre-
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sented by a polygon, with those nodes lying on the convex hull expanding infinitely. This

representation can be efficiently computed using Fortune’s sweep line algorithm of cost

O(n log n) [44]. However, for mesh generation, we are typically only concerned with a

bounded domain Ω. As a result, this graph can be clipped to limit the area in each cell.

For the convex case, this can be done directly by comparing each boundary cell with

the corresponding edges of the domain. Methods have also been proposed for dealing

with non-convex domains. For example in [132] for 2D, boundary cells are identified

via a propagation queue. Then, the 2D domain is clipped by the Voronoi cell using the

Sutherland-Hodgeman clipping algorithm [118]. Note here the direction of the appli-

cation of the clipping is crucial as the clip lines must form convex domains (which the

Voronoi cells are by definition). The remaining area on the domain after completion of

the clipping results in the clipped cells on the boundary as shown in Fig. 3.1c. A pro-

cedure for clipping 3D surfaces based on a tessellated background mesh has also been

studied [132]. This modification could be applied to the 2D case, however, it is not strictly

necessary due to the significantly lower number of Voronoi cell faces compared to the 3D

polytope.

As with the DT, the VD can also be used to target improvements in mesh quality

through the dual space. The most common method is through the use of a Centroidal

Voronoi Tessellation (CVT). This is a special class of VDs where the generating nodes or

sites xi coincide with the centroid of the cells zi [36]. One of the simplest methods, known

as Lloyd’s algorithm, involves directly placing the site at the corresponding centroid on

each iteration [36, 77]. From [36], the CVT can also be defined as an energy minimization

problem with the functional

ECV T (x) =
∑
i

∫
Ωi∩Ω

ρ(y) ‖y − xi‖2
2 dy, (3.1)

where Ωi is the integral over corresponding Voronoi cells and ρ(y) is the target density

distribution. This expression can be differentiated [36] resulting in the gradient
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∂ECV T
∂xi

= 2(xi − zi)
∫

Ωi∩Ω

ρ(y) dy. (3.2)

The challenge shifts to solving for a stable critical points of this expression. It has also

been shown that this functional is almost alwaysC2 continuous in the node positions [76],

making it suitable for use with Newton solvers [95]. In particular, several methods have

been able to use quasi-Newton methods such as the L-BFGS method [94] with success to

effectively converge CVT problems [57, 76]. This will form the basis of the Lp-CVT mesh

generator to be introduced in Chapter 4.

3.3 Riemannian Metric Space

One of the most elegant methods for incorporating anisotropy into the mesh generation

process is through the notion of the Riemannian metric. Here the anisotropy observed

in the physical (or Euclidean) space is simply the result of an isotropic mesh generation

procedure undergone in the Riemannian metric space [1, 79]. We refer the reader to [12]

for a more complete overview on the topic from the perspective of differential geometry.

In the context of CFD mesh generation, early work incorporating the Riemannian metric

field was done in [25,122]. This primarily involves a modification of the distance operator

through the introduction of a generalized anisotropic 2 norm based on a globally varying

metric field. Here we will give a brief overview of the constant field case. A more in

depth approach requires integration along geodesics as described in [35, 79, 84] or can be

approximated in an exponential space [85].

This metric space comes equipped with the inner-product and norm operators

〈u,v〉M =
√
uTMv, (3.3)

‖u‖M =
√
uTMu, (3.4)
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Figure 3.2: Equivalency class of unit-element triangles relative to metricM.

where M is the local metric tensor. In Rd this can be expressed as a d × d symmetric

positive definite matrix. As shown in Fig. 3.2, this defines the unit ball, BM = {‖u‖M = 1}

which takes the form of an ellipse often called the metric ellipse. In 2D the metric can be

rewritten using an eigenvalue decomposition as

M =

m11 m12

m12 m22

 = R(θ)

h−2
1 0

0 h−2
2


︸ ︷︷ ︸

Λ

R(θ)T , (3.5)

where hi represent the principle axes lengths and θ the orientation of the metric ellipse,

as in Fig. 3.2. Based on this decomposition, we can rewrite the norm, Eq. 3.4, using

M− 1
2 = R(θ)Λ−

1
2R(θ)T in terms of the 2 norm

‖u‖M =
∥∥M−1/2u

∥∥
2
. (3.6)

Targeting isotropic meshing in this norm results in the unit element definition

‖ei‖M = 1, ∀ei ∈ Th, (3.7)

where Th is the triangulation and ei corresponds to each edge of the local discrete triangu-

lar element. By considering the transformation ẽi = M− 1
2ei applied to rotated isotropic

equilateral triangles, we see that this forms an equivalency class of unit mesh elements in

the metric space (as shown in Fig 3.2). However, in general this expression can only be

satisfied element-wise, not globally. Therefore, instead the unit mesh definition is relaxed
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to a suitable (quasi-unit) range [79]. Globally, this can also be stated as an optimization

problem [35]

Th = argmin
∑
e∈Th

(‖e‖M − C)2, (3.8)

where C is a constant dependent on the choice of method. Fortunately there are already a

number of mesh generators based on this concept readily available for prescribed metric

meshing. One example making use of these concepts in 2D is BAMG [58], which has

also been implemented in GMSH [51]. An adapted mesh is generated relative to a given

background metric function (from an input file). This also performs metric smoothing to

control variations in the mesh size near sharp features. In the results, this will be used

along with Blossom-Quad [110] in an indirect method as a benchmark of our targeted

all-quad mesh generator.

Overall, this establishes a duality between the continuous representation of the Rie-

mannian metric field and the resultant discrete triangular mesh. This same idea will be

exploited as a means of considering the error minimization problem in the well-posed

continuous setting for the quad meshing case.

3.4 Frame Fields

Next, we will review the topic of frame fields. We will also draw parallels with the use of

the Riemannian metric fields and preface their relation to the current work. For a more

extensive introduction to the topic, see Panozzo et al. [99] who originally proposed the

term. Alternatively, for a discussion of direction fields, which include cross fields, frame

fields and other generalization, see also [123].

For a frame field F , a frame fx =< v,w,−v,−w > is defined at each point x on a

surface in R3 by a coupled set of vector fields, v and w, tangent to the plane [99]. Here,

counterclockwise ordering is assumed and cyclic permutations of these axes represent

the same frame. For the current work, we will limit our considerations to the planar 2D
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Figure 3.3: Reference element and frame field representative parallelogram.

meshing case. From an extension of parametrization based methods, these vectors can

also be seen as the target reference element axes of a physical local quadrangle. There-

fore, tracing along a smooth frame field provides the overall structure of the underlying

quad mesh. Then, by parallel translation of the vector set, this can be used to form a rep-

resentative parallelogram describing the target element for each point [15] as shown in

Fig. 3.3.

From the representative parallelogram, we can define a unique linear mapping V from

the reference element. Note that this is equivalent to the Jacobian matrix which varies

spatially on general quad elements. This relation can be expressed as

fx =< v,w,−v,−w >= V < e1, e2,−e1,−e2 >, (3.9)

where ei are the unit vectors along the ith coordinate axis forming the cross shown in

Fig. 3.3a. One of the key advantages of this representation is that it allows for a polar

decomposition of the frame. Here, we can rewrite the linear transformation using the

polar form of each vector

V =
[
v w

]
=

cos(θ1) cos(θ2)

sin(θ1) sin(θ2)

h1 0

0 h2

 , (3.10)
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where h1, h2 and θ1, θ2 are the lengths and angles associated with v and w respectively.

Here, for the purpose of high-quality mesh generation, we will assume the orthogonal

vector case. The non-orthogonal case has also been studied in [99] through decomposition

into a Symmetric Positive Definite (SPD) matrix and a unit cross field. For this special

case, using θ1 = θ and θ2 = θ + π
2

for a counterclockwise ordering, this can be further

simplified to

V = R(θ) diag (h1, h2) , (3.11)

where R(θ) is the counterclockwise rotation matrix. Alternatively, factoring out the aver-

age size h =
√
h1h2 =

√
det (V ) and introducing the anisotropy ρ = h1/h2, we can rewrite

the linear transformation in the decomposed form as

V = hR(θ) diag

(
√
ρ,

1
√
ρ

)
, (3.12)

where in future sections we can replace the frame field definition with solving for h, θ and

ρ directly. The inverse transformation for this case can also be expressed directly as

V −1 =
1

h
diag

(
1
√
ρ
,
√
ρ

)
R(−θ). (3.13)

As we saw, the Riemannian metric field results in a modification of the 2 norm. Works

in the past have introduced a similar idea based on L∞ norm to produce right-angled

triangles [109]. Therefore, for quad meshing, we consider the anisotropic modification of

this norm based on the local frame field

‖u‖f =
∥∥V −1u

∥∥
∞ . (3.14)

This definition serves two main purposes in the mesh generation process. First, this

defines the unit ball Bf =
{
‖u‖f = 1

}
which corresponds exactly with the representative

parallelogram of the frame. Unlike the case of triangular mesh generation based on the
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Figure 3.4: Comparison of unit ball of anisotropic Lp norm.

Riemannian metric where there was an equivalency class, this defines a unique target

element for the mesh generator. This requires additional control over the orientation of

the elements. Second, this matches the form used in the Lp-CVT energy by Lévy and

Liu [74], which has been shown to generate aligned quad shaped Voronoi cells. This

allows the method to produce right-angled triangles suitable for recombination.

However, as the L∞ norm is non-differentiable, this behaviour is approximated using

a sufficiently high Lp norm. From Fig. 3.4, it can be seen how the p value affects the

shape of this unit ball. A value p = 6 was used a compromise for the Lp norm due to

the diminishing returns beyond this point. In the case of p = 2 we return to a metric

ellipse. Comparing Eq. 3.6 and 3.14, we notice a parallel between M− 1
2 and V −1. This

will be exploited to formM = V TV for use with BAMG as a benchmark for the Lp-CVT

generator with use of our frame field estimates.
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Chapter 4

Lp-CVT Mesh Generator

As described previously, there is a limited availability of unstructured quad mesh genera-

tors capable of meshing on a bounded domain. This issue is further amplified by the need

for anisotropic remeshing based on the frame field concept, of which there are currently

none available in the public domain.

As a result, a major portion of this work was dedicated to the development of an

Lp-CVT mesh generator conforming to the discrete frame field targets produced by the

error estimate defined in Chapter 5. Originally introduced by Lévy and Liu [74], this

generalizes the Constrained Voronoi Tessellation (CVT) from Section 3.2 by introducing

the Lp norm and anisotropic term. With a sufficiently high choice of p (here p = 6 was

used), the isocontours of the norm approximate the representative parallelogram [74]. It

has been observed that this leads to alignment of the nodes along the principal axis (or

frame field) directions in stable critical points of the problem. Additionally, rather than

using L∞, this choice maintains the differentiability of the energy functional, allowing for

the computation of analytic gradients to assist in the optimization process. Overall, the

global energy minimization functional defined over the domain Ω can be expressed

ELp(x) =
∑
i

∫
Ωi∩Ω

‖M(y)(y − xi)‖pp dy, (4.1)
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where xi are the node coordinates to be optimized and Ωi are the corresponding Voronoi

cells. Here we introduce the matrix function M(y) = (V (y))−1 originating from the linear

transformation of the local frame field for control of mesh anisotropy and orientation.

This functional is minimized using a quasi-Newton method with an additional edge-

splitting outer iteration for control of insertion/removal of nodes.

This work has been implemented as a standalone C++ code with dependencies on sev-

eral existing libraries (GMSH, CGAL, Trilinos) [51,119,121]. While the code was designed

to run on a single CPU, to improve computational speed, the numerical integration pro-

cess described below was multi-threaded using OpenMP [96]. For consistency and con-

venience of access to Blossom-Quad [110], communication with external programs was

performed via input and output in GMSH file format ”.msh” files [51]. The remaining

sections described the details of each step of the approach. This will be followed by an

overview of the method implementation.

4.1 Background Metric Function

For our purposes, the metric function M(y) is defined based on discrete estimates ob-

tained from the flow solver in Chapter 5. As a result, a data structure must be established

for querying values at the quadrature points from the background mesh. There are two

main inputs to the mesh generator: the background quad-meshQh used for computations

in the previous adaptive iteration, and the discrete frame field defined element-wise Fh.

Note, during this procedure all size targets are doubled (M(y) is scaled by 0.5) to allow for

the splitting step discussed in Section 4.6. Here, CGAL [119] is used to establish an AABB

tree for point location and frame field lookup. This is a constant cost lookup of O(log n),

however, due to the large number of evaluations this accounts for a significant portion of

the overall computation time. Alternative methods for the standard CVT have proposed

the use of traversal methods for point lookup with significant speed-ups [132]. Fortu-
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nately, the number of full evaluations required can be greatly reduced by first checking if

a point remains in the same background element between optimizer iterations.

4.2 Boundary Meshing

Next, parametrized boundaries of the domain are meshed by equidistribution of points

in the frame field space. This leads to an energy minimization with fixed points on the

boundary. For the standard CVT case other methods have also been studied, either in-

cluding these parametrized points as part of the optimization or automatically placing

boundary nodes after convergence [93]. From past methods using cross fields, elements

at the boundary are assumed to align with the surface along one of their axes [67, 127].

In the case of the frame field, this would indicate integration along a single vector field,

allowing the edge integral to equivalently take place in the L2 norm. Therefore, we can

evaluate the overall boundary edge length in this space as

LM(γ) =

∫ 1

0

‖M(γ(t))γ ′(t)‖2︸ ︷︷ ︸
dL(t)

dt, (4.2)

where γ(t) is the equation for the curve in parametric space t ∈ [0, 1] and γ ′(t) is the

corresponding tangent vector. Numerically, this is computed by the trapezoid rule

LM(γ) ≈
N−1∑
k=0

1

2
(dL(tk+1) + dl(tk)) (tk+1 − tk)︸ ︷︷ ︸

Lk
M

, (4.3)

where tk = k/N, ∀k ∈ [0, N ] are theN+1 equally distributed samples including endpoints

and LkM are segment lengths. The parametric edge length is rounded up to determine the

number of unit-length segments covering this distance in metric space n = dLM(γ)e. To

divide the boundary edge into these segments, this becomes a problem of determining

points corresponding to the integer values of the incomplete integral
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xi =

{
γ(ti)

∣∣∣∣ n

LM(γ)

∫ ti

0

‖M(γ(t))γ ′(t)‖2 dt = i

}
, ∀i ∈ [0, n]. (4.4)

These points can be obtained by performing a partial sum until the element exceeding

the next integer value

xi =

{
γ(ti)

∣∣∣∣∣
j∑

k=0

dLkM +
1

2
(dL(ti) + dL(tj)) (ti − tj) = i, i ≤

j+1∑
k=0

dLkM

}
, (4.5)

where, by linear interpolation

dL(ti) = (dL(tj+1)− dL(tj))

(
ti − tj
tj+1 − tj

)
+ dL(tj) = ati + b. (4.6)

The problem reduces to a quadratic in ti

at2i + (b+ dL(tj)− atj) ti − (b+ dL(tj)) tj − 2

(
i−

j∑
k=0

dLkM

)
= 0, (4.7)

where the positive root tj < ti ≤ tj+1 is selected.

4.3 Clipped Voronoi Diagram

As described in Section 3.2, the Voronoi diagram is constructed using a sweep-line algo-

rithm to determine the convex polygon nearest to each point in the L2 norm. As used by

Baudouin et al. [10], in order to limit the integration to the physical domain Ω, Voronoi

cells intersecting the boundary are clipped. This introduces a new cell face along the do-

main boundary connecting two clip nodes. The clipped Voronoi diagram is then used to

establish a facet-based data structure for use in the energy and derivative integrals. Each

facet fk ∈ Ωi incorporates 1 Delaunay node xi and 2 Voronoi vertices cj (cell center or

clip points) forming an ordered counterclockwise triangle. An example of this structure

is shown below in Fig. 4.1.

32



xi

Γ

cj1

cj2
fk ∈ Ωi
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Voronoi Diagram

Figure 4.1: Triangles forming clipped Voronoi cell fk ∈ Ωi.

4.4 Energy and Derivative Computation

The central and most computationally intensive step involves computing the integral of

the energy function and its analytic derivatives. The energy associated with each vol-

ume node xi (as boundary nodes are fixed) can be computed from the integral over its

surrounding Voronoi cell, divided into facets fk ∈ Ωi from Fig. 4.1. Here, the integrals

are obtained numerically using the quadrature rules on the reference triangle f ′ defined

from [134]. On this element T (ξ) is used to define the mapping to the physical space and

J is the corresponding Jacobian. The local energy value Ik from the facet fk is

Ik =

∫
fk

‖M(y)(y − xi)‖pp dy =

∫
f ′
‖M(T (ξ))(T (ξ)− xi)‖pp J dξ, (4.8)

where ELp =
∑

i

∑
fk∈Ωi

Ik provides the global value. For simplicity, we denote the norm

term as F (y) = M(y)(y − x). Next, computing the analytic derivative relative to the

node coordinates using the facet-based data structure. The value can be separated into

two terms. First, resulting directly from variations in xi on its local cell changing the

integrand F (y). Second, from the chain rule and the effect this has on the Voronoi vertex
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coordinates which alter the integration facets fk for both the current and neighbouring

cells. Overall, assembly of the gradient can be written [10] as

∂ELp

∂xi
=
∑
fk∈Ωi

∂Ik
∂xi

+
∑
cj∈Ωi

∑
fk3cj

∂Ik
∂cj

∂cj
∂xi

. (4.9)

For the Voronoi vertex derivatives ∂cj
∂xi

the reader is advised to refer to [74] for the cell

center and [10] for the clipped boundary vertex cases. This term is linked to the geometric

construction of the clipped Voronoi diagram. The remaining terms are obtained from the

partial derivatives of the integral in Eq. 4.8. These are computed facet-wise using Eqs. (8)

and (9) from [40]

∂Ik
∂xi

=

∫
f ′

∂ ‖F ‖pp
∂F

[
∂M

∂T

∂T

∂xi
(T (ξ)− xi) +M(T (ξ))

(
∂T

∂xi
− 1

)]
J + ‖F ‖pp

∂J

∂xi
dξ, (4.10)

∂Ik
∂cj

=

∫
f ′

∂ ‖F ‖pp
∂F

[
∂M

∂T

∂T

∂cj
(T (ξ)− xi) +M(T (ξ))

(
∂T

∂cj

)]
J + ‖F ‖pp

∂J

∂cj
dξ. (4.11)

Together, these expressions form the analytic derivatives of the Lp-CVT energy func-

tional. Using these energy gradients, the minimization problem minxELp is solved with

Trilinos ROL [121] using an L-BFGS quasi-Newton optimization with cubic line search.

The strength of this line search is especially important in order to ensure suitable descent

is achieved in the presence of discontinuities in the background metric. Convergence is

reached once either the norm of the step size δx or the gradient∇ELp fall below given tol-

erances. The assembly of gradient terms and the quasi-Newton iteration are summarized

in Algorithm 1.
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Algorithm 1: Lp-CVT energy minimization procedure
Input: Metric function M(y), initial node positions x0

while ‖δx‖ > tol and ‖∇E‖ > tol do
Ωi, fk = Generate clipped Voronoi diagram, Section 4.3

// Looping over facets
foreach fk = [xi, cj1, cj2] ∈ Ω do

// Cell energy
Ik = Eq. 4.8
E += Ik

// Analytic derivatives
∂Ik
∂xi
, ∂Ik
∂cj1

, and ∂Ik
∂cj2

= Eqs. 4.10 and 4.11
∂E
∂xi

+= ∂Ik
∂xi

// Cross terms
foreach fm = [xm, cn1, cn2] 3 cj = [cj1, cj2] do

∂E
∂xm

+= ∂Ik
∂cj

∂cj
∂xm

with ∂cj
∂xm

from [10, 74]
end

end

x += δx, L-BFGS step from Trilinos ROL [121]
end
Output: Updated node positions x

4.5 Node Insertion/Removal

However, as the energy minimization procedure discussed in the previous section only

serves to equally distribute points across the domain in the frame field space. An ad-

ditional control is needed to ensure the size of the elements match their target values by

identifying regions for insertion and removal of nodes. Here, this is done through a check

on the individual edge lengths after convergence is achieved as used by [40]. The length

of each edge of the mesh are measured from the Lp line integral

LpM(e) =

∫ 1

0

‖M(γ(t))γ ′(t)‖p dt, (4.12)
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where the edge is a straight line γ(t) = (x2 − x1)t + x1 and γ ′(t) = x2 − x1. Then, these

lengths are sorted and compared against a prescribed range LpM(e) ∈ [Lmin, Lmax]. Edges

above the maximum length are split by inserting a new node at the midpoint. Those

falling below the minimum length are merged to form a single point at the average coor-

dinate (midpoint). During this process, nodes are flagged after use and their remaining

edges ignored in an attempt to limit excessive local changes. The edge-splitting procedure

is summarized in Algorithm 2.

Algorithm 2: Lp-CVT edge splitting procedure
Input: Metric function M(y), node positions x, connectivity Th
begin

// Looping over face-connectivity graph
foreach ei ∈ Th do

LpM(ei) = Eq. 4.12
end

// Looping over sorted edge list
Sort LpM(e), f = false
foreach ei = [xi1,xi2] ∈ LpM(e) do

if LpM(ei) > Lmax and !fi1 and !fi2 then
Add xn = 1

2
(xi1,xi2)

[fi1, fi2] = true
nsplit ++

else if LpM(ei) < Lmin and !fi1 and !fi2 then
Add xn = 1

2
(xi1,xi2)

Delete xi1,xi2
[fi1, fi2] = true
nmerge ++

end
end

end
Output: Updated node list x and number of edges merged/split [nmerge, nsplit]

This process was repeated as an outer iteration for the L-BFGS until the number of

edges split and merged fell below a suitable tolerance on 2 consecutive iterations. Com-

monly, we used a value of 2% of the total number of edges for the limit. However, this

was ramped to a maximum of 5% if overall convergence was still not achieved after many
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steps (typically due to oscillatory split/merge patterns). For the edge length range, a con-

servative LpM(e) ∈ [0.25, 2.0] was used. As we started from relatively few nodes for each

run, this mainly focused on splitting of long edges to result in approximately unit length

segments. Merging was applied only as a last resort to prevent over-grouping of points.

4.6 All-Quad Output

Finally, CGAL [119] is used to generate a constrained Delaunay triangulation of the points

and boundary edges. As mentioned before, with sufficiently high choice of p norm we ex-

pect this minimization to produce right-angled triangles. As a result, they are suitable to

be merged into quads using the Blossom-Quad algorithm through GMSH [51, 110]. This

incorporates the use of the minimum-weight perfect-matching Blossom algorithm origi-

nally developed by Edmonds [38] with a quality based cost function to identify neighbors

for merging. However, a requirement for compatibility with the flow solver is that the

output mesh is all-quad. In the general case, the mesh can only be guaranteed to be quad-

dominant at this stage, therefore, an additional subdivision step is required. To complete

the algorithm, a light angle-based smoothing step is applied to the final all-quad mesh to

help mitigate any mesh quality issues [135].

4.7 Communication

Overall, as this will form part of an adaptive loop with our flow solver, communication

between the two programs is required. As an input, both a background mesh and frame

field are needed. For this purpose, the GMSH ”.msh” v4.1 file format was used [51].

This allowed us to pass the frame field written in the form M(y) = (V (y))−1 as ma-

trix valued data stored in the ”$ElementData” field for each corresponding quad. See

GMSH reference manual for details of formatting [50]. Once meshing was completed, the

output mesh used the same format. However, here the matrix value data was no longer
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needed but boundary information tags were used to define different boundary conditions

or identification of the target surface for functional output evaluation.

4.8 Overview

Overall, the various stages of the program are summarized in Algorithm 3 and in the

flowchart, Fig. 4.2.

Algorithm 3: Lp-CVT Mesh Generation Procedure
Input: Background quad mesh Qn, discrete frame field Fh
begin

// Pre-processing

M(y) = (V (y))−1, define metric from Eq. 3.13 and Section 4.1
T = mesh domain boundaries, Eq. 4.4 in Section 4.2
x0 = distribute volume nodes

// Splitting iterations, Section 4.5
while isplit < imax and igood < 2 do

// Quasi-Newton iterations, Section 4.4
x = Call Algorithm 1

// Edge length checks, Section 4.5
[x, nmerge, nsplit] = Call Algorithm 2
if nmerge < ntol and nsplit < ntol then

igood ++
else

igood = 0
end

end

// Post-processing, Section 4.6
Tn+1 = generate CDT from CGAL [119]
Q/Tn+1 = merge to quad-dominant from Blossom-Quad [110]
Qn+1 = split to all-quad
θ = smooth cell angles based on [135]

end
Output: Adapted quad mesh Qn+1
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Load background mesh
M(y) = (V (y))−1, Qn

Mesh domain boundaries
T

Initialize volume points
T0, x0

Compute energy
E =

∑∫
||M(y)(y − xi)| | dy

Compute gradients
∂E
∂xi

Check convergence
‖δx‖ < tol

Check edge lengths
LM ∈ [Lmin, Lmax]

Merge triangles (Blossom-Quad)
Q/Tn+1

Split Cells
Qn+1

Smooth Cell Angles
θ

Output mesh

Newton iteration

if
{
LM > Lmax split
LM < Lmin collapse

Figure 4.2: Flowchart outlining steps implemented in the Lp-CVT mesh generator.
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Chapter 5

Continuous Mesh Adaptation

As Problem 1 cannot be solved directly, in this chapter it will be approximated by a contin-

uous error model and a continuous mesh model. Extending on past works for high-order

anisotropic error estimation in the triangular case, these models will serve to replace the

objective function and constraint respectively.

First, we will examine the continuous mesh modelling the behaviour of the discrete

hp mesh Qhp. For generality, this will involve a frame field F and a polynomial field P

defined over the domain Ω. However, in our case we will assume a uniform polyno-

mial distribution throughout for high-order h only adaptation. Second, the continuous

error model will be divided into two parts. Locally the optimal shape (orientation and

anisotropy) of the frame field will be determined, leaving the size or density to be solved

as a global problem. Here, we will first consider the case of feature-based adaptation

derived from a global error bound minimization using calculus of variations. Next, mak-

ing use of the dual-weighted residual, we will introduce extensions to the goal-oriented

adaptation. Finally, we provide a summary and brief overview of the complete adaptive

iteration procedure.
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5.1 Continuous Mesh Model

Here, based on Section 3.4, the frame field describes the target element size and shape

at each point via the representative parallelogram. Based on Eq. 3.12, in the orthogonal

case we can decompose the frame by the size h, orientation θ and anisotropy ρ of the local

element. Using, this, we can define the element density throughout the domain

d(x) =
1

4
det (V (x))−1, (5.1)

where V (x) is the linear transformation associated with the frame fx from Eq. 3.9. For

our purposes, this could also be rewritten using det (V (x))−1 = h(x)−2. Integrating this

quantity over the domain, we can estimate the number of elements in the continuous

mesh

Nh(F) =

∫
Ω

d(x) dx =
1

4

∫
Ω

det(V (x))−1 dx. (5.2)

Additionally, the degrees of freedom per element is known from Eq. 2.5 (based on the

number of local shape functions). This can be written in the continuous sense based on

the polynomial field at a given point x ∈ Ω

w(x) = (P(x) + 1)2 , (5.3)

for the 2D tensor-product element case. Integrating Eq. 5.1 over the domain again, this

time weighted by the number of local shape functions from Eq. 5.3, we can approximate

the total degrees of freedom for the continuous hp mesh

Nhp(F ,P) =

∫
Ω

d(x)w(x) dx =
1

4

∫
Ω

det(V (x))−1 (P(x) + 1)2 dx, (5.4)

which is often also called the continuous complexity. This provides a suitable substitute

for the constraint of Problem 1 by Nhp(Qhp) ≈ Nhp(F ,P) ≤ C for some chosen complexity

bound.
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5.2 Local Continuous Error Model

The continuous error model used is based on previous works for the triangular mesh

adaptation case [34, 35, 105]. Here, this results in a frame definition split into two parts

from Eq. 3.12. First, in this section, we will introduce the continuous interpolation error.

This will serve as a replacement for the integrand of the discrete error in Eq. 2.11 deter-

mined by the local solution behaviour and frame field. Additionally, this local error can

then be bounded and minimized relative to an optimal choice of frame orientation θ and

anisotropy ρ. In the next section, the global error will be minimized relative to this bound

to determine the size distribution h of the frame field.

The error in the polynomial solution u of order p will be dominated by the p+ 1 order

terms. Writing this as a Taylor series expansion about the point x̄

ux̄,p(x) =
∑
|α|≤p

∂αu(x̄)

α!
(x− x̄)α (+O(hp+1)), (5.5)

where α = (α1, α2), |α| = α1 + α2 is the multi index of monomial exponents. Taking the

difference with the p+ 1 expansion, this results in a homogeneous error polynomial

eintx̄,p(x) = ux̄,p+1(x)− ux̄,p(x) =

p+1∑
i=0

1

i!(p+ 1− i)!
∂p+1u(x̄)

∂xi∂yp+1−i (x− x̄)i(y − ȳ)p+1−i. (5.6)

This approximates the local discretization error eintx̄,p(x) ≈ (u − uh). Alternatively, this

can be written in terms of the directional derivatives with the unit vector ξ = x−x̄
|x−x̄|

eintx̄,p(x̄+ hξ) = Dp+1
ξ u(x̄)hp+1, ‖ξ‖2 = 1. (5.7)

In order to obtain these high order terms, the enriched solution ũ ∈ Pp+1(D(k)) is

approximated through the H1 patchwise reconstruction on the set of nearest neighbours

(shown in Fig. 5.1)
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k

D(k)

Figure 5.1: Patch of nearest neighbours D(k) of element k for use in reconstruction.

〈ũ, φ〉H1(D(k)) = 〈uh, φ〉H1(D(k)) , ∀φ ∈ Pp+1 (D(k)) . (5.8)

From [35], Eq. 5.7 can be approximately bounded by the high-order quadratic form

|eintx̄,p|(x) ≤
(

(x− x̄)TR(ϕ) diag (A1, A2)
2

p+1R(−ϕ)(x− x̄)
) p+1

2
, (5.9)

where R(θ) is the counterclockwise rotation matrix. From the enriched solution we de-

note the largest order p + 1 directional derivative A1 and its direction ξ1. The directional

derivative in the perpendicular direction A2 is also used. These can be summarized

A1(x̄, p) = max
‖ξ‖2=1

|Dp
ξu(x̄)|, (5.10)

ξ1(x̄, p) = argmax
‖ξ‖2=1

|Dp
ξu(x̄)|, (5.11)

ϕ(x̄, p) ∈ [0, 2π) s.t. ξ1 = (cos(ϕ), sin(ϕ)), (5.12)

A2(x̄, p) = |Dp
ξ2
u(x̄)|, where ξ1 · ξ2 = 0. (5.13)
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Note that the error bound from Eq. 5.9 is approximate as the perpendicular direction

value is not representative of the high-order error level sets. This can be modified as

discussed in [34] to ensure the bound is sharp. However, similar performance is achieved

from these bounds in practice.

With the choice of quadratic form, the level-sets of the error are approximated by con-

centric ellipses. Therefore, from the metric ellipse derived in [34], this can be transformed

into an isotropic error function minimizing the bound on the unit-ball. Thus, we obtain

the anisotropy ρ = (A1/A2)
−1
p+1 and orientation θ = ϕ − π

2
for the frame field. This result

also bounds the cell-wise interpolation error with an added constant to ensure the met-

ric ellipse circumscribes the representative parallelogram. Treating this as a piecewise

constant function over the domain, we introduce the global continuous error estimate

E(d,P) =
∑
k∈Qh

∫
Ωk

e(x̄k, dk, pk) dx =
∑
k∈Qh

∥∥eintx̄,p∥∥qLq(Σ)
≥
∑
k∈Qh

∥∥eintx̄,p∥∥qLq(k)
≈ Eh, (5.14)

which also provides an upper bound for the discrete error from Problem 1. Based on this,

the local continuous error estimate is given by

e(x, d, p) = B(x, p)d(x)−
q(p+1)

2 , (5.15)

where B(x, p) is the local constant determined by the solution behaviour and cell shape,

independent of the element density

B(x, p) = 2
q(p+1)+2

2

(
2π

q(p+ 1) + 2

)
(A1(x, p)A2(x, p))

q
2 . (5.16)

5.3 Global Continuous Error Minimization

After solving the local problem from Eq. 5.15, the remaining continuous global error func-

tion E depends only on the choice of element density d(x) and polynomial distribution
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P(x). Assuming a constant but arbitrary order polynomial distribution, we can introduce

the global continuous error minimization problem:

Problem 2 Given a polynomial distribution P(x) and hp mesh complexity limit C, find the den-
sity distribution solving

min
d
E(d,P) =

∫
Ω

B(x,P(x))d(x)−
q(P(x)+1)

2 dx,

s.t. Nhp(d,P) =

∫
Ω

d(x)(P(x)) + 1)2 dx ≤ C.
(5.17)

Through the substitution of both the objective and constraint functions we obtain a

suitable approximation to Problem 1 in the continuous framework. Here, these are of-

fered through the analogous continuous error and continuous mesh models respectively.

Overall, these provide integral forms for the expressions and access to mathematical op-

timization tools such as calculus of variations which can be used to solve this problem.

First, taking variations in objective and constraint functionals with respect to d(x)

δdE(d,P) = −
∫

Ω

q(P(x) + 1)

2
B(x,P(x))d(x)

−q(P(x+1)+2)
2 δd(x) dx, (5.18)

δdNhp(d,P) =

∫
Ω

(P(x) + 1)2δd(x) dx. (5.19)

Introducing the Lagrangian L(d,P) = E(d,P) + λNhp(d,P). With a fixed choice of P

these variations must equal 0 to obtain a minima

δdL(d,P) = 0 = δdE(d,P) + λδdNhp(d,P), (5.20)

=

∫
Ω

[
λ(P(x) + 1)2 − q(P(x) + 1)

2
B(x,P(x))d(x)

−q(P(x+1)+2)
2

]
δd(x) dx.

Due to the arbitrariness of the variations in d(x), the integrand term in square brackets

must be 0 for a valid solution. As a result

d(x) =

(
2λ(P(x) + 1)

qB(x,P(x))

) 2
−q(P(x)+1)+2

, ∀x ∈ Ω. (5.21)
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which provides the optimal distribution of DOFs dependent on the Lagrange multiplier

λ. Problem 2 can then be solved via Bisection conducted on λ until the constraint is

sufficiently satisfied.

Overall, this defines the size field and completes the global definition of the target

frame field. These targets are then provided to the Lp-CVT mesh generator in order to

produce a conforming adapted mesh (see Chapter 4). Therefore, through the duality of

the continuous framework, we have targeted direct error minimization for the discrete

meshing problem (Problem 1).

5.4 Goal-Oriented Adaptation

Alternatively, as discussed in Section 2.3, many simulations are performed with the pri-

mary goal being to measure some functional of interest. Therefore, we consider an al-

ternative approach for goal-oriented adaptation targeting the error associated with this

functional computation. This is achieved through the dual-weighted residual (DWR) ηk

introduced in Section 2.4. Based on the implementation for tris by Balan et al. [6], this

involves determining a cell-wise area scaling factor αk such that

Ik = αkI
c
k, (5.22)

where Ick is the current cell area measured from the mesh and Ik is the new target area.

Based on the frame field definition, the new frame size will be

h =

√
1

4
αkIck. (5.23)

This shifts the problem to determining a suitable distribution of αk to highlight refine-

ments in areas with large DWR values and coarsen excessively refined areas where the

DWR is small to free up DOFs. From [6], this is achieved through a quadratic fit of αk to

the DWR in the logarithmic space between ηmin = mink∈Ωk
ηk and ηmax = maxk∈Ωk

ηk
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αk =

 ((rmax − 1) ξ2
k + 1)

−1
, ηk ≥ ηref ,

((cmax − 1) ξ2
k + 1) , ηk < ηref ,

(5.24)

where

ξk =


log(ηk)−log(ηref)

log(ηmax)−log(ηref)
, ηk ≥ ηref ,

log(ηk)−log(ηref)
log(ηmin)−log(ηref)

, ηk < ηref .
(5.25)

Here, there are 3 control parameters to choose: the maximum refinement factor rmax,

the maximum coarsening factor cmax and a reference DWR value ηref . With suitable re-

finement and coarsening ranges selected, bisection is performed on the ηref value to con-

trol the complexity growth. Overall, this produces an updated set of size field targets for

the frame definition. Once again, the local minimization based on the primal solution

from Section 5.2 will be used to determine the cell orientation and anisotropy.

Note that unlike in the feature-based adaptation of Section 5.3, this procedure seeks

an iterative improvement in the functional estimate and not a globally optimal distribu-

tion as derived from Problem 2. As a result, there is a significant dependence on the

sequence of previous adaptation steps. In the case of goal-oriented adaptation, this was

used to prevent oscillations between refinement and coarsening of some key regions of

the flow. Here, particular care must be taken to ensure the chosen values of rmax, cmax and

C are well suited for the previous mesh. For the examples shown, we found the choice

[rmax, cmax] = [20, 4] to give good results throughout. These values were also commonly

used in the examples of [6], however, with a different procedure for selecting ηref based

on the fraction of cells to be refined (without direct control of the subsequent total DOFs).

Additionally, care must be taken in the mesh generator to avoid ”creep” in the resultant

complexity relative to the target value as this could lead to requiring a net coarsening on

the following step. In extreme cases, the target complexity may fall outside of the range

of maximum refinement/coarsening (ηref = ηmin or ηref = ηmax respectively) preventing

the continuation of the adaptation procedure.
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5.5 Overview

The following flowchart, Fig. 5.2, and Algorithm 4, provide a summary of the feature-

based and goal-oriented error estimation and mesh adaptation steps. This outline shows

the main components that have been implemented in the flow solver code (PHiLiP) to be

able to use the unstructured adaptation techniques discussed here. Note that each adap-

tive iteration involves a call to either the Lp-CVT mesh generator (discussed in Chapter 4)

or to GMSH for use of BAMG with Blossom-Quad [51, 110] (with metric term discussed

in Section 3.4) in order to generate a new quadrangulation.

Algorithm 4: Continuous error estimation and mesh adaptation process
Input: Initial Mesh Q0, initial solution u0

while Nhp < Nmax do
// Primal and dual solve
uh = solve flow, Eq. 2.9
ψh = solve adjoint, Eq. 2.18 (goal-oriented only)

// Local error minimization
for k ∈ Qh do

ũh = reconstruct p+ 1 solution, Eq. 5.8
A1, A2, ϕ = determine directional derivatives, Eqs. 5.10-5.13

ρ = (A1/A2)
−1
p+1 , target anisotropy

θ = ϕ− π
2
, target orientation

ηk = DWR, Eq. 2.27 (goal-oriented only)
end

// Global error minimization
Find λ (feature-based) or ηref (goal-oriented) by bisection for C − Nhp = 0
d(x) = set cell sizes, Eq. 5.21 (feature-based) or Eq. 5.23 (goal-oriented)

// Adapt mesh
V (x)−1 = assemble target frame field, Eq. 3.13
Qn+1 = call Lp-CVT (Algorithm 3) or BAMG [58]

end
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Initialization
Q0, u0

Flow Solve
uh

Adjoint Solve
ψh

Error Indicator
e ≈ |u− Πhpu|

Compute Local Shape
ρ(x), θ(x)

Solve Bisection
λ or ηref

Assign Element Sizes
d(x), h(x)

Target Metric
(V (x))−1

Lp-CVT or BAMG
Qn+1

Adjoint-based
only

Figure 5.2: Flowchart outlining steps implemented in the PHiLiP flow solver.
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Chapter 6

Results

In the following section, we will examine a selection of test cases. First, this will begin

with a validation of the Lp-CVT mesh generator. We will also examine the impact of the

discrete background mesh on convergence and final all-quad output mesh. After, we

will consider two feature-based and two goal-oriented adaptive iterations. These serve

to study the behaviour of the overall procedure on solutions modelling common flow

behaviours (shocks and boundary layers). Overall, this will provide an initial showcase

of the potential for the method and help identify future areas for development.

6.1 Validation of All-Quad Lp-CVT Mesh Generator

First, before considering the overall adaptive procedure described in Chapter 5, we will

validate the capabilities of the implemented Lp-CVT mesh generator outlined in Chapter

4. Here we will examine the energy minimization based on an analytic metric function.

This was originally defined in Section III.B of [40] based on the Hessian of the saddle

point function f(x, y) = x2 − y2 on the domain Ω = [−1.3, 1.3]2

M(x, y) =

 1 + 4x2 −4xy

−4xy 1 + 4y2

 . (6.1)
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Note that this matrix appears to be derived from the triangular metric case. For ex-

ample, comparing Eq. 3.6 and 3.13 forM− 1
2 and V −1 respectively, the two are equivalent

aside from an additional rotation matrix the left-hand side causing symmetry (and match-

ing the form here). As a result, it is different from of our frame field estimates and results

in a non-orthogonal set of basis vectors for the representative parallelogram (or respec-

tively the unit-ball of the norm). In the 2-norm case, this difference does not matter as

‖Qy‖2 = ‖y‖2 for an orthogonal/rotation matrix. However, the distinction is important

for the general Lp case. Nonetheless, it will be used here due to the availability of results

for comparison.

Starting from the boundary mesh (see Section 4.2) and n0 = 20 randomly distributed

points, we will follow the procedure outlined in Chapter 4. Here, and for all subsequent

cases, the p = 6 norm was chosen for use in the Lp-CVT energy as a trade-off between

accuracy and smoothness of the gradients. Additionally, a valid length range of LM ∈

[0,
√

2] was used for the edge splitting procedure. Overall, Fig. 6.1 shows the initial and

final Voronoi diagrams as well as the energy and gradient convergence.

From here, we can assess that the solver is indeed behaving correctly. Comparing the

initial and final Voronoi diagrams, we see that the Voronoi cells have taken the corre-

sponding shape of the local metric function. Additionally, due to the high-order p norm,

they are close to rectangular and align well along the principle directions. This includes

the cells originating from the boundary nodes, that were fixed during this process. New

nodes have been inserted in the correct regions near the corners to obtain the proper size

distribution. In general, this behaviour matches previous results [40], however, some

slight differences can be noted (e.g. missing node at (0, 0)). These are to be expected due

to a change in starting conditions and the fact that this method converges to a local min-

ima. The Lp-CVT energy decreased significantly through the minimization process, with

the gradient converging to a tolerance of around O(1e−9) throughout all stages. Note

that the gradient jumps (seen around iteration 25, 50, etc.) are due to the insertion of
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Figure 6.1: Summary of Lp-CVT on analytic quadratic metric function.
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new nodes requiring the L-BFGS solver to restart. Overall, for this simple case the entire

procedure takes less than 120 iterations over 5 convergence cycles.

Next, in subsequent sections, we will examine adaptive iterations with the frame field

and corresponding metric derived from Chapter 5. In these cases, only discrete informa-

tion is available on a background mesh for Lp-CVT solver. This results in a discontinuous

metric function and requires point location for each metric evaluation M(x, y). There-

fore, to test the capabilities of the solver under these conditions, we repeat the previous

convergence using a 16× 16 background grid with metrics evaluated from the cell-center

coordinate in Eq. 6.1. For comparison the same set of summary plots are shown in Fig. 6.2

(initial and final Voronoi diagrams as well as energy and gradient convergence). Notably,

this change results in a lack of gradient convergence. Unlike before, we only see a 2 order

drop before stalling. This is expected due to the jumps introduced in the second term of

Eqs. 4.10 and 4.11 by the discontinuous metric function. In the present work we have

forgone any interpolation of the metric between background mesh elements. See [41] for

a discussion of some possible choices that have been proposed for use with Lp-CVT, for

example, linear interpolation, a method in the exponential space from Pennec et al. [102]

and a spline based approach. However, each of these methods has drawbacks making

them unsuitable or impossible to use with the unstructured mesh and non-symmetric

matrix case. For example, special care must be taken to avoid introducing size field sin-

gularities where det (M(y)) = 0 or a very small value. Additionally, some research has

been conducted on frame field interpolation, see [123].

Despite this limitation, considerable reductions in the energy are achieved through

the strength of the cubic line search. Overall, we see from Fig 6.1d that process is stopped

when the step size reaches the given tolerance. Additionally, looking at the final Voronoi

diagram, we see similar behaviour to before. Even then, this is partially caused by the

differences in the boundary mesh due to the change in metric sizes along the edge (and

rounding to an integer number of unit-edge segments). Therefore, this method achieves

the desired behaviour at the cost of requiring more iterations to achieve convergence.
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Figure 6.2: Summary of Lp-CVT on background quadratic metric function.
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Figure 6.3: Comparison of final all-quad mesh on quadratic metric function.

After conducting the post processing steps, these similarities are also reflected in the

final all-quad mesh (compared in Fig. 6.3). Here, the final Voronoi diagrams have been tri-

angulated (with a Constrained Delaunay Triangulation), merged to form a quad-dominant

mesh, then split and smoothed to create the all-quad mesh shown. Overall, this pro-

duces aligned and anisotropic quad elements which match the local solution behaviour.

Merging has also lead to a reduction in the number of small angles introduced by split-

ting anisotropic triangles. Therefore, through this initial result, we justify the use of this

method to conform to our computed discrete frame field targets in the sections to come.
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Figure 6.4: Initial S-Shock solution (p = 2).

6.2 Feature-Based S-Shock Adaptation

For the first complete example, we will examine the behaviour of this method for feature-

based adaptation of a weak shock. This case is an anisotropic advection-diffusion prob-

lem with a manufactured solution

∇ · (D∇u)− C · ∇u = S, (6.2)

where

D =
0.01π

e

12 3

3 20

 , C =
[
1.1,−π

e

]T
, (6.3)

and S is the manufactured source term corresponding to the exact solution

u(x, y) = 0.75 tanh (4 sin (10y − 5)− 24x+ 12), (6.4)

defined on Ω = [0, 1]2. Convergence of the solution in the L2 norm was studied starting

from an initial 16x16 grid (see Fig. 6.4) with uniform polynomial orders (ranging from

1-3). For reference, the behaviour was compared with uniform refinement and a fixed-
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fraction approach with 30% splitting based on the largest order p+1 directional derivative

of the reconstructed solution. To evaluate the effectiveness of the Lp-CVT mesh generator

implemented here, we will also consider using the target frame field estimates with a

BAMG mesh generated by GMSH [51, 58] (merged with Blossom-Quad [110] to produce

an all-quad mesh). For this case, the Riemannian metric field is assembled viaM = MTM

(based on the discussion in section 3.4). For each of the continuous methods (BAMG and

Lp-CVT), we use a 1.5× target complexity growth for each step (or equivalently increase

in total DOFs). For the Lp-CVT mesh generator, we use an edge splitting tolerance of

LM ∈ [0.25, 2.0] and terminate the procedure when less than 2% of edges are flagged on

consecutive iterations. This range was chosen conservatively to prevent oscillations in the

adding and removal of nodes while mainly targeting the coarse initial edges for splitting.

Note that unlike the previous example, this case makes full use of the error estimation,

target frame generation and unstructured background metric function (requiring point

location) to iteratively adapt the mesh.

To clarify the details of this procedure before looking at the overall results, the se-

quence of target frame fields and corresponding discrete mesh are shown in Fig. 6.5 (for

the p = 2, Lp-CVT case). Starting from the initial solution on the coarse grid from Fig. 6.4,

the continuous error estimation process of Chapter 5 is used to derive the target frame

field shown in 6.5a. Here the frames are plotted as the underlying vector set, however,

with the axes lengths inverted to better highlight areas of refinement. It can be seen that

even on the first iteration, the refinement targets clearly outline the shock shape (with

coarsening away from this area) and produce frame axes aligned with the natural curva-

ture. In particular, it can be observed that greater refinement is requested along the trans-

verse shock direction as would be expected to capture the steep gradients. Fig. 6.5b shows

the adapted grid resulting from this first target frame field. The grid already follows the

S-Shape in semi-structured patches, greatly improving the resolution of the shock front.

However, the process does not stop here and is repeated on the new (now unstructured)

background mesh from this flow solution. Gradually throughout the iterations, it can be
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(a) Input frame field (Adaptation #1) (b) Output mesh solution (Adaptation #1)

(c) Input frame field (Adaptation #2) (d) Output mesh solution (Adaptation #2)

(e) Input frame field (Adaptation #3) (f) Output mesh solution (Adaptation #3)

Figure 6.5: Sequence of target frame fields (1/h) and Lp-CVT adapted grids, feature-based
S-Shock (p = 2).
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(g) Input frame field (Adaptation #4) (h) Output mesh solution (Adaptation #4)

(i) Input frame field (Adaptation #5) (j) Output mesh solution (Adaptation #5)

(k) Input frame field (Adaptation #6) (l) Output mesh solution (Adaptation #6)

Figure 6.5: Sequence of frame fields (1/h) and Lp-CVT adapted grids, feature-based S-
Shock (p = 2). Continued...
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observed how further refinement is targeted toward this crucial area of the solution. As

the flow solution becomes more accurate during this process, the frame field estimates

also see improvements and maintain good alignment (across the shock) with their neigh-

bouring cells. This can be observed through the consistent rows of vectors from the frame

field across the straight regions of the shock. Finally, the process terminates either at some

desired error tolerance, or as in our case here, a maximum number of DOFs is reached.

Next, the overall error convergence results are shown in Fig. 6.6. In general, the

continuous error estimates performed favorably in all cases. Towards the final iterations

of the p = 1 case, the BAMG mesh was able to outperform Lp-CVT with both offering

slight improvements over a fixed fraction approach. However, the benefits of the Lp-

CVT mesh generator are particularly noticeable at the beginning of the p = 2 and p = 3

cases. Towards the end, the continuous methods evened out, with both offering a sizeable

improvement over a typical fixed fraction approach. Here, the dashed grey lines indicate

the optimal asymptotic convergence rate for the DG method, O(hp+1). Note, this may

not be attained due to the need to sufficiently resolve all flow features. In this case, the

adaptive methods allow convergence to meet or exceed this rate starting from a uniform

mesh which is not yet in the asymptotic regime.

Additionally, Table 6.1 compares the wall clock time required for solving the advection

diffusion problem on each final mesh. In general, similar computational effort is needed

for all methods in reaching the final accuracy shown. Note that although the uniform

case ran slightly faster, it has been omitted due to its significantly higher error levels.

Although there are variations between the other methods, some of the discrepancies can

be explained by differences in the number of degrees of freedom for each mesh.

60



10
3

10
4

10
-3

10
-2

10
-1

(a) p = 1

10
4

10
-5

10
-4

10
-3

10
-2

(b) p = 2

10
4

10
5

10
-6

10
-5

10
-4

10
-3

(c) p = 3

Figure 6.6: Convergence of L2 error for the feature-based S-Shock case.
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NDOF ‖u− uH‖2 t

p = 1
Fixed-Fraction 1.78× 104 9.03× 10−4 8.74
BAMG 1.77× 104 4.88× 10−4 6.34
Lp-CVT 1.92× 104 6.58× 10−4 7.00

p = 2
Fixed-Fraction 4.36× 104 5.77× 10−4 57.89
BAMG 3.21× 104 1.66× 10−5 28.66
Lp-CVT 3.75× 104 1.42× 10−5 42.46

p = 3
Fixed-Fraction 6.83× 104 1.91× 10−6 196.22
BAMG 6.34× 104 5.22× 10−7 151.79
Lp-CVT 6.32× 104 6.12× 10−7 194.01

Table 6.1: Comparison of final mesh solution wall clock times (in seconds) for the feature-
based S-Shock case.

Error trends can be justified by examining the final mesh for each case in Figs. 6.7

(p = 1), 6.9 (p = 2) and 6.11 (p = 3). From here, we can see differences in the areas

highlighted by the fixed-fraction method. This corresponds with the regions of largest

directional derivatives, which in particular for these cases, lie along the straight diagonals

of the shock. For the p = 1 case, there appears to be an inflection point for the quadratic

error estimate. However, for the p = 2 and p = 3 cases, the behaviour appears to be

continuous across the shock.

Moving on to the continuous methods, as examined from the iterative procedure be-

fore (based on the p = 2, Lp-CVT case), these are able to completely re-mesh the domain

between iterations. As a result, this reduces the dependency of these methods on the ini-

tial mesh configuration and allows them to retarget the initial DOFs towards the shock.

This is one of the reasons the Lp-CVT method was able to perform noticeably better in

the early iterations of the p = 2 and p = 3 cases. Both methods refine along the shock,

introducing anisotropy in the straight diagonal segments and coarsening other areas of

the domain. One noticeable difference for both orders is the smoother transition of mesh

sizes in the BAMG case away from this region. This mainly results from the inclusion of

metric smoothing in the method.
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To better distinguish the details between the meshing behaviour along the shock, Figs.

6.8 (p = 1), 6.10 (p = 2) and 6.12 (p = 3) show a closeup of the top-most shock region in-

tersecting the boundary. First, in the p = 1 case, we notice the alignment of the cells along

the shock forming somewhat regular and aligned rectangular shapes. On the other hand,

the cells produced by BAMG are more random as the triangular based mesh generator

offers no control over cell orientation. Additionally, examining closely, the Lp-CVT pro-

duces slightly coarser cells in the center of the shock near the inflection point, as desired

from the observations of the fixed-fraction method. On the other hand, this behaviour

is smoothed out for the BAMG mesh. In the p = 2 case, changes across the shock are

more gradual. Here, the row of quad elements for the Lp-CVT mesh curve naturally orig-

inate from the boundary along the shock shape. Once again, this produces an aligned

quad structure instead of the irregular orientations present in the BAMG mesh. Similar

trends were also observed for the p = 3 case. Overall, both methods systematically intro-

duce anisotropy, helping to accurately capture the solution behaviour and highlighting

the usefulness of the frame field targets.
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.7: Final mesh obtained for the feature-based S-Shock (p = 1).

(a) BAMG (b) Lp-CVT

Figure 6.8: Closeup of final mesh obtained for the feature-based S-Shock (p = 1).
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.9: Final mesh obtained for the feature-based S-Shock (p = 2).

(a) BAMG (b) Lp-CVT

Figure 6.10: Closeup of final mesh obtained for the feature-based S-Shock (p = 2).
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.11: Final mesh obtained for the feature-based S-Shock (p = 3).

(a) BAMG (b) Lp-CVT

Figure 6.12: Closeup of final mesh obtained for the feature-based S-Shock (p = 3).
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Figure 6.13: Initial boundary layer solution (p = 2).

6.3 Feature-Based Boundary Layer Adaptation

Next, looking at another feature-based advection-diffusion case. This time to examine the

behaviour of this method in the presence of an artificial boundary layer. For this case, the

manufactured solution is given by

u(x, y) =

(
x+

ex/ε − 1

1− e1/ε

)(
y +

ey/ε − 1

1− e1/ε

)
, (6.5)

where ε = 0.005 (as used in [35] for their steeper boundary layer). This results in a

quadratic behaviour that quickly decays in the upper and right sides as shown on the

coarse initial grid in Fig. 6.13. The success of the various methods will depend heav-

ily on their ability to incorporate small cell sizes along the steep and rapidly changing

gradients in this region. For the diffusion and advection constants in Eq. 6.2, D = 0.1I

and C = [1, 1]T were used respectively. Again, the 4 methods described before (uniform,

fixed-fraction, and continuous estimates with BAMG and Lp-CVT mesh generators) were

used with polynomial orders 1 to 3 and the error convergence in the L2 norm was plotted

in Fig. 6.14. Once again, Table 6.2 shows the wall clock times needed to compute the

solution on each final mesh for the various methods and polynomial orders. In general,

this case performed slightly faster with similar trends throughout.
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Figure 6.14: Convergence of L2 error for the feature-based boundary layer case.
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NDOF ‖u− uH‖2 t

p = 1
Fixed-Fraction 1.36× 104 2.01× 10−3 3.82
BAMG 1.57× 104 1.33× 10−3 3.81
Lp-CVT 2.09× 104 3.58× 10−4 6.17

p = 2
Fixed-Fraction 3.02× 104 1.06× 10−4 20.12
BAMG 3.85× 104 9.68× 10−6 30.17
Lp-CVT 4.04× 104 1.06× 10−5 28.46

p = 3
Fixed-Fraction 5.37× 104 5.32× 10−6 87.26
BAMG 7.20× 104 1.30× 10−7 153.14
Lp-CVT 6.39× 104 7.43× 10−7 113.11

Table 6.2: Comparison of final mesh solution wall clock times (in seconds) for the feature-
based boundary layer case.

For this case, the use of the continuous methods offered significant benefits across

all cases compared to the uniform and fixed-fraction refinements. This is particularly

noticeable in the early iterations when these methods can re-purpose the initial DOFs

to the highly anisotropic boundary layer region. In particular for the p = 1 case, the

Lp-CVT method was able to maintain this improvement despite stalling of the BAMG

convergence after a few iterations (making it more comparable with the error levels of

the fixed-fraction method). For p = 2, both continuous methods saw nearly equivalent

convergence, with both offering solid benefits. However, we will see below that the exact

characteristics of the mesh used to attain these levels are rather distinct. Finally for the p =

3 case, the Lp-CVT method started off the best, but, began to stall at later iterations due

to reaching limitations in its anisotropy. Unfortunately, this is to be expected at a certain

point with the Lp-CVT method as the hessian has been observed to be ill-conditioned

in highly anisotropic regions [74]. This problem is further exacerbated by the use of a

discrete background metric function. Overall, once the error is sufficiently small and

equidistributed over the domain, the refinement is expected to be uniform throughout

with error convergence in the asymptotic range.

Once again, we will examine the final mesh to justify these trends. First, Fig. 6.15

shows the set of final p = 1 mesh. Here, unlike the previous test case, there is uniform
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refinement throughout the domain (due to the non-constant function behaviour). For the

most part the continuous methods produced visually similar results, however, the metric

smoothing of the BAMG resulted in patches of larger cells directly on the boundary (for

example, at the top center). As a result, a large portion of the overall error came from

these relatively few cells. This resulted in the decreased error convergence relative to the

Lp-CVT method. Fig. 6.16 shows a closeup of one of these problematic areas near the

center on the top edge of the mesh. Looking at the boundary region, there is a noticeable

difference in the size of elements closest to the wall. On the other hand, the Lp-CVT

method produced a more regular and well aligned mesh in this region.

For the p = 2 and p = 3 cases, the final mesh are quite different as shown in Figs.

6.17 and 6.19 respectively. As the lower left region of domain is nearly quadratic, it can

be accurately captured with a minimal number of elements. This allowed for coarsening

in this region for the continuous methods, leaving the steep boundary layer as the main

feature to be refined. As a result, the element size nearest to the wall is crucial to accu-

rately resolve the solution. Additionally, as there is minimal behaviour in the transverse

direction, anisotropic cells help limit the added DOFs and corresponding complexity.

This can be better observed from Figs. 6.18 and 6.20 showing a closeup of the top-right

corner of the mesh for the BAMG and Lp-CVT methods. Here, both mesh generators suc-

cessfully incorporate small isotropic elements directly in the corner with anisotropy along

the sides. However, there is a clear trade-off between the two methods in this region. First,

BAMG is able to produce more anisotropic grids with a smoother transition from the re-

fined areas (owing to the metric smoothing). However, this produces diagonal or other-

wise misaligned cells with small minimum angles. On the other hand, Lp-CVT produces

better aligned quads but at the cost of decreased anisotropy near the wall. The Lp-CVT

minimization in this region also becomes more challenging as the boundary points are

constrained by the pre-processing step.
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.15: Final mesh obtained for the feature-based boundary layer (p = 1).

(a) BAMG (b) Lp-CVT

Figure 6.16: Closeup of final mesh obtained for the feature-based boundary layer (p = 1).

71



(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.17: Final mesh obtained for the feature-based boundary layer (p = 2).

(a) BAMG (b) Lp-CVT

Figure 6.18: Closeup of final mesh obtained for the feature-based boundary layer (p = 2).
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.19: Final mesh obtained for the feature-based boundary layer (p = 3).

(a) BAMG (b) Lp-CVT

Figure 6.20: Closeup of final mesh obtained for the feature-based boundary layer (p = 3).
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(a) Adjoint, ψ (b) DWR, η

Figure 6.21: Initial S-Shock adjoint and logarithmic DWR (p = 1).

6.4 Goal-Oriented S-Shock Adaptation

Moving on to the adjoint-based error indicator and goal-adaptation procedure from Sec-

tion 5.4. We return to the S-Shock case from Section 6.2 for an advection-only problem

(with the same flow constants as before). Here, the new goal is to accurately predict the

functional corresponding to the 2 norm squared over the right boundary of the domain

J (u) =

∫
Γright

‖u‖2
2 dΓ. (6.6)

As the behaviour is less intuitive for this case, Fig. 6.21 shows the initial p = 1 adjoint

solution and corresponding DWR (on a logarithmic scale). This highlights the areas with

largest contribution to the functional error.

For goal-oriented cases, the DWR will be used as an indicator for the 30% fixed-

fraction flagging. For the continuous methods, the orientation and anisotropy of the tar-

get frame are derived from the primal solution behaviour. However, for the size updates,

we use the quadratic fit of the logarithmic DWR from Eq. 5.24. For the two goal-oriented

test cases, [rmax, cmax] = [20, 4] are used for the size update range with the same com-

plexity step of 1.5×. We will be comparing the 4 convergence rates on polynomial orders
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NDOF |J (u)− JH(uH)| t (sol.) t (adj.)

p = 1
Fixed-Fraction 3.00× 104 5.17× 10−8 14.69 19.57
BAMG 2.08× 104 6.15× 10−8 8.05 13.31
Lp-CVT 2.50× 104 2.76× 10−7 10.20 15.72

p = 2
Fixed-Fraction 3.50× 104 3.80× 10−9 41.92 48.21
BAMG 2.48× 104 1.12× 10−9 22.40 23.65
Lp-CVT 2.38× 104 5.93× 10−9 25.87 28.93

p = 3
Fixed-Fraction 6.09× 104 2.16× 10−12 221.96 136.58
BAMG 7.72× 104 1.69× 10−11 222.92 120.13
Lp-CVT 6.19× 104 1.67× 10−10 172.88 134.42

Table 6.3: Comparison of final mesh solution and adjoint problem wall clock times (in
seconds) for the goal-oriented S-Shock case.

ranging from 1 to 3, see Fig. 6.22. Note that these convergence plots correspond to the

error in the functional (relative to the exact value). Asymptotically, a convergence rate of

O(h2p+1) can be achieved for adjoint-consistent schemes (as is the case here, see Section

2.4). This is indicated by the dashed grey lines on the figures. In table 6.3, the time re-

quired for solving both the primal (flow) and dual (adjoint) problems are listed. Here, the

flow solution time was decreased due to removal of diffusion. Here, in comparison the

adjoint started off as the larger fraction time, but, decreased as the scale of problems grew

with polynomial order. In this case, this step includes projection of uH to the fine grid

(with enriched polynomial orders) and the subsequent solution of the adjoint problem.

Right away with the p = 1 case, the goal-oriented adaptation proved noticeably more

challenging for the continuous methods. From here, it appears the fixed-fraction was

more stable when working with under-resolved flow features. Only general target areas

are needed rather than the complete set of new size targets. This issue is exacerbated by

the quadratic fitting to the DWR, resulting in large target size variations between neigh-

bouring cells. As a result, it took multiple iterations before stronger convergence began.

However, in the p = 2 and p = 3 cases where the accuracy of the initial solution is suffi-

cient, the convergence is better behaved with the continuous methods. This is particularly

beneficial with the Lp-CVT method at early iterations for these cases. However, later on
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this method suffered due to difficulties meshing in the presence of large discontinuities

in the background metric (without the use of any smoothing).

Examining the final mesh produced for the p = 1 case in Fig. 6.23, all adaptive meth-

ods concentrated refinement in the areas expected (from the initial DWR graph). This

was mainly around the upper half of the shock feature corresponding to the areas that

will be advected onto the right boundary. In particular, the central shock region was most

targeted with a line of refinement leading to the corner. A closeup of this region is shown

in Fig. 6.24 for the continuous methods. Here we see the additional smoothness from

the BAMG mesh generator and the targeting of the downstream side of the shock. On

the other hand, the Lp-CVT method still maintained some alignment of the cells with the

shock direction. However, the sharper variations in frame size resulted in more out of

place points and affected the quad structure in this region. It also exhibited a more sud-

den coarsening towards the bottom left away from the area of interest. For p = 2 (Figs.

6.25 and 6.26) and p = 3 (Figs. 6.27 and 6.28), these variations were smoother, helping

to improve the convergence behaviour. Overall, more work is needed to offer consistent

benefits over the fixed-fraction method for this case.
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Figure 6.22: Convergence of functional error for the goal-oriented S-Shock case.
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.23: Final mesh obtained for the goal-oriented S-Shock (p = 1).

(a) BAMG (b) Lp-CVT

Figure 6.24: Closeup of final mesh obtained for the goal-oriented S-Shock (p = 1).
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.25: Final mesh obtained for the goal-oriented S-Shock (p = 2).

(a) BAMG (b) Lp-CVT

Figure 6.26: Closeup of final mesh obtained for the goal-oriented S-Shock (p = 2).
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.27: Final mesh obtained for the goal-oriented S-Shock (p = 3).

(a) BAMG (b) Lp-CVT

Figure 6.28: Closeup of final mesh obtained for the goal-oriented S-Shock (p = 3).
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(a) Adjoint, ψ (b) DWR, η

Figure 6.29: Initial boundary layer adjoint and logarithmic DWR (p = 1).

6.5 Goal-Oriented Boundary Layer Adaptation

Finally, returning to the boundary layer case with a goal-oriented adaptation. Here the

same flow constants were used as in Section 6.3 and the previous functional, Eq. 6.6 from

Section 6.4. This corresponds to Fig. 6.29, showing the initial adjoint and DWR on a

logarithmic scale. Overall, with advection towards the steep boundary layer, the majority

of the error is contributed near the edge of the domain in this region. The area leading

up to this behaviour is also identified (for p = 1), however, at a noticeably lower level.

With the 4 methods discussed and varying polynomial orders, the functional convergence

plots are shown in Fig. 6.30. Table 6.4 lists the wall-clock time for each step which once

again followed similar trends to the previous cases.

Once again, the two continuous methods offered advantages working with this bound-

ary layer case. This shows promise for capturing these features in more detailed and com-

plex problems. Overall, the BAMG method offered the best final mesh in each case. In

particular for the p = 3 case, it provided nearly a 5 order of magnitude decrease in the

error relative to the fixed-fraction. The Lp-CVT started the iterations with strong conver-

gence, especially in the p = 2 and p = 3 cases where it was initially the best option. How-

81



NDOF |J (u)− JH(uH)| t (sol.) t (adj.)

p = 1
Fixed-Fraction 1.37× 104 6.43× 10−8 4.32 7.00
BAMG 1.23× 104 2.69× 10−8 3.92 5.03
Lp-CVT 1.35× 104 3.90× 10−7 3.35 5.26

p = 2
Fixed-Fraction 3.05× 104 1.96× 10−10 22.72 29.35
BAMG 3.80× 104 8.41× 10−12 30.58 39.18
Lp-CVT 3.92× 104 4.81× 10−10 29.83 40.00

p = 3
Fixed-Fraction 5.54× 104 5.81× 10−11 98.48 96.23
BAMG 7.46× 104 7.25× 10−16 165.92 90.99
Lp-CVT 4.74× 104 2.28× 10−12 88.56 86.96

Table 6.4: Comparison of final mesh solution and adjoint problem wall clock times (in
seconds) for the goal-oriented boundary layer case.

ever, towards later iterations, it began to show a similar stalling effect observed for the

p = 3 feature-based case. This is due to a combination of the limitation in the anisotropy

and difficulties conforming to rapid variations in the size field. More work will be needed

to fully address these problems.

Examining the resulting mesh for the p = 2 case in Fig. 6.33. There is a clear targeting

of the right hand side as expected. The continuous methods benefit from the introduction

of anisotropy in this area and their ability to iteratively remesh the domain as more in-

formation becomes available. However, as the goal-oriented error estimates only provide

iterative size field updates and do not embed underlying information about the exact

behaviour. These changes must be reflected over several steps and they are more suscep-

tible to oscillation. This also lead to a noticeable coarsening of the upper edge which is

irrelevant to the functional despite showing strong solution behaviour. From the closeup

of the upper-right corner in Fig. 6.34, we can see the boundary resolution achieved by the

continuous methods. Here the Lp-CVT method maintained good alignment, but with less

anisotropy compared to the corresponding feature-based mesh. On the other hand, while

lacking this alignment the BAMG mesh generator exhibited smooth transitions from the

anisotropic region with better refinement along the diagonal line leading to the upper

right corner. Here, the smooth transition is also seen in the full mesh plot and resulted in
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a well-behaved mesh in the intermediate area. This difference highlights the importance

of metric smoothing when working with this choice of goal-oriented error estimate.

For the p = 1 case (Figs. 6.31 and 6.32), similar trends were seen along the boundary.

However, only the BAMG method was able to produce isotropic refinement in the rele-

vant half of the quadratic region. Finally, for the p = 3 case (6.35 and 6.36), trends largely

match the p = 2 case. Mainly the goal-oriented adaptation resulted in more isotropic cells

along the boundary when compared with the previously examined feature-based case.

As the choice of anisotropy is still governed by the primal solution, these effects result

from the size variations in DWR based updates. Resolving this limitation would help to

capture the full benefits of the unstructured mesh adaptation procedure.
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Figure 6.30: Convergence of functional error for the goal-oriented boundary layer case.
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.31: Final mesh obtained for the goal-oriented boundary layer (p = 1).

(a) BAMG (b) Lp-CVT

Figure 6.32: Closeup of final mesh obtained for the goal-oriented boundary layer (p = 1).
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.33: Final mesh obtained for the goal-oriented boundary layer (p = 2).

(a) BAMG (b) Lp-CVT

Figure 6.34: Closeup of final mesh obtained for the goal-oriented boundary layer (p = 2).
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(a) Uniform (b) Fixed-fraction

(c) BAMG (d) Lp-CVT

Figure 6.35: Final mesh obtained for the goal-oriented boundary layer (p = 3).

(a) BAMG (b) Lp-CVT

Figure 6.36: Closeup of final mesh obtained for the goal-oriented boundary layer (p = 3).
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Chapter 7

Conclusions

In conclusion, this thesis has introduced an all-quad unstructured mesh adaptation frame-

work suitable for use with high-order methods such as the Discontinuous Galerkin meth-

od. At its core, this involved the introduction of the continuous mesh and the continuous

error models. The approach relied on the use of a frame field to define the target element

orientation, anisotropy and size for the discrete mesh as continuous quantities. As a re-

sult, ideas originating from anisotropic triangular mesh adaptation under the influence

of a Riemannian metric space can be directly extended to the quad meshing case with

additional control over the cell orientations. This allowed us to restate the discrete error

minimization problem in a way that could be directly solved by calculus of variations.

The minimization targeted a globally optimal distribution of degrees of freedom tailored

to the discrete solution obtained from the flow solver. The evaluation of these estimates

was integrated in our in-house solver, PHiLiP. This also provides the added flexibility of

using these targets with other adaptive techniques in the future.

Additionally, by incorporating the dual-weighted residual (DWR), we were able to

consider extensions to goal-oriented adaptation problems. These are particularly useful

in CFD applications as they directly and effectively target improvements in the chosen

functional. In the present work, this was achieved through iterative updates to the size
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field based on the DWR distribution in the logarithmic space. Therefore, allowing the

effects to be integrated with our anisotropic target cell shapes from the flow solution.

Next, the work also considered the design and implementation of an Lp-CVT mesh

generator capable of conforming to the target frame field derived from the aforemen-

tioned error estimates. Here, the mesh nodes were distributed based on an energy min-

imization procedure in the Lp anisotropic space. For this work, the anisotropic metric

resulted from the inverse linear transformation associated with the discrete frame field.

Insertion and removal of nodes was controlled through a valid edge length criteria. Fi-

nally, a series of post-processing steps were undergone to triangulate, merge and output

an all-quad mesh suitable for use with the flow solver on subsequent iterations. This was

developed as a standalone code, allowing the individual components of this project to be

used in conjunction or independently.

Finally, through the series of test cases examined, this work showed great promise for

the future of the methods. In the feature-based cases, the continuous estimates offered sig-

nificant reduction in error compared to a more traditional fixed-fraction approach. This

was partially due to the ability of these methods to completely remesh the domain as

new information becomes available. Additionally, in the case of the Lp-CVT mesh gen-

erator, anisotropy and good alignment were observed with the flow features. For the

goal-oriented adaptation, the behaviour was more case dependent. From a meshing per-

spective, these estimates introduced additional challenges as they incorporate localized

effects and resulted in sharper variations in the mesh gradation than previously seen. For

the boundary layer case, the use of the continuous estimates offered notable improve-

ments when coupled with the BAMG mesh generator. However, based on the strong

convergence observed during the first iterations, the results in other cases may also fur-

ther benefit from these methods once the current limitations are addressed.

Overall, the current work provides a foundation for further in-depth studies of all-

quad mesh generation and adaptation techniques. These methods have shown great po-

tential to be extended to more challenging problems where they may aid in the under-
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standing of complex flow phenomenon. Therefore, the contributions of this work have

served as a stepping stone to facilitate future progress in hopes of one day incorporating

highly accurate and automated simulations in the CFD workflow.

7.1 Future Work

In addition to the results and developments achieved, this work helped to highlight fu-

ture directions for progression of these methods. With many of the current limitations,

there are clear paths that may address them and improve the overall robustness. Here

we consider logical next steps for the mesh generator and continuous error estimation

procedures.

7.1.1 Lp-CVT Mesh Generator

Improve output anisotropy - One of the main limitations was the difficulty in conform-

ing to highly anisotropic meshing targets. As mentioned in [74], the energy functional

becomes ill-conditioned in these regions. This issue is further exacerbated through the

discontinuities in the background metric function rendering the analytic gradients inac-

curate. The Voronoi cell shapes in these regions are highly sensitive to perturbations in the

node positions. Some frame field methods have achieved this behaviour by performing

isotropic meshing on a deformed surface [99]. Other possible solutions specific to CVT

methods involve modifying the local polygon for the energy integration (replacing the

Voronoi cells). To name a few possibilities, this has been studied through the Anisotropic

Centroidal Voronoi Tessellation (ACVT) [37] or by introduction of the Bregman diagram

for the Optimal Voronoi Tessellation (OVT) [19].

Extend clipping procedure to non-convex geometries - Next, one of the major restrictions

is that the current code works only on convex domains. This is due to the simplified form

of the clipping procedure that was used. However, extensions to the standard CVT have
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already been proposed which resolve this issue and could also be applied to our case

[132]. As the DG method and solver are already capable of handling these configurations,

this change would allow us to study more geometrically complex cases.

Incorporate metric field smoothing - The behaviour of the metric field could be improved

both globally and cell-wise. First, globally a metric smoothing or edge length smoothing

could be used to prevent areas of high mesh gradation that are problematic for the output

mesh. Second, locally an interpolation scheme could be used to reconstruct the metric

behaviour and reinstate the terms lost in the analytic gradients. For our case, we have

the additional challenge that the matrix representation is non-symmetric. Some possible

approaches have been proposed in [41] such as linear, exponential (from Pennec et al.

[102]) and spline based interpolations for the symmetric case, however, inspiration could

also be drawn from frame field interpolation methods [123].

Various speed improvements - Finally, in comparison to more traditional mesh genera-

tors, the computational cost and speed of this approach are major bottlenecks. Some ideas

to reduce this effect include modifying the point location data-structure to use a traversal

search [132] or starting from an anisotropic triangulation of the domain to circumvent the

costly additional splitting cycles (as used in the isotropic case [10]).

7.1.2 Continuous Error Estimation

Study the mesh adaptation of more complex cases - Assuming suitable adjustments to

the mesh generator have been made (or extending usage with BAMG), more complex

geometries should be studied (Gaussian Bump, airfoils, etc.). Additionally, we should

also consider flow problems involving several variables, such as with the Euler equations.

Incorporate hp adaptivity - The method proposed for hp adaptivity decisions by Dole-

jsi et al. [35] can serve as a direct extension to our quad-meshing case. However, first,
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additional implementation and validation of the solver under these conditions will be re-

quired. This allows the benefits of large cells with p refinement in smooth areas and small

low-order cells with h refinement near discontinuities.

Consider alternative anisotropic quad generation techniques - The current develop-

ments are not bound by the particular choice of mesh generator. Thus far, the Lp-CVT

method has provided a convenient means for studying anisotropic quadrangulations.

However, several promising methods are currently under development and should also

be considered going forward, particularly for speed and practicality [15, 21, 88, 99].

Alternative goal-oriented adaptation - The current goal-oriented adaptation procedure is

heavily dependent on previous mesh iterations. Additionally, it introduced challenging

variations in the size field. However, some triangular mesh generation methods avoid

this by directly incorporating the adjoint in the goal-oriented metric definition (e.g. [82] in

the p = 1 case). As the adjoint will also converge to a physical value during the iterations,

these continuous targets approach a consistent distribution (up to the choice of scaling

parameter needed to match the complexity target).
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