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Abstract

Lower Earth orbits (LEO) have become the residence for a significant number of large
space debris, most of which are defunct satellites and rocket upper stages. The said debris
jeopardize regular spacecraft operations in LEO and act as sources of smaller debris as a
result of collisions and degradation. To mitigate the adverse effects of space debris and to
remediate the LEO region, active debris removal (ADR) missions have been proposed. In
this thesis, a mission plan for de-orbiting multiple pieces of large space debris is formulated
and evaluated. Within this mission plan, low thrust orbital manoeuvres are used to achieve
the necessary orbital transfers by considering the trade-offs between fuel mass and mission
time. For the proposed mission scenario, the debris re-enters Earth’s atmosphere in an
uncontrolled fashion and as such, strategies for minimizing casualty risk as a result of
debris re-entry are proposed.

In the first part of the thesis, two approaches for multiple debris removal are considered:
recursive and mothership. The latter involves the chaser travelling directly from debris to
debris and is used for benchmarking the primary (recursive) mission scenario. The recur-
sive scenario requires the chaser to capture and de-orbit the debris to a disposal orbit, after
which it releases the first piece of debris and performs a rendezvous with the next debris,
continuing until the end of the mission in a recursive fashion. Within each rendezvous
phase, the orbital drift of both the chaser and the target are considered. To reduce the fuel
cost of accurate rendezvous with multiple pieces of space debris, optimized drift orbits
for chaser transfers with large changes in right ascension of the ascending node (RAAN)
are introduced. Each orbital manoeuvre considered is defined as a minimum-time orbital
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transfer, using low-thrust propulsion. The main contribution in the first part of the thesis is
the formulation and solution for an accurate motion plan to execute the recursive strategy,
by using the point-to-point transfers. The point-to-point transfer is posed as a constrained
non-linear optimal control problem, implemented in GPOPS-II – a MATLAB software. As
the chaser makes numerous revolutions around Earth until it reaches the debris target, we
present a methodology for generating an accurate initial guess needed to find the optimal
solution. The process of solving this problem for each rendezvous is iterated until the post-
propagation (over the time of transfer) location of the debris matches the location of the
chaser, following the high-accuracy transfer. To demonstrate the capabilities of the formu-
lation and the feasibility of the solutions, several sets of debris are introduced with different
features, in particular, a set of five pieces of debris with small inclination differences, a set
of two debris with a large inclination difference, and a set of five debris with large RAAN
differences. The outcomes are the transfer characteristics for the chaser to achieve the best
possible trade-off between time and fuel for the multiple debris removal mission and the
control input time histories required to achieve it.

The second contribution of this thesis involves the analysis of the debris re-entry stage
of the ADR mission vis a vis the parameters of the disposal orbit. More specifically, the de-
orbiting part of an ADR mission, can be designed such that the parameters of the disposal
orbit minimize the casualty risk of large debris re-entry. To analyse re-entry, the Debris Risk
Assessment and Mitigation Analysis (DRAMA) software suite, developed by the European
Space Agency, is the primary model employed. With respect to release conditions, once the
debris is in the disposal orbit, the effect of introducing a small-magnitude impulse onto the
debris at the release is studied, consequently showing that the casualty risk factor can be
lowered. It has previously been demonstrated that the orientation and surface area of the
debris at the onset of re-entry have a significant impact on the characteristics of the re-
entry. To this end, a high fidelity coupled orbital-attitude propagator is used to analyze the
rotational state evolution of the debris between its release in the disposal orbit (at 200 km)
and the onset of re-entry (assumed at 125 km altitude). The debris is released with various
orientations, and the effects of the attitude state on the re-entry analysis are investigated.
As a real-life application, the first Chinese space station, Tiangong-1, is used to analyze the
influence of orientation on re-entry predictions, such as time and location of impact.
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Résumé

Les orbites terrestres basses (OTB) sont devenues la résidence d’un nombre important de
gros débris spatiaux, dont la plupart sont des satellites et des étages supérieurs de fusées.
Lesdits débris mettent en péril les opérations régulières des engins spatiaux en OTB et
agissent comme des sources de débris plus petits en raison de collisions et de dégradation.
Pour atténuer les effets néfastes des débris spatiaux et pour remédier à la région OTB, des
missions d’élimination active des débris (ADR) ont été proposées. Dans cette thèse, un
plan de mission pour la désorbitation de plusieurs morceaux de gros débris spatiaux est
formulé et évalué. Dans le cadre de ce plan de mission, des manœuvres orbitales à faibles
poussées sont utilisées pour réaliser les transferts orbitaux nécessaires en tenant compte des
compromis entre la masse de carburant et le temps de mission. Pour le scénario de mission
proposé, les débris rentrent dans l’atmosphère de la Terre de manière incontrôlée et, à ce
titre, des stratégies visant à minimiser le risque d’accident résultant de la rentrée des débris
sont proposées.

Dans la première partie de cette thèse, deux approches pour l’enlèvement de plusieurs
débris sont considérées : une approche récursive et une approche de navire-mère. Ce dernier
implique le chasseur voyageant directement des débris aux débris et est utilisé comme com-
paratif pour le scénario de mission principal (récursif). Le scénario récursif nécessite que
le chasseur capture et désorbite le débris sur une orbite d’élimination, après quoi il libère le
premier morceau de débris et effectue un rendez-vous avec le morceau suivant, et ainsi de
suite, jusqu’à la fin de la mission de manière récursive. Dans chaque phase de rendez-vous,
la dérive orbitale du chasseur et de la cible est prise en compte. Pour réduire le coût du
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carburant du rendez-vous précis avec plusieurs morceaux de débris spatiaux, les orbites de
dérive optimisées pour les transferts de chasseur avec des grands changements de la longi-
tude du nœud ascendant de l’orbite (RAAN) sont introduites. Chaque manœuvre orbitale
considérée dans cette thèse est définie comme un transfert orbital à durée minimale, util-
isant une propulsion à faible poussée. La principale contribution de la première partie de
cette thèse est la formulation et la solution d’un plan de mouvement précis pour exécuter
la stratégie récursive, en utilisant les transferts point à point. Le transfert point à point est
posé comme un problème de contrôle optimal non linéaire à contraintes, implémenté dans
GPOPS-II, un logiciel MATLAB. Alors que le chasseur effectue de nombreuses révolu-
tions autour de la Terre jusqu’à ce qu’il atteigne sa cible, nous présentons une méthodolo-
gie pour générer une estimation initiale précise nécessaire pour trouver la solution opti-
male. Le processus de résolution de ce problème pour chaque rendez-vous est itéré jusqu’à
ce que l’emplacement post-propagation (au cours du transfert) des débris corresponde à
l’emplacement du chasseur, après le transfert de haute précision. Pour démontrer les ca-
pacités de la formulation et la faisabilité des solutions, plusieurs ensembles de débris sont
introduits avec différentes caractéristiques, notamment un ensemble de cinq morceaux de
débris avec de petites différences d’inclinaison, un ensemble de deux morceaux de débris
avec une grande différence d’inclinaison, et un ensemble de cinq débris avec de grandes dif-
férences de longitude du nœud ascendant. Les résultats sont les caractéristiques de transfert
pour que le chasseur atteigne le meilleur compromis possible entre le temps et le carburant
pour la mission d’enlèvement de plusieurs débris et les historiques de temps d’entrée de
contrôle nécessaires pour y parvenir.

La deuxième contribution de cette thèse concerne l’analyse de l’étape de rentrée des
débris de la mission ADR vis-à-vis des paramètres de l’orbite d’élimination. Plus concrète-
ment, la partie de désorbitation d’une mission ADR peut être conçue de telle sorte que les
paramètres de l’orbite d’élimination minimisent le risque d’accident de la rentrée de gros
débris. Pour analyser la rentré, la suite logicielle DRAMA (Debris Risk Assessment and
Mitigation Analysis), développé par l’Agence spatiale européenne, est le principal mod-
èle utilisé. En ce qui concerne les conditions de libération une fois que les débris sont
sur l’orbite d’élimination, l’effet de l’introduction d’une impulsion de faible magnitude
sur les débris au moment du rejet est étudié, montrant par conséquent que le facteur de
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risque d’accident peut être abaissé. Il a été précédemment démontré que l’orientation et la
superficie du morceau de débris au début de la rentrée ont un impact significatif sur les
caractéristiques de la rentrée. A cet effet, un propagateur d’attitude orbitale couplé haute-
fidélité est utilisé pour analyser l’évolution de l’état de rotation du débris entre sa libéra-
tion dans l’orbite d’élimination (à 200 km) et le début de la rentrée (supposée être à 125
km d’altitude). Les débris sont libérés avec différentes orientations, et les effets de l’état
d’attitude pendant la descente sur l’analyse de rentrée sont examinés. Comme application
dans la vie réelle, la première station spatiale chinoise, Tiangong-1, est utilisée pour anal-
yser l’influence de l’orientation sur les prédictions de rentrée, telles que l’heure et le lieu
de l’impact.
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Claims of Originality

The main contributions of this thesis to the field of aerospace engineering are as follows:

• Development of an optimal control formulation for a multi-debris removal mission
employing a recursive strategy. The formulation allows to generate a comprehensive
mission plan and has the following unique features:

• The optimal control problem is solved to minimize the fuel and time cost of
point-to-point rendezvous and de-orbiting of multiple pieces of space debris.

• The formulation considers the true anomaly as a boundary condition for accu-
rate point-to-point transfer.

• Included within the formulation, is an approach to generate an initial guess, re-
quired to solve the orbital transfer problem for each debris, based on attributing
different weights to those orbital parameters that are more costly to match for a
specific piece of debris.

• There is an iterative element addressing the fact that the long time taken for low-
thrust transfers results in the debris location changing significantly between the
transfer initiation and the arrival of the chaser in the desired orbit.

• Drift orbits to match the RAAN of the chaser to that of the debris at the cost of
time, as opposed to fuel, are introduced as part of this formulation.

• Analysis of multiple sets of debris for the planning of various types of multiple debris
removal missions:
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• This provides insights into the feasibility of recursive vs. mothership mission
approaches.

• The analysis results in estimates for the fuel and time costs for multiple debris
removal missions.

• It allows to compare approaches to multiple active debris removal missions
and defining optimised solutions for debris with varying physical and orbital
parameters.

• Definition and exploration of the notion of partially controlled re-entry for multiple
debris removal missions.

• This includes analysing the effect of disposal orbit parameters on uncontrolled
re-entry for large space debris.

• The design space for introducing a small impulse when releasing debris during
a multiple debris removal mission is defined.

• The effects of debris orientation on the re-entry risk as well as time and location
of re-entry of large space debris as the debris re-enters Earth’s atmosphere are
identified and presented.

Outside of the code included as part of the software tools used in this thesis (see Section
2.3, all code for the purpose of analysis and problem formulation was written by Mikkel
Jørgensen. Edelbaum’s equations as well as the formulation for Lambert’s theorem in-
cluded in Chapter 3 are taken from [1] and [2] respectively and are used as part of the
formulations presented in this thesis. The differential equations of motion presented in
Section 2.2 are taken from [3]. The basis for defining a minimum-time optimal control
problem for orbital transfers was included as part of the GPOPS-II software package [4]
and has been used as premise for the optimal control formulation developed as part of this
thesis. The long term propagation of Tiangong-1 presented in Section 5.4.4 was carried
out by Luc Sagnières. This thesis was compiled in LaTeX using TEXMAKER. The work
presented, particularly the analysis of simulations, was the result of numerous discussions
between Mikkel Jørgensen and Inna Sharf. The final manuscript is revised in response
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1
Introduction

1.1 Background and Motivation

Unbeknownst to most, spacecraft primarily in the form of near-Earth satellites contribute
to many key aspects of modern society. The vast majority of satellite purposes fall into
one of the following categories: Earth observation (EO); position, navigation, and tim-
ing (PNT); meteorology; space situational awareness (SSA); communications; missile de-
fence; and space science [6]. EO satellites not only include optical imaging satellites but
also other kinds of electromagnetic imaging satellites for purposes such as environmen-
tal monitoring, spying, and surveying by taking images analogous to aerial photographs.
Global navigation satellite systems (GNSS) fall within the category of PNT satellites, the
most prominent of which is the American satellite constellation known as the global posi-
tioning system (GPS). Such satellite constellations are used for global satellite navigation
and tracking; in addition, these satellites are also used for timing purposes crucial for the
global financial industry and stock exchange as well as co-ordinated transactions using
common credit cards. While meteorology and weather satellites are primarily used to mon-
itor weather and climate, they are also used for natural disaster prediction and tracking. In
order to keep track of various spacecraft orbiting Earth, SSA satellites monitor and track
orbiting objects. Some SSA satellites provide space weather forecast and monitoring, as
this can impact other satellite functionalities. Another use for SSA satellites is monitor-
ing near-Earth objects such as meteorites and providing warnings in the event that such
objects come into collision course with Earth. Satellite television and satellite phones op-

1



1.1 Background and Motivation

erate by utilizing communications satellites, which is one of the most reliable means of
global communication. Missile defence satellites are entirely military owned and provide
early warnings in the event that an intercontinental ballistic missile is launched on Earth.
Finally, space science satellites contribute to the fields of astronomy and astrophysics, pro-
vide platforms for space exploration, and act as test beds for biological responses in a space
environment.

Given the vast spectrum of influence possessed by near-Earth satellites, it would be
detrimental if these systems were to fail. As such, billions of dollars are invested into re-
search and development of said satellite systems [7] such that the chance of success of
every launch and mission objective is as high as possible. In addition, the space environ-
ment is heavily monitored by ground- and space-based SSA such that collisions can be
avoided [8]. Significant effort is put into satellite safety; however, since near-Earth space
provides a tremendous environment for technological advances on top of all the utility pre-
viously mentioned, more and more objects are being launched into space [9]. These objects
all have a finite lifetime in terms of operational functionality and are therefore left to orbit
Earth in the form of space debris as and when their purpose is fulfilled, they run out of fuel,
or breakdown. This space debris, defined as objects in near-Earth space that do not have an
active purpose and are no longer under active control and/or have lost communication, now
pose a collision threat to working satellites systems and thereby the utility and investments
they represent.

1.1.1 The Space Debris Scenario

The launching of objects into space in order to take advantage of the data they can gather,
and the utility spacecraft provide has progressed at an increasing rate since the launch of
Sputnik 1 in 1957 [10]. As a consequence, the orbits around Earth contain a multitude of
operational spacecraft such as satellites and the International Space Station (ISS), but also
defunct satellites, spent rocket stages and other miscellaneous items related to space mis-
sions. Space debris was initially recognized as a problem by Kessler and Cour-Palais [11]
in 1978 when they suggested that the growth of objects in space could lead to a chain re-
action of collisions, commonly known as the Kessler Syndrome. In this scenario, all utility
and functionality of satellites in near-Earth space would cease to exist. To assess whether

2



1.1 Background and Motivation

the Kessler Syndrome is already reality or some future possibility, is not straightforward. In
theory, if satellites in orbit near Earth did not slowly decay towards Earth, only two defunct
satellites orbiting forever would result in a collision. Furthermore, the fragments resulting
from this collision, remain in orbit forever and collide with each other continuously. Now,
with Earth’s atmosphere present, satellites decay and re-enter which means collision are
not inevitable; however, the object density in near-Earth orbits already suggests that the
collision rate producing objects in the future would exceed the natural cleansing rate. This
means certain altitude bands might already experience the onset of collisional cascading,
but at varying rates. As such Kessler Syndrome is recognised as a real possibility with the
growth in space activity and congestion over the last two decades [12], if not already a
current concern.

There are multiple sources that contribute to the space debris problem; first, there is
mission-related debris which consists of objects generated from deployment operations.
Some examples of mission related debris include spent fuel and exhaust particles, satellite
and launch vehicle separation residue, rocket bodies from various launch stages, disposed
protective shields, and incidental hardware [13]. Of these examples, the largest contributors
to the overall mass of debris orbiting Earth is the rocket bodies from various launch stages
[12]. The final stage rocket bodies remain in similar orbits to working satellites for decades
and can weigh over one tonne [12].

Another source of space debris is accidental debris. This type of debris ranges from
objects dropped or lost during manned space operations, to paint chips separated from
various spacecraft as a result of weathering by the harsh conditions in space [13]. A more
serious source of accidental debris is explosions caused by leftover fuel remaining in liquid-
fuel rocket stages. Exposure to solar heat often causes the pressure to increase within these
fuel tanks to the point where the propellant tank explodes. Such explosions can also be
caused by the large temperature fluctuations, resulting from oscillations of exposure to
the sun [14]. Furthermore, a detrimental collision between intact satellites occurred on 10
February 2009, the inactive Russian Cosmos 2251 satellite and the operational American
Iridium 33 satellite, predicted to encounter a close approach of 584 m, which impacted at an
altitude of 770 km. This event lead to over 2,300 extra tracked fragments in orbit [15, 16].
To this date, this is the most severe collision in terms of debris generation, and the overall
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negative impact of the space debris scenario; however, other debris generating collisions
happen regularly albeit as a result of large objects being impacted by much smaller ones,
only creating additional small pieces of debris [17].

The last major source of space debris is in space weapons testing. Historically, the
United States and the Soviet Union conducted numerous tests of anti-satellite weapons
(ASATs) in the period between 1968 and 1985 [18]. More recently, and with a much greater
impact in terms of space debris generation, the Chinese conducted an ASAT test in 2007
where the Fengyun-1C satellite was blown up, causing the population near- or even in
highly populated orbits to increase significantly [13].

The European space agency (ESA) has stated as of February 2020 that among more
than 22,300 regularly tracked (larger than 10 cm) objects in near-Earth space, only about
2,300 are functional space systems, which means 90% are space debris [19]. Additionally,
using space debris environment models, it has been predicted that over 900,000 objects in
the size bracket 1 cm to 10 cm and more than 128 million in the bracket 1 mm to 1 cm exist
in the various orbits around Earth [19]. Any of the objects orbiting Earth have the potential
to damage operational satellites to various degrees. For example, debris larger than 10 cm
can cause catastrophic fragmentation, objects larger than 1 cm can render a satellite defunct
or even penetrate the shields of the ISS, and even debris with an order of magnitude of 1
mm can destroy subsystems aboard a spacecraft [20]. Space debris is a real problem, as
functional satellites are exposed to an increasing risk of collision with an ever-increasing
amount of debris [21, 22]. Given the increase in operational satellites sent into orbit from
39 launches in 2000 to 387 in 2019 [9], in combination with the existing objects orbit-
ing Earth as well as the absence of standardized end-of-life procedures for satellites and
other spacecraft until recently [23], it is unlikely that the probability of collision between
operational satellites and space debris will remain low if no action is taken.

The orbits that are highly critical are those where most of the operational satellites are
situated and these can be narrowed down into three categories: geostationary orbit (GEO
36,000 km altitude), medium-Earth orbit (MEO 20,000 km altitude), and lower-Earth orbit
(LEO 200 km - 2,000 km altitude). Due to the much higher spatial density of debris in LEO
[24], there is a higher likelihood of collision between objects orbiting in this region, and as
such, research has been conducted by various authors to estimate the cost and effectiveness
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of debris mitigation [25, 26]. There is a consensus that something needs to be done regard-
ing the debris situation in LEO, and the sooner solutions are implemented, the higher the
effectiveness, and the lower the cost incurred.

Moreover, a more specific look is taken at sun-synchronous orbits by Vance and Mense
[27] as this is where many high-value satellites, as well as most of the debris, are situated.
It is concluded that in order to be cost effective, larger objects should be the focus of debris
mitigation and the value of removal of large objects increases with time. Although less
critical, MEO and GEO are also cause for concern with respect to space debris. It is argued
that, despite being less congested, it is important for debris in GEO to be dealt with as soon
as possible, as this requires fewer technical advances and in addition, there are no natural
measures of debris decay in GEO such as atmospheric drag [25, 28]. MEO has recently
become a cause for concern as well, since all Global Navigation Satellite Systems (GNSS)
are situated at this altitude. In addition, there has recently been a rise in the number of
GNSS, as Europe (ESA) is nearing the completion of the Galileo programme and China is
advancing their GNSS, Beidou. This adds to the already existing systems in MEO from the
USA (GPS) and Russia (GLONASS), creating more congestion in MEO given that each
GNSS contains around 30 satellites [29, 30]. However, in a recent study, Rossi et al. [29]
conclude that there is and will be, for the foreseeable future, a very low spatial density of
objects in the MEO region, which makes orbital crossings statistically rare events.

Ultimately, LEO is the most used and therefore most crowded region of near-Earth
space. LEO is also the region with the highest collision risk [31] and the highest likelihood
of contribution to the overall number of space debris. Furthermore, large debris act as
continual sources of smaller pieces of space debris due to regular impacts [32] and are
significantly easier to track. In summary, action will have to be taken regarding the current
and future near-Earth space environment, and the seemingly most effective place to start is
with large debris in LEO.

1.1.2 Responding to the Space Debris Phenomenon

Four responses to dealing with the space debris problem have been proposed by the inter-
national community [33]. The first response is to take no action with respect to the space
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debris threat, as the cost-benefit analysis suggests that there is yet not enough value in
dealing with space debris. This is supported by the research of Wiedemann et al. [33], sug-
gesting that if the state of the space environment as of 2012 was maintained, removing
debris would only be worthwhile for a few high priority targets. The second approach to
dealing with space debris is to expend some fuel in order to manoeuvre the space system at
risk outside of the collision course of the space debris. In fact, collision avoidance manoeu-
vres can be tied in with routine orbital correction manoeuvres such that minimal fuel is
spent [34]. Deciding which satellite to manoeuvre and when to do so involves a high level
of SSA which means tracking as much debris as possible at all times. The cost associated
with satellite manoeuvring mainly lies in SSA, especially for commercial satellite owners
and does not guarantee safety from small debris (less than 10 cm) [35]. SSA information is
mainly provided by the US strategic command (USSTRATCOM), and the information is
used to validate collision flux predictions made by local space environment models, such
as ESA’s MASTER model [36]. It should be noted that this approach requires additional
fuel expenditure of the satellite and therefore reducing its lifetime, assuming that the sys-
tems are in place for the satellite to make the required manoeuvre in the first place. Third,
stronger mitigation implementation and/or practices should be agreed upon internationally.
This implies that space systems will have to have an end-of-life capability, in accordance
with certain guidelines. This, in most cases, means new satellites will have to carry ad-
ditional fuel allowing them to either move into a so-called graveyard orbit, or to de-orbit
themselves entirely. Lastly, active debris removal (ADR) missions can be carried out in
order to remove current high-threat space debris and thereby reduce collision risks and rate
of debris generation.

It is currently difficult to decide on a response to dealing with space debris because
methods for reliable cost-benefit analysis of all likely scenarios have yet to be developed.
Carrying out such an analysis is a daunting task, as it may not actually be possible with-
out enforcing inaccurate assumptions such as: the research and development cost of ADR
methods, political costs and restrictions [37, 38], cost of operational downtime of satellites
due to debris, SSA cost for collision avoidance and complete mission cost in terms of total
amount of fuel and number of missions required in order to stabilise the near-Earth space
environment. Another major factor associated with ADR is the risk involved in performing
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such missions. The risk of ADR can be transferred into a cost factor via the probability of
failure; however, this is highly dependent on the specific ADR approach chosen [27, 33].
A conclusion of many authors, however, is that space debris is causing problems which are
only made worse if the current rate of space launches continues and no action is taken to
reduce the number of objects in certain orbits [37, 38, 39]. As a result, there is a consensus
that in order to preserve the long term use of near-Earth space, large space debris needs to
be removed [27], and the sooner solutions are implemented, the higher the effectiveness,
and the lower the cost incurred. Moreover, it is concluded that in order to be cost effective
and sustainable in the long term, ADR missions should address at least 5 pieces of debris
per year [26].

1.2 Literature Review

The literature review presented here is included to give relevant context to the research
contribution detailed in this thesis. Based on the background and motivation for this re-
search, a review of current ADR methods and how mission design and method selection is
carried out is presented. Furthermore, relevant literature on efficiently carrying out ADR
missions including low thrust manoeuvres and multiple debris removal missions is consid-
ered. Lastly, the importance of space policy and regulations and some of the challenges
associated with this aspect of space missions is touched upon as it is a vital component of
ADR missions.

1.2.1 Active Debris Removal

From the analysis on space debris outlined previously, it is likely that ADR is a concept that
will become a reality and as such, research has been conducted in order to develop methods
to implement ADR. To date, the most prominent ADR methods and concepts have been
summarized by Johnson and Klinkrad [40], Shan et al. [41], and Mark and Kamath [42].
Shan et al. groups the ADR methods into two main categories referred to as “capturing”
methods and “removal” methods. The main difference between these two groups is that
capture methods require a capturing phase whereby the chaser spacecraft and the debris
are joined, such that they can be considered as one system for the remainder of the full
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de-orbiting mission. Removal methods generally affect the debris in some way, after which
the chaser spacecraft leaves the debris to complete the de-orbit mission by itself. This way
of classifying ADR methods is adopted by multiple authors and will therefore also be used
in this review.

Removal Methods

The most prominent removal methods include drag augmentation systems, electro-dynamic
tether (EDT), contactless removal systems, and contact removal systems. Drag augmenta-
tion systems include various passive methods of increasing the effect of aerodynamic drag
on the debris so that the orbital altitude decays, making such methods viable only in LEO.
One such method involves engulfing the space debris with expanding foam in order to in-
crease its surface area. The foam method is researched at ESA by Adrenucci et al. [43],
including a full mission scenario and intended targets, as well as types of foam appropriate
for such missions. The advantages of foam-based drag augmentation system include the
elimination of a capturing phase, in addition to no control required for de-orbiting. Fur-
thermore, this approach can be applied to a multitude of sizes and shapes of debris. Some
limitations of the foam approach include: the need to decide on appropriate distances be-
tween the chaser deploying the foam and the debris target, applying an appropriate amount
of foam, and foam breaking off and becoming space debris. Moreover, shaping dispersion
of foam around the target, uncertainty in re-entry behaviour, and applying the foam may
introduce momentum to the debris and possibly increase its tumbling motion.

Another drag augmentation solution requires a drag sail to be implemented onto the
space debris. The concept of a drag sail is a more thoroughly researched solution, as there is
also an option for new satellites to be equipped with drag sails as an end-of-life de-orbiting
solution. Again, the drag sail has benefits in terms of not requiring a control system during
de-orbit; however, there are some limitations which include the instalment of the drag sail,
and the risk of collision with other objects in space as the debris naturally decays with a
larger surface area as a result of the drag sail [44]. A technology demonstration mission
of the drag sail has been carried out by UTIAS in their CanX7 mission [45] and as part of
the European Commission’s QB50 programme [46]. Here, a CubeSat equipped with a 1 m
long inflatable mast and a 10 m2 deployable drag sail was placed in orbit, and the sail was
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deployed to demonstrate safe initiation of the sail and to validate the effectiveness of using
a drag sail in LEO through the rate of orbital altitude decay.

EDTs use the effect of Earth’s magnetic fields, which interact with the currents driven,
or passively induced in the tether [47]. This interaction acts as a retarding force or as
a propulsive force, depending on the direction of the current flow. The dynamics of the
system when considering a flexible tether under the control of Lorentz force have been
analyzed by Yamaigiwa et. al. [48], highlighting that the system would need stabilization,
and the success of the method is highly dependent on the eccentricity of the target orbit.
Savioli et al. [49] suggest that the EDT method is most appropriate for debris of mass less
than 4,000 kg, although it can be adapted for larger debris. Significant research has also
been carried out with the aim of achieving optimized, controlled, and robust deployment
of the EDT [50, 51], considering the possible external disturbances to which the system
is exposed. Some limitations of EDTs include the large length of tether required, and thus
the risk of it being cut by other debris and/or spacecraft. In addition, relatively low forces
induced by the EDT result in long de-orbit times which means higher risks of collision
during the de-orbit manoeuvre [47].

Contactless removal methods mainly consist of the ion beam shepherd (IBS) and laser
systems. The principle idea behind IBS is to eject a highly collimated neutralized plasma
beam onto a debris object, which results in lowering the debris altitude. Bombardelli and
Pelaez [52] hypothesize that a 5,000 kg target in LEO can be de-orbited within 7 months
using a space-based IBS. IBS is also a viable method for re-orbiting debris in GEO. In fact,
for objects weighing 1,000 to 2,000 kg, a re-orbiter weighing 1,000 kg with ion engines
producing 40 to 100 mN thrust levels can re-orbit GEO debris in 6 to 25 days and would
take much less time to return to orbits where other critical debris are situated [53]. IBS
is limited by the shape dependency between the plasma and the target interaction [41]. In
addition, it is difficult to control the dynamics and the attitude of the target affected by
the ion beam [52]. Laser based systems are proposed as a method of removing smaller
pieces of debris (1-10 cm) in LEO without contact. These systems can be applied from the
surface of Earth or from space directly. For example, Phipps [54] proposes a rapid, head-on
interaction in 1040 s, using 2040 kW bursts of 100 picoseconds, 355 nm UV pulses from a
space-based station in LEO, such that it can also deal with debris with a diameter of �100
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cm and weighing�1,000 kg. Furthermore, Schmitz et al. [55] show that a single laser could
already reduce the debris density in low Earth orbit (LEO) by more than 20% in 10 years
by targeting small debris (1-10 cm). Although laser systems seem promising and low-cost
for debris removal, the impact of removing smaller sized debris is not as large as that of
removing larger pieces of debris [26], and the political implications of a given nation or
company having access to a laser in space or affecting satellites with a ground-based laser
make this method unlikely to be implemented [37].

Finally, a prominent contact removal method is the slingshot approach. Tragesser et al.
[56] show the feasibility of momentum exchange in the form of a tether sling via a labo-
ratory demonstration. The tether sling has the potential to store energy and thereby allows
removal of debris at relatively low fuel costs. The dynamics for such a system have also
been studied [57], progressing to the design of controllers for the spinup and deployment of
a tether sling. Such control is proposed in open-loop form [58] and leads to the conclusion
that adjusting the tether length should occur at the slowest rate possible, with the main bulk
of the energy added to the system after the tether length is correctly adjusted. A similar
concept is applied in [59] by Missel and Mortari in order to propose a complete “slingsat”
system for debris removal. The slingsat is intended to collect multiple pieces of debris via
an optimized path [60] based on efficiency of travel between the debris, ejection velocities
required, and sequence timing. The debris is then ejected in a controlled direction, at a
controlled velocity to a higher or lower orbit depending on convenience and effectiveness.
Some issues arise when considering the impact of the debris and the slingsat during col-
lection. This impact occurs when the slingsat ‘scoops’ the debris in order to sling it [59].
In addition, correct spin-up and release are critical as the debris needs to be moved without
colliding with other objects in space, as well as end up in the correct location.

Capture Methods

Capture methods can be broken down into two sub-groups, namely, contact capture and
contactless capture. The contactless methods most relevant to ADR are the electrostatic
tractor and the gravitational tractor. The electrostatic tractor is considered for moving de-
funct satellites in GEO to graveyard orbits [61]. Removal using an electrostatic tractor is
achieved by engaging a controlled charge on the target, which results in a Coulomb force
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used to control the relative motion between the chaser and the target. The Coulomb force
is used as an electrostatic virtual tether to maintain a fixed separation distance between
the chaser and the target, while the chaser uses fuel efficient electric (ion) propulsion to
de-orbit the “tethered” system. As a result, little fuel is consumed during re-orbiting by
an electrostatic tractor and it has the potential to remove 2-4 pieces of debris per annum
[62]. It is important to note that the electrostatic force can vary significantly with the target
orientation, especially if the target shape is not spherical. Moreover, in order to maximize
the efficiency of an electrostatic tractor, the chaser should be at least the size of the de-
bris that is targeted, which in the case of large GEO satellite can be impractical or even a
show-stopper, as a large chaser is cumbersome and costly to launch [62]. Another contact-
less capture method that has been proposed is the gravity tractor. This method was initially
designed to deflect large asteroids heading towards Earth [63]. The idea behind a gravity
tractor is to repeatedly orbit the asteroid and thereby exert a gravitational force on the as-
teroid in order to deflect it. A similar principle can be applied to large pieces of debris;
however, this concept would require a large chaser in order to have the desired effect on
the debris and thus equivalently high fuel costs.

The second group of capture methods, contact capture, can be further subdivided into
two classes: stiff connection and flexible connection methods, both of which show promis-
ing results for ADR. Stiff connection capture methods consist of two main approaches: ten-
tacle capture and robotic arm capture. The former concept has been proposed by Yoshida
and Nakanishi [64], and their TAKO flyer concept includes a mothership which carries mul-
tiple flyers equipped with tentacles. The mothership is positioned in close proximity to the
debris target and a flyer is ejected in order to grab hold of the debris using tentacles. Boost-
ers situated on the flyer are then engaged in order to de-orbit the debris. Further research
is conducted in [65] into the clamping mechanism of the tentacle approach. It is concluded
that grabbing hold of debris is a sensitive manoeuvre and any damage to the chaser as well
as any fragmentation of the debris needs to be avoided. Furthermore, the baseline concept
arrived at by Meyer et al. [65] features two tentacles with two degrees of freedom each,
as this design was found to provide the best combination of high performance at low risk
and low cost. Another single debris mission concept (i.e., no mothership) using tentacle
capture is proposed by Chiesa et al. [66], where a framework is outlined for mission de-
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velopment using tentacle capture to de-orbit large debris situated in LEO. A recent study
of the material from which tentacle grippers are made suggests that the chosen material
affects the efficiency of the de-orbit mission, depending on the coefficient of friction be-
tween the gripper and the target [67]. This means that, if the coefficient of friction between
the gripper and the debris is gradually increased, the mechanical efficiency of rigidization
is increased, as less shear stress is generated on the external surface of the debris at a given
point in time. Having a higher mechanical efficiency results in less time spent, in addition
to a lower fuel cost of the rigidization phase.

Alternatively, contact capture using a stiff connector can be achieved using a robotic
arm. Castronuovo [68] develops a preliminary mission concept for debris capture using a
robotic arm and defines the key stages of such a mission as the follows: phasing with the
target, followed by close range rendezvous where the chaser gets close enough to the target
so that capture is possible. Next are the capture and docking operations, where the robotic
arm is required to capture the debris and stabilize/rigidize the system such that a controlled
de-orbit can be performed using the chaser propulsion system. Some considerations are
made as to what happens to the chaser after the first piece of debris is removed. Options
include servicing and refuelling for additional mission in space or a controlled descent
and retrieval on Earth for servicing and relaunch. The most prominent of these solutions
is a dual-use system for both ADR using a robotic arm and on-orbit servicing (OOS) of
spacecraft (dual-use here refers to using the spacecraft for ADR and OOS within a given
mission). This dual use approach can also be more readily justified in terms of funding
and long-term technological development [69]. The most challenging stages of a de-orbit
mission using robotic arms are identified as the capture phase and the following rigidiza-
tion stage, which may include docking. Nishida and Kawamoto [48] outline a strategy for
capturing of tumbling debris, as it so happens that most critical large debris in LEO are
tumbling. Rigidization is achieved using active control as well as introducing a brush type
contactor as an end-effector of the robotic arm to decrease the rotational rate of the debris.
Gasbarri and Pusculli [70] devise a control strategy for successful deployment of the arm
and for grasping the debris without damaging the arm or fragmenting the debris. In order
to accommodate the potential tumbling of the debris target and the unknown nature of the
tumbling motion, control schemes for adaptive reactionless motion of space manipulators
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are proposed [71, 72]. These control schemes are introduced to ensure that the chaser-
target system can be stabilized or rigidized after capture so that a controlled fuel-efficient
de-orbit phase can be implemented. Preliminary design considerations have been outlined
for the use of a robotic manipulator for ADR [73, 74], highlighting that such an approach
is theoretically possible and supporting arguments towards a high practical success rate.
It is worth noting that multi-arm approaches to ADR have been considered [75, 76, 77];
however, the benefits in terms of rigidization of the system are unlikely going to outweigh
the added complexity incurred by relative control and path generation needed for multiple
arms. In addition, with multiple arms there is a higher risk of collision between the arms
and the debris itself. Some limitations also include the requirement of a graspable location
on the debris itself, as well as the high likelihood of nudging the debris during capture
and pushing it further away or out of reach of the chaser spacecraft. An ADR mission
(ClearSpace, former e.Deorbit) using a tentacle capture method (four robotic arms) for a
large piece of orbital debris in LEO is planned to be carried out by ESA in the 2021-2023
period [78]; however, the mission has been pushed back and is now expected to be carried
out in 2025.

When considering flexible connection removal methods, both the nature of the flexible
connection (the tether) and the method of connecting the tether to the debris are of great
importance. There are two dominant methods of capture using a flexible connection as
identified in [79], namely, net capture and harpoon capture. The harpoon capture method
is considered a simple, lightweight and compact approach with limited complexity [80]
as compared to other ADR capture methods. The difficulty associated with harpoons lies
in the damaging nature of the attachment; here, the harpoon needs to penetrate the target
with minimum damage and minimize any fragmentation. Furthermore, the harpoon needs
to be sufficiently secure to avoid losing the connection once the tether is attached. Testing
has demonstrated that using a harpoon as a capture method is viable for targets with no
danger of explosion (left over fuel) and when the target material is such that additional
debris created upon impact between the harpoon and the target is minimized [81]. Test re-
sults show that impacting common aerospace materials like aluminium results in very few
debris fragments at sub 1 mm sizes whereas impact with carbon fibre reinforced polymer
(CFRP) causes a much higher number of debris fragments to break off, some of which are
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on the order of 10 mm in size [80]. Net capture differs from harpoons in that damaging
the target is unlikely; however, this approach is more complicated in that the net will have
to be deployed correctly and engulf the target in such a manner that it is not unravelled
when tension is applied through the attached tether. Experiments in micro gravity environ-
ments [82] together with complex dynamics modelling of the net capture phase [83] have
been carried out to ensure the debris is entangled correctly. In addition, the correct target
to chaser distance is investigated for successful net capture [84] to minimize the risk of
failure during the deployment phase. Liu et al. [85] explores the effects of net capture on
the dynamics of a tethered net target-chaser system in GEO, showing that this method is
applicable for ADR outside of LEO as well. Furthermore, the results show that the initial
conditions and the thrust applied by the chaser have significant impact on the de-orbit phase
of the ADR mission. A technology demonstration mission was carried out known as the
RemoveDEBRIS mission in 2018 in which a net, a harpoon, vision-based navigation and
a drag sail were utilized in a realistic space environment. During the mission, two Cube-
Sats ware ejected and then used as targets instead of real space debris for demonstration
purposes [86, 87].

The flexible connection chaser-debris system is a subset of the more general tethered
space system, (TSS) which has been researched extensively in the past. The dynamics be-
haviour of a TSS is established for a target-chaser system connected by a flexible tether
[88, 89], showing that the tether parameters such as length, diameter, and material proper-
ties (e.g., Young’s modulus) affect the oscillatory behaviour of the tether once the chaser
thrusters are engaged [90]. Dynamics analysis of TSS is taken further and applied to more
specific scenarios such as the effect of debris appendages on the dynamics [90] and the ex-
istence of chaotic behaviour when de-orbiting a TSS using low thrust [91]. The oscillatory
nature of a TSS has the potential to decrease the efficiency of the de-orbit phase or, in the
worst-case, result in a collision between the chaser and the target [92]. Therefore, some
control schemes would have to be implemented in order to maintain the chaser attitude, the
optimum descent orbit, and a safe distance between the chaser and the target [92, 93, 94].
For example, one way of dealing with TSS oscillations is to shape the input thrust levels
when de-orbiting space debris [95, 96]. In order to have optimal initial conditions for the
de-orbit phase using a TSS, it is important to de-tumble the debris prior to the initiation of

14



1.2 Literature Review

the de-orbit manoeuvre. O’Connor et al. [97] as well as Linskens and Mooij [92] predict
that this de-tumble will occur naturally as tension is applied to the tether. Furthermore,
the de-tumble will occur more efficiently using a net rather than a harpoon, as there are
multiple points of contact between the net and the debris, as opposed to just one with the
harpoon.

1.2.2 Mission Design and Method selection

ADR mission design requires extensive planning, involving not only deciding which debris
to remove but also which method to implement in order to maximize the gain with minimal
cost and risk. The first step is to classify the debris according to selected criteria. Van der
Pas et al. [98] suggest using the orbital characteristics of the debris i.e., the altitude, the
inclination and the right ascension of the ascending node (RAAN) as well as the collision
probability to create a list of priority targets. A similar approach is taken by Kawamoto
et al. [99] where further considerations are made in terms of accurately calculating the
collision risk in predefined altitude bins for an ever-evolving space debris environment.
Jankovic and Kirchner [100] have developed a full taxonomy for categorizing space debris
in LEO. The first level of the taxonomy categorizes debris using TLE information [12]
to determine the orbital state of the debris. The ability of the debris to control its attitude
is then assessed, followed by the shape, size and area-to-mass ratio of the debris. Such
characterisations allow for different groupings of debris to be made depending on mission
objectives/limitations. The second level of the taxonomy assesses the risk of explosion of
a certain piece of debris based on remaining fuel, as well as risk of debris breakup. The
latter is estimated using the ESA database of satellite material properties. Once such infor-
mation is obtained, informed decisions can be made as to which methods are appropriate
for individual pieces of debris.

Given the high cost of space missions, the financial and economic factors also need
to be taken into account [36, 92]. The cost associated with an ADR mission is difficult to
predict, as there are many contributing factors. Factors affecting cost include not only the
method chosen for capture of the debris but also fuel requirements, the propulsion system
used for de-orbit (high/low/none), and the predicted impact the mission will have on the
overall near-Earth space environment. Yamamoto et al. [101] propose an extensive cost
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analysis of ADR scenarios where factors such as the architecture of removal activity, the
propulsion technology for de-orbit, the debris orbital parameters, and the debris mass are
used as components for a quantitative trade-off study on ADR cost. Further research in the
use of hybrid propulsion solutions has been conducted [102] and considered a promising
alternative to conventional liquid propellant in-orbit propulsion systems. Hybrid propulsion
systems are designed such that they can provide a range of specific impulses for different
stages of a given mission. Improvements of using hybrid propulsion are evident in terms of
reduced complexity and cost in addition to ease of operation, while allowing for the use of
non-toxic propellants. Comparing the cost of the individual methods alone is no easy feat
due to the vast differences between the methods.

ADR missions require multiple orbital transfers and other procedures such as capture
that rely on thrust and therefore fuel expenditure. As such, low-thrust propulsion is a cost-
effective solution not only for attitude and orbital correction procedures but for orbital
transfers as well. Low-thrust orbital manoeuvres have been an integral part of deep space
and interplanetary missions for a long time, and optimizing these manoeuvres has been
a topic of extensive research including, among many others, work done by Edelbaum in
the 1960s [1], as well as key contributions by Betts [103, 104], and more recent work by
Hernandez and Akella [105]. Current electric propulsion systems can provide very high
specific thrusts, resulting in a much lower propellant mass [106], compared to using other
propulsion systems such as chemical or hybrid. Electric propulsion systems have made it
possible to achieve optimized low-thrust rendezvous. Furthermore, low-thrust orbital trans-
fers require a high number of revolutions and as such spacecraft trajectory optimization
for the many-revolution orbital transfer problem has a high number of problem variables.
This, combined with the increased influence of perturbing accelerations over time, pre-
vent or complicate accurate analytical solutions to achieving optimized low-thrust orbital
transfers. To solve such optimization problems, in-depth research has been conducted into
suitable algorithms for solving optimized low thrust transfers in space [103, 107].

Another key aspect of the ADR mission design is the potential collision risks during the
ADR mission itself. A study by Lidtke et al. [108] examines the probability of an on-orbit
collision between an ADR target being de-orbited and other space debris in that region.
This analysis is particularly appropriate for LEO, where key ADR targets are situated in
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densely populated orbits. Due to the emergence of mega constellation concepts, there is a
need to assess the impact these constellations will have on the space debris environment
[109]. As a result, these constellations will increase the collision risk in LEO, especially if
ADR missions target satellites within the constellations themselves.

If priority is placed on removing large debris in LEO, several prominent methods
emerge. These are identified by analyzing the cost efficiency and risk of using a given
method for specified pieces of debris [39, 110] and by utilizing data from previous space
missions using similar technology to that required for certain ADR approaches. For exam-
ple, the use of robotic manipulators in space is not a novel concept for ADR and has been
proven to work for on-orbit servicing [111]. This implies that spacecraft such as the “Dream
Chaser” [111] can be adapted for ADR missions to save on development cost and to avoid
the risk arising from the use of novel technology. Other prominent ADR technologies that
are further developed and have, to some extent, been tested include TSS and tentacle cap-
ture [100]. Furthermore, Anselmo and Pardini have specifically ranked large (> 3,000 kg)
ADR targets in LEO through a normalized and dimensionless ranking index using a nearly
1-tonne object placed into an 800 km sun-synchronous orbit as a benchmark [112]. The
ranking system is based on the probability of catastrophic breakup due to a collision with
a piece of orbital debris and the number of new “projectiles” resulting from the breakup,
coupled with the long-term impact on the environment as a function of the lifetime of the
cloud of fragments generated, the volume of space involved, and the interaction with the
pre-existing debris distribution. A similar approach is taken by the same authors to rank
rocket upper stages in LEO as well [113]. ADR methods for removing large debris which
appear more promising at this point in time are the stiff connector and flexible connector
capture methods. The main difficulties lie in the complex nature of the rendezvous, cap-
ture, and rigidization phase associated with stiff connector methods [70, 71], whereas the
complexity of flexible connector methods arise in the de-orbit stage [92, 114]. Therefore,
in order to compare the cost of these methods, the costs associated with the fuel use in each
phase of ADR as well as development costs, weight of the system (hence launch cost) and
other factors such as multi-debris capabilities would need to be taken into account.
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1.2.3 Multiple Debris Removal Missions

An emerging consideration for ADR missions is the possibility of removing multiple pieces
of debris in a single mission and the benefits, if any, of doing so [115, 116, 117]. Multiple
debris missions are important from a financial perspective but also from a timing perspec-
tive, especially if five pieces of debris are to be removed per year [26, 98]. In fact, for
this to be a realistic goal on a consistent basis, the implementation of multi-debris removal
missions is a necessity, not an option.

Multi-debris missions can be broadly categorized as those where a mothership travels
from one debris to the next, deploying packets which attach to and de-orbit the debris.
The other category involves a chaser de-orbiting the targeted debris and then returning to
another orbit in order to de-orbit another piece of debris [118]. There is a direct mapping
between these two categories of multi-debris missions, and whether a removal or capture
method is chosen. For the scenario involving a mothership, removal methods are more suit-
able as these methods are amenable to having a mothership equipped for multiple debris
removal. In this case, path optimization is a key factor, since the trajectory that the moth-
ership needs to take between pieces of debris would need to be optimized such that fuel
is minimized. This is partially achieved through target selection [98], but there is also a
dependency on the orbital positions of the debris at a given time [118, 119].

The time-dependent positions of the debris mean target sequencing also plays an im-
portant role in multi-debris removal missions [120]. To minimize mission cost, a variant
of the travelling salesman problem has been solved to find the best possible sequence of
removal for a given set of debris [116, 117]. This idea is taken further by Bang and Ahn
[121] by addressing the optimal multitarget rendezvous problem in a scenario where mul-
tiple chaser spacecraft are used. As for the second multi-debris removal scenario where the
chaser removes each debris recursively, the chaser and the debris de-orbiting collectively
making it a more suitable approach for capture methods since the chaser and the target
move as a single system during the de-orbit phase. Although little research is available on
this scenario at the present, a viable approach for this type of multi-debris removal would
be capture methods such as tethered net capture in which tugging is required, or robotic
arm capture in which a rigid connection is formed between the chaser and the debris. Fi-
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nally, as nets are relatively light and compact, one chaser could carry multiple net packets
to remove multiple debris in one mission. Previously mentioned ADR methods that have
been explicitly suggested for multi-debris missions are the “slingsat” [59], an electrostatic
tractor [62], and the “TAKO flyer” [64].

1.2.4 Space Policy and Regulations

Within the aerospace community, it is accepted that on an international scale, the U.N.
space treaties do not address the issue of space debris directly, mainly due to the fact that at
the time the treaties were adopted, space debris was not a primary concern. As such, there
is regular debate as to who is responsible for problems and concerns with space debris.
Some concerns expressed by Froehlich et al. [122] in a compressive study on the legal as-
pects of ADR include cooperation and dispute resolution at an international level to solve
problems related to space debris using ADR; jurisdiction and maintaining control in the
space debris environment; distinctions between ADR solutions and potential spaced based
weapons; the extent to which there is a lack of regulation for the space debris environment;
and how to proceed in terms of policy and guidelines implementation. As such, numerous
barriers to and challenges of ADR missions exist that are completely unrelated to engineer-
ing solutions and technological development. To address some of these issues, policy tools
and legal frameworks have been proposed [123, 124]. One suggestion for resolving legal
problems relevant to space debris is to establish an international regulatory framework as
well as an intergovernmental organization that will conduct ADR and OOS activities. Fur-
thermore, guidelines are being implemented and adhered to on a national level [124, 125].
These guidelines, as mentioned previously, not only limit the time in orbit of spacecraft
after the end of a mission, but also regulate, among other things, spacecraft end-of-life
procedures, risk of re-entry, SSA requirements, and ADR requirements in terms of objects
being removed to alleviate the probability of collision. Efforts to provide universal guide-
lines and standards relating to space debris were pioneered by the Inter-Agency Space
Debris Coordination Committee (IADC) and are supported by the UN General Assembly
(UNGA) and The Scientific and Technical Subcommittee of the United Nations Committee
on the Peaceful Uses of Outer Space (UNCOPUOS).

Promising solutions for ADR of large debris in LEO all result in debris re-entry either
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controlled, where the re-entry is ensured to occur over a predetermined area within which
the debris impacts Earth, or uncontrolled, where the debris is left to re-enter without any
external influence. It is important to bear in mind the hazard to people and property due to
randomly re-entering satellites, rocket bodies, and other man-made hardware [126]. There-
fore, ADR missions are not only a matter of reducing the orbital lifetime of debris, but the
debris re-entry issues must also be considered as part of the ADR mission. Furthermore,
for debris with a large mass, the entirety of the hardware will not burn up in the atmo-
sphere during re-entry. In order to guarantee the location of surviving debris impact with
Earth, controlled re-entry is required. In the event that controlled re-entry is not an option,
the debris will re-enter uncontrollably, and any remaining mass will impact Earth. Such
events have occurred and will happen in the future [127]. The probability of impact with
either human property or the population itself is small, albeit not negligible. Therefore,
for ADR missions in which large debris is considered, uncontrolled re-entry would pose a
human casualty risk. It is thus suggested that, controlled re-entry is difficult and costly to
achieve; however, the uncontrolled re-entry of large debris may pose high casualty risk fac-
tors [128], which do not comply with internationally recognized space debris guidelines.
These guidelines stem from the IADC space debris mitigation guidelines [129], which have
been adapted by the UN and released as UN space debris mitigation guidelines [130]. A
nominal risk factor used for categorizing re-entry is 1:10,000 chance of human collision
[128], i.e., the risk of human casualty from a spacecraft component re-entry should be no
more than 1 in 10,000 or 10e-4.

1.3 Thesis Outline

Given the current state of space debris orbiting Earth and specifically the development
of ADR for large space debris in LEO, the research presented in this thesis is motivated
by achieving efficient and cost-effective remediation of the space debris environment. As
such, the research focuses on the fundamental analysis required to carry out much needed
multiple debris removal missions by taking advantage of low-thrust propulsion efficiency
to perform LEO transfers. More specifically, the focus is on large debris rendezvous and
de-orbit manoeuvres using low thrust orbital dynamics to achieve multiple ADR in a cost-
efficient manner, within a specified time frame. The analysis includes appropriate debris
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target selection and the use of so-called ‘drift orbits’, such that the mission is fuel efficient
while maintaining as high a collision risk reduction as possible. In addition, a detailed
analysis of factors affecting uncontrolled re-entry is conducted, and how these can be ma-
nipulated to minimize casualty risk. As such, the format of this thesis is as follows: First,
definitions, equations, and software tools used as part of the research carried out for this
thesis, will be outlined in Chapter 2. This includes a summary of reference frames used as
part of the orbital dynamics, definitions of orbital elements used, and the resultant equations
of motion. The key software tools used, apart from MATLAB, are GPOPS-II, D-SPOSE,
DRAMA and DAS. In Chapter 3, the motion planning problem for multiple debris removal
is described based on whether impulsive or low continuous thrust is assumed, for both
rendezvous and de-orbit, highlighting relevant aspects unique to multiple debris removal.
Methods for solving the multiple debris removal motion planning problem are presented in
Chapter 3 and applied to several case studies in Chapter 4, each containing multiple pieces
of debris with different relevant characteristics in terms of orbital parameters. Specific con-
siderations made in terms of the release and re-entry phase of a multiple debris removal
mission are presented in Chapter 5. Here, the release orbit criteria are defined, and the re-
lease orbit selection process is outlined. Moreover, the effects of releasing the debris with
impulses of varying magnitude and direction are described, in addition to the effects of
attitude motion on the re-entry characteristics of the debris. Finally, Chapter 6 summarizes
the contributions of this thesis and provides suggestions for future work within this domain
of space debris research.
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2
Definitions, Equations, and Software Tools

Before analysing an active debris removal mission, it is important to clearly define the
spacecraft dynamics and thereby any relevant reference frames and equations of motion
relating to the problem at hand. In this light, the relevant reference frames used for the
work presented in this thesis are defined in Section 2.1, and the equations of motion used
to propagate the chaser spacecraft as part of the ADR mission optimization are defined in
Section 2.2. To aid aspects of the analysis, certain specialized software tools have been
utilized and these are described in some detail in Section 2.3

2.1 Reference Frames

Various reference frames and coordinate systems are used throughout this thesis to de-
scribe the effects of different external torques and accelerations. Within this section, each
reference frame used is described to highlight their specific utility and the importance of
keeping track of which reference frame is required for a particular scenario, such that the
results are interpreted correctly.

2.1.1 Earth-Centered Inertial Frame

Among various existing inertial frames in astrodynamics, Earth-centered inertial (ECI)
frames are commonly used when studying satellites orbiting Earth [131]. The ECI frame
primarily used for the work presented here is J2000, which is defined by Earth’s mean
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equator and mean equinox on January 1, 2000 at noon. Although not directly applicable to
the contributions of this thesis, it is worth noting that the D-SPOSE software described in
Section 2.3.2 uses a quasi-inertial frame, named the True-Equator Mean-Equinox (TEME)
frame. This frame corresponds to the reference frame of Two-Line Element (TLE) sets
describing the position of space objects at a given point in time; TLEs are maintained by
the North American Aerospace Defense Command (NORAD) [12]. These TLEs are used
throughout this work and are described in detail in Section 2.1.2.

Figure 2.1 illustrates the ECI frame represented by the X-Y-Z axes. In addition, for the
purpose of describing the evolution of a space debris spin axis, it can be useful to describe
the orientation of a vector in terms of two angles in the ECI frame. The two angles are
defined for a vector r in Figure 2.1, as the declination θdec and the right ascension λra.

Figure 2.1: Earth centered inertial frame (X,Y,Z), declination angle θdec, and right ascension
angle λra

2.1.2 Earth-Centered Orbital Frame

For a given satellite orbit, the Earth-centered orbital (ECO) frame can be defined. The ECO
frame rotates with said orbit and is defined by x0 pointing towards the ascending node and
z0 pointing along the orbit normal. Now, in order to define the ECO for a specific orbit,
the orbit must be defined in terms of shape, size, and orientation, with respect to Earth. To
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define the shape and size of a satellite’s orbit as well as the position of the satellite within
that orbit, six parameters known as orbital elements are most commonly used. Figure 2.2
shows the ECO frame with respect to the ECI frame as a function of orbital inclination and
right ascension of the ascending node.

Figure 2.2: Earth centered orbital frame (x0, y0, z0), orbital inclination angle i, and right
ascension of the ascending node Ω

Classical Orbital Elements

The classical set of orbital elements are defined as semi-major axis (a, km), eccentricity
(e), inclination (i, rad), right-ascension-of-the-ascending-node (RAAN, Ω, rad), argument
of perigee (ω, rad), and true anomaly (θ, rad). The semi-major axis defines the size of the
orbit, the eccentricity its shape, the triplet of angles—inclination, RAAN, and argument
of perigee—define the orientation of the orbit in the inertial frame, and the true anomaly
locates the position of the satellite along the orbit path. These elements are illustrated and
defined in Figure 2.3.

The before mentioned TLE data sets, shown in Figure 2.4, have a legacy format which
was defined in the 1960s. These TLEs are frequently published to this day and contain in-
formation related to the epoch and orbital elements of the orbiting object being monitored,
as defined in Figure 2.4.
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Figure 2.3: The classical orbital elements

Figure 2.4: Two-line-element set example and content

Equinoctial Elements

An alternative to the classical orbital elements are the modified equinoctial orbital ele-
ments: pp, f, g, h, k, Lq where p is the semi-latus rectum, f and g are elements that describe
the eccentricity, h and k are elements that describe the inclination, and L is the true lon-
gitude. Modified equinoctial elements are used as opposed to classical orbital elements to
avoid numerical singularities associated with zero eccentricity and/or 90� inclination [104].
Singularities associated with zero eccentricity arise when optimizing orbital transfers be-
tween circular and near circular orbits and orbits with near 90� inclination. A significant
proportion of high risk space debris in LEO exist in near circular orbits, many of which are
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high utility sun-synchronous orbits, i.e., near 90� inclination. As such, to avoid numerical
errors when using actual debris data for case studies, the modified equinoctial elements are
used to define the minimum-time low-thrust optimal control problem in Section 3.6. The
modified equinoctial elements can be found from the orbital elements using the following
standard equations:

p � ap1� e2q (2.1)

f � e cospω � Ωq (2.2)

g � e sinpω � Ωq (2.3)

h � tanp0.5iq sinpΩq (2.4)

k � tanp0.5iq cospΩq (2.5)

L � Ω� ω � θ (2.6)

The equinoctial elements presented here are modified from the original set [3] by replacing
the semi-major axis a with the semi-latus rectum p in order to make the formulation viable
for all types of orbits, specifically highly eccentric and hyperbolic orbits. Furthermore,
the mean longitude λ is replaced with the true longitude L such that perturbations can be
tracked on the true anomaly θ, as it is a fast variable.

2.1.3 Satellite-Centered Orbital Frame

Satellite-centered orbital (SCO) frames are defined such that they are fixed with the motion
of the satellite in orbit, meaning the frame is oriented based on the direction of motion of
the satellite. These frames are convenient when satellite perturbations which are dependent
on the satellite direction of motion are analyzed. The SCO frame is related to the ECI frame
by the position vector r and velocity vector v in the ECI frame. However, unlike the ECO
frame, the SCO frame is centered at the satellite center of mass as opposed to the Earth’s
center of mass. Illustrated in Figure 2.5 is the SCO frame x-y-z used to define a change in
velocity ∆V , the directions of which are defined in terms of the satellite flight path angle
γ and the satellite heading angle χ. Here, the x-axis is in the spacecraft velocity direction,
the z-axis points towards Earth in the orbital plane, and the y-axis completes the right hand
rule.
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Figure 2.5: Satellite-centered orbital frame (x, y, z), flight path angle γ, and heading angle
χ

Another SCO frame known as the rotating radial frame (ir-iθ-ih), illustrated in Figure
2.6, is used to define spacecraft acceleration contributions due to gravity and thrust. It
should be noted that, for circular orbits, the rotating radial frame and frame x� y � z are
identical with the exception that the r-axis points away from Earth where the z-axis points
towards it and the y- and h- axes are defined by the right hand rule accordingly. Each unit
vector used to construct the rotating radial frame is defined as

ir � r

||r|| , iθ � ih � ir, ih � r� v

||r� v|| (2.7)

where r and v are the chaser position and velocity vectors, respectively, in the ECI frame.
This frame will be used in Section 2.2 to define the equations of motion of the chaser
spacecraft which, in turn, are used in Section 3.6.2 to solve the minimum-time low-thrust
optimal control problem. The rotation matrix from rotating radial coordinates to Earth-
centered inertial coordinates Qr is defined as

Qr � rir iθ ihs (2.8)
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Figure 2.6: Rotating radial frame (ir, iθ, ih)

2.1.4 Body-Fixed Frame

The body-fixed frame is defined for each individual spacecraft or debris and is fixed with
the rigid body of said object. The body-fixed reference frame is primarily used to define de-
bris orientation and attitude dynamics, as well as its surface geometry. A simplified surface
geometry model for an SL-8 rocket body in the body-fixed frame is presented in Figure
2.7.

2.2 Equations of Motion

Providing active debris removal in LEO requires an accurate rendezvous between the
chaser spacecraft and the debris. In order to achieve such a rendezvous, the optimal thrust
directions, described as components in the SCO rotating radial frame as pur, uθ, uhq, which
minimize the time taken for a spacecraft to move from one point in space (defined by or-
bital elements) to another must be identified, as depicted in Figure 2.8. In order to design
any orbital transfer in space, the equations of motion of the chaser need to be defined along
with the initial and desired chaser locations, otherwise referred to as the boundary condi-
tions. Initially, the orbits used as boundary conditions are defined using standard orbital
elements, as they provide a more intuitive understanding of the orbits than the Cartesian
position and velocity. Moreover, we will need the orbital elements to define the low-thrust
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Figure 2.7: SL-8 debris geometry for simulation with the body-fixed x-axis, y-axis, and
z-axis

chaser dynamics. Specifically for low-thrust accurate rendezvous, the debris dynamics also
need to be propagated such that the chaser is transferred to the actual debris location after
a given transfer time.

In this work, the dynamics of the chaser spacecraft are propagated using the modified
equinoctial elements pp, f, g, h, k, Lq [3, 132] as defined in Section 2.1.2. The propagation
dynamics of the debris are described in Section 2.2.2. The differential equations of motion
of the chaser in terms of equinoctial elements are then given as [132]:
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Figure 2.8: Point-to-point transfer concept
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where

q � 1� f cosL� g sinL

s2 � 1�
?
h2 � k2

(2.15)

and µe is the gravitational constant for the Earth, and ge is the acceleration due to gravity
at the surface of the Earth. In order to keep track of fuel expenditure for a given transfer,
the rate of change of mass m of the spacecraft is given as:

dm

dt
� � T

geIsp
(2.16)

where T is the constant thrust of the propulsion system, and Isp is the specific impulse of
the propulsion system. The chaser acceleration components described in the rotating radial
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frame as ∆r, ∆θ, and ∆h arise due to the thrust accelerating the chaser itself as well as the
perturbations affecting the spacecraft, all of which are defined in Section 2.2.1. The values
used for the physical constants needed to evaluate Eqs. (2.9-2.16) can be found in the top
half of Table 2.1. For the simulations in this research, time is replaced by true longitude L
as the independent variable, using the method described in [133], as the transfers require
a large number of revolutions around the Earth. The relationship between t and L is given
by Eq. (2.14) and the equations of motion in terms of L are found by taking the inverse of
Eq. (2.14) and multiplying Eqs. (2.9-2.13), and (2.16) by said inverse, the result of which
is given as:

dt

dL
� 1b

p
µe
ph sinL� k cosLq∆h �?
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Constant Value

ge 9.807 �10�3 kms�1

Re 6378.1363 km
µe 398600.442 km3s�2

J2 1082.639 �10�6

J3 -2.565 �10�6

J4 -1.608 �10�6

Table 2.1: Physical properties (from the geopotential model EGM 2008 [5])

2.2.1 Chaser Acceleration

The chaser acceleration expressed in the radial chaser frame, ∆ � p∆r,∆θ,∆hq, is mod-
elled as

∆ � ∆g �∆T (2.23)

where ∆g is the gravitational acceleration due to the oblateness of the Earth and ∆T is
the thrust specific force 1. The acceleration due to Earth oblateness is expressed in rotating
radial coordinates as

∆g � QT
r δg (2.24)

where Qr � rir iθ ihs is the rotation matrix from rotating radial coordinates to Earth-
centered inertial coordinates defined in Section 2.1.3. Furthermore, the vector δg is defined
as

δg � δgnin � δgrir (2.25)

where in is the local North direction, defined in the ECI frame as

in � eZ � peTZirqir
||eZ � peTZirqir|| (2.26)

1Although aerodynamic drag is significant, especially during the lower altitude segments of the transfers,
it is not included in the formulation for chaser acceleration. Attempts to include aerodynamic drag increased
the computational time prohibitively and did not result in a converged solution.
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with eZ � p0, 0, 1q representing the unit vector in the Z-direction in the ECI frame. The
oblate Earth perturbations are then expressed as

δgr � �µe
l2

4̧

k�2

pk � 1q
�
Re

l


k
PkpsinφqJk (2.27)

δgn � �µe cosφ

l2

4̧

k�2

�
Re

l


k
P 1
kpsinφqJk (2.28)

where l � p{q, Re is the equatorial radius of the Earth, Pk is the kth-degree Legendre
polynomial, P 1

k is the derivative of Pk with respect to sinφ, and Jk represents the zonal
harmonic coefficients for k � p2, 3, 4q, stated in Table 2.1. Beyond the fourth term, the
effects are considered negligible for the purpose of this research.

The thrust specific force is given as

∆T � T

m
u (2.29)

where
u � pur, uθ, uhq (2.30)

represents the thrust direction and is a unit vector. Additional perturbations can be added
to the chaser acceleration analysis; however, this increases the computational cost signifi-
cantly for the given procedure.

2.2.2 Debris Propagation

The propagation equations of debris used for rendezvous include the same gravitational
effects as for the chaser (defined by the gravitational acceleration ∆g) and by definition,
there is no thrust contribution to the debris motion. In addition, the propagation of debris
accounts for the atmospheric drag effect. This is done because the atmospheric drag may
have a noticeable effect on the debris motion when the debris are propagated over long
periods of time. Furthermore, unlike the chaser, the pieces of debris are under no form of
control and the drag effects cannot be actively mitigated. The perturbations due to atmo-
spheric drag are broken down into radial, tangential, and normal components as follows
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[134]:
∆D � p∆Dr ,∆Dθ ,∆Dhq (2.31)

where

∆Dr � �1

2
ρSCDννr (2.32)

∆Dθ � �1

2
ρSCDννθ (2.33)

∆Dh � 0 (2.34)

and ρ is the atmospheric density, S is the aerodynamic reference area, CD is the drag
coefficient, and ν is the velocity magnitude. The latter can be computed from equinoctial
elements as follows:

νr �
c
µ

p
pf sinL� g cosLq (2.35)

νθ �
c
µ

p
p1� f cosL� g sinLq (2.36)

ν �
b
ν2
r � ν2

θ (2.37)

The atmospheric density is difficult to predict, and existing models will be used to generate
estimates for future missions [135, 136, 137]. For the purpose of this research, the D-
SPOSE tool [138], described in further detail in Section 2.3.2, is used to propagate the
debris. Other perturbations affecting the debris during re-entry (for analysis in Chapter 4)
are also described in Section 2.3.2.

2.2.3 Low-thrust Orbital Transfer Accessibility Using Equinoctial El-
ements

Presented in this section is a control theoretic analysis of low thrust orbital transfers using
equinoctial elements. This work is carried out to support the notion that a specific destina-
tion of an orbital transfer is accessible from a given initial condition, and therefore avoid
carrying out optimization procedures in vain. The analysis is based on the equations of mo-
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tion presented in the beginning of Section 2.2. This work builds on that presented by Gurfil
in [139], where accessibility, a weaker notion of controllability, is proven for low-thrust
orbital transfers using classical osculating orbital elements.

For the purpose of this analysis, the equinoctial orbital elements are combined into:

α � rp, f, g, h, k, Ls P O � S4 (2.38)

where each element in α is defined as in Section 2.1.2, O � R2 is an open set in R2, and
S4 is the 4-sphere. As such, the dynamics defined in Sections 2.2 and 2.2.1 can be written
as

9α � g0pαq �Gpαqu (2.39)

where
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�
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�
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In the above, q and s are defined as in Eq. (2.15). It is worth noting that the boundary
conditions for a given orbital transfer defined using these dynamics can be specified in
terms of an initial state α0 and a desired state αf .

To provide sufficient conditions for accessibility, the concept of Lie brackets is used.
The Lie bracket is a binary operation, which associates to a pair of vector fields g0 and g1,
the vector field

rg0,g1s � Dg1 � g0 �Dg0 � g1 (2.42)
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where Dgi represents the Jacobian matrix of gi.

For the sake of analysing low thrust orbital transfers, the accessibility rank condition
for this problem is defined as any system in the class defined by Eq. (2.39) that is accessible
from α0 if the reachable set αf contains an open subset of R2. For the purpose of showing
that the system is accessible, let

Gpαq � rg1pαq,g2pαq,g3pαqs (2.43)

Then, to show the accessibility rank condition holds, six Lie brackets that are linearly
independent for any initial orbit α0 must be found. These Lie brackets are defined in Λ as
follows

Λ � prg0,g1s, rg0, rg0,g1ss, rg0,g2s, rg0, rg0,g2ss, rg0,g3s, rg0, rg0,g3ssq (2.44)

Thus, accessibility is not possible for the cases for which Λ drops rank and as such these
cases must be found. To do this, the equation detΛ � 0 is examined and simplified using
the symbolic algebra functionality of the software Wolfram Mathematica [140] to give

detΛ � µe
?
pµe

�
1� h2 � k2

� p1� f cosL� g sinLq
p�5f 2 � 5g2 � 6f cosL� 3

�
f 2 � g2

�
cos 2L� 6g sinL� 6fg sin 2Lq � 0

(2.45)

The obvious solutions to this equation are

p � 0 (2.46)

h2 � k2 � �1 (2.47)

For solution (2.46) p � ap1�e2q � 0, there is a lower constraint on a defined by the radius
of Earth and p will therefore only be zero if e � 1, i.e., when the target orbit is parabolic.
This will not be the case for any chaser transfers to space debris orbiting Earth. Further-
more, by definition h, k P R2 which rules out the solution to Eq. (2.47) as a possibility as
well.

To find the other real solutions to Eq. (2.45), the classical orbital elements are substi-
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tuted into the equations
1� f cosL� g sinL � 0 (2.48)

and

� 5f 2 � 5g2 � 6f cosL� 3
�
f 2 � g2

�
cos 2L� 6g sinL� 6fg sin 2L � 0 (2.49)

using Eqs. (2.1-2.6); this yields the solutions presented in Table 2.2, found using Wolfram
Mathematica [140].
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Table 2.2: Solutions to Eqs. (2.48) and (2.49)

There are two distinct types of solutions in Table 2.2: the first type requires the target
orbit to be parabolic (e � 1) which will not be the case for any chaser transfers to space
debris orbiting Earth. The second type is for a constant true anomaly θ, i.e. a specific true
anomaly for a specified eccentricity, a scenario which is unlikely and easily avoidable.
These results imply that there exist continuous-time control inputs that steer the spacecraft
from any initial orbit to almost all desired target orbits.

2.3 Software Tools Used in this Thesis

The software described in this section are those specialized beyond other standard tools em-
ployed in this thesis, such as Matlab, Mathematica, and Excel. These specialized software
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include: GPOPS-II used for solving minimum-time low-thrust optimal control problems
associated with orbital transfers, D-SPOSE used for satellite and debris position and atti-
tude propagation, and DRAMA and DAS both used for debris re-entry and risk analysis.
In the following, we present a high level brief introduction to these tools, citing references
which the reader can consult for additional details.

2.3.1 GPOPS-II

The minimum-time low-thrust optimal control problem analyzed in Chapter 3 of this the-
sis is solved using the optimal control software GPOPS-II [4]. GPOPS-II is a MATLAB
software that transcribes an optimal control problem to a nonlinear programming prob-
lem (NLP) on a given mesh. In order to do this, GPOPS-II implements the variable-order
Legendre–Gauss–Radau (LGR) quadrature collocation method [141], together with an hp-
adaptive mesh refinement method [142]. In broad terms, the collocation method discretizes
the domain (in our case the true longitude L) into a number of collocation points at which
the dynamic equations of motion are enforced, using specifically chosen parameters and
basis functions. A hp-adaptive method is a hybrid between a p method and an h method
in that both the number of mesh intervals (containing collocation points) and the degree of
the approximating basis function within each mesh interval can be varied. The NLP arising
from the LGR collocation method is solved using the open-source NLP solver IPOPT (in-
terior point optimizer) [143], which implements a primal-dual interior point method [144].
Analytical first and second derivatives are obtained using the open-source algorithmic dif-
ferentiation package ADiGator, for which the underlying algorithm is described in [145].
Then, the boundary conditions, constraints, and path errors of the optimal control problem
are estimated and checked against the desired error tolerances. If the tolerances are satis-
fied, a solution is found and the problem is solved; if not, a new mesh is determined and
the unsatisfactory solution is used as the initial guess.

2.3.2 Debris SPin/Orbit Simulation Environment (D-SPOSE)

For the purpose of this research, the open source software Debris SPin/Orbit Simulation En-
vironment (D-SPOSE) [146] is used as a coupled position-attitude propagator. D-SPOSE
was originally developed by former Ph.D. candidate in the McGill Aerospace Mechatronics
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Lab Luc Sagnières, to study the long-term evolution of the attitude dynamics of large space
debris. Containing the major torques that affect the attitude dynamics of spacecraft in orbit,
D-SPOSE enables accurate analyses and predictions of the rotational motion of a piece of
debris and a high fidelity coupled orbit-attitude propagation [138]. In order to validate the
results generated by D-SPOSE, the simulated propagations have been compared to observa-
tions of satellites. As such, D-SPOSE has been applied to three passive spacecraft that have
been continuously tracked by the International Laser Ranging Service (ILRS) since launch:
the American and Italian Laser Geodynamics Satellite 2 (LAGEOS-2) and Laser Relativity
Satellite (LARES), and the Japanese Ajisai satellite [138]. Furthermore, D-SPOSE propa-
gations have been compared to observations of Envisat [147] and Topex/Poseidon [148]. A
detailed description of the relevant perturbations and their implementation can be found in
[138].

D-SPOSE is employed as part of the solution procedure for the majority of work pre-
sented in this thesis. In Chapters 3 and 4, D-SPOSE is specifically employed to propagate
and predict debris locations during low-thrust rendezvous as well as to predict the position
and orientation of the debris as it descends from the initial release orbit to the re-entry orbit
at �125 km altitude. At altitudes lower than 125 km, the atmospheric conditions become
more difficult to predict which makes further propagation less accurate. D-SPOSE is also
employed as a means of estimating the altitude decay rate of debris as well as the RAAN
drift rate at a given altitude. In Chapter 5, the attitude propagation element of D-SPOSE
is combined with the orbital propagation of a re-entry analysis tool DRAMA (presented
in Section 2.3.3 to investigate the effects of the rotational dynamics of space debris during
re-entry.

The perturbations affecting debris propagation considered by D-SPOSE can be split
into two categories, namely gravitational and non-gravitational perturbations. In terms of
gravitational perturbations, Earth’s gravitational field, gravity-gradient torque, and third-
body interactions are included. The effect of Earth’s gravitational field is considered up
to the degree and order specified by the user including oblateness, sectoral, and tesseral
terms. The gravity-gradient torque, is computed for a general gravitational field from the
spherical-harmonic expansion of the geopotential, with the simplifying assumption that the
gravitational acceleration in the vicinity of the center of mass varies linearly with distance.
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The geopotential model used by D-SPOSE is EGM2008 [5]. Finally, the effect on the
orbital dynamics of Earth satellites of third-body accelerations caused by the Moon and the
Sun are included and calculated based on the gravitational parameter and position of said
bodies. The positions of the Sun and the Moon are obtained by D-SPOSE from planetary
ephemerides provided by the Virtual Observatory of the Institut de Mécanique Céleste et
de Calcul des Éphémérides [149].

Non-gravitational perturbations taken into account in D-SPOSE include aerodynamic
drag and torque, eddy-current torque, radiation perturbations, and internal energy dissipa-
tion. The effect of aerodynamic drag diminishes at higher orbits due to the atmospheric
density’s exponential decrease and its computation was already explained in Section 2.2.2.
The NRLMSISE-00 model [136] is implemented to generate values of atmospheric density
and wind velocity vectors at the debris position. The force arising from the atmosphere will
cause a torque which depends on the geometry of the satellite surface exposed to the incom-
ing flow. The aerodynamic torque for a spinning spacecraft is calculated by computing the
surface integral over the area of a surface and summing over all the exposed surfaces. The
eddy-current torque is defined as the interaction between the spinning satellite’s conductive
surfaces and the Earth’s magnetic field. For slowly spinning spacecraft, the time variation
of the magnetic field as seen by the orbiting spacecraft is also considered. The radiation
perturbations considered arise from the pressure that an incoming flux of photons exert on
satellite surfaces, causing both acceleration and torque. Sources of radiation include the
Sun and Earth’s Albedo and infrared emissions. Internal energy dissipation is considered
due to the fact that no physical body is truly rigid and damping can arise in a satellite from
multiple sources, including the sloshing of fuel, vibrations, or moving appendages. Within
D-SPOSE, the torque arising as a result of internal energy dissipation is modelled using a
Kane damper. This mechanism consists of a spherical mass contained inside a cavity full
of viscous fluid at the spacecraft’s center of mass. Assuming that the centers of mass of the
spacecraft and the damper remain coincident, a torque proportional to their relative angular
velocity will arise.

For the purpose of generating the results presented in Chapters 4 and 5, D-SPOSE
requires a triangulated representation of debris geometry, and the following perturbations
are included: Earth’s gravitational effects up to degree and order 4 (including sectoral and
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tesseral terms) as well as third body gravitational effects caused by the Sun and the Moon,
the aerodynamic effects (drag and torque), and the internal energy dissipation torque. Solar
radiation pressure and eddy-current torques are not modelled.

2.3.3 Software for Re-Entry Analysis

Given that the atmospheric re-entry of large space debris poses a threat due to the risk of
impacting populated areas, some means of quantifying this risk are necessary such that
mitigation measures can be implemented. As such, the two debris risk analysis softwares,
DRAMA (developed by ESA) [150, 151] and DAS (developed by NASA) [152], are used
as part of this research to calculate the casualty risk factor for different re-entry scenarios
to determine which aspects of the ADR mission can be designed to minimize said risk.

The first of the two software suites used for re-entry analysis is the ESA software pack-
age DRAMA [150], and more specifically the SARA tool within DRAMA. The SARA
tool employs two components, namely SESAM (Spacecraft Entry Survival Analysis Mod-
ule) for re-entry and break-up estimation, and SERAM (Spacecraft Entry Risk Analy-
sis Module) for casualty risk analysis. The DRAMA version employed in this work is
DRAMA3.0.3 [153]. The second software suite, DAS, is a NASA software that provides
lower fidelity analysis, in terms of risk assessment, than SARA. The DAS version used for
the results in this paper is DAS3.0.1 [154]. The two software suites are described in further
detail in Section 5.1 along with a comparison of the results from each software, for a given
test case.
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3
Motion Planning for Multiple Debris

Removal

In this chapter, we address the first main contribution of this thesis: development of a so-
lution for the motion planning problem for de-orbiting multiple debris. The key difference
between considering ADR for one piece of debris and for multiple pieces of debris is the
increased number of orbital transfers required for multiple debris removal. Consequently,
solving the motion planning problem for removing multiple pieces of debris is vital and is
therefore the first step towards designing a multiple debris removal mission. In Section 3.1,
the motion planning problem is formulated followed by the analysis of other key features
unique to multiple debris removal presented in Section 3.2. Different methods for solving
the motion planning problem are presented in Sections 3.3, 3.4, and 3.6 as well as a fuel
mass analysis, presented in Section 3.5.

3.1 Problem Definition

Multi-debris missions can be broadly categorised as those where a mothership travels from
one piece of debris to the next, deploying smaller thruster modules which attach to and
de-orbit the debris [118, 155] to a disposal orbit, as depicted in Figure 3.1. In this scenario
the chaser starts in its initial orbit and is transferred to the first piece of debris, after which
the chaser travels to each consecutive debris directly, without returning to the initial orbit.
The other category involves a chaser de-orbiting the targeted piece of debris to a disposal
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3.1 Problem Definition

orbit and then returning to another debris orbit in order to de-orbit the next piece of debris
in a sequential or recursive fashion, as depicted in Figure 3.2. Here the chaser spacecraft
starts in its initial orbit, otherwise referred to as the disposal orbit for consecutive debris,
to which it will return once a piece of debris has been captured. The majority of research
carried out on multiple debris removal missions has assumed mission scenarios in the first
category [156, 157]; however, this approach is not well suited for capture methods resulting
in a tethered connection between the chaser and the debris, such as the tethered-net cap-
ture methods [158] or harpoon capture [81]. In these scenarios, stabilizing the debris and
attaching a de-orbiting device is cumbersome and inefficient. Capture methods that result
in a tethered connection between the chaser and the debris, as those mentioned, are among
the most researched [41] and tested methods for ADR. For example, recent experiments for
the RemoveDebris initiative [159] have demonstrated capturing an object using a net and a
harpoon in space.

As such, the work presented here focuses on using optimized orbital transfers as a novel
approach to achieving multiple debris removal in a recursive fashion. Moreover, previous
studies show that for ADR to be successful, at least five pieces of debris are required to
be removed within one year [26, 98]. In this chapter, three problem formulations are out-
lined. The first two formulations represent lower fidelity approaches. First, in Section 3.3
continuous thrust transfers are defined using Edelbaum’s methodology [1] to estimate the
mission time and fuel cost given the recursive approach in Figure 3.2. Edelbaum’s method-
ology is employed as low-continuous thrust engines are assumed for this type of mission
given the likelihood for high ∆V costs. The application of Edelbaum’s formulation to con-
tinuous low thrust transfers is not a novel approach; however, it is employed as an initial,
low fidelity option for analysing the orbital transfers needed to achieve a multiple debris
removal mission. Furthermore, this approach is used to generate initial guesses of transfer
times used for the higher fidelity analysis outlined in Sections 3.2.2 and 3.6 and as a com-
parative case for more complex numerically optimized solutions presented in Chapter 4.
Second, as a comparative measure to the recursive scenario, a methodology for estimating
the time and ∆V cost of transferring the chaser directly from debris to debris is presented
in Section 3.4, as would be the case in the mothership approach for debris de-orbiting.
A formulation of Lambert’s Theorem based on [2] is used in order to find low ∆V cost
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transfer orbits between the debris. Again, this approach is well established for optimized
impulsive transfers; however, it allows us to make a comparison between multiple debris re-
moval mission employing a mothership approach to one which makes use of the recursive
approach. The third problem formulation involves the minimum-time low-thrust optimal
control problem which represents a higher fidelity approach to optimizing orbital transfers
specifically suited for recursive debris removal missions. This approach is outlined in Sec-
tion 3.6 and represents a novel approach to designing and planning multiple space debris
removal missions given a recursive strategy.

Figure 3.1: Mothership multiple debris removal scenario for three debris

3.2 Unique Aspects of Multiple Debris Removal

In addition to the challenges associated with active debris removal missions designed to
remove only one piece of debris, multiple debris removal missions need additional consid-
eration in terms of debris selection and sequencing and fuel and time cost. Consequently,
presented in this section are the approaches taken towards selecting appropriate debris,
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3.2 Unique Aspects of Multiple Debris Removal

Figure 3.2: Recursive multiple debris removal scenario for three debris

finding an optimized sequence in which to remove the debris to minimize the time taken
and the fuel costs of the mission, and introducing drift orbits in certain rendezvous phases.
Drift orbits are specifically selected orbits, in which the chaser spacecraft is parked, where
the natural changes in RAAN due to gravitational perturbations result in the RAAN of the
chaser “drifting”, ideally to match that of the debris. These drift orbits allow for a trade-off
between spending fuel to change the RAAN and spending time to let the RAAN of the
chaser drift naturally towards that of the debris.

3.2.1 Debris Selection and Sequencing

Two approaches to selecting debris in LEO have been chosen based on [98] and [155]
respectively. In [98] the debris are singled out due to their high risk factor, which takes into
account a combination of the orbital parameters, mass, and likelihood of fragmentation.
The debris in [155] are chosen based on similar criteria to [98], however, with the added
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3.2 Unique Aspects of Multiple Debris Removal

consideration that the inclination of each debris does not differ from the others in the set
by more than 2�.

Consequently, the first group of debris considered are the “highest” priority targets, i.e.,
with the highest risk factors according to the aforementioned taxonomy. These debris are
in the inclination range � 99� as this is considered to be the most critical region due to it
containing sun synchronous orbits. The second, and primary, group of debris of interest for
this research are large rocket bodies from SL-8 rockets with semi-major axes ranging be-
tween 7100-7400 km, of which there are 289 pieces with masses around 1440 kg currently
being tracked. This represents a large proportion of space debris mass, as well as debris
with high risk factors, due to the orbits in which the pieces of debris are located. The orbits
are near-circular and have inclinations between 70� and 83�.

As the pool of SL-8 rocket bodies in similar inclination and altitude bands is large,
there is significant freedom with respect to selecting the particular pieces of debris for the
ADR mission. Individual pieces of debris can be chosen based on further selection criteria,
such as risk factor [98] or the inclination bands in which they are located [155] in order to
minimize the costs of transfers to the debris orbits. The specific orbital elements of each
piece of debris considered are detailed for each case study in Chapter 4.

For the sets of SL-8 rocket bodies employed to illustrate the multi-debris removal mis-
sions in Chapter 4, the individual pieces of debris are selected and sequenced based on
the achievable RAAN change of the chaser within a given transfer. This procedure and
the RAAN envelope to which the chaser can be transferred are detailed in Section 3.2.2.
This envelope is relevant both when choosing and sequencing the pieces of debris: each
consecutive debris within the multiple debris removal mission needs to be chosen such that
after propagation, the RAAN of the piece of debris falls within the achievable envelope of
the chaser transfer. It is also important to note, when selecting and sequencing debris for a
given mission, that the debris is in motion as the mission is carried out. This means, each
debris needs to be propagated over the time taken to remove the previous pieces of debris
in the given mission. Hence, considerations for debris selection and sequencing, based on
debris initial conditions, need to be made based on the debris parameters after the time
taken to de-orbit previous debris.
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3.2 Unique Aspects of Multiple Debris Removal

3.2.2 RAAN Limitations

As alluded to above, apart from fuel and time limitations, special considerations are re-
quired in terms of RAAN changes that can be achieved, given the required altitude and
inclination changes for the transfer. First, the RAAN limitations as described in this sec-
tion primarily apply to low-thrust transfers; however, RAAN drift orbits, as defined later in
this section, can be included in the impulsive transfer process to achieve certain, otherwise
high fuel cost, RAAN changes in the context of the mothership approach. Second, natural
RAAN changes caused by Earth oblateness are inevitable and therefore contribute to the
overall RAAN changes during transfers and propagations. Third, there is a limit on the
RAAN change that can be provided by the chaser thrusters within a given altitude and/or
inclination change.

In light of the aforementioned considerations, there is not only a maximum RAAN
change for a given transfer or propagation, but also a minimum, so that the resulting RAAN
change envelope is specified by:

∆Ωenvelope � ∆Ωpertub �∆Ωthrust (3.1)

In the above, the rate of change of RAAN due to Earth oblateness is given by:

9Ωperturbptq � �3

2
J2
?
µeR

2
eaptq

�7
2 cos iptq (3.2)

where J2 is the zonal harmonic coefficient specified in Table 2.1, Re is the radius of Earth,
and µe is Earth’s gravitational constant also specified in Table 2.1. In Eq. (3.2), the de-
pendency on eccentricity is not included as all orbits considered are near circular which
makes the eccentricity contribution to the RAAN drift calculation negligible. In addition,
the ∆Ωthrust can be estimated by assuming a constant thrust direction in the body-fixed
frame of the chaser throughout the orbital transfer. The optimal heading angle (as illus-
trated in Figure 2.5) for changes in certain orbital parameters can be found analytically
[160]. The out-of-plane thrust acceleration ∆Th (from Eq. (2.29)) can be described in terms
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of the heading angle χ as follows:

∆Th �
T

m
uh � T

m
sinχ (3.3)

and the rate of change of RAAN due to thrust is given by:

9Ωthrustptq � a sin θ

H sin i
m∆Th (3.4)

where H � ?
µp is the magnitude of the angular momentum vector of the orbit, and θ is

the true anomaly of the spacecraft.

Eq. (3.4) represents the general equation for RAAN change for a given thrust compo-
nent ∆Th . It is possible to prescribe an optimum heading angle for achieving the highest
rate of change in a specific orbital parameter. For example, to achieve a maximum rate of
change in RAAN, χ � signpsin θqπ

2
; however, this results in no change in altitude. Alter-

natively, χ � 0 results in the highest rate of change in altitude, but no change in RAAN.
For the purpose of narrowing the target selection in this thesis, a constant heading angle of
χ � signpsin θqπ

4
is chosen to allow for changes in both altitude and RAAN, in order to

gain insight into the achievable RAAN changes. This RAAN analysis is carried out prior
to optimizing the thrust direction components for a given transfer to gauge the attainability
of the RAAN change given the altitude change, inclination change, and the magnitude of
thrust. Thus, the ∆Ωenvelope for a given transfer can be estimated by integrating Eqs. (3.2)
and (3.4), where the time of transfer is estimated using Edelbaum’s low-thrust transfer
analysis outlined in Section 3.3.

As mentioned in Section 3.2.1, the achievable RAAN change as quantified by the
RAAN envelope introduced in this section is used to select and sequence the pieces of
debris for the multiple debris removal mission. The RAAN envelope ∆Ωenvelope, indicates
the region of achievable RAANs to which the chaser can transfer, for a given altitude and
inclination change. As a result, available pieces of debris within the selection pool are
propagated over the time taken to remove previous pieces of debris within the mission, as
well as the estimated transfer time for the chaser to reach the altitude and inclination for a
given piece of debris. A potential debris target that falls within the chaser RAAN envelope
can then be identified. It should be noted that the semi-major axis and inclination of the
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Figure 3.3: Rendezvous transfer with drift orbit

debris may change significantly during propagation, resulting in a re-estimate of the chaser
transfer time and therefore a re-propagation, making this process iterative.

3.3 Continuous Thrust Transfers Using Edelbaum’s For-
mulation

In this section, a mission plan for removing multiple pieces of large space debris, using
a recursive approach is formulated. For each transfer, a modified Edelbaum methodology
is used to account for the changes in semi-major axis and inclination and, perturbations
introduced by the first order effects of the flattening of the Earth are considered (J2 effect)
in order to use the natural RAAN drift to alter the RAAN of the chaser orbit to match that
of the orbit of the debris target.

3.3.1 Evaluating Mission Costs

When applying Edelbaum’s methodology [1] to the recursive approach, two orbital trans-
fers are considered (for cases where no drift orbit is required). The first is the rendezvous
where the chaser is transferred from its original orbit (or the disposal orbit) to the orbit of
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3.3 Continuous Thrust Transfers Using Edelbaum’s Formulation

the first/next debris. During this stage the altitude, inclination, and RAAN of the chaser
are changed in order to match the orbital characteristics of the debris. Once the debris is
captured and stabilized the chaser-debris system will transfer to the disposal orbit in the
de-orbiting stage. During de-orbiting, only the altitude is changed by the chaser, however,
changes in RAAN due to the RAAN drift are also accounted for in the analysis. It is also
important to note that t0, i.e., when t � 0 is the point at which a given transfer, at any stage
of the mission, is initiated.

Rendezvous

Edelbaum transfer [1] is employed as low-continuous thrust engines are assumed for this
type of mission given the likelihood for high ∆V costs. Equations from Edelbaum [1] stated
in Eqs. (3.6), (3.7), and (3.9) are used to estimate the time required for a given low-thrust
transfer as well as the ∆V cost, where τ is the thrust acceleration of the engine:

τ � T

m
(3.5)

where recall, T is the thrust of the chaser and m is mass of the chaser or chaser-debris
system during the de-orbit stage.

For the analysis in this section, the debris orbits are approximated as circular since for a
significant number of large space debris in LEO the eccentricities are very small (¤ 0.001).
This assumption can be removed when all changes in the orbital elements (not only altitude,
inclination, and RAAN) are accounted for during transfers, as will be done in Section 3.6.

Considering these assumptions, the ∆V cost (subscripts a and i refer to the cost of
changing the semi-major axis and the inclination respectively) can be found for a transfer
of the chaser from the initial orbit to the target debris orbit using the following equations
[1]:

∆Va,i � vC cospχ0q � vC sinpχ0q
tanpπ

2
∆i� χ0q (3.6)

where the initial heading angle χ0 of the chaser is:

tanχ0 �
sinpπ

2
∆iq

vC
vD
� cospπ

2
∆iq (3.7)
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and the in-orbit circular velocity of the chaser (subscript C) and debris (subscript D) orbits
are:

vn �
a
µ{an, n � C,D (3.8)

where aC and aD are the initial and final radii from the center of the Earth of each orbit,
µ is the Earth’s gravitational constant. Then, the thrust duration required to achieve this
transfer is given by:

ttr � ∆Va,i
τ

(3.9)

De-Orbit

Once the rendezvous and capture phases have been completed, the debris needs to be de-
orbited. The procedure for this is similar to the no-drift rendezvous phase except the mass
of the system is now given by the chaser mass plus the mass of the debris and only changes
in semi-major axis are taken into account for the ∆VDo and time tDo calculations as no
changes in i or RAAN are required.

It should be noted that changes in RAAN and inclination are carried out during the
rendezvous phase rather than the de-orbit phase for reasons of simplicity and efficiency.
During the rendezvous phase, it is only the chaser which needs to perform the manoeuvres
for the required changes, whereas if these changes were carried out during the de-orbit
phase, they would involve the tethered chaser-debris system which would be more compli-
cated and less cost effective.

3.3.2 Including RAAN Drift

The RAAN drift and the J2 effect, both on the chaser and the debris, can be included
in the Edelbaum analysis. RAAN drift applies to the chaser during long (non-impulsive)
transfers, as well as to the debris as it is orbiting the Earth. Therefore, the relative RAAN
drift between the chaser and the debris needs to be considered at all stages of the mission.

The chaser drift during the rendezvous and de-orbit transfers can be found by integrat-
ing the first-order ODE for the RAAN as given by Eq. (3.2) over the time of transfer found
using Eq. (3.9). Eq. (3.2) must be integrated jointly with the rates of change of altitude 9a
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and inclination 9i of the chaser given by Eqs. (3.10) and (3.11), respectively:

9aCptq � 2aCptqτ
vCptq (3.10)

9iCptq � 2τ

πvCptq sinpχptqq (3.11)

where
vCptq �

a
vCp0q2 � 2vCτt cospχ0q � pτtq2 (3.12)

The thrust heading direction χ during the transfer can be found using Eq. (3.13), given the
initial heading angle χ0 found using Eq. (3.7).

tanpχptqq � vCp0q sinpχ0q
vCp0q cospχ0q � τt

(3.13)

The RAAN drift of the debris within its orbit is found using Eq. (3.2), however, with a and
i constant which yields a constant RAAN rate. Now, if a drift orbit (introduced in Section
3.2.2) is required for rendezvous, the RAAN drift of the chaser when parked in a drift orbit
is calculated in the same way as that of the debris within its orbit. As a result, Eq. (3.14)
gives the RAAN after a certain time t spent by the chaser or debris in a given orbit.

Ωptq � Ω0 � 9Ωpt� t0q (3.14)

where Ωptq refers to the RAAN at the mission time t and Ω0 is the initial RAAN of debris
or chaser in the drift orbit.

The ∆V cost of changing the RAAN (from that of the chaser orbit to that of the debris
orbit) using low continuous thrust can be found using Eq. (3.15) as derived by Pollard [161].

∆VΩ � π

2

c
µ

aD
|∆Ω| sinpiDq (3.15)

where ∆Ω is the difference between the desired RAAN and the RAAN of the chaser after
the effect of RAAN drift during transfer. Consequently, the total ∆V cost for these transfers
is calculated as the sum of ∆Va,i and ∆VΩ, bearing in mind that introducing a drift orbit
would reduce or even remove the contribution of ∆VΩ.
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3.3.3 Solving the Multiple Debris Removal Motion Planning Problem
Using Edelbaum’s Formulation

The solution to the multiple debris removal problem using Edelbaum’s formulation [1] is
defined as a novel optimization procedure. The aim of this optimization procedure is to find
the drift orbit in which to place the chaser as part of the debris rendezvous stage, such that
the mission constraints of removing 5 debris within a total time tmax and a total cost ∆Vmax

are satisfied while minimizing the actual total mission time and fuel cost. A flowchart of
the entire procedure is shown in Figure 3.4.

The inputs in the procedure are the orbital characteristics of the chaser in its initial orbit,
the orbital characteristics of the 5 pieces of debris (pre-selected based on considerations
made in Sections 3.2.1 and 3.2.2, the thrust capabilities of the chaser, the mass of chaser
and the debris, and an estimate of the cost (time and ∆V ) for the de-orbit stage of the
mission (no drift orbit). The outcome is then the altitude and inclination of the drift orbit,
adrift and idrift, as well as the ∆V and time cost of the debris rendezvous stages of the
entire mission.

To start, the debris are sequenced as described previously and the objective function
and constraints used in order to find a minimum mission cost are defined as follows

min
adrift,idrift

fpadrift, idriftq � ∆Vtotal
∆Vmax

� ttotal
tmax

subject to g1padrift, idriftq � ∆Vtotal �∆Vmax ¤ 0

g2padrift, idriftq � ttotal � tmax ¤ 0

(3.16)

where, ∆Vtotal is the sum of the total transfer ∆V of the rendezvous stage and the de-orbit
stage (∆VR�∆VDo) and ttotal is the sum of the total transfer time taken to rendezvous and
the time taken to de-orbit (tR� tDo), with tR accounting for the time spent in the drift orbit.

The constraints may cause the mission to be infeasible for some combinations of debris,
in which case the best case scenario is found using the objective function in Eq. (3.17)
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where the deviation from the desired mission cost is minimized rather than the actual costs.

min
adrift,idrift

fpadrift, idriftq � |∆Vmax �∆Vtotal|
∆Vmax

�|tmax � ttotal|
tmax

(3.17)

The optimization procedure, specified by Eq. (3.17), becomes more effective for a given
mission when higher changes in RAAN are required for a given rendezvous. It is noted that,
the described optimization procedure could also be tailored for the mothership approach,
however, it is likely to be less effective since the ‘design space’ is limited by the relatively
small altitude changes between each debris.

3.4 Impulsive Transfers by Applying Lambert’s Theorem
to Orbital Manoeuvres

In this section a formulation of Lambert’s Theorem based on [2] is used in order to find
low ∆V cost transfer orbits from debris to debris to calculate the expected costs of the
mothership approach. These orbital transfers can each be achieved using separate 2-thrust
impulsive transfer manoeuvres as illustrated in Figure 3.5. The results of this analysis are
used to compare and contrast with results found using Edelbaum’s formulation for a re-
cursive approach and identify scenarios where one approach may be more appropriate in
terms of cost efficiency. It is noted that the formulation of Lambert’s theorem for impulsive
transfers does not take into account perturbing effects as a result of a non-spherical Earth.
The approach is included to be comparable to results in the literature [119]; however, con-
siderations can be made to include drift orbits and reduce the fuel cost in exchange for
longer transfer time.

First, Lambert’s theorem [2] states:

“The transfer time of a body moving between two points on a conic trajectory is a

function only of the sum of the distances of the two points from the origin of the force, the

linear distance between the points, and the semi-major axis of the conic”
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Figure 3.4: Flow chart of procedure for low continuous thrust employing the Edelbaum
formulation
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To formulate this theorem in the context of an orbital transfer problem, Kepler’s equa-
tion relates the transfer time between two orbits (tD � tC) to the semi-major axis (atr) and
the eccentricity of the transfer orbit (etr) and the eccentric anomaly of the first and second
orbits (EC and ED):

?
µeptD � tCq � 2a

3{2
tr p

1

2
pED � ECq � etr sinp1

2
pED � ECqq cosp1

2
pEC � EDqqq (3.18)

By defining the angles ψ and σ as:

ψ � 1

2
pED � ECq, cospσq � etr cosp1

2
pEC � EDqq (3.19)

Eq. (3.18) can be rewritten as follows:

?
µeptD � tCq � 2a

3{2
tr pψ � sinpψq cospσqq (3.20)

In order to achieve a point-to point transfer, Lambert’s Theorem [2] relates the transfer
time to the semi-major axis of the transfer orbit atr, the sum of the magnitudes of the
position vectors of the chaser and the debris when the transfer is initiated, (r1 � r2), and
magnitude of the chord between the chaser and the debris (c) by writing these geometric
quantities in terms of ψ and σ defined as follows:

r1 � r2 � 2atrp1� cospσq cospψqq (3.21)

c � 2atr sinpψq sinpσq (3.22)

Equation (3.20) can then be solved for a given transfer time tD � tC or for a given transfer
trajectory represented by atr. The transfer time is a function of the geometric parameters
shown in Figure 3.5.

Now, both Lagrange and Gauss have developed methods for finding the lowest transfer
time for a point-to-point transfer by varying the transfer orbit characteristics [2]. For this
analysis, a combination of Lagrange’s and Gauss’ methods applied to Lambert’s theorem
are used following the solution in [2], in order to take advantage of the efficiency of Gauss’
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Figure 3.5: Geometric parameters for Lambert’s theorem

equation and the robustness of Lagrange’s equation. Therefore, Eq. (3.20) is rewritten as:

c
µe
a3
m

ptD � tCq � κ3HL � 4λLκ (3.23)

where am is defined as:
am � s

2
� 1

4
pr1 � r2 � cq (3.24)

and λL is defined as:
λL � 1

s

?
r1r2 cos

1

2
ξ (3.25)

where ξ is the angle between the position vector of the chaser and the position vector of the
debris relative to the focus (in this case the Earth) as shown in Figure 3.5; s is as defined
in Eq. (3.24); HL is a hypergeometric function, introduced in order to take into account
hyperbolic transfers as well as parabolic and elliptical transfers. It is defined as:

HL � 4

3
F p3, 1;

5

2
;S1q (3.26)

where

F pαL; βL; γL; zLq �
8̧

n�0

pαLqnpβLqn
pγLqn

znL
n!

(3.27)
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and pαLqn is defined as αLpαL� 1qpαL� 2q...pαL�pn� 1qq with pαLq0 � 1. The variable
S1 is defined as:

S1 � 1

2
p1� λL � xLκq (3.28)

where
κ � yL � λLxL (3.29)

and
yL �

b
1� λ2

Lp1� x2
Lq (3.30)

The value used for xL determines the shape of the transfer orbit in the following fashion:
if �1   xL   1 then it is an elliptic transfer orbit, if xL � 1 it is a parabolic transfer orbit,
and if 1   xL   8 it is a hyperbolic transfer orbit. The value of xL can be varied in order
to tailor the time, ∆V cost, and accuracy of the rendezvous; this is preferred to varying atr
(defined earlier) which results in numerical problems [2].

Now that a specific transfer orbit has been found, the velocity of the transfer orbit is
calculated as follows:

vtr � 1

κ

c
µe
am

rp2λLam
r1

� pλL � xLκqqnr1 �
c
r2

r1

sinp1
2
ξqpnh � nr1qs (3.31)

where nr1 is the unit vector defining the direction of the chaser from the focus and nh is
the unit vector normal to the orbital plane of the transfer orbit. Finally, the ∆V cost of the
transfer of the chaser to the debris is found as:

∆VR � ∆V1 �∆V2 � |vC � vtr| � |vtr � vD| (3.32)

with the velocities of the chaser and debris in their respective orbits as computed from the
orbital elements and vtr, the magnitude of vtr of Eq. (3.31).

3.5 Fuel Mass Analysis

The mass of fuel required, given certain thruster specifications, plays an important role in
the feasibility of the mission and also provides a good indication of the mission cost. In
this section, the equations for estimating the fuel cost both for chemical propulsion and
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electric propulsion systems are presented, based on that outlined in [162], followed by how
this is specifically applied to electric propulsion systems specific to the Edelbaum analy-
sis, and chemical propulsion systems specific to impulsive transfers analyzed by applying
Lambert’s theorem. Electric propulsion is a potential and realistic option for achieving low-
thrust Edelbaum transfers and hence applies directly to the analysis of fuel costs for this
formulation.

The basis of rocket and spacecraft propulsion analysis comes from Tsiolkovsky’s rocket
equation [163], which describes a vehicle, the mass of which is decreasing as a jet of matter
is projected rearwards. The force that projects the exhaust rearwards is the same force that
propels the rocket. The thrust-exhaust velocity relationship is based on Newton’s second
law, as

T � 9meve (3.33)

where 9me is the mass flow rate, T is the thrust of the rocket, and ve is the effective ex-
haust velocity. From Eq. (3.33) Tsiolkovsky obtained the following formula, using simple
differential calculus, for the vehicle velocity v:

v � ve loge
M0

M
(3.34)

Here M0 is the mass of the rocket at ignition, and M is the current mass of the rocket.

3.5.1 Electric Propulsion

Electric propulsion systems make use of electrical power to accelerate a propellant by dif-
ferent possible electrical and/or magnetic means. Electric power can come from a bat-
tery, solar panels, or an on-board nuclear or solar generator. The performance of electrical
propulsion systems can be considered using the principles of momentum transfer and the
rocket equation (Eq. (3.33)). It is worth noting that the total mass of the system includes the
mass of the propellant, the mass of the structure, and the mass of the power supply. Also,
the exhaust velocity depends on the power delivered, the nature of the propellant, and the
way the thrusters transfer momentum to the propellant.

The thrusters have a certain efficiency in converting electric power to thrust, and the
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power supply has a certain power-to-mass ratio. Expressing these efficiencies as ν for the
thruster efficiency, and η for the power-to-mass ratio, the following relationships apply:

v � ve logeR (3.35)

with the mass fraction:
R � MS �MP �ME

MS �ME

(3.36)

where
η � PE

ME

; ν � 9mev
2
e

2PE
(3.37)

and subscripts S, P , and E refer to structure, propellant and electric power supply respec-
tively, PE is the electric power. The mass flow rate is given by

9me � MP

tB
(3.38)

where the burn time in seconds is represented by tB (for continuous thrust transfers tB �
transfer time) and the mass flow rate 9me is assumed constant. Hence, the exhaust velocity
can be written as

ve �
c

2νPE
9me

�
c

2νηME

9me

�
c

2νηtBME

MP

(3.39)

and as a result the thrust is given by

T � 9meve �
a

2 9meνηME �
c

2νηMEMP

tB
(3.40)

where the electric power is assumed to be proportional to the mass of the power supply.
Using given thruster specifications and the calculated transfer time, the propellant mass
MP can be defined in terms of the power supply mass ME using Eq. (3.40). Furthermore,
The rocket equation (Eq. (3.33)) now becomes:

v �
c

2νηME

9me

logep1�
MP

MS �ME

q (3.41)

where the electric power is represented as a function of the power supply mass. Now, Eq.
(3.41) can be solved for MP or ME by substituting 9me from Eq. (3.38) and either MP or
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ME from Eq. (3.40).

3.5.2 Chemical Propulsion

The basis for fuel mass analysis presented at the beginning of this section can also be ap-
plied to chemical propulsion systems. These systems are necessary when considering im-
pulsive transfers, as is the case for Lambert’s theorem. When analyzing a chemical space-
craft propulsion system the exhaust velocity ve is usually given in terms of the specific

impulse of the engine in the following way:

ve � geIsp (3.42)

where ge is the acceleration due to gravity at the surface of the Earth. Equations (3.34) and
(3.42) are combined to find the mass of propellant required to achieve a manoeuvre with a
given ∆V cost:

∆V � ve logep
MP �Md

Md

q � geIsp logep
MP �Md

Md

q (3.43)

where mass at ignition has been divided into MP , the mass of propellant required and Md,
the dry mass of the system. Lastly, Eq. (3.43) is re-arranged to find the propellant mass for
a given transfer ∆V using chemical propulsion:

MP �Md expp ∆V

geIsp
q �Md (3.44)

Eq. (3.44) will be used in Section 4.2 to compute the mass of fuel required for the impulsive
transfers.

3.6 Minimum-Time Low-Thrust Optimal Control Prob-
lem

To achieve a rendezvous between the chaser and the debris sufficient for ADR, a high
accuracy point-to-point transfer is required. It is therefore important to take into account
the changes in true anomaly as well as the other orbital elements of both the chaser and

61



3.6 Minimum-Time Low-Thrust Optimal Control Problem

the debris in designing such a transfer. This is a somewhat different scenario from other
missions with continuous low thrust propulsion. The aim of the optimization formulation
presented here is to achieve a high accuracy transfer in LEO and to determine the trajectory
and the control directions.

3.6.1 Optimal Control Problem Formulation

The objective function for the optimization problem to be solved is:

J � tf (3.45)

for a chaser with the state, α

α � pp, f, g, h, k, L,mq (3.46)

defined as in Section 2.2.3, with the added m term included as a means of calculating
the mass of propellant required for a given transfer. The state α is subject to the dynam-
ics described in Section 2.2, Eqs. (2.9-2.16). Transfer time is chosen as the minimization
objective due to the continuous thrust nature of the transfer: if the thrust is constant and
continuous, the shortest transfer time is also the most fuel efficient.

The solution of the optimization problem in (3.45) is subject to boundary constraints.
As such, the boundary conditions for the orbit transfer are described in terms of classical
orbital elements and converted to modified equinoctial elements using Eqs. (2.1-2.6). The
chaser starts in a near-circular inclined low Earth orbit, and the initial debris location is
given by two-line-elements [12] data at time t0 � 0. The initial orbit is specified in terms
of classical orbital elements as

rapt0q ept0q ipt0q Ωpt0q ωpt0q θpt0qs � ra0 e0 i0 Ω0 ω0 θ0s (3.47)

The orbital transfer of the chaser is terminated at the debris location after propagation,
given by

raptf q eptf q iptf q Ωptf q ωptf q θptf qs � raf ef if Ωf ωf θf s (3.48)
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Finally, during the transfer, the thrust direction u must remain a unit vector. Thus, the
equality constraint given by Eq. (3.49) is enforced at all points during the transfer.

||u||2 � u2
r � u2

θ � u2
h � 1 (3.49)

3.6.2 Solving the Minimum-Time Low-Thrust Optimal Control Prob-
lem

The minimum-time low-thrust optimal control problem outlined in Section 3.6 is solved
using the optimal control software GPOPS-II [4] introduced in Section 2.3.1. The bound-
ary conditions, constraints, and equality errors (error in Eq. (3.49)) of the optimal control
problem are estimated and checked against the desired error tolerances. If the tolerances
are satisfied, a solution is found and the problem is solved; if not, a new mesh is determined
and the unsatisfactory solution is used as the initial guess.

In addition, to achieve a high accuracy transfer, it is necessary to match the chaser’s
arrival location to the actual location of the debris after the transfer time. This means the
location of the debris needs to be propagated for the duration of the estimated transfer time,
and a new transfer problem needs to be solved for the new debris location. As a result, a
novel iterative procedure is proposed here, to ensure that the chaser and debris rendezvous
to the desired accuracy at the same time, given certain orbital perturbations. Furthermore,
for each iteration, the optimal control problem can only be solved and converge to a so-
lution if given a good initial guess. When generating the initial guess, the procedure for
which is detailed in Section 3.6.3, it needs to contain approximately the same number of
revolutions as that required for the transfer. A novel aspect of the initial guess generation
is the inclusion of desired RAAN changes in the objective function.

Given that the chaser is transferred to an estimated debris location, an iterative proce-
dure is introduced in order to achieve convergence between the final chaser location and
the actual debris location after transfer. By propagating the debris orbital elements for the
duration of the rendezvous found using the methodology described in Section 3.6.3, a more
accurate location of the debris can be found, and the full optimal control problem can be
solved again for the updated debris location. The iterations are repeated until the chaser
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location after the transfer matches the propagated debris location after said chaser transfer
time. This iterative procedure is illustrated in Figure 3.6, where an optimal control problem
is solved, in which the chaser is transferred to the initial debris orbit (C Ñ Di) in t0c days.
The debris is then propagated (P1) for duration t0c and a new debris location is found. The
chaser is transferred to new debris location (C Ñ DP1) and a new transfer time t1c is found.
The debris is then propagated (P2) for t1c days and a corresponding transfer time to this
next location is calculated. This process is repeated until the difference in sequential prop-
agation times, tnc � tn�1

c , is smaller than a desired specified tolerance. Figure 3.6 highlights
two scenarios, one in which the piece of debris is moving further away from the chaser
after each iteration and one where the piece of debris moves closer to the chaser after each
iteration.

The iterative procedure described above is initiated by specifying each debris location
only at the beginning of the mission. This means consecutive pieces of debris in the mul-
tiple debris removal mission are propagated from the beginning of the mission over the
time taken to remove previous pieces of debris through to the rendezvous with the piece of
debris at hand. However, the chaser transfer time is only considered as the time from the
moment the chaser and the previous piece of debris had arrived in the disposal orbit, to the
time of rendezvous between the chaser and the current piece of debris.

It should be noted that the iterative procedure proposed here is chosen over introducing
the debris propagation as a constraint within the NLP solver for two reasons. First, intro-
ducing a high fidelity optimal propagator, such as D-SPOSE, into a NLP solver such as
GPOPS-II significantly increases the computational cost of solving the problem. Second,
having a de-coupled system, that is, a debris propagator independent of the NLP solver,
allows for flexibility of using different orbital propagators, as well as selecting required
perturbations to achieve varying degrees of propagation accuracy.

3.6.3 Initial Guess Generation

Due to the nature of the problem being solved, the solution will contain a large number of
orbital revolutions of the chaser (�100-400 as will be seen in Chapter 4 numerical results).
As such, in order for GPOPS-II to converge to the solution, a good initial guess in terms
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Figure 3.6: Illustration of iterative rendezvous process

of the number of revolutions required to complete the transfer needs to be found. A good
initial guess is important for solving this problem due to the accuracy requirement of the
transfer. This means that the solution is unlikely to converge to a transfer, which satisfies all
the constraints unless the initial guess is close to the required transfer in terms of revolutions
and transfer time.

The procedure for generating the initial guess requires two steps. The first step is finding
a coarse initial guess using a variable step ordinary differential equation solver (ODE45 in
Matlab) by propagating the modified equinoctial dynamics from the initial conditions over
an estimated time for transfer. The estimated time for transfer is found using Edelbaum’s
analytical low-thrust transfer analysis described in Section 3.3. In computing this coarse
initial guess, the control direction is assumed to lie along the direction of the inertial veloc-
ity of the chaser, that is,

u � QT
r

v

||v|| (3.50)
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where Qr is defined as in Section 2.1.3.

The second step of generating the initial guess requires refining the guess found in step
one, and the procedure is based on that outlined in [133], with a new modification to the
objective function used. Here, the initial guess from the first step is used to solve a sequence
of optimal control subproblems. Solving each subproblem results in the state after one true
longitude cycle, which has the minimum difference from the desired end state for the whole
transfer. The objective function is defined based on the mean-square relative difference:

J � w1

�
ppLrevq � pf

1� pf

�2

� w2

�
f 2pLrevq � g2pLrevq � e2

f

1� e2
f

�2

� w3

�
h2pLrevq � k2pLrevq � tan2p0.5if q2

1� tan2p0.5if q
�2

� w4

�
kpLrevq
hpLrevq

� tanpΩf q
1� tanpΩf q

�2 (3.51)

where pf , ef , if , Ωf , are the desired final semi-latus rectum, the desired final eccentricity,
the desired final inclination, and the desired final RAAN respectively; wn, n � 1, ..., 4 are
the weights to prioritise the different terms. Subscript rev refers to the value of the true
longitude after one revolution. The objective function stated in Eq. (3.51) is a modification
of that defined in [133], as it includes the fourth term to allow a degree of control and prior-
ity of desired RAAN changes. The subproblems are solved under the dynamic constraints
Eqs. (2.17)-(2.22) and Eq (2.16) described in Section 2.2 and the equality constraint given
by Eq. (3.49). The optimal control subproblems are solved sequentially using the result
of the previous subproblem as the starting point for the next, until the desired final state
is reached. Once the desired end state is reached, the results (state and control) of each
subproblem are combined to provide an initial guess for the entire transfer.

The particular choice for the weights wn is important and has a significant effect on the
outcome of the optimization. For instance, in general cases where no particular emphasis
is put on any of the orbital parameters, the weights are set as w1 � w2 � w3 � w4 � 1.
Other values for the weights can be chosen based on which non-dimentionalized term in
Eq. (3.51) requires the most significant change; for example, if there are large differences in
the non-dimentionalized semi-major axis and RAAN of the chaser and the piece of debris,
as compared to the differences in non-dimentionalized inclination and eccentricity, then w1
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and w4 will be significantly larger than w2 and w3. One way to perform this comparison is
by considering the change in a given orbital element of the transfer on hand and the rate
of change of the same orbital element. Similar consideration is given to the other orbital
elements of interest and finally, based on which orbital elements require large changes
with lower rates of change, the weights can be distributed accordingly. For the research
presented in this thesis, special cases include the following: de-orbiting, where only the
change in semi-major axis is important, so that w1 � 1, and w2 � w3 � w4 � 0, and
large changes in inclination where w3 � 10, and w1 � w2 � w4 � 1. Some convergence
issues have been encountered where the value of two or more orbital parameters converge
at the same rate and then oscillate outside of the desired region. This can be solved by
increasing the weighting on one or more of said parameters, changing the convergence rate
and thereby allowing the solver to converge to a solution within the tolerance region.

3.6.4 Including a Drift Orbit

The last special aspect of the optimized transfer solution proposed here is the incorporation
of the drift orbit into the transfer manoeuvre. As outlined in Section 3.2.2, to achieve certain
RAAN changes that would otherwise be too costly in terms of fuel, an optimized drift orbit
can be found, in which the chaser can be parked during the rendezvous stage of an ADR
mission. Considering Eq. (3.2), the natural drift rate is inversely proportional to the altitude
of the orbit. This means the drift orbit should be at as low an altitude as possible, while
ensuring that the aerodynamic drag does not cause significant perturbations to the drift
orbit parameters during drift. A conservative estimate obtained using the D-SPOSE tool,
described in Section 2.3.2 of the decay rate at an altitude of 500 km is 0.14 km/day, which
is deemed sufficiently low for the purpose of the drift orbits.

The inclination of the drift orbit is determined by minimizing the overall rendezvous
time:

min
idrift

fpidriftq � ttransfer1 � ttransfer2 � tdrift

subject to g1pidriftq � ∆Va,i �∆Vmax ¤ 0

g2pidriftq � ttotal � tmax ¤ 0

(3.52)

where ∆Va,i is the sum of the total transfer ∆V for transfers 1 and 2 (transfer 1 being the
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transfer from the initial chaser orbit to the drift orbit and transfer 2 the transfer from the
drift orbit to the debris location, as depicted in Figure 3.3), and accounts for any ∆V re-
quired to match the debris RAAN; ∆Vmax is the ∆V estimate (compute using Edelbaum’s
formulation) for performing the rendezvous without a drift orbit; ttotal is the sum of the
total transfer time taken to rendezvous with the debris (ttransfer1 � ttransfer2 � tdrift) as
shown in Figure 3.3, and tmax is the maximum allowable time for the transfer. The pa-
rameters tmax and ∆Vmax are constants for a given transfer, and tmax is user defined. The
values for ttransfer and ∆Va,i for both orbital manoeuvres during rendezvous are calculated
using Edelbaum’s equations for low-thrust orbit-to-orbit transfers (Eqs. (3.6) and (3.9) in
this thesis). The estimate for tdrift is calculated by comparing the drift rate of a given drift
orbit, Eq. (3.2) to the drift rate of a given piece of debris and finding the time taken for the
chaser RAAN to ‘catch up’ to the debris RAAN, while accounting for the RAAN changes
that will occur during transfer 2 (i.e., after the drift orbit).

3.7 Chapter Summary

Three problem definitions and the associated solutions for achieving multiple debris re-
moval are presented in this chapter in Sections 3.3, 3.4, and 3.6 respectively. The first
approach makes use of Edelbaum’s methodology to achieve low thrust orbital transfers in
a low fidelity manner. For the second approach Lambert’s theorem is applied to impulsive
orbital transfers as a comparative case for the first approach. The third approach defines
each orbital transfer as a minimum-time low-thrust optimal control problem and represents
a higher fidelity solution to low thrust transfers where each rendezvous is an optimized high
accuracy point-to-point transfer. The de-orbiting phases are optimized orbit-to-orbit trans-
fers, as the position of release within the disposal orbit is assumed arbitrary. For the first
two problem definitions, the de-orbiting stage is analyzed using Edelbaum’s formulation.
For the third problem definition, a simplified optimal control is solved for the de-orbiting
stage, where the final boundary constraint is only defined in terms of the semi-major axis
and no iterations are needed. Each procedure developed gives an estimation of the time and
fuel requirements for the different phases of the complete multi-debris removal mission.

As the notion of multiple debris removal is in its infancy, some unique aspects of such
missions, as compared to missions designed to remove only a single piece of debris, are
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identified and analyzed. In Section 3.2.1 the debris selection and sequencing process, used
to minimize mission cost, is presented, followed by an analysis of RAAN limitations en-
countered when considering low-thrust orbital transfers and how these can be overcome
by including RAAN drift orbits during the rendezvous stage of multiple debris removal
missions in Section 3.2.2. More specifically, there is a bounded RAAN change that can be
achieved for a given change in altitude and inclination. As long as there are a large number
of pieces of debris within a small inclination range, the subsequent piece of debris to be
de-orbited can be chosen to fall into the achievable RAAN range. However, in the event
where only a limited choice of debris is available, chaser RAAN change limitations need
to be overcome in order to achieve rendezvous.
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4
Multiple Debris Removal Case Studies

Presented in this chapter are the results generated from analysing case studies consisting of
various debris sets, based on the formulations presented in Chapter 3. These results are the
transfer times and fuel mass requirements for removing said debris sets. The case studies
presented all make use of TLE data [12] to define the debris orbits and initial location.
When applying the high fidelity approach outlined in Section 3.6 the mission requires a
starting date defined as the 1st of January 2016, selected as an arbitrary date such that
accurate historical data (two-line elements and atmospheric density) can be used for sim-
ulation purposes. The debris sets selected for each case study are picked based on three
distinct debris parameters, namely: the inclination band, the RAAN of the debris orbit, and
the specified risk factor of each debris. These debris selection criteria are in addition to the
premise that we are considering only large pieces of debris in LEO.

4.1 Mission Parameters

For the results presented in this chapter, the mass of the chaser is assumed to be 2000
kg [92], as this is considered to be an adequate mass for removing large pieces of debris.
The initial orbit of the chaser which is the same as the disposal orbit of the debris is only
constrained to have an altitude of 200 km. This is both a realistic parking orbit and the
decay rate of space debris at this altitude is reduced from an order of hundreds of years to
within one year, i.e., the decay rate of the debris is high enough for it to burn up or enter
the Earth’s atmosphere without creating a significant collision risk.
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Object a (km) i (deg) RAAN (deg) Mass (kg)

Chaser 6571 97.9 45.0 2000
Daichi 7064 97.9 45.0 4000
Envisat 7143 98.3 89.8 8111

Zenit-2 stage-2 7374 99.3 235.7 9000
Zenit-2 stage-2 7185 98.5 235.7 8226
H-2A stage-2 7164 98.4 245.1 4000

Chaser 6578 82.5 101 2000
Debris 1 7378 82.5 101 �1440
Debris 2 7377 82 100.5 �1440
Debris 3 7400 81.6 100 �1440
Debris 4 7377 82.3 99.5 �1440
Debris 5 7388 81.9 99 �1440

Table 4.1: Debris and chaser sets 1 & 2 used for analysis using Edelbaum and Lambert’s
formulations - orbital parameters and mass

4.2 Results Using Edelbaum and Lambert’s Formulations

Using Edelbaum’s and Lambert’s formulations presented in Sections 3.3 and 3.4 two sets
of LEO debris, chosen based on [98] and [155] respectively, are analyzed to demonstrate
the low fidelity approach to solving the motion planning problem for a multiple debris re-
moval mission. The aim here is to compare and contrast the results of the two formulations
in terms of the estimated time needed and the fuel cost of carrying out a multiple debris
removal mission. The pieces of debris considered were chosen in accordance with the cri-
teria outlined in Section 3.2.1. The first set of debris is chosen based on the high risk to the
space environment posed by each piece of debris, notably this set includes Envisat which
is predicted to present the highest risk. As such, each piece of debris in set 1 is situated
in highly congested Sun synchronous orbits, having similar orbital inclinations. For set 1,
no special consideration has been given to the RAAN nor the mass of the pieces of debris
other than a minimum mass requirement of 500 kg. The second set of debris (Debris 1-5)
consists only of unnamed SL-8 rocket bodies with similar masses, all situated in similar
inclination and RAAN orbits. The debris data for the two sets can be found in Table 4.1.

For the results presented here, the debris sequence which minimizes the cost in the
recursive scenario is in ascending RAAN order for set 1 and descending RAAN order for
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set 2, as found from the exhaustive approach detailed in Section 3.2.1. For comparison
these are also the same debris orders used in the mothership scenario. Results for each
mission presented below were constrained using ∆Vmax � 7 km/s and tmax � 365 days.

A summary of the results of the recursive mission scenario for debris sets 1 and 2 can
be found in Table 4.4 where we present the mission objective, the total ∆V requirement,
the total time taken, the power supply mass, and the mass of propellant required. For de-
bris set 1, it was not possible to carry out the mission using the recursive strategy while
satisfying both the ∆V and maximum time constraints. However, the detailed results of the
rendezvous phase when only satisfying the fuel cost constraint can be found in Table 4.2
and the results for the de-orbit phase are given in Table 4.5. The breakdown of the results
for debris set 2 can be found in Table 4.2. As can be seen, the cost both in terms of time and
∆V are larger for the debris set 1. The large differences in RAAN for this set imply that
a much longer drift time is required in order to satisfy the ∆V constraint; however, as the
debris in set 1 also have higher mass the transfer times are higher as well. This means there
is not as much leeway in terms of trading off time and ∆V in set 1 despite introducing a
drift orbit.

Some observations are made based on the drift orbit parameters presented in Table 4.2.
First, for debris set 1, the RAAN differences are large, meaning, the RAAN drift (calculated
using Eq. (3.2)) needs to be as high as possible to compensate. As such, the semi-major axis
is, for the most part, at the lower constraint (same as disposal orbit), and the inclination is as
far from 90� as possible, without introducing a ∆V cost exceeding that needed to change
the RAAN in the first place. Second, for debris set 2 where the RAAN differences are
smaller, two scenarios unfold. One scenario where the drift orbit semi-major axis is near
that of the disposal orbit and the difference in inclination between that of the previous
debris and the drift orbit inclination is small. In this scenario, the drift rate increase as a
result of the low altitude is sufficient. In the second scenario, the semi-major axis of the
drift orbit is similar to that of the target debris and the difference in drift orbit inclination
and target debris inclination is sufficient to account for the RAAN change required.

Based on the results given in Table 4.4, debris set 1 cannot be de-orbited within the
constraints chosen. As expected, the ∆V is high for the recursive approach despite intro-
ducing a drift orbit, which justifies the use of low continuous thrust transfers. For debris
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Debris name ∆VR (km/s) tR (days) adrift (km) idrift (deg)

Daichi 0.273 12.6 N/A N/A
Envisat 0.554 177 7000 100.0

Zenit-2 stage-2 2.85 174 6578 105.4
Zenit-2 stage-2 1.03 98.9 6578 101.1
H-2A stage-2 0.609 28.8 6583 99.50

Total 5.32 488 N/A N/A

Debris 1 0.439 35.0 N/A N/A
Debris 2 0.748 38.2 7328 80.91
Debris 3 1.01 34.2 6578 82.76
Debris 4 0.831 38.5 6892 83.61
Debris 5 0.927 38.7 7388 81.07

Total 3.95 185 N/A N/A

Table 4.2: Results of recursive approach, for debris sets 1 and 2 - rendezvous only

set 1 with an active ∆V constraint (∆Vmax mission in Table 4.4) the total mission time is
826 days. Notably, the time constraint could not be satisfied for set 1 and the minimum
time solution (min. t mission in Table 4.4) is the trivial case where no drift orbit is included
in the rendezvous phase. In the minimum time case the mission time would be 422 days
with the infeasible ∆V cost of 44.1km/s. The mission is feasible for the given constraints
for debris set 2 and a minimum is found with a mission time of 359 days and a ∆V of
6.14km/s.

A summary of the results of the mission scenario using a mothership approach for de-
bris set 1 and debris set 2 can be found in Table 4.4. In this mission scenario, a transfer orbit
between each consecutive debris was designed and implemented in order to find the ∆V

cost and transfer times of such an approach. The total ∆V requirement for the mothership
approach is the sum of all the ∆V transfer requirements, i.e., the rendezvous of the mother-
ship with the each piece of debris and the de-orbit ∆V required by each packet. In addition,
the packets are assumed to be able to de-orbit the debris using low continuous thrust (Edel-
baum formulation) and the values for the de-orbit phase in the mothership scenario can
be found in Table 4.5. The mass of the packets, excluding propellant and power supply,
assumed for the de-orbit calculations is 30 kg as mentioned in [164] and the thrusters are
assumed to provide 0.16 N of continuous thrust based on thrusters specifications given in
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Debris name ∆V1 (km/s) ∆V2 (km/s) ∆VR (km/s) tR (min)

Daichi 0.145 0.174 0.319 4.95
Envisat 3.51 6.43 9.94 5.37

Zenit-2 stage-2 0.331 6.93 7.26 6.26
Zenit-2 stage-2 0.630 0.056 0.689 140
H-2A stage-2 0.308 1.85 2.16 30.0

Debris 1 0.157 0.080 0.237 4.53
Debris 2 0.027 0.073 0.100 6.30
Debris 3 0.165 0.452 0.617 56.2
Debris 4 0.268 0.052 0.320 57.4
Debris 5 0.115 0.041 0.156 27.0

Table 4.3: Results of mothership approach for debris sets 1 and 2

[162]. The packets allow for the de-orbit phase to occur simultaneously to the consecutive
rendezvous phase and the total mission time is therefore the sum of the rendezvous transfer
times added to the de-orbit time of the last piece of debris brought to disposal orbit. The
de-orbit takes days to complete whereas the impulsive rendezvous transfers take hours,
hence the removal of the debris occurs within the time of the longest de-orbit plus the total
rendezvous time. The total mission time for debris set 1 is therefore ttotal � 258 days and
the total mission ∆V cost is ∆Vtotal � 22.1 km/s which is infeasible. The total mission
time for debris set 2 is 47.4 days and the total mission ∆V cost is 3.26 km/s. The ∆V cost
for set 1 is again much greater as the RAAN differences between each piece of debris in
this set are much larger than the corresponding differences for debris in set 2. The de-orbit
times for set 1 remain higher as the masses and RAAN differences of the debris in set 2 are
much lower than those in set 1.

For set 1, the recursive approach is not able to satisfy the two constraints that we im-
posed on the mission, but does produce a feasible solution at the maximum allowed ∆V

cost of 7 km/s with the mission time of over 2 years. On the other hand, the mothership
solution requires an unrealistic ∆V cost to de-orbit this debris set. For debris set 2, there is
a recursive mission plan which satisfies both the time and ∆V costs, with a small margin
from the maxima imposed. The mothership approach requires approximately half the ∆V

of the recursive solution and a small fraction of time to carry out the de-orbit mission for
set 2. From that perspective alone, it may be the solution of choice for the de-orbit mission
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of debris set 2. However, further analysis of both mission plans is required to assess the
fuel mass needed for the two approaches, plus the costs associated with the capture of the
debris that are suitable for the two types of missions.

Based on the ∆V and time requirements, the fuel required to perform each mission is
estimated and given in Table 4.4. The thruster specifications used to make these estimates
are summarized in Table 4.6 and the mass-to-power ratio of the power supply is taken
as 32 kg/kW, deemed an appropriate value based on [106, 162]. For the minimum time
mission in Table 4.4 no masses are given as the ∆V is so high that the mission is rendered
infeasible. The mass of the power supply for the mothership approach is the sum of all
power supplies required for the packets each of which has a mass of � 99 kg. The fuel
mass required for the mothership approach is the sum of the fuel required for each packet
added to the fuel required for all the rendezvous transfers. It is evident that a lower ME �
MP is required for low continuous thrust transfers, even with the requirement of a power
supply. When comparing the results for sets 1 and 2 using the recursive approach, the
lower time needed for set 2 means that the power supply is heavier. This is because the
ratio of fuel mass to power supply mass is highly dependent on transfer time as evident
from Eq. (3.38). Furthermore, it can be shown from the mass analysis that a high ∆V can
render the mission infeasible due to exceedingly high fuel mass requirements. Therefore,
the mothership approach is not suitable for debris set 1 as it requires too much fuel.

Set Mission ∆Vtotal (km/s) ttotal (days) ME (kg) MP (kg)
Recursive Approach

1 min. t 44.1 422 N/A N/A
1 ∆Vmax 7 826 899 514
2 optimal 6.14 359 1110 276

Mothership Approach

1 N/A 22.1 258 497 2.07x107

2 N/A 3.61 47.4 497 2259

Table 4.4: Mission costs summary for recursive and mothership approaches
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Debris ∆VDo (km/s) tDo (days) - R tDo (days) - M

Daichi 0.273 63.8 98.0
Envisat 0.314 80.0 161

Zenit-2 stage-2 0.432 102 205
Zenit-2 stage-2 0.336 46.7 258
H-2A stage-2 0.325 45.2 94.8

Total 1.68 338 N/A

Debris 1 0.439 35.0 46.7
Debris 2 0.434 34.5 46.1
Debris 3 0.445 35.5 47.3
Debris 4 0.434 34.5 46.1
Debris 5 0.434 34.6 46.2

Total 2.19 174 N/A

Table 4.5: De-orbit results, sets 1 and 2 - recursive approach (R) and mothership approach
(M)

Thruster Name Manoeuvre Propulsion Thrust (N) Isp (s)

NASA HiPEP Recursive - All Electrical 0.5 9000
T-140 Packet - DO Electrical 0.16 2200

Bipropellant Thruster Packet - R Chemical 22 300

Table 4.6: Thruster specifications for De-orbit (DO) and Rendezvous (R) manoeuvres

4.3 Results Using Point-to-Point Optimal Control

Using the high fidelity approach detailed in Section 3.6, three different case studies have
been considered. In the first case study, debris with similar orbital inclination are used, in
the second case study debris with large inclination differences are considered, and in the
third case study drift orbits are included in the analysis and the same debris as those in set
1 are considered. Given the results presented in Section 4.2, removing debris set 1 using
a recursive approach is very costly and these debris are therefore only considered in the
scenario where a drift orbit can be included. Furthermore, this high fidelity approach to
analysing a recursive multiple ADR mission takes into account the changing orbital state
of the debris as the mission is carried out/simulated. Therefore, more detailed debris data

76



4.3 Results Using Point-to-Point Optimal Control

(in the form of raw TLE data) than that available in [155], used in Section 4.2, is required.
In addition, without introducing a drift orbit, when propagated, the debris in set 2, does not
fall within an achievable RAAN envelope. To account for this, the debris sets in Sections
4.3.1 and 4.3.2 are chosen from the entire tracked set of SL-8 rocket bodies in LEO, which
all have similar characteristics to debris set 2 in Section 4.2 allowing for some comparison,
while also demonstrating the various nuances and capabilities of this high fidelity approach.

For the point-to-point continuous thrust manoeuvres presented here, the thrust T of
the chaser is taken as 0.5 N, and the specific impulse Isp in chosen to be 2000 s [106]. In
addition, for completing an iteration of the procedure presented in Section 3.6.2, reasonable
and practical constraints on the accuracy of matching the orbital elements of the chaser
and the piece of debris are assumed, as well as the time difference between the chaser
after transfer and the piece of debris post-propagation. In particular, each iteration is only
complete if the final orbital elements of the chaser match those of the piece of debris to
within the following accuracies:

af � ad � 0.5 km

ef � ed � 0.001

if � id � 0.01�

Ωf � Ωd � 0.1�

ωf � ωd � 10�

θf � θd � 1�

tnc�tn�1
c ¤ 0.003 days

(4.1)

The 0.5 km semi-major axis tolerance specified in Eq. (4.1) is deemed an adequate distance
for initiating close range rendezvous [165]. The 0.001 tolerance on ef is of the same order
of magnitude as the eccentricity of the debris themselves; however, as all pieces of debris
considered are in near-circular orbits with eccentricities in this order of magnitude, the
effect of the difference in eccentricity on the accuracy of the rendezvous is negligible. The
other orbital elements margins were chosen based on attainability with current propulsion
capabilities, while accounting for perturbations. The constraint placed on the final argument
of perigee ωptf q is large as compared to those put on the other orbital parameters as the
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pieces of debris are all located in near-circular orbits, meaning differences in ω have a
significantly smaller effect on the accuracy of the rendezvous. A constraint of �10� is
chosen as this is the angular difference in argument of perigee that results in a variation
in semi-major axis of � �0.5 km at an eccentricity of 0.0055 (the maximum for the case
studies considered).

4.3.1 Similar Inclination Band

The initial locations defined using orbital elements of the SL-8 rocket bodies are shown in
Table 4.7 for a similar inclination band debris set. The debris in Table 4.7 were chosen due
to the small differences in inclination between the debris orbits (inclination ranges between
82.90� � 82.95�) and all have a mass of �1440 kg. Small changes in inclination require
significantly more fuel than small changes in altitude. Furthermore, changes in RAAN
can be compensated for to a certain extent due to the effect of oblate Earth perturbations.
Consequently, it is a priority to keep the inclination changes small, as opposed to changes
in other orbital elements like semi-major axis or RAAN. As already noted, the orbits are
nearly circular with altitudes between 700 and 1100 km.

Name Norad ID a (km) e i (deg) Ω (deg) ω (deg) θ (deg)

Chaser N/A 6571 0.0000 82.90 6.500 0.000 0.000
Debris 1 25569 7364 0.0021 82.94 3.078 184.1 239.0
Debris 2 22889 7349 0.0049 82.94 354.1 283.1 86.03
Debris 3 13758 7342 0.0029 82.91 347.3 60.47 348.6
Debris 4 20046 7349 0.0043 82.94 339.8 120.0 259.4
Debris 5 11327 7353 0.0027 82.95 331.0 227.9 85.10

Table 4.7: Debris set 3 and chaser initial locations for high fidelity similar inclination band
transfers

A summary of the results for this set of debris can be found in Table 4.8 with the
full set of iterative results presented in Table A.1 in Appendix A. Each line in the table
represents either a propagation, for example Deb.3 P5 refers to piece of debris number 3,
propagation number 5 (Pn in Figure 3.6), or an orbital transfer, for example chaser to Deb.3
P5 is the transfer of the chaser from its initial position (after removing debris 2) to debris 3
after propagation 5. The initial location of the pieces of debris shown is the location of the
debris at the very beginning of the mission. In addition, the total time is the accumulated
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time at the given mission stage.

When propagating pieces of debris other than the first one in the sequence, the time
taken to rendezvous and de-orbit previous debris also needs to be taken into account, and
the propagation time for the piece of debris is therefore cumulative and does not correspond
to the chaser transfer time to that piece of debris. Thus, for example, the time indicated in
Table 4.8 for Deb.3 P5 is the time taken to remove debris 1 and 2, in addition to the time
for the chaser to transfer to Deb.3 P5. Furthermore, the later the piece of debris appears in
the five debris sequence, the longer it will be propagated, and therefore the effects of per-
turbations will be more significant. During propagation, the semi-major axis of the debris
may increase slightly due to the nature of the gravitational perturbations acting on them. It
should also be noted that the chaser is assumed to embark on each consecutive rendezvous
immediately after the previous piece of debris is de-orbited. The de-orbit results are cal-
culated using the same methodology as the rendezvous, except only with a constraint on
semi-major axis and all the other orbital elements left ‘free’ for the final disposal orbit. The
time taken to de-orbit is significantly longer due to the combined mass of the debris and
the chaser.

As the rendezvous with each piece of debris is of similar nature, a closer look at the
specific results for one piece of debris (Figures 4.1-4.4) is adequate to provide insights into
the chaser transfer response and control inputs of the full set. Figure 4.1 illustrates the path
of the chaser during rendezvous with debris 3 and indicates initial and final locations of the
chaser. During the transfer, the chaser revolves 293.6 times around the Earth and since the
start of the mission, debris 3 has revolved 1877.6 times around the Earth. The three plots in
Figure 4.2 show the progression of semi-major axis, inclination, and RAAN respectively
over the course of the transfer for both the chaser and the debris; as can be seen, the or-
bital elements of the chaser reach the desired (debris) values at the end of the transfer. It
is important to note that the dynamics of the semi-major axis, inclination, and RAAN are
coupled, making the solution non-trivial. Oscillations in each of the variables are high-
lighted, and these occur due to the perturbing effects of the Earth’s oblateness. The control
direction components (ur, uθ, uh) are shown in Figure 4.4. The most significant changes in
inclination occur within the first �4 days which is reflected in the larger oscillations in uh
during this time, as well as the irregularities in ur and uθ. After �4 days, the radial compo-
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Transfer Description a (km) e i (deg) Ω (deg) ω (deg) θ (deg) Time (days) Total Time (days)

Debris 1 initial 7363.6 0.0021 82.94 3.078 184.1 239.0 N/A 0.000
Chaser to Deb.1 initial 7363.5 0.0017 82.93 2.981 193.5 240.0 19.67 19.67

Deb.1 P6 7374.4 0.0019 82.95 348.5 122.3 212.7 19.82 19.82
Chaser to Deb.1 P6 7373.9 0.0009 82.96 348.4 132.3 213.7 19.82 19.82

Chaser and Deb.1 de-orbit 6579.0 0.0006 82.95 318.8 149.8 287.4 32.90 52.72
Debris 2 initial 7349.0 0.0049 82.94 354.1 283.1 86.03 N/A 0.000

Chaser to Deb.2 initial 7348.5 0.0039 82.95 301.2 288.5 87.03 19.23 71.96
Deb.2 P2 7348.9 0.0053 82.94 300.8 79.71 89.17 71.96 71.96

Chaser to Deb.2 P2 7348.4 0.0043 82.93 300.9 85.03 90.17 19.24 71.96
Chaser and Deb.2 de-orbit 6579.0 0.0026 82.99 271.5 348.0 41.46 32.51 104.5

Debris 3 initial 7342.6 0.0029 82.91 347.3 60.47 348.6 N/A 0.000
Chaser to Deb.3 initial 7342.1 0.0035 82.92 254.3 70.47 349.6 19.27 123.7

Deb.3 P8 7339.1.0 0.0028 82.91 254.3 60.47 245.9 124.0 124.0
Chaser to Deb.3 P8 7338.6 0.0018 82.92 254.2 70.47 246.9 19.39 124.0

Chaser and Deb.3 de-orbit 6579.0 0.0012 82.91 225.2 6.912 224.2 31.90 155.9
Debris 4 initial 7349.0 0.0043 82.94 339.8 120.0 259.4 N/A 0.000

Chaser to Deb.4 initial 7348.5 0.0033 82.93 207.0 110.0 258.4 19.74 175.6
Deb.4 P3 7340.6 0.0029 82.93 209.0 29.36 280.6 175.1 175.1

Chaser to Deb.4 P3 7340.1 0.0019 82.94 208.9 39.36 281.6 19.19 175.1
Chaser and Deb.4 de-orbit 6579.0 0.0007 82.95 179.5 357.7 152.4 32.36 207.5

Debris 5 initial 7352.8 0.0027 82.95 331.0 227.9 85.10 N/A 0.000
Chaser to Deb.5 initial 7352.3 0.0017 82.94 163.2 237.9 84.10 19.19 226.7

Deb.5 P5 7352.8 0.0033 82.95 163.3 351.2 136.1 226.6 226.6
Chaser to Deb.5 P5 7352.3 0.0023 82.94 163.4 341.2 135.1 19.13 226.6

Chaser and Deb.5 de-orbit 6579.0 0.0026 82.94 133.8 199.7 219.7 32.76 259.4
Total Time: N/A N/A N/A N/A N/A N/A 259.4 259.4

Table 4.8: Orbital transfer results summary for high fidelity similar inclination band trans-
fers (debris set 3)

nent oscillates around 0 and the θ-component oscillates around 1. This signifies a focus on
changing the semi-major axis and little to no change in inclination. The non-zero value of
uh following the first �4 days is due to the continued change in RAAN required to reach
the desired value. It should be noted that the majority of the RAAN change results from
perturbations and not the thrust provided by the chaser shown by the RAAN limitation
analysis described in Section 3.2.2. The large amplitude of oscillations of the control in-
puts is a representation of the change in thrust direction required to optimize out-of-plane
changes such as inclination and RAAN, during orbital transfers requiring multiple rev-
olutions. The smaller oscillations compensate for small perturbations arising due to Earth
oblateness during the orbital transfer. Figure 4.3 shows the true anomaly θ of the chaser and
debris 3 during the last three revolutions of the rendezvous, highlighting their convergence
at the end of the transfer.
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(a) (b)

Figure 4.1: Chaser orbits for rendezvous with debris 3: (a) Chaser orbits around Earth (b)
Chaser start and finish location
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Figure 4.2: Chaser and debris changes in orbital elements during rendezvous with debris 3
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Figure 4.3: Chaser and debris changes in true anomaly for the last three revolutions during
rendezvous with debris 31

For debris set 3 (debris in Table 4.7), the most significant contributor to transfer time
is the change in semi-major axis, as the change in inclination required is very small. The
change in mass due to fuel expenditure during rendezvous and de-orbit are presented in
Table 4.11. This change is computed by using Eq. (2.16) and is linear in time due to the
constant nature of the thrusting. Therefore, the expected fuel mass required for a single
rendezvous is, on average, approximately 85.38 kg and the expected fuel mass requirement
for a single de-orbit is, on average, approximately 145.5 kg. The total expected fuel mass
requirement for the removal of this debris set is 1154 kg, that is approximately 58% of
the total chaser mass and, therefore, a feasible requirement for long range space missions
[166]. The total time for rendezvous and de-orbiting five pieces of debris in the similar
inclination band is found to be 259.4 days (see Table 4.8). This leaves some time for other
aspects of a multi-debris removal mission, such as close range rendezvous and capture of
the pieces of debris, as well as releasing the debris. These results suggest that a full five-
debris removal mission with debris in similar inclination orbits is achievable within the one
year time limit.

1The reversal in true anomaly is caused by a rapid change in argument of perigee due to near-circular
orbits and does not represent the chaser reversing in orbit
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Figure 4.4: Chaser control direction components during rendezvous with debris 3
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4.3.2 Large Inclination Change

This set of debris, was chosen to demonstrate a multi-debris mission for debris with larger
inclination differences; only two pieces of debris are considered, as large inclination changes
require significantly longer transfer times. This scenario is relevant when considering re-
moving multiple “high risk" pieces of debris in a single mission, as these might not be
located within a narrow inclination band. The initial locations defined using orbital ele-
ments of the two SL-8 rocket bodies in set 4 are shown in Table 4.9. As already noted, the
orbits are nearly circular with altitudes between 700 and 1100 km and all pieces of debris
have a mass of �1440 kg. The difference in the inclination of the two debris orbits is 8.94�.

Name Norad ID a (km) e i (deg) Ω (deg) ω (deg) θ (deg)

Chaser N/A 6571 0.0000 74.00 181.0 0.000 0.000
Debris 1 16953 7146 0.0012 74.01 176.6 168.5 2.414
Debris 2 23527 7365 0.0029 82.94 64.92 2.661 13.79

Table 4.9: Debris set 4 and chaser initial locations for large inclination change transfers

A summary of the results for transfers with large inclination changes can be found in
Table 4.10. Figure 4.5 illustrates the nature of the path of the chaser during rendezvous
with debris 2 and indicates initial and final locations of the chaser for said rendezvous. For
this transfer, the chaser requires 1183.5 revolutions around the Earth while the piece of
debris revolves 1755.8 times around the Earth, from the start of the mission. The full set of
iterative results for this set of debris can be found in Table A.2 in the Appendix.

Transfer Description a (km) e i (deg) Ω (deg) ω (deg) θ (deg) Time (days) Total Time (days)

Debris 1 initial 7145.9 0.0012 74.01 176.6 168.5 2.414 N/A 0.000
Chaser to Deb.1 initial 7146.0 0.0016 74.00 151.1 158.5 22.44 14.63 14.63

Deb.1 P3 7144.1 0.0013 74.01 149.6 169.6 31.7 14.61 14.61
Chaser to Deb.1 P3 7143.6 0.0009 74.00 149.6 167.5 30.7 14.61 14.61

Chaser and Deb.1 de-orbit 6579.0 0.0009 73.99 100.8 150.9 142.3 23.63 38.24
Debris 2 initial 7365.1 0.0029 82.94 65.92 2.661 13.79 N/A 0.000

Chaser to Deb.2 initial 7365.6 0.0011 82.94 338.9 91.86 13.69 80.12 118.4
Deb.2 P3 7363.0 0.0030 82.94 339.0 23.62 309.8 117.3 117.3

Chaser to Deb.2 P3 7362.5 0.0023 82.94 339.1 33.62 308.8 79.07 117.3
Chaser and Deb.2 de-orbit 6579.1 0.0026 82.93 308.6 349.2 46.35 32.40 149.7

Total Time: N/A N/A N/A N/A N/A N/A 149.7 149.7

Table 4.10: Orbital transfer results summary for large inclination change transfers

The changes in the orbital elements during rendezvous with debris 2 are presented in
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(a) (b)

Figure 4.5: Chaser orbits for rendezvous with debris 2: (a) Chaser orbits around Earth (b)
Chaser start and finish location

Figures 4.6 and 4.7. The three plots in Figure 4.6 show the progression of semi-major axis,
inclination, and RAAN respectively over the course of the transfer for both the chaser and
the piece of debris. Due to the much larger inclination change requirement, the transfer
now takes significantly longer, which also results in a significantly higher RAAN change,
as the effect of drift increases with time. The control direction components in Figure 4.8
are shown as the radial, and θ components of the thrust respectively. The radial component
oscillating around 0 is required for changes in eccentricity and argument of perigee, unlike
the transfer in set 3 (Section 4.3.1); however, the θ-component fluctuating further from 1 as
priority has shifted from semi-major axis to inclination change. The changes in inclination
occur throughout the transfer, which is reflected in larger oscillations in uh during the entire
time. In addition, the uh component also contributes to the continued change in RAAN and
inclination required to reach the desired values. The out-of-plane uh component is not
shown, as it is oscillating between approximately -1 and 1 throughout the transfer, filling
out the entire plot without providing additional insight. Figure 4.7 shows the true anomaly θ
during the last three revolutions of rendezvous between the chaser and debris 2, confirming
the convergence at the end of the transfer.

The change in mass due to fuel expenditure during the rendezvous is shown in Ta-
ble 4.11 (right column). The expected fuel mass required for high inclination change ren-
dezvous is 348.2 kg, which is significantly higher than the 64.4 kg required for the small
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Figure 4.6: Chaser and debris changes in orbital elements during rendezvous with debris 2
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Figure 4.7: Chaser and debris changes true anomaly for the last three revolutions during
rendezvous with debris 2

inclination change transfer to debris 1. Now, the total mission fuel mass for the two pieces
of debris with large inclination differences is estimated to be 656.8 kg. As a result, only
two pieces of debris with inclination differences of this magnitude (� 10�) can be included
in a single mission to maintain a fuel mass 60% or lower of the chaser mass. The total time
for rendezvous with and de-orbiting of two pieces of debris is found to be 149.7 days (see
Table 4.10). This also shows that if five pieces of debris are to be removed within a year, at
most one rendezvous can involve a large inclination change.
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Figure 4.8: Chaser control direction components during rendezvous with debris 2
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Transfer Fuel Mass (kg) - similar inclination band Fuel Mass (kg) - large inclination changes

Rendezvous 1 88.01 64.40
De-orbit 1 144.9 101.2

Rendezvous 2 84.74 348.2
De-orbit 2 143.2 143.0

Rendezvous 3 85.38 N/A
De-orbit 3 152.5 N/A

Rendezvous 4 84.53 N/A
De-orbit 4 142.5 N/A

Rendezvous 5 84.24 N/A
De-orbit 5 144.3 N/A

Total 1154 656.8

Table 4.11: Fuel mass requirement for each orbital transfer for the debris sets in Sections
4.3.1 and 4.3.2

4.3.3 Drift Orbit Inclusion

The debris of interest for the results presented here are the large defunct satellites and rocket
stages with high risk factors presented as debris set 1 in Section 4.3.1. It is important to note
that this set of debris was chosen for the purpose of showcasing the solution for the drift
orbit within the context of high-accuracy transfers, and it does not necessarily represent
a feasible mission. The initial locations of this set of debris is now defined using TLEs
generated on the 1st of January 2016 and the orbital elements of the debris on this date
and the order in which the debris is removed is shown in Table 4.12. The debris altitudes
and inclinations are all in a narrow band around 760 km and 98�; however, the RAAN
differences are very large for these debris. Moreover, this particular set of debris have
very large masses, which will affect the de-orbiting stage of the debris removal mission.
The sequence of the debris is chosen such that consecutive RAAN differences are as low
as possible. Other than this, the particular debris choice and sequencing have not been
optimized in any way to the specific ADR mission presented here.

A summary of the results for the removal of the 5 debris set can be found in Table
4.13. Each line in the table represents a given stage in the proposed methodology. When
propagating debris other than the first one in the sequence, the time taken to rendezvous and
de-orbit previous debris also needs to be taken into account, and the propagation time for
the debris is therefore cumulative and does not correspond to the chaser transfer time to that
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Name Norad ID a (km) e i (deg) Ω (deg) ω (deg) θ (deg) approx. mass (kg)

Chaser N/A 6578 0.0000 98.00 320.0 0.000 0.000 2000
Zenit-2 stage-2 25400 7185 0.0011 98.41 323.3 57.96 302.2 8226

Daichi 28931 7065 0.0001 97.91 47.76 133.3 226.8 4000
Envisat 27386 7144 0.0001 98.31 60.30 82.82 277.3 8111

H-2A stage-2 27601 7164 0.0073 98.44 80.20 72.97 36.14 4000
Zenit-2 stage-2 27006 7374 0.0014 99.23 154.9 259.7 226.2 9000

Table 4.12: Debris and chaser initial locations of debris set 1 for drift orbit inclusion

debris. Thus, for example, the time indicated in Table 4.13 for Deb.2 P3 is the time taken to
remove debris 1, in addition to the time for the chaser to transfer to the drift orbit associated
with debris 2, drift, and then transfer to Deb.2 P3, as in previous sections. As a result, the
later the debris appears in the five debris sequence, the longer it will be propagated. As
in all previous results, the chaser is assumed to embark on each consecutive rendezvous
immediately after the previous debris is de-orbited. The de-orbit results are calculated using
the same methodology as the rendezvous, except only with a constraint on semi-major axis
and all the other orbital elements left ‘free’ for the final disposal orbit. The times taken to
de-orbit are long for this debris set (36 to 114 days) due to the combined mass of the debris
and the chaser.

As the rendezvous with each debris is of similar nature, a closer look at the specific
results for one debris (Figures 4.9 and 4.10) is adequate to provide insights into the chaser
transfer response and control inputs of the full set. The three plots in Figure 4.9 show the
progression of semi-major axis, inclination, and RAAN respectively over the course of the
rendezvous for both the chaser and Debris 2; as can be seen, the orbital elements of the
chaser reach the desired (debris) values at the end of the transfer. It should be noted that
the importance of the drift orbit can be observed in the RAAN plot as the drift portion
of the transfer allows for significant RAAN ’catch up’. The control direction components
(ur, uθ, uh) for the point-to-point transfer after the drift orbit (transfer 2) are shown in Fig-
ure 4.10. Changes in inclination occur throughout the transfer which is reflected in the
oscillations in uh, as well as the irregularities in ur and uθ. uh oscillates between -1 and 1
to change angle of inclination in the appropriate direction depending on the location of the
chaser within the transfer orbit: the uh plot shown (bottom figure in Figure 4.10) is only
a short section of transfer 2 to better highlight these results. In particular, to decrease the
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Transfer Description a (km) e i (deg) Ω (deg) ω (deg) θ (deg) Time (days) Fuel Mass (kg)

Chaser to drift 1 6877.6 0.0006 98.64 331.7 144.6 355.9 9.762 42.99
Drift 1 6885.2 0.0016 98.63 332.4 172.7 12.67 0.600 0.000

Deb. 1 P1 7169.2 0.0008 98.43 341.0 39.54 140.3 18.39 N/A
Drift 1 to Deb. 1 P1 7168.8 0.0003 98.44 341.0 29.54 139.3 8.030 35.60

Chaser and deb.1 de-orbit 6578.5 0.0002 98.42 61.60 123.8 46.27 77.74 344.6
Deb 1 Total N/A N/A N/A N/A N/A N/A 96.13 423.2

Chaser to drift 2 6878.5 0.0033 102.8 129.1 118.8 170.0 42.87 188.8
Drift 2 6883.7 0.0007 102.8 246.8 112.7 196.1 70.12 0.000

Deb. 2 P3 7058.8 0.0022 97.91 292.4 220.1 264.6 254.7 N/A
Drift 2 to Deb.2 P3 7058.4 0.0030 97.90 292.3 214.4 263.6 45.55 200.6

Chaser and deb.2 de-orbit 6574.8 0.0038 97.92 331.7 71.95 267.0 36.17 159.3
Deb.2 Total N/A N/A N/A N/A N/A N/A 194.7 548.7

Chaser to drift 3 6878.2 0.0040 99.74 0.004 14.32 162.4 21.36 94.04
Drift 3 6850.0 0.0059 99.74 10.62 53.92 161.8 8.043 0.000

Deb. 3 P2 7133.8 0.0084 98.31 30.75 16.54 211.3 340.7 N/A
Drift 3 to Deb.3 P2 7133.5 0.0082 98.31 30.76 11.08 241.7 20.42 89.93

Chaser and deb.3 de-orbit 6578.5 0.0029 98.32 142.6 34.58 234.7 114.1 502.3
Deb.3 Total N/A N/A N/A N/A N/A N/A 163.9 686.3

Chaser to drift 4 6879.1 0.0022 99.18 159.3 327.5 258.8 13.95 61.43
Drift 4 6871.0 0.0028 99.19 218.9 146.4 291.1 49.00 0.000

Deb. 4 P2 7169.7 0.0052 98.46 232.5 80.18 120.3 532.6 N/A
Drift 4 to Deb.4 P2 7169.4 0.0043 98.46 232.4 72.60 119.3 12.58 55.40

Chaser and deb.4 de-orbit 6578.5 0.0041 98.46 275.7 167.5 310.7 43.40 191.1
Deb.4 Total N/A N/A N/A N/A N/A N/A 118.9 307.9

Chaser to drift 5 6880.0 0.0051 102.6 339.8 33.63 78.15 45.64 201.0
Drift 5 6886.4 0.0032 102.6 59.32 271.6 314.6 48.10 0.000

Deb. 5 P3 7385.1 0.0024 99.23 112.7 27.89 12.45 707.6 N/A
Drift 5 to Deb.5 P3 7384.7 0.0018 99.24 112.5 21.98 12.38 37.24 166.6

Chaser and deb.5 de-orbit 6578.9 0.0016 99.24 215.0 236.3 74.35 106.0 466.9
Deb.5 Total N/A N/A N/A N/A N/A N/A 237.0 834.4

Mission Total: N/A N/A N/A N/A N/A N/A 813.6 2800.5

Table 4.13: Rendezvous transfer results summary — each line of data corresponds to the
end of transfer described on that line

inclination, uh is +1 near apoapsis and -1 near periapsis. Moreover, the radial component
oscillates around 0, as no change in eccentricity is required. The θ-component oscillates be-
tween 0 and 1. This signifies a focus on changing the semi-major axis while still achieving
the desired inclination change. It should be noted that the majority of the RAAN change
results from natural (J2) perturbations and not the thrust provided by the chaser, as shown
by the RAAN limitation analysis described in Section 3.2.2. The large amplitude of oscil-
lations of the control inputs is a representation of the change in thrust direction required
to optimize out-of-plane changes such as inclination and RAAN, during orbital transfers
requiring multiple revolutions. The smaller oscillations compensate for small perturbations
arising due to Earth oblateness during the orbital transfer.

92



4.3 Results Using Point-to-Point Optimal Control

Figure 4.9: Main orbital elements during rendezvous with debris 2
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Figure 4.10: Chaser control direction components during transfer 2 of the rendezvous with
debris 2 94



4.4 Chapter Summary

For the debris considered in this scenario, the most significant contributor to rendezvous
transfer time is the change in RAAN, as the focus is on debris with large RAAN differences.
The large RAAN changes required result in higher inclination drift orbits, as a higher incli-
nation (in the band around 98�) results in a higher drift rate, which also contributes to the
time of transfer. The total time for rendezvous with and de-orbiting five pieces of debris
is found to be 813.6 days (see Table 4.13). It is important to note that some time needs
to be allocated for other aspects of a multi-debris removal mission, such as close-range
rendezvous and capture of the debris, as well as releasing the debris. These results suggest
that a full five-debris removal mission with massive debris in orbits with large differences
in RAAN is not achievable within one-year time frame. It should also be noted that a main
contributor to mission time is the long de-orbit time, due to the large masses of the debris
showcased here. Furthermore, de-orbiting all five debris considered in this set requires sig-
nificantly more fuel than is reasonable for a 2000 kg chaser: 2801 kg as per results in Table
4.13. Nevertheless, the proposed optimization framework is capable of assessing the costs
of removing any set of debris regardless of the RAAN changes required to rendezvous with
each piece of debris in the set.

4.4 Chapter Summary

In this chapter, several case studies are presented where various debris sets based on TLE
data are used to implement the approaches outlined in Chapter 3 in order to solve the motion
planning problem for a given multiple debris removal mission. The nominal mission goal in
showcasing the different approaches is to achieve removal of five debris in a one-year time
frame. Each case study has a defining characteristic in terms of the debris considered. These
characteristics are: high risk, similar inclination band, large inclination differences, and
RAAN differences requiring a drift orbit. For each case study, results are presented in the
form of mission time and fuel mass requirements, and, for the point-to-point formulation
only, the control inputs (thrust directions) required to achieve each transfer.

The purpose of the first part of this chapter is to demonstrate and compare the recursive
and mothership approaches to multiple debris removal. The recursive approach contains
various novel elements and as such the second part of this chapter demonstrates the point-
to point formulation applied to recursive multiple debris removal for debris sets akin to
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those analyzed using the lower fidelity approaches. A number of debris sets with various
defining characteristics are used as inputs to the high fidelity formulation to highlight the
scope in which it can be used to analyze, design, and plan multiple ADR missions.
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5
Release and Re-entry

Once the debris is de-orbited to a disposal orbit, assumed at 200 km altitude above Earth, it
is released and will passively re-enter the Earth’s atmosphere. The focus of this chapter is to
analyze the re-entry phase of the debris removal mission. Specifically, two existing re-entry
models, the Debris Risk Assessment and Mitigation Analysis (DRAMA) model, developed
by the European Space Agency (ESA), and the Debris Assessment Software (DAS), devel-
oped by the National Aeronautics and Space Administration (NASA), are used to study the
influences of varying the parameters of the disposal orbit and the release conditions on the
resultant casualty risk factor. The goal here is to identify specific desirable disposal orbit
characteristics that can be used as boundary conditions for the de-orbit manoeuvre using
the formulation presented in Section 3.6.

In broad terms, the casualty risk factor Pc, the principal parameter calculated by both
DRAMA and DAS, is dependent on the impact probability Pi, the average population den-
sity ρp, and the casualty area Ac, as defined in the following equation:

Pc � Pi � ρp � Ac (5.1)

The impact probability Pi is the probability that a surviving fragment impacts a specific
location on Earth. For the different re-entry types (uncontrolled and controlled), the impact
location is calculated differently. For uncontrolled re-entry, the predicted impact location
is given as a latitude range only, whereas for the controlled re-entry, the predicted impact
location is given as specific location in terms of a latitude and a longitude value. For the
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analysis performed as part of this thesis, only uncontrolled re-entries will be considered;
in this case, the impact location is dependent on the initial location of debris, which is the
point of release, and the propagation of the debris until it reaches the Earth’s surface or
a point of demise. The average population density varies significantly with latitude band,
meaning the specific impact location affects the value of the population density in Eq. (5.1).
The casualty area Ac is a function of the debris impact cross-section Ai and the vertical
projection area of a standing human Ah, and is computed from:

Ac �
�a

Ah �
a
Ai

	2

(5.2)

The definition of the casualty risk factor, as per Eq. (5.1), is the same for the two pieces of
software (DRAMA and DAS) used to analyze re-entry for this research. The casualty risk
factor value is an internationally recognized metric used to assess the suitability of space
debris re-entry and whether the specific re-entry is deemed too high-risk, by comparison
with the acceptable value of 1e-4 [23].

With this perspective, the de-orbiting stage of an active debris removal mission can
be designed such that the parameters of the disposal orbit minimize the casualty risk of
large debris re-entry, while maintaining feasible fuel and time constraints on the de-orbit
manoeuvre. With respect to release conditions, the effect of introducing a small-magnitude
impulse onto the debris at the release is studied in Section 5.3, consequently showing that
the casualty risk factor can be lowered even further. The change in the risk factor that results
from an impulse is highly dependent on both the magnitude and the direction of the impulse
with respect to the debris flight path. Furthermore, it has previously been demonstrated that
the orientation and surface area of a piece of debris at the onset of re-entry have a significant
impact on the characteristics of the re-entry. To this end, in Section 5.4 D-SPOSE is used to
analyze the rotational state evolution of the debris between its release at �200 km and the
onset of re-entry assumed at �125 km altitude. The debris is released with various attitude
orientations, and the implications of the attitude state during descent on the DRAMA re-
entry analysis are discussed.
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5.1 DRAMA vs. DAS Comparison

In order to properly define the re-entry analysis presented in this chapter, Sections 5.1.1 and
5.1.2 detail additional aspects of the re-entry software, building on their general introduc-
tion in Section 2.3.3. This is followed by a comparative analysis between the two software
suites and lastly the full re-entry analysis and the results. In the two models, the onset of
re-entry is considered to occur at 125 km altitude, and this will be referred to as the re-entry

orbit throughout this chapter. The time taken for the debris to reach the re-entry orbit from
the initial (disposal) orbit, without any external control, is approximately 21 hours, while
the time for the debris to reach Earth’s surface from the re-entry orbit is approximately one
hour.

5.1.1 DRAMA

As already noted in Section 2.3.3, DRAMA includes the SARA re-entry tool, which in turn
contains two components SESAM and SERAM, as previously mentioned. The functional-
ities of these components are described as follows:

SESAM takes an object oriented approach, considering simplified shapes (cuboids,
cylinders, spheres, etc.) to define the geometry of the various debris components that make
up the debris itself for the re-entry analysis. Here, object-oriented relates to the fact that
SESAM simulates the demise individually per object after they have been released from
the parent body. Furthermore, a materials database is used to define the material proper-
ties of the various debris components. During propagation, the equations of motion are
integrated numerically by an error controlled, variable step size 4/5 Runge-Kutta method.
Only translational degrees-of-freedom are propagated, and as such, only position and ve-
locity are considered as state vector for the integration. In addition, the thermal analysis
and the dynamics are coupled, meaning that, mass losses due to thermal degradation are
considered during the trajectory propagation. Specifically, the aerothermodynamic model
distinguishes between the three flow regimes: free molecular, transition and continuum,
which determine the heating rate of the debris material (selected from an embedded mate-
rials database)[150]. Furthermore, the model computes the drag, lift and side force coeffi-
cients for the debris as a function of its shape, dimensions, attitude and the flight conditions
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(Mach and Knudsen number). These values are then used to compute the heat flux which
in turn is used to compute the aerodynamic effects of the atmosphere on the debris. The
atmospheric model consists of look-up tables used to define atmospheric properties such
as air density and winds as a function of altitude. Although only trajectory of the debris
is propagated, different attitude modes can be specified for the debris: randomly tumbling,
and, fixed attitude, which in turn determine the effective cross-sectional area and thereby
the aerodynamic coefficients of the debris. For each fragment shape, drag, lift and side
force coefficients are computed as a combination of the primitives composing the frag-
ment, and the fragment’s impact velocity is calculated based on the trajectory propagation.
Finally, the output includes the aerothermal effects on the debris in terms of mass change
and break-up/demise events, i.e., survivability, as well as the trajectory output, including
an impact location prediction and the cross-sectional area at impact Ai for each fragment
that reaches the surface of Earth.

SERAM is the risk assessment module of SARA, which allows the user to predict the
threat of re-entering objects from space to the human population on the ground. SERAM
evaluates each term in Eq. (5.1). The values used for the population density are obtained
from the UN gridded population of the world (UNGPW) population data as well as the UN
World Population Prospects (UNWPP). Given an uncontrolled re-entry, DRAMA offers
two settings for determining the impact probability Pi. The first is “latitude band limited”
where the latitude band at the specific impact location, found using SESAM survivability
analysis, fixes the impact probability for surviving debris to 1 at the impact latitude and
0 for all other latitudes (φ � φi Ñ Pi � 1, φ � φi Ñ Pi � 0). The mean popula-
tion density at this latitude is then used for the latitude band limited casualty calculation.
The second setting is “near-circular/circular” re-entry, where the impact probability of a
fragment, given as the probability that this fragment impacts in a certain location, is a dis-
tribution over the latitude range of the ground track of the fragment orbit from the onset
of re-entry (� 125 km altitude). For circular re-entry, the impact probability in a certain
latitude band ∆φ is calculated as a function of inclination i, latitude φ, and latitude band
size ∆φ using Eq. (5.3):

Pipi, φ,∆φq � 1

π

�
arcsin

�
sinpφ� ∆φ

2
q

sinpiq

�
� arcsin

�
sinpφ� ∆φ

2
q

sinpiq

��
(5.3)
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The impact probability, found using Eq. (5.3), is summed over different values of φ along
the entirety of the re-entry orbit ground track. As such, no specific impact location is found
when using the circular re-entry setting. The latitude band size ∆φ is pre-set by SERAM
and is defined by the pixel boundaries of the data from the UNGWP within which the pop-
ulation count is read and used to compute the population density ρp. The singularity in Eq.
(5.3) at i � 0 is accounted for by assuming the impact will occur only in the equatorial
latitude band. For both latitude band limited and circular re-entry, the population data is
extracted from the population count GeoTIFF 1, obtained from the UNGPW, where the
population count for a certain pixel on the world map is read. For a given pixel, the cor-
responding latitudes can be determined for the upper and lower border of the pixel. From
these pixel border latitudes, a mean latitude for the pixel centre can be calculated and used
to determine the local Earth radius for this latitude bin, which in turn is used to compute
the pixel area. The population density ρp is a function of the population count of a pixel
and the area of that pixel [150].

Furthermore, the circular re-entry risk factor only varies significantly with initial orbit
inclination (out of all the orbital parameters) because, in this case, Pi only depends on i;
however, for latitude band limited re-entry, there are significant changes in casualty risk
factor which are dependent on the eccentricity, inclination, RAAN, argument of perigee,
and the true anomaly of the debris when released in the initial orbit. It should be noted that
the inclination at 125 km (re-entry orbit) does not differ significantly from the inclination
of the initial orbit, i.e., at 200 km altitude. Lastly, the casualty area is calculated as in Eq.
(5.2), with Ah taken as 0.36m2, and the impact cross-section Ai calculated using SESAM.
The SESAM-SERAM interaction is illustrated in Figure 5.1. It is important to note that it is
possible to run the SERAM risk analysis without using SESAM. In this case, SERAM does
not use aerothermal coefficients, only a list of fragments/objects assumed to have reached
ground, which are then used to calculate the resulting casualty risk factor.

1GeoTIFF is a public domain metadata standard which allows georeferencing information to be embedded
within a TIFF file
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Figure 5.1: SESAM-SERAM component interaction in DRAMA

5.1.2 DAS

In DAS, the debris is defined in much the same way, as in the SARA re-entry tool of
DRAMA, in terms of geometric shape and dimensions, mass, and material properties. A
materials database is also included within DAS. For thermal analysis in DAS, degradation
of the debris is considered as a binary outcome, which means the debris casualty area for
an object is either 0 (demised) or a function of the initial debris dimensions. Demise is
defined in DAS as the total destruction of a re-entering object, caused mainly by frictional
heating with the atmosphere. Therefore, the debris will only be considered as demised if
the external forces experienced during re-entry completely destroy (dimensions tend to
zero) the debris, given its material properties. DAS is not able to predict partial melting or
fragmentation; this in turn yields a more conservative risk assessment, as DRAMA includes
a 15 J kinetic energy uncritical threshold. This threshold means that a piece of re-entering
debris is considered uncritical (no risk) if it’s kinetic energy drops below 15 J. The required
input for risk analysis for DAS in terms of initial orbital parameters is only the altitude,
eccentricity, and inclination, as opposed to the full set of six elements required by SARA.
The main output of the re-entry analysis using DAS is the resulting demise altitudes or
the calculated casualty areas for each ground impacting object, as well as the risk factor.
Using DAS, the casualty risk factor of Eq. (5.1), is formulated the same as in DRAMA;
however, with a simplified impact area calculation, and an impact probability based on the
ground track of the re-entry orbit and the statistical population density for locations along
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that ground track. A summary of the DAS analysis procedure is illustrated in Figure 5.2.

Figure 5.2: Re-entry analysis in DAS

5.1.3 DRAMA vs. DAS Case Study

To compare the output of DAS to the output of DRAMA, a re-entry scenario is considered
and analyzed using both software suites. As noted earlier, for DAS, the initial conditions for
the re-entry analysis can only be specified in terms of fixed values of semi-major axis (6571
km), eccentricity (0.004), and inclination (83�). The debris geometry and mass are defined
as in DRAMA. All common initial conditions for this comparative study are presented in
Table 5.1. The piece of debris considered is an SL-8 rocket body similar to the debris sets
considered for the orbital transfer case studies in Section 4.3.1.

Given these conditions, the results of the analysis using DAS are summarized in Table
5.2. Because DRAMA takes into account all six orbital parameters, batch simulations (as
part of the Monte Carlo module in DRAMA) were carried out. The RAAN and the true
anomaly were varied from 0� to 360� in steps of 10�, and the mean risk factor was found for
direct comparison to the DAS results. Changing the argument of perigee was not considered
for these near-circular orbits given that, at near-zero eccentricity, changing argument of
perigee is effectively the same as changing the true anomaly. A summary of the DRAMA
results, for both latitude band limited and circular re-entry settings, can be found in Table
5.3. Comparing the results in Tables 5.2 and 5.3, it is evident that the two software produce
similar results for the re-entry case considered: the risk factors are 2.6e-4 from DAS, 2.5e-4
and 2.2e-4 from DRAMA for the two re-entry types, respectively. Consistently, the average
casualty risk and area predicted by DRAMA are slightly lower for both re-entry types
(latitude band limited and circular), which suggests that DAS takes a more conservative
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approach, as mentioned previously. The risk factor for the circular re-entry setting does
not vary with RAAN or true anomaly, and therefore renders a histogram of these results
redundant. DRAMA allows for a much higher degree of user input, making it a much more
appropriate choice for further analysis. As such, for the remainder of this chapter, DRAMA
will be used as the re-entry model of choice.

Debris Type Mass (kg) Material Shape Dimensions (m) a (km) e I (deg)

SL-8 rocket body 1440 AA7075 Cylinder Length � 6.6, Diameter � 2.4 6571 0.004 83

Table 5.1: Fixed debris and initial orbit parameters for DAS vs. DRAMA comparison

Decay time (yr) Casualty Area (m2) Human Casualty Risk

0.005 20.98 1:3800 (2.6e-4)

Table 5.2: DAS output for re-entry of SL-8 rocket body of Table 5.1

Re-entry type Decay time (yr) Casualty Area (m2) Human Casualty Risk

Latitude band limited 0.005 19.66 Mean risk: 2.5e-4

Circular 0.005 19.66 2.2e-4

Table 5.3: DRAMA output for re-entry of SL-8 rocket body of Table 5.1

5.2 Orbital Parameters of Release Orbit

The focus of the research presented in this section is assessing and mitigating the risk of
uncontrolled re-entry of large debris. One key distinction from regular uncontrolled re-
entries is made given that the parameters of the debris in terms of orbit and attitude at
approximately 200 km altitude, which were previously unknown as the debris orbits for
years prior to re-entry, can be tailored to the specific re-entry as a result of ADR. As such,
the parameters of the disposal orbit in Figure 3.2, henceforth referred to as the initial orbit,
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in which the debris is released, are varied, and the resultant effect on the on-ground risk
factor is calculated using the previously mentioned re-entry model, DRAMA [150, 151]
introduced in Section 2.3.3.

The aim of the following analysis is to investigate the effect on the debris re-entry risk
of the initial orbital parameters of the debris, at the point of release. As such, the goal is
to identify any parameter patterns or regions in parameter space resulting in a reduction
of casualty risk factor. Using DRAMA, the fixed initial conditions for re-entry are defined
according to Table 5.1, with the exceptions that the eccentricity is not fixed and five differ-
ent RAAN values are chosen for this investigation. Moreover, the debris is assumed to be
“randomly tumbling” during re-entry, which is a setting that determines the cross-sectional
area of the debris, and thereby the drag coefficients and impact area. According to the
ESA Space Debris Mitigation Compliance Verification Guidelines [167], the average im-
pact area of simple shapes, such as a cylinder, is given by the total surface area at impact
divided by four. The effect on debris re-entry of the attitude state of the debris is further
analyzed in Section 5.4.

The results shown in Figures 5.3a-5.3e illustrate the risk factors and frequencies of
certain risk factor bands for various batch simulations using the Monte Carlo module in
DRAMA, with latitude band limited re-entry. Given the previously mentioned 21 hour
time between debris release and debris impact, longitude averaging can be justified and
therefore makes latitude-band limited uncontrolled re-entry a reasonable assumption. The
parameters — eccentricity (0.0001 - 0.005) and true anomaly (0� - 360�) — are varied to
investigate their effect on the risk factor. Low eccentricity values are considered as they
constitute the eccentricity of the vast majority of SL-8 rocket bodies in LEO [12]. Given
near-zero eccentricities, changes in argument of perigee are equivalent to changes in true
anomaly. It should be noted that the results for a larger eccentricity range (0.0001-0.029)
yield similar risk factor statistics. Five values of RAAN are employed (319�, 275�, 225�,
180�, and 134� corresponding to the five figures according to the RAAN of disposal orbits
previously considered in Section 4.3.1. Results found using the circular re-entry setting are
also displayed in Table 5.4. Recall, using the circular re-entry setting means that the risk
factor results do not vary with RAAN, nor with the true anomaly or eccentricity; however,
the mean surviving mass does show a dependence on the RAAN of the initial orbit (see last
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column of Table 5.4).

The results for latitude band limited re-entry (Table 5.4 and Figures 5.3a-5.3e) show
a wide range of risk factors across all variations of initial orbit RAAN, eccentricity, and
true anomaly. There is a general trend of a large number of re-entries with very low risk
(RF < 1e-6), which correspond to impact bands with little to no population density and
therefore near zero risk. This is confirmed by cross-referencing with the latitude band of
these impact locations as shown in Figure 5.4b. All impact locations for the 319� RAAN
case corresponding to the scatter plot (right sub-figure) in Figure 5.3a are shown in Fig-
ure 5.4a. From the scatter plots (right subfigures in Figure 5.3), it is clear that no distinct
patterns emerge when varying eccentricity and true anomaly. However, the majority of
low risk re-entries (green) occur at lower eccentricities of the range considered across all
values of RAAN. It is also evident from the histogram plots in Figures 5.3a-5.3e that the
risk factor distribution and the mean risk factor are consistent despite variation in RAAN.
These results also show that a significant number of re-entries have an associated risk factor
¡10e-4, the minimal acceptable value, but again, no clear trends as to which values of ec-
centricity and true anomaly result in these high-risk re-entries (yellow-orange-red bars and
dots). These results provide an indication of the volatility of the risk factor as a function
of the initial orbital parameters of the debris; a small change in the initial orbital elements
can lead to orders of magnitude change in the risk factor. Given that there is little variation
in the mean casualty area and mean survival mass of the debris upon impact, the volatility
is caused by the large variation in impact locations of the debris and consequently a large
variation in the population density value, for different sets of initial orbit parameters.

One way to get a handle on the risk factor, despite the large variations, is to look at the
mean value for a given batch or by considering circular re-entry results, where the impact
probability is found across all latitude bands crossed by the ground track of the debris,
the track being dependent on the inclination of the debris orbit at the onset of the re-entry
only. The risk factor for circular re-entry only varies with initial orbit inclination; however,
orbit inclination changes are costly (in terms of fuel) to achieve in the de-orbiting phase
of the mission. It is noted that the risk factor predicted with the circular re-entry setting of
DRAMA is approximately 20% lower than the risk factors computed with the latitude band
limited setting (see Table 5.4). Interestingly, the circular re-entry results show a variation
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of the mean surviving mass value with RAAN; however, these values mostly fall within
the standard deviation of the surviving mass results found using the latitude band limited
re-entry. Although the debris mass is not directly included in the calculation of the risk
factor (Eq. (5.1)) in DRAMA, it is worth noting that the aerothermal effects causing this
mass reduction may lead to a significant reduction in surface area and break up of debris
with more complex shapes, different material compositions, or appendages [168].

Effectively, the initial orbit parameters significantly influence the predicted impact lo-
cation of the debris on the surface of Earth. However, this predicted location is subject to
large uncertainty, which in turn makes the specific risk factor for one particular set of ini-
tial orbit parameters uncertain as well. The unpredictable nature of Earth’s atmosphere and
the large variation in impact location it causes, further exemplifies the uncertainty associ-
ated with using the casualty risk factor as a determining metric for space debris re-entry
analysis, as population density at the point of impact is such a significant factor. Using a
ground track averaged impact location (circular setting) reduces the risk factor dependence
on the initial orbit parameters to a simple dependence on initial orbit inclination, and in
turn removes uncertainties associated with impact location, at the expense of accurately
determining the casualty risk factor.

Re-entry type RAAN (deg) Mean Risk Factor Mean Casualty
Area (m2)

Mean Surviving
Mass (kg)

Latitude band limited 319 2.7e-4 (see Figure 5.3a) 19.7 240 � 39
Circular 319 2.2e-4 19.7 206

Latitude band limited 275 2.7e-4 (see Figure 5.3b) 19.7 241 � 39
Circular 275 2.2e-4 19.7 254

Latitude band limited 225 2.8e-4 (see Figure 5.3c) 19.7 241 � 38
Circular 225 2.2e-4 19.7 197

Latitude band limited 180 2.7e-4 (see Figure 5.3d) 19.7 242 � 39
Circular 180 2.2e-4 19.7 269

Latitude band limited 134 2.9e-4 (see Figure 5.3e) 19.7 239 � 39
Circular 134 2.2e-4 19.7 236

Table 5.4: Summary of DRAMA results
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5.2 Orbital Parameters of Release Orbit

(a) 319� RAAN initial orbit

(b) 275� RAAN initial orbit

(c) 225� RAAN initial orbit

Figure 5.3: Risk factor distribution for latitude band limited re-entry
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(d) 180� RAAN initial orbit

(e) 134� RAAN initial orbit

Figure 5.3: Risk factor distribution for latitude band limited re-entry (cont.)
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(a) All impact locations

(b) Low risk (RF < 10e-6) impact locations

Figure 5.4: Impact locations for eccentricity vs. true anomaly at 319 RAAN

5.3 Debris Release Impulse

In this section, a small impulse is introduced onto the debris upon release at the initial orbit
and our objective is to quantify the effect this has on the risk factor. This may lead to viable
options to mitigate the adverse effects of space debris re-entry within the constraints of the
proposed ADR mission, hypothesising that an impulse in a specific direction relative to
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the centre of mass of the debris will alter the impact location of the debris and hence the
risk factor. Ideally, the impulse magnitude and direction can be chosen such that the risk of
re-entry is reduced, resulting in more effective space debris mitigation for the given ADR
mission. The investigation is carried out using the DRAMA software suite, latitude band
limited re-entry only. It should be noted that impulses with the magnitudes considered for
this investigation do not have an effect when applied with the circular re-entry setting, as
the initial conditions of the debris primarily affects the exact impact location of the debris,
which is not taken into account when using the circular re-entry setting. In practice, several
mechanisms for debris release are available as part of launch vehicle separation systems
already in use for current space missions [169]. Common separation methods include com-
pressed spring systems, gas operated pistons, motorized separators, and auxiliary rockets,
among others [170]. These systems are designed to generate impulses ranging from 0.06 -
10 m/s which is the range considered in the present analysis.

5.3.1 Impulse Definition

In order to model the effect of a release mechanism, a small impulse is introduced on the
debris as an initial condition. This impulse is implemented as a velocity magnitude change
∆V , where the impulse direction is specified by the flight path angle γ and the heading
angle χ, defined in the satellite centered orbital frame depicted in Figure 2.5. The impulse
vector is defined in the body-fixed frame by the following equations:

∆vx � ∆V cosχ cos γ

∆vy � ∆V sinχ cos γ

∆vz � ∆V sin γ

(5.4)

The corresponding impulse is implemented within DRAMA as a change in the inertial
Cartesian velocity vector expressed in the Earth-centered inertial frame, depicted in Figure
2.1. To transform the impulse vector from the body-fixed frame to the ECI frame, first a
rotation by 180 about the x-axis is carried out to transform to the satellite-centered orbital
frame, followed by a rotation from the satellite-centered orbital frame to the ECI frame
utilizing the rotation matrix Qr defined in terms of the debris position and velocity vectors
defined in the ECI frame in Section 2.1.3.
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5.3.2 Release Impulse Results

The initial conditions of the cases studied for the impulse analysis are given in Table 5.5
and are chosen to include one case for each of the five RAAN scenarios considered in
Section 5.2, with the values of e and θ such that the risk factor without an impulse is
greater than the acceptable threshold of 1e-4. In Figures 5.5-5.8, the risk factor is plotted
against the flight path angle for four values of the heading angle (0�, 90�, 180�, and 270�)
and three impulse magnitudes (1 m/s, 5 m/s, and 10 m/s) for case 1 only. In these figures,
the initial risk without an impulse is indicated as a black dashed line and the risk threshold
of 1e-4 is indicated with a black solid line. From these figures, it is clear that an impulse
applied at the release orbit does affect the risk factor computed with latitude band limited
re-entry setting, and for certain combinations of (∆V , γ, χ) values, significantly so. These
are visible in Figures 5.5-5.8 as “dips” to 10e-10, for example in Figure 5.5, for ∆V � 10

m/s and γ � χ � 0�. These large dips in the risk factor correlate with the point of impact
being predicted (using SESAM) to fall within a sparsely populated latitude band (¡ 70� or
  �45�). It is also evident from Figures 5.6 and 5.8 that at lower magnitude the impulse
has less effect, regardless of direction when applied at heading angles perpendicular to
the debris velocity vector. In addition, only a few impulse scenarios, specifically 11% of
all (∆V , γ, χ) combinations considered, cause the risk factor to increase beyond the no-
impulse risk factor. Based on these results, we suggest that applying an impulse to the
debris as it is released tends to decrease the risk factor of re-entry; however, as previously
noted, the risk factor is largely based on the impact location which is difficult to predict
accurately, and the validity of the risk factor as a reliable re-entry indicator can therefore
be questioned.

Figure 5.9 shows the risk factor for each case in Table 5.5 plotted against impulse
velocities (∆V � 0 to 10m/s), applied at 0� heading and flight path angles, as it is the most
practical scenario. This plot shows that the effect of ∆V is very dependent on the initial
orbit and furthermore, it is clear that increasing the impulse magnitude does not result in a
proportional change in the risk factor. However, the impulse magnitude does significantly
affect the impact location and therefore the risk factor as well. In combination with the
results presented in Section 5.1, these release impulse findings suggest that applying a risk
optimized impulse in an optimally chosen release orbit can significantly mitigate the risk
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of large debris re-entry.

In terms of using debris release impulses as a mitigation measure, we have shown that
introducing such impulses can have both favourable and adverse effects on the calculated
risk factor. The key here is to design the impulse such that the lowest possible risk factor is
achieved, with as low uncertainty as possible. In the vast majority of cases analyzed, as part
of the research presented here, the introduced impulses mitigate the risk of debris re-entry;
however, the extent to which this can be applied to ADR missions is highly dependent
on the accuracy of the re-entry models. Historically, for uncontrolled re-entry, the general
assumption is made, that after years on orbit, the state of the debris in terms of, among
others, attitude, rotation, and mass is relatively unknown as the debris nears re-entry. As
such, these results provide the basis for the analysis of the controlled release of objects
with pre-selected initial conditions, specifically for ADR missions. This scenario is unique
to ADR missions and should be factored in when evaluating the re-entry of debris as a
result of these missions.

Case # a (km) e i (deg) Ω (RAAN) (deg) ω (deg) θ (deg) RF without impulse

1 6571 0.0040 83 0 0 0 6.4e-4
2 6571 0.0027 83 319 0 170 5.1e-4
3 6571 0.0005 83 275 0 40 9.9e-4
4 6571 0.0010 83 225 0 240 7.2e-4
5 6571 0.0013 83 180 0 350 1.3e-3
6 6571 0.0018 83 134 0 230 1.5e-4

Table 5.5: Initial orbit parameters for impulse effect on re-entry investigation

113



5.3 Debris Release Impulse

Figure 5.5: Risk factor as a function of flight path angle of impulse - Case 1, χ � 0�

Figure 5.6: Risk factor as a function of flight path angle of impulse - Case 1, χ � 90�

Figure 5.7: Risk factor as a function of flight path angle of impulse - Case 1, χ � 180�
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Figure 5.8: Risk factor as a function of flight path angle of impulse - Case 1, χ � 270�

Figure 5.9: Risk factors evaluated at γ � χ � 0� with varying ∆V s for the cases in Table
5.5
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5.4 Attitude Motion and Re-entry

The aim of the work presented in this section is to investigate the effect of rotational motion
of re-entering debris on the casualty risk factor. First, in Section 5.4.1 the DRAMA software
suite is used to investigate attitude effects on the casualty risk factor by varying the initial
attitude state of the debris in the release orbit. Then, to model the debris rotational motion
during descent from the release orbit to the re-entry orbit, and elucidating its implications
on the risk factor, D-SPOSE, introduced in Section 2.3.2, is used to propagate the attitude
and position dynamics of the debris. For all scenarios considered, the debris is released
with zero initial angular velocity. Last, in Section 5.4.4, observational data [171, 172] along
with position-attitude propagation of the Chinese space station Tiangong-1 is used as part
of a case study to analyze the rotational dynamics of large debris during re-entry and its
influence on re-entry predictions such as time and location of impact.

5.4.1 Initial Debris Orientation and Rotational State

In this section, DRAMA and D-SPOSE are employed to investigate the effect of varying
the initial attitude of the debris upon release on the re-entry of the debris. DRAMA is used
as a dedicated re-entry analysis tool and D-SPOSE provides accurate propagation of debris
positional and rotational motion.

As already mentioned, in DRAMA, there are two options for defining the initial attitude
of the object for re-entry analysis: “randomly tumbling” and “fixed”. For the randomly tum-
bling scenario, DRAMA calculates the effective cross-sectional area by averaging the “vis-
ible” area from a set of predetermined points-of-view, the directions of which are evenly
distributed around the object being modelled. For the fixed attitude option, the initial at-
titude is defined in terms of three angles: angle of attack, side slip angle, and bank angle,
corresponding to rotations about the body-fixed y-, z-, and x-axes respectively, as defined
in Figure 5.10b. The initial orientation specified for the fixed attitude option determines the
effective cross-sectional area during re-entry. This area is calculated as the cross-sectional
area of the debris in the direction facing the flow during re-entry, including the changes due
to small oscillations resulting from re-entry perturbations. As such, the calculation of the
aerodynamic force and heat flux coefficients in DRAMA depend on this effective cross-
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sectional area for both randomly tumbling and fixed re-entries, which in turn influence the
demise and the trajectory of the debris and, thereby, determine the impact location and the
value of Pi in Eq. (5.1). For both initial attitude definitions, the effective cross-sectional
area changes as a result of aero-thermal effects, but is predominantly a function of initial
attitude state. This effective cross-sectional area is then used to calculate the “average ge-
ometric cross-section” during re-entry, and ultimately the impact cross-section Ai in Eq.
(5.2), of the debris after re-entry. It is important to note that DRAMA does not offer cou-
pled attitude-positional propagation during re-entry.

As part of the research presented here, D-SPOSE is employed to predict the position
and orientation of the debris as it descends from the initial release orbit to the re-entry orbit
at �125 km altitude. At altitudes lower than 125 km, the atmospheric conditions become
more difficult to predict which makes further propagation less accurate. The piece of space
debris simulated has the same material and mass characteristics as those described in Table
5.1, with initial orbital elements as specified for case 1 in Table 5.5. However, because D-
SPOSE requires a triangulated representation of debris geometry, the debris shape is mod-
elled as an equivalent surface area rectangular prism (see Table 5.6 and Figure 5.10a) for
the simplicity of the triangulation, and reduced computational time. The dynamics model
used for propagation in D-SPOSE includes gravitational effects up to degree and order 4
(including sectoral and tesseral terms), the aerodynamic effects (drag and torque), and the
internal energy dissipation torque as described in Section 2.3.2. It should be noted that the
initial debris attitude in D-SPOSE is represented by Euler 3-2-1 angles with respect to the
spacecraft centered orbital frame, with the sequence of rotations being about the z-y-x axes
respectively [173].

Shape Dimensions (m) Inertia matrix (kg m2)

Rectangular prism Length � 7.448, Depth �Width � 2.126

�
�

7198.3 0 0
0 7198.3 0
0 0 1085.7

�
�

Table 5.6: Unique debris parameters for D-SPOSE propagation
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(a) D-SPOSE (b) DRAMA

Figure 5.10: Debris geometry for simulation in D-SPOSE and DRAMA corresponding to
and body-fixed axes definitions

5.4.2 The Effect of Initial Attitude Using DRAMA

DRAMA is used to generate the results showing the effect of the release attitude of the
debris on the casualty risk factor presented in Table 5.7, for the release orbit with [semi-
major axis, eccentricity, inclination, RAAN, argument of perigee, true anomaly] specified
by r6571, 0.004, 83, 0, 0, 0s (case 1 of Table 5.5). Six initial rotational states are considered
in this analysis, for each of which the casualty risk factor is found using both the latitude
band fixed re-entry and the circular re-entry settings. The first initial attitude state is ran-
domly tumbling and the other five are different fixed attitudes, the latter defined with three
ordered angles: angle of attack, side slip angle, and bank angle, as defined earlier.

A number of observations and conclusions can be drawn based on the results summa-
rized in Table 5.7. First, we observe that, as expected, the different initial attitudes yield
different values for the average geometric cross-section, which we have verified are within
13% of the corresponding initial flow-facing cross-sectional areas (for the fixed setting).
Second, for the six attitude states considered, the risk factors computed with the latitude
band limited and the circular settings are close in some cases, but drastically different in
others. Indeed, the circular setting for the re-entry analysis produces risk factors which
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trend with Ai values in accord with Eqs. 5.1 and 5.2: as those increase, the corresponding
risk factors increase as well. For the latitude band limited re-entry, however, the attitude
state with the largest cross-sectional area (16.3 m2) produces a risk factor of 2.8e-7, which
is three orders of magnitude smaller than the largest risk factor among all attitude cases
considered here. This occurs because the specific impact location used to calculate Pi in
Eq. (5.1) falls within a very low risk latitude band (see Figure 5.4b), resulting in signifi-
cantly lower calculated casualty risk factor.

Overall, the risk factors predicted with DRAMA for different attitude states in Table
5.7 vary as follows: between 9e-5 and 2.4e-4 for the circular re-entry and, between 2.8e-
7 and 8.3e-4 for the latitude band limited re-entry. This demonstrates that the effect of
the rotational state on the casualty risk factor prediction is far from negligible and not
necessarily intuitive. Moreover, depending on the rotational state, DRAMA may predict
either a passing or a failing risk factor, all other parameters being equal. As a result, it
can be concluded that the attitude state of the debris upon release can be manipulated to
mitigate the re-entry risk of large debris.

Attitude state (deg)
(angle of attack, side-slip,

bank)

Avg. geometric
cross-section Ai

(m2)

Risk Factor
latitude band limited

re-entry

Risk Factor
circular
re-entry

Random Tumbling 14.7 3.3e-4 2.2e-4

Fixed r0�, 0�, 0�s 5.1 1.1e-5 9.0e-5

Fixed r90�, 0�, 0�s 16.3 2.8e-7 2.4e-4

Fixed r0�, 90�, 0�s 16.3 2.8e-7 2.4e-4

Fixed r0�, 0�, 90�s 5.1 1.1e-5 9.0e-5

Fixed r45�, 0�, 0�s 15.6 8.3e-4 2.3e-4

Table 5.7: Attitude effect on risk factor with DRAMA
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5.4.3 The Effect of Initial Attitude Using D-SPOSE

D-SPOSE is employed in this section as a means to attempt high fidelity propagation
of the debris rotational motion, with the view to evaluate the assumptions made in the
way DRAMA captures attitude effects on the re-entry casualty risk factor calculations.
D-SPOSE is used to propagate the attitude and position dynamics of the debris from the
release orbit at�200 km altitude (semi-major axis = 6571 km) to the re-entry orbit at�125
km altitude (semi-major axis = 6496 km). Three propagations are carried out by initializing
the simulations with three initial attitudes chosen as depicted in Table 5.8. These attitudes
correspond to three of the fixed attitude cases considered in Table 5.7 using DRAMA, in
particular, cases Fixed [90,0,0], Fixed [45,0,0] and Fixed [0,0,0].

We present several results, either obtained directly as outputs from D-SPOSE or by ad-
ditional post processing of relevant outputs. Plotted in Figure 5.11 are the evolution of the
period of rotational motion (Figure 5.11a) and the orientation of the spin axis described by
its declination θdec and right ascension λra angles (illustrated in Figure 2.1), for the three
propagation cases, as per the initial conditions in Table 5.8. In Figure 5.12, the effective
cross-sectional areas during descent for each release orientation case are plotted: this is
the total projected area of debris faces exposed to the relative wind velocity. The results in
these figures demonstrate that depending on the initial orientation, the ensuing rotational
motions of the debris are significantly different. As will be shown shortly when we con-
sider the ground tracks during descent (Figure 5.13), this can have vast implications on
the risk factor analysis. The rotational motion responses in Figure 5.11 show that initially,
for all three propagations, the debris rotate in an oscillatory fashion about the orbit nor-
mal direction. The rotational period responses (Figure 5.11a) cycle between values near or
below the orbital period and increase to almost no rotational motion, as the direction of os-
cillations change. These rotational oscillations persist in a stable fashion for the [0�,0�,0�]
initial attitude case, as confirmed by Figure 5.12a which shows relatively small variations
in the cross-sectional area in the vicinity of the nominal value of 15.8 m2 corresponding to
the largest side of the prism facing the flow. By contrast, the [0�,90�,0�] case exhibits the
most unstable response and after �7 hours the debris enters a tumbling motion, executing
approximately two tumbles per hour henceforth. This is clearly visible in Figures 5.11b
and 5.11c which reveal drastic changes in the axis of rotation from the original normal to
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the orbit direction, as well as from Figure 5.12c, which shows maximal fluctuations in the
effective cross-sectional area from 4.5 m2 to 22.9 m2. The [0�,45�,0�] initial orientation
case presents an ‘intermediate’ response where the debris oscillates about the initial con-
figuration for �12 hours, and then begins to tumble. The average rotational period for each
initial orientation propagation is included in Table 5.8 and it is computed with values start-
ing 10 seconds after release. The average rotational periods confirm that in all cases, the
debris rotates or tumbles slowly, supporting the notion that each orientation of the debris
experiences a sufficiently long exposure to the oncoming flow, so that its release attitude
can significantly influence the descent trajectory. Not presented here, but additional propa-
gations were carried out with D-SPOSE by initializing the debris in arbitrary orientations
relative to its direction of motion. The corresponding results unequivocally confirm that the
debris will enter a slow tumbling motion regime soon after its release.

In Figure 5.13 we present the ground track of the debris for each of the three initial
attitude state propagations. Figure 5.13a shows the ground tracks for the first three hours
of descent starting from the initial orbit, and Figure 5.13b shows the last two hours of
descent before reaching the re-entry orbit. The results in Figure 5.13 are generated by post-
processing the D-SPOSE output position (time-stamped) using the MATLAB Aerospace
toolbox, thereby generating latitude-longitude coordinates and altitudes at each time step
of the simulation. These coordinates are then plotted on a 2-dimensional world map to show
the debris ground track during the descent. As can be seen from Figure 5.13a the ground
track and position along it are the same for the first three hours of descent for the three
initial attitude propagations. However, as we deduce from Figure 5.13b, the trajectories
of the debris start to deviate as a result of different rotational motions, which ensue after
several hours. Thus, two hours before reaching the re-entry orbit, the debris are already at
different points in the orbit and, not surprisingly, they are at different locations above Earth
when they reach the re-entry orbit. From Figure 5.13, it is clear that for different initial
orientations, the ground track the debris follows from 200 km to 125 km is approximately
the same in each case; however, the trajectories and descent times of the three cases are
not. The descent times presented in Table 5.8 vary, depending on the initial orientation,
between 21.1 and 23.3 hours with D-SPOSE. This means the debris reaches the re-entry
orbit at vastly different locations above Earth, and ultimately, the initial attitude state of
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the debris affects its impact location, directly changing the risk factor for that particular
re-entry.

Another relevant result presented in Table 5.8 is the average geometric cross-sectional
area of the debris directly affected by the atmospheric conditions during the descent, as
computed with D-SPOSE. These values were calculated by averaging the effective area
(as per Figure 5.12) used at each time step to calculate the aerodynamic effects on the
debris, over the entire descent and they range between 14.9 and 16.5 m2. Our reason for
presenting these values is for direct comparison to the average geometric cross-sectional
area calculated in DRAMA. The largest average geometric cross-sectional area found for
the [0�,0�,0�] attitude case also results in the shortest descent time and the smaller geomet-
ric cross-sectional area found for the [0�,45�,0�] attitude case results in the longest descent
time as expected.

We suggest that D-SPOSE findings presented above, have direct implications on the re-
entry analysis carried out with DRAMA and the results thereof. The coupled orbit-attitude
propagation in D-SPOSE predicts that after releasing the debris in an arbitrary configura-
tion, with zero initial angular velocity, the debris begins a slow tumbling motion. It should
also be mentioned that, in simulation, this tumbling motion can be avoided by introducing
a significant initial spin (to achieve spin stabilization) and for certain spinning motions, the
debris may maintain an approximately constant (fixed) orientation in inertial space. In light
of this, short of inducing a specific angular velocity in the debris upon release, D-SPOSE
results imply that the fixed attitude setting in DRAMA is unrealistic.

With this insight, we can comment on the use of random tumbling option in DRAMA
for re-entry analysis. First, it is noted that the average cross-sectional area range found with
the randomly tumbling setting in DRAMA (14.7 m2) is in fair agreement with the average
cross-sectional area found with D-SPOSE, for the three cases in Table 5.8. On the other
hand, using DRAMA with the random tumbling option, it is not possible to capture the
effect of the different initial orientations at the release: as was observed from D-SPOSE
results, the initial orientation has a large influence on the predicted impact location. Al-
though DRAMA captures some aspects of randomly tumbling motion, it cannot predict
variations in descent times and final positions, and hence the risk factor, resulting from
different debris orientations at release.
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Initial attitude
(3-2-1 Euler angles)

(deg)

Avg. geometric
cross-section (m2)

Descent time to 125
km

altitude (hours)

Avg. tumbling
rotational

period (hours)

r0�, 0�, 0�s 16.5 21.1 12.2

r0�, 45�, 0�s 14.9 23.3 4.3

r0�, 90�, 0�s 15.8 22.5 23.0

Table 5.8: Initial attitude cases for D-SPOSE propagations and relevant propagation statis-
tics
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(a) Period

(b) Spin axis declination during re-entry

(c) Spin axis right ascension during re-entry

Figure 5.11: Attitude motion during re-entry
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(a) r0�, 0�, 0�s case

(b) r0�, 45�, 0�s case

(c) r0�, 90�, 0�s case

Figure 5.12: Effective cross-sectional area during descent
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(a) First three hours of re-entry

(b) Last two hours of re-entry

Figure 5.13: Ground track of debris for three initial attitude configurations - blue:
[0�,0�,0�], red: [0�,45�,0�], green: [0�,90�,0�]
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5.4.4 Case Study: Tiangong-1

Given the high number of large pieces of space debris in lower Earth orbit, some are bound
to re-enter Earth’s atmosphere and due to their size, mass, and material composition, these
pieces of debris will survive re-entry and impact Earth. One example of such debris was
the first Chinese space station, Tiangong-1, launched in September 2011, which re-entered
Earth’s atmosphere on April 2, 2018. Here, Tiangong-1 is used as a case study to analyze
the effect of the orientation of large debris during re-entry and its influence on re-entry pre-
dictions such as time and location of impact. Using D-SPOSE, simulations are conducted
of the satellite’s rotational and positional motion to provide a better understanding of its
effective cross-sectional area during the last days of its life.

(a) D-SPOSE (b) DRAMA

Figure 5.14: Debris geometry for simulation in D-SPOSE and DRAMA in body-fixed
frame

Presented in Figure 5.14 are the two Tiangong-1 geometries used for simulation in
D-SPOSE and DRAMA respectively. These geometries are generated based on dimen-
sions provided in [172]. Furthermore, attitude observations provided by Lin et al [172] and
Sommer et al [171] are plotted in Figure 5.15 along with the long-term angular velocity
prediction found by propagating the motion of Tiangong-1 for 135.1 days using D-SPOSE.

With the predicted angular velocities in hand, we proceed to study the effect of the
evolving attitude dynamics of the spacecraft on its orbital motion during Tiangong-1’s de-
scent to Earth. In particular, the short-term effects of the changing cross-sectional area of
Tiangong-1, as a result of the rotational dynamics, on the re-entry predictions starting with
one day up to 7 days prior to impact are presented. The initial conditions for each propa-
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Figure 5.15: Evolution of angular velocity magnitude of Tiangong-1

gation are provided in Table 5.9. There are three types of propagation, distinguished by the
length of propagation prior to the actual impact time (02/04/19 00:16:00). One additional
propagation one day before impact is presented to highlight the effect of having a different
initial debris attitude at the onset of propagation, this propagation is denoted by “1*”. The
initial orbital elements and the time of initiation of the propagation are defined by obser-
vational data from TLEs. All initial angular velocities and attitudes (with the exception of
the 1* case) are defined using the corresponding values of the long-term propagation in
Figure 5.15 one, three, and seven days before the predicted impact for the one-, three-, and
seven-day propagations respectively.

Length of
Propagation

(days)

Orbital Elements
(from TLEs)

Date and Time Attitude
(3-2-1 Euler
angles) (deg)

Angular velocity
(deg/s)

1 [6550.67,0.0019,42.76,
19.50,200.61,341.21]

01/04/2018
04:44:00

[-5.68,21.04,91.05] [-0.09,-0.28,2.94]

1* [6550.67,0.0019,42.76,
19.50,200.61,341.21]

01/04/2018
04:44:00

[0,0,0] [-0.09,-0.28,2.94]

3 [[6571.73,0.0021,42.77,
15.58,213.20,344.43]

30/03/2018
02:38:00

[7.95,-26.38,78.34] [0.07,-0.17,2.45]

7 [6595.73,0.0023,42.76,
358.12,241.04,1.90]

25/03/2018
21:00:00

[-176.80,24.33,-95.70] [0.03,0.12,1.78]

Table 5.9: Tiangong-1 initial conditions for propagations
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For each propagation (one, three, and seven days before impact), two definitions for the
cross-sectional area are used. First, the time-varying values are used and the effective area
of Tiangong-1 for each propagation are presented in Figure 5.16. The mean values of the
cross-sectional area during each of these propagations are used as the fixed area parameter
for three additional “fixed area” propagations. The effects of having time-varying vs. fixed
cross-sectional area are quantified in terms of the difference in time and location of the
debris at the point of re-entry (defined as reaching �125 km altitude) found by propagating
Tiangong-1 over the same time period and with the same initial conditions for the two
cross-sectional area definitions. The results of the effect of cross-sectional area on re-entry
are obtained using D-SPOSE for coupled orbital-attitude propagation (hence, time-varying
area) versus using D-SPOSE for orbital propagation only (with constant or fixed cross-
sectional area).

Figure 5.16: Tiangong-1’s cross-sectional area during time-varying propagation (1-hour
moving average)

The effect of the debris cross-sectional area definition, on the altitude during re-entry
is presented as three altitude vs. time plots in Figure 5.17. The exact re-entry times are
provided in Table 5.10 and the locations of Tiangong-1 post propagation are illustrated in
Figure 5.14a. For the one- and three-day propagations, the re-entry time is almost the same
for both definitions of cross-sectional area. However, for the seven-day propagation there
are significant differences in the predicted re-entry time as depicted in Figure 5.17c. This
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is expected as the effects of time-varying area on the motion of the debris are larger over
time. In Figure 5.17c, the altitude vs. time plot of the long-term propagation is presented
as a point of reference. It is evident from the plots in Figure 5.17 that as the propagation
time increases, the prediction of re-entry time steers away from the actual re-entry time
and towards that of the long-term propagation. This result suggests that the initial angular
velocity and attitude play a significant role in the re-entry time prediction and more so the
longer the given propagation is carried out for.

Another interesting observation, as a result of propagating Tiangong-1 with a vastly dif-
ferent initial attitude ([0�,0�,0�]) over a one-day period before re-entry, is the much earlier
re-entry time as compared to the other two, one-day propagations (see Figure 5.17a). One
conclusion that can be drawn from this result is, again, the significant effect initial attitude
has on short-term debris re-entry predictions.

Length of Propagation (days) Tiangong-1 Area (m2) Date and Time of Re-entry
135.1 Time-varying 04/04/2018 06:39:53

1 Time-varying 02/04/2018 00:19:23
1* Time-varying 01/04/2018 12:39:23
1 28.36 02/04/2018 00:19:23
3 Time-varying 02/04/2018 02:08:01
3 28.33 02/04/2018 01:58:01
7 Time-varying 03/04/2018 10:10:00
7 28.58 03/04/2018 01:30:00

Table 5.10: Tiangong-1 time of re-entry based on cross-sectional area using D-SPOSE

The re-entry locations as a result of the D-SPOSE propagations are illustrated in Figure
5.18a. In addition, DRAMA is employed to conduct the re-entry analysis from �125 km
altitude (defined using the latest TLE) to impact by using the time-averaged cross-sectional
area. The impact locations as a result of the analysis using DRAMA are presented in Figure
5.18b. From the locations of Tiangong-1 presented in these figures, we can deduce that the
cross-sectional area during re-entry plays an important role in determining not only the
predicted re-entry time but the location as well. Furthermore, it is clear that including the
effects of rotational motion significantly changes the location of re-entry. As concluded in
Section 5.4.1, the results presented here also attest to the significance of initial attitude on
debris re-entry predictions.
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5.4 Attitude Motion and Re-entry

(a) Tiangong-1 position and attitude propagated from 1 day before re-entry

(b) Tiangong-1 position and attitude propagated from 3 days before re-entry

(c) Tiangong-1 position and attitude propagated from 7 days before re-entry

Figure 5.17: Tiangong-1 re-entry altitude vs. time
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5.4 Attitude Motion and Re-entry

(a) Tiangong-1 position after propagation using D-SPOSE (�125 km altitude)

(b) Tiangong-1 impact location predicted using DRAMA

Figure 5.18: Tiangong-1 locations after simulation
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5.5 Chapter Summary

The impact location and hence the risk factor are shown to be influenced by the initial
parameters of the orbit in which the debris is released. These effects are analyzed using
two pieces of software, namely, DRAMA and DAS. DRAMA provides a higher-fidelity
analysis, and when the results are compared, DAS is shown to produce a slightly more
conservative risk factor estimation. Using DAS and using the circular re-entry setting in
DRAMA, it was found that the initial orbit inclination is the parameter which affects the
risk factor the most. Using the latitude band limited re-entry setting in DRAMA shows that
other orbital elements (eccentricity, RAAN, and true anomaly) also affect the risk factor.
Further analysis using DRAMA demonstrates the effect of introducing an impulse onto the
debris, specified by magnitude and direction, when released. The risk factor can be changed
by varying degrees by applying such an impulse, depending on the specified direction, and
the magnitude of the impulse. Additionally, the risk factor is a function of the average geo-
metric cross-sectional area of the debris during re-entry, and DRAMA is employed to show
the effects of varying this area on the resultant re-entry risk factor. The average geometric
cross-sectional area is altered by defining the attitude state using one of DRAMA’s two
options: randomly tumbling or fixed attitude. A general trend is identified with the circular
re-entry setting, showing the lower the average geometric cross-sectional area, the lower
the casualty risk factor. Overall, it is difficult to identify correlations between the various
influencing factors and the calculated risk factor, primarily due to the high sensitivity of
the impact location to the initial conditions of the debris at release. However, it is shown,
through the careful consideration and design of the debris release conditions, the casualty
risk as a result of re-entry of large debris can be mitigated to an extent where casualty risk
factor standards are met.

Last, the D-SPOSE software is employed as a tool to investigate the effect of rotational
motion on the orbital motion during descent, with the view to understanding the implica-
tions on the accuracy of the re-entry analysis performed using DRAMA. D-SPOSE is used
as a coupled position-attitude propagator to account for the more nuanced attitude effects
on re-entry, not captured by DRAMA. As such, it is concluded that the initial attitude of
the debris affects the ensuing rotational motion of the debris during decent, sufficiently so
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as to modify the trajectory of the debris and the time of descent. Therefore, each initial
orientation results in a different impact location and correspondingly, a different risk fac-
tor. When interpreting the propagation results obtained with D-SPOSE in the context of
DRAMA re-entry analysis, it can be concluded that the fixed attitude setting in DRAMA
is not a realistic option for re-entry analysis, due to the development of a slow tumbling
attitude motion, regardless of initial attitude. Furthermore, the randomly tumbling re-entry
setting in DRAMA only captures the effects of a ‘generic’ tumbling state and not the par-
ticular evolution from a specific initial attitude of the debris when released. Tiangong-1 is
used as a case study to analyze the effect of the orientation of large debris during re-entry
and its influence on re-entry predictions such as time and location of impact.
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6
Conclusions & Future Work

6.1 Summary of Results and Contributions

Given the effects on the space environment of numerous collision events, in combination
with large defunct spacecraft re-entering Earth’s atmosphere, it is safe to say space debris
is a growing cause for concern. As such, the aim of this thesis is to expand the boundaries
of how active debris removal missions can be planned, designed, and carried out effectively
and efficiently in the future. In particular, the research for this dissertation focuses on plan-
ning a multiple debris removal mission since there is a strong consensus that removal of
five large pieces of debris per year is a necessity to remediate the threat of space debris on
the near Earth environment.

In this context, we identified and explored two mainstream approaches for multi-debris
removal missions: recursive, where a chaser de-orbits the targeted piece of debris to a dis-
posal orbit and then returns to another debris orbit in order to de-orbit the next piece of
debris in a sequential or recursive fashion, and a mothership approach, where a chaser
travels from one piece of debris to the next, deploying smaller thruster modules (packets)
which attach to- and de-orbit the debris to a disposal orbit. To our knowledge, the recursive
mission scenario has not been extensively studied; we believe, however, it is particularly
suited to ADR missions that do not provide a rigid or close connection between the chaser
and the debris, such as those employing capture methods like tethered nets, and it is the
approach of choice for our investigation. In our investigation, we first employed the well-
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6.1 Summary of Results and Contributions

known Edelbaum’s analysis for low thrust transfers. This analysis was incorporated into a
novel framework, designed to minimize the time and fuel cost of rendezvous and de-orbit,
for a recursive style multiple ADR mission with drift orbits included as a measure of re-
ducing fuel cost. As a comparative measure, a formulation for removing multiple pieces of
debris in a “travelling salesman” fashion is presented in the form of a mothership approach
to multiple ADR. Lambert’s theorem is applied for the basis of further analysis, in order
to find optimized impulsive transfers between consecutive pieces of space debris for the
mothership approach. The resulting fuel cost and time of transfers for a five debris mission
using the mothership approach are compared to those of carrying out the same mission, us-
ing the recursive approach. Our main contribution to planning the multiple debris removal
mission is the formulation and solution of an optimal control problem which we solve to
minimize the fuel and time cost of point-to-point rendezvous and de-orbiting of multiple
pieces of space debris. As part of this third formulation considered, each manoeuvre is de-
fined as a minimum-time orbital transfer, using low-thrust propulsion, and the transfer is
posed as a constrained non-linear optimal control problem.

Given the necessity for high accuracy rendezvous when carrying out ADR, a new ap-
proach to defining the aforementioned constrained non-linear optimal control problem is
presented. This formulation considers the true anomaly as a boundary condition. Further-
more, a good initial guess for the transfer time is also required to solve each orbital trans-
fer problem in this formulation. To this end, a simplified, debris-specific, optimal control
problem is presented and solved to generate an initial guess, at an accuracy that is adequate
enough to find the minimum-time orbital transfer for rendezvous with a given piece of de-
bris. A novel approach to generating this initial guess for each debris is formulated based
on attributing different weights to those orbital parameters that are more costly to match for
a specific piece of debris. A further complication addressed in this thesis is the fact that the
long time taken for low-thrust transfers results in the debris location changing significantly
between the transfer initiation and the arrival of the chaser in the desired orbit. As such, the
initial guess for the transfer time constitutes the period over which the given piece of debris
is propagated to find the location of the debris after transfer. The location of the debris is
then used as an initial guess for the final boundary constraint of the chaser’s high-accuracy
transfer. This procedure is iterated until the post-propagation location of the debris matches
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the location of the chaser following the high-accuracy transfer, within certain error bounds,
to achieve efficient accurate low-thrust rendezvous for multiple ADR. The main outcome
of this optimal solution procedure is an estimate of the time and fuel costs of a multiple
debris removal mission, which is a key novel contribution to multiple ADR mission design
and development.

One drawback to elaborate missions in space, such as multiple ADR, is the increased
fuel requirement. In addition to using low thrust as a means of carrying out orbital ma-
noeuvres, another way in which ADR missions can be made efficient is by introducing
drift orbits to match the RAAN of the chaser to that of the debris at the cost of time as
opposed to fuel. Presented in this thesis is a novel way of introducing drift orbits as part
of an optimized orbital transfer. The drift orbits are selected based on their altitude and
inclination, as these are the key parameters affecting RAAN drift rate. The drift orbit se-
lection process is formulated as an optimization problem, minimizing the overall time and
fuel cost of the given orbital transfer. Given that, in the drift orbit selection process, time
and fuel cost are conflicting objectives, upper boundaries on these costs are introduced, and
various results are found, depending on how each of these objectives are weighted.

In order to compare and validate the recursive and mothership approach to multi-ADR,
four sets of debris in LEO are used as input for the investigations presented in Chapter
4. The first set of debris (set 1) consists of five high risk pieces of debris including En-
visat, orbiting in similar inclination bands, but with large RAAN differences. Sets 2, 3, and
4 consist of SL-8 rocket bodies with similar physical properties but have varying orbital
parameters. Debris set 2 in particular is a selection of five SL-8 rocket bodies in similar
inclination bands, with small RAAN differences. Using debris sets 1 and 2 as inputs to the
mothership approach and to the Edelbaum-based formulation for the recursive approach,
we calculate the time and fuel costs of removing each set using both approaches. The re-
sults of each approach for the first set of debris show that missions involving high RAAN
differences between the debris are much better suited for the recursive approach. For debris
in the second set, the cost of the mothership approach is significantly lower both in terms
of time and ∆V than in the recursive approach. The rendezvous transfer in the mother-
ship approach is performed directly from one debris location to the next, which requires
a lower ∆V cost when the RAAN and inclination differences are small, as the changes in
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semi-major axis are much smaller. The fuel mass requirements are, in general, lower for
the recursive approach, as thrusters supplying low continuous thrust have a much higher
specific impulse than high thrust systems.

The optimal control approach to the recursive mission takes into account the changing
orbital state of the debris as the mission is carried out/simulated. Therefore, time-stamped
debris data (in the form of TLEs) is required. Due to perturbations affecting the debris in
LEO, the exact debris parameters used are not the same as those used previously. Hence,
debris set 3, like set 2, is a selection of five SL-8 rocket bodies with similar inclinations;
however, set 3 debris have completely different RAAN from those in set 2, as it is time-
stamped on the 1st of January 2016. Debris set 4 is selected purely to demonstrate the
option of analysing debris with large inclination differences using the optimal control ap-
proach to multiple debris removal. As such, it consists of two pieces of debris with a large
inclination difference. De-orbiting the five pieces of debris in the set 3 is deemed achiev-
able within the one-year time frame, with the main contributor to the time of transfer being
the altitude change. The total estimated fuel requirement for de-orbiting the five pieces of
debris in this set is approximately 58% of the chaser mass, which is deemed reasonable
for this type of mission. For set 4, the large change in inclination results in an increased
transfer time and fuel mass requirements; it would neither be practical, nor achievable, to
remove five pieces of debris with large inclination differences within a one-year time limit.
It is worth noting that this does not mean that two of the five debris cannot have large in-
clination differences for the mission to be carried out in a timely manner. As previously
established, the recursive approach is better suited for debris set 1 and this set is there-
fore used again to test the optimal control problem formulation, given the possibility of
drift orbit inclusion. De-orbiting this set is deemed achievable within 2.23 years, with the
main contributor to the time of transfer being the RAAN drift requirement and the long
de-orbiting time due to the large mass of the debris. This gives a more realistic estimation
of the costs associated with removing debris in set 1 using a recursive approach than the
results calculated using the low fidelity formulation,

The second major contribution of this thesis is the detailed analysis of certain factors
affecting the large space debris re-entry resulting from a recursive orbital debris removal
mission. The risk factor calculated for uncontrolled re-entry of the large debris (SL-8 rocket
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bodies) in this research is predominantly too high, and as such, this type of debris is not
suitable for conventional uncontrolled re-entry. Active space debris removal allows for con-
trolled de-orbiting of the debris, and multiple debris removal missions provide an option
for removing multiple pieces of debris efficiently. During such missions, the debris is de-
orbited to a disposal orbit which in the context of re-entry analysis, becomes the initial
orbit. From here, the debris is either allowed to re-enter on its own accord (uncontrolled
re-entry) or the chaser spacecraft re-enters with the debris providing means of controlled
re-entry. Given that conventional uncontrolled re-entry is too high-risk, and that controlled
re-entry requires the chaser to re-enter, thus making removal of other debris impossible, we
explored potential options for lowering the risk of uncontrolled re-entry. A novel consid-
eration unique to re-entry as a result of ADR is having the knowledge and some degree of
control on the debris state upon release into a low altitude disposal orbit. Re-entry analysis
and prediction can therefore be augmented, as a result of knowing the exact characteristics,
location, and attitude state of the debris when released.

To this end, two existing re-entry models, the Debris Risk Assessment and Mitigation
Analysis (DRAMA) model, and the Debris Assessment Software (DAS), are used to study
the influences of varying the parameters of the disposal orbit and the release conditions on
the resultant casualty risk factor. With this perspective, the de-orbiting stage of an active
debris removal mission can be designed such that the parameters of the disposal orbit min-
imize the casualty risk of large debris re-entry, while maintaining feasible fuel and time
constraints on the de-orbit manoeuvre. With respect to release conditions, the effect of in-
troducing a small-magnitude impulse onto the debris at the release is studied, consequently
showing that the casualty risk factor can be lowered in addition to it being lowered as a
result of release orbit parameters. It is also shown that, the change in the risk factor that
results from an impulse is highly dependent on both the magnitude and the direction of the
impulse with respect to the debris flight path. Furthermore, it has previously been demon-
strated that the orientation and surface area of a piece of debris at the onset of re-entry have
a significant impact on the characteristics of the re-entry. Hence, the coupled orbit-attitude
propagator D-SPOSE, is used to analyze the rotational state evolution of the debris between
its release at �200 km and the onset of re-entry assumed at �125 km altitude, highlighting
the importance of considering attitude dynamics for re-entry analysis. Last, a case study
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of the Tiangong-1 re-entry is presented, showcasing the difference in re-entry predictions
made depending on the cross-sectional area estimation of Tiangong-1 used during descent.
From these results, we can conclude that the debris rotational dynamics significantly affects
the re-entry and therefore play an important role when making re-entry predictions.

6.2 Recommendations for Future Work

The approach to analyzing multiple debris removal missions presented in this thesis ad-
dresses certain key aspects of multiple debris removal missions, namely rendezvous, de-
orbit, release, and re-entry. Costs incurred during the capture and potential rigidizing stages
of the mission are highly dependent on the given capture method and have therefore not
yet been considered.

As a topic of future work, a procedure can be developed for selecting viable capture
methods based on the costs of removing certain sets of debris, using different approaches to
multiple debris removal. Once the capture method has been selected, the costs and time of
the mission can be predicted more accurately and the whole process can be iterated to find
an optimal capture method or removal approach, if necessary. Adding to this, more detailed
analysis can be carried out on the coupled chaser-debris system in terms of defining the
dynamics for orbital transfers, once the capture method has been selected. When solving
the minimum-time optimal control problem, low-continuous thrust is assumed. As part
of furthering the analysis carried out here, this assumption can be relaxed by introducing
a throttle capacity allowing for variable thrust within each orbital transfer. In a similar
fashion, the notion of thrust arcing, where chaser acceleration due to thrust is considered
as a binary function (on/off) that can be changed during an orbital transfer can also be
considered. Introducing more complex thruster capabilities will likely reduce the estimated
fuel cost for a given orbital transfer and is therefore a worthy consideration despite the
added complexity and component cost. Adding to the notion of more advanced thruster
capabilities, considering a hybrid system where both low thrust and impulsive transfers
are possible within the same mission is also of interest. In this case, the type of propulsion
method for a given transfer can be selected based on fuel cost and time constraints allowing
for a higher degree of optimization on the mission as a whole and an increased scope in
terms of the combinations of debris that can be removed within a single mission.
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It has been demonstrated that the selection of specific pieces of debris for a multiple
debris removal mission contributes to the cost and even the feasibility of the mission. As
such, future work should consider the cost of removing a set of debris as opposed to just
considering each piece of debris individually, as part of the selection procedure, i.e., inte-
grating the debris removal optimization procedure into the debris selection process. This
is no simple feat, as, for example, the RAAN of the debris changes significantly over the
course of an ADR mission, and as RAAN is an important factor when calculating mission
cost, all pieces of potential debris to be removed need to be propagated over the course of
the mission to account for and predict the location of the debris at the appropriate time —
at the capture stage of the mission.

The findings from the re-entry analysis suggest that the current approach to re-entry
predictions is not tailored to re-entries as a result of ADR. Future work in this area includes
incorporating more accurate attitude dynamics into existing models for re-entry. Further-
more, some considerations can be made for using risk factor as a determining metric for
re-entry, as the risk factor calculation is shown to be volatile, and subject to large uncer-
tainties. Last, the desired conditions of the disposal orbit to minimise the risk factor can be
coupled with the analysis of the de-orbiting manoeuvre such that the exact disposal orbit
desired for release is factored into the mission cost calculations. Consequently, the hopes
and intentions for the contributions presented in this thesis are to provide some groundwork
for future investigations and analyses in this relatively new field, by establishing the basis
from which actual multiple debris removal missions can be designed and carried out. In all,
the author suggests that considerations should be made when designing ADR missions for
the trade-off between designing a chaser spacecraft for demise, and achieving controlled
re-entry, vs. designing the release of the debris such that the risk of uncontrolled re-entry
can be reduced and a more efficient multiple debris removal mission for large debris can
be achieved.
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A
Appendix

The following appendix contains the full iterative results of the case studies presented in
Sections 4.3.1, 4.3.2, and 4.3.3. Tables A.1 and A.2 show the full iteration results for debris
sets 3 and 4 respectively. In addition, the full iteration results for rendezvous using a drift
orbit are presented in Table A.3.
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Transfer Description a (km) e I (deg) Ω (deg) ω (deg) θ (deg) Time (days)

Debris 1 initial 7363.6 0.0021 82.94 3.078 184.1 239.0 N/A
Chaser to Deb.1 initial 7363.5 0.0017 82.93 2.981 193.5 240.0 19.67

Deb.1 P1 7366.1 0.0030 82.94 348.6 126.5 179.1 19.67
Chaser to Deb.1 P1 7366.6 0.0025 82.95 348.5 136.5 180.1 19.85

Deb.1 P2 7368.5 0.0018 82.95 348.5 97.25 36.75 19.85
Chaser to Deb.1 P2 7368.0 0.0024 82.94 348.6 107.2 37.75 19.64

Deb.1 P3 7373.9 0.0023 82.95 348.6 110.0 42.76 19.64
Chaser to Deb.1 P3 7373.4 0.0019 82.94 348.5 120.0 43.79 19.83

Deb.1 P4 7376.6 0.0023 82.95 348.5 107.7 266.6 19.83
Chaser to Deb.1 P4 7376.1 0.0013 82.94 348.4 97.74 265.6 20.05

Deb.1 P5 7373.5 0.0025 82.95 348.3 117.9 270.9 20.05
Chaser to Deb.1 P5 7373.0 0.0015 82.94 348.2 107.9 269.9 19.82

Deb.1 P6 7374.4 0.0019 82.95 348.5 122.3 212.7 19.82
Chaser to Deb.1 P6 7373.9 0.0009 82.96 348.4 132.3 213.7 19.82

Chaser and Deb.1 de-orbit 6579.0 0.0006 82.95 318.8 149.8 287.4 32.90
Debris 2 initial 7349.0 0.0049 82.94 354.1 283.1 86.03 N/A

Chaser to Deb.2 initial 7348.5 0.0039 82.95 301.2 288.5 87.03 19.23
Deb.2 P1 7345.9 0.0055 82.94 300.8 76.23 76.54 71.96

Chaser to Deb.2 P1 7345.4 0.0045 82.93 300.7 86.23 77.54 19.24
Deb.2 P2 7348.9 0.0053 82.94 300.8 79.71 89.17 71.96

Chaser to Deb.2 P2 7348.4 0.0043 82.93 300.9 85.03 90.17 19.24
Chaser and Deb.2 de-orbit 6579.0 0.0026 82.99 271.5 348.0 41.46 32.51

Debris 3 initial 7342.6 0.0029 82.91 347.3 60.47 348.6 N/A
Chaser to Deb.3 initial 7342.1 0.0035 82.92 254.3 70.47 349.6 19.27

Deb.3 P1 7349.5 0.0030 82.91 253.9 35.22 310.7 123.7
Chaser to Deb.3 P1 7349.0 0.0020 82.92 253.9 44.15 311.7 19.34

Deb.3 P2 7337.9 0.0019 82.90 254.4 44.18 13.30 124.0
Chaser to Deb.3 P2 7337.4 0.0009 82.91 254.3 34.18 12.30 19.15

Deb.3 P3 7340.8 0.0037 82.91 254.5 37.22 190.9 123.8
Chaser to Deb.3 P3 7340.3 0.0027 82.92 254.4 27.22 189.9 16.97

Deb.3 P4 7343.3 0.0025 82.91 254.4 49.73 270.7 123.9
Chaser to Deb.3 P4 7342.8 0.0015 82.92 254.3 59.7 271.7 19.39

Deb.3 P5 7340.0 0.0027 82.91 254.3 58.64 250.6 124.0
Chaser to Deb.3 P5 7339.5 0.0017 82.92 254.2 68.64 251.6 19.58

Deb.3 P6 7346.9 0.0033 82.91 254.2 43.34 109.5 124.2
Chaser to Deb.3 P6 7346.3 0.0023 82.92 254.1 53.34 110.5 19.24

Deb.3 P7 7335.1 0.0035 82.91 254.4 64.84 225.7 123.9
Chaser to Deb.3 P7 7334.6 0.0025 82.92 254.3 74.84 226.7 19.39

Deb.3 P8 7339.1.0 0.0028 82.91 254.3 60.47 245.9 124.0
Chaser to Deb.3 P8 7338.6 0.0018 82.92 254.2 70.47 246.9 19.39

Chaser and Deb.3 de-orbit 6579.0 0.0012 82.91 225.2 6.912 224.2 31.90
Debris 4 initial 7349.0 0.0043 82.94 339.8 120.0 259.4 N/A

Chaser to Deb.4 initial 7348.5 0.0033 82.93 207.0 110.0 258.4 19.74
Deb.4 P1 7336.7 0.0041 82.93 208.6 0.505 115.2 175.7

Chaser to Deb.4 P1 7336.2 0.0031 82.94 208.5 10.51 116.2 19.28
Deb.4 P2 7346.3 0.0033 82.93 209.0 23.65 7.312 175.2

Chaser to Deb.4 P2 7345.8 0.0023 82.94 208.9 13.65 6.312 19.19
Deb.4 P3 7340.6 0.0029 82.93 209.0 29.36 280.6 175.1

Chaser to Deb.4 P3 7340.1 0.0019 82.94 208.9 39.36 281.6 19.19
Chaser and Deb.4 de-orbit 6579.0 0.0007 82.95 179.5 357.7 152.4 32.36

Debris 5 initial 7352.8 0.0027 82.95 331.0 227.9 85.10 N/A
Chaser to Deb.5 initial 7352.3 0.0017 82.94 163.2 237.9 84.10 19.19

Deb.5 P1 7348.6 0.0021 82.95 163.2 325.6 103.6 226.7
Chaser to Deb.5 P1 7348.1 0.0011 82.94 163.1 315.6 104.6 19.13

Deb.5 P2 7358.2 0.0029 82.95 163.3 1.915 143.1 226.6
Chaser to Deb.5 P2 7357.7 0.0019 82.94 163.2 11.92 142.1 19.15

Deb.5 P3 7355.0 0.0032 82.95 163.3 1.435 224.0 226.6
Chaser to Deb.5 P3 7354.6 0.0022 82.94 163.4 11.44 223.0 19.19

Deb.5 P4 7347.8 0.0023 82.95 163.2 324.1 109.2 226.7
Chaser to Deb.5 P4 7347.3 0.0013 82.94 163.1 314.1 110.2 19.13

Deb.5 P5 7352.8 0.0033 82.95 163.3 351.2 136.1 226.6
Chaser to Deb.5 P5 7352.3 0.0023 82.94 163.4 341.2 135.1 19.13

Chaser and Deb.5 de-orbit 6579.0 0.0026 82.94 133.8 199.7 219.7 32.76
Total Time: N/A N/A N/A N/A N/A N/A 259.4

Table A.1: Transfer iteration results set 1
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Transfer Description a (km) e I (deg) Ω (deg) ω (deg) θ (deg) Time (days)

Debris 1 initial 7145.9 0.0012 74.01 176.6 168.5 2.414 N/A
Chaser to Deb.1 initial 7146.0 0.0016 74.00 151.1 158.5 22.44 14.63

Deb.1 P1 7141.1 0.0015 74.00 149.6 167.4 159.1 14.63
Chaser to Deb.1 P1 7140.6 0.0005 73.99 149.6 177.4 158.1 14.59

Deb.1 P2 7129.5 0.0013 73.99 149.6 224.1 230.9 14.59
Chaser to Deb.1 P2 7129.0 0.0023 73.98 149.5 214.1 229.9 14.61

Deb.1 P3 7144.1 0.0013 74.01 149.6 169.6 31.71 14.61
Chaser to Deb.1 P3 7143.6 0.0009 74.00 149.6 167.5 30.71 14.61

Chaser and Deb.1 de-orbit 6579.0 0.0009 73.99 100.8 150.9 142.3 23.63
Debris 2 initial 7365.1 0.0029 82.94 65.92 2.661 13.79 N/A

Chaser to Deb.2 initial 7365.6 0.0011 82.94 338.9 91.86 13.69 80.12
Deb.2 P1 7349.8 0.0034 82.93 338.2 359.1 104.2 118.4

Chaser to Deb.2 P1 7349.3 0.0024 82.94 338.1 349.1 103.2 78.97
Deb.2 P2 7364.2 0.0035 82.94 339.0 35.27 225.1 117.2

Chaser to Deb.2 P2 7363.7 0.0025 82.93 339.1 25.27 224.1 79.07
Deb.2 P3 7363.0 0.0030 82.94 339.0 23.62 309.8 117.3

Chaser to Deb.2 P3 7362.5 0.0023 82.94 339.1 33.60 308.8 79.07
Chaser and Deb.2 de-orbit 6579.1 0.0026 82.93 308.6 349.2 46.35 32.40

Total Time: N/A N/A N/A N/A N/A N/A 149.7

Table A.2: Transfer iteration results set 2
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Transfer Description a (km) e i (deg) Ω (deg) ω (deg) θ (deg) Time (days) Fuel Mass (kg)

Chaser to drift 1 6877.6 0.0006 98.64 331.7 144.6 355.9 9.762 42.99
Drift 1 6885.2 0.0016 98.63 332.4 172.7 12.67 0.600 0.000

Deb. 1 P1 7169.2 0.0008 98.43 341.0 39.54 140.3 18.39 N/A
Drift 1 to Deb. 1 P1 7168.8 0.0003 98.44 341.0 29.54 139.3 8.030 35.60

Chaser and deb.1 de-orbit 6578.5 0.0002 98.42 61.60 123.8 46.27 77.74 344.6
Deb 1 Total N/A N/A N/A N/A N/A N/A 96.13 423.2

Chaser to drift 2 6878.5 0.0033 102.8 129.1 118.8 170.0 42.87 188.8
Drift 2 6883.7 0.0007 102.8 246.8 112.7 196.1 70.12 0.000

Deb. 2 P1 7038.5 0.0018 97.88 250.4 300.7 45.08 209.1 N/A
Drift 2 to Deb.2 P1 7038.0 0.0010 97.88 250.3 190.7 44.08 44.5 199.9

Deb. 2 P2 7045.3 0.0014 97.89 290.8 130.0 134.6 253.6 N/A
Drift 2 to Deb.2 P2 7045.8 0.0020 97.89 290.9 139.3 135.6 45.56 201.0

Deb. 2 P3 7058.8 0.0022 97.91 292.4 220.1 264.6 254.7 N/A
Drift 2 to Deb.2 P3 7058.4 0.0030 97.90 292.3 214.4 263.6 45.55 200.6

Chaser and deb.2 de-orbit 6574.8 0.0038 97.92 331.7 71.95 267.0 36.17 159.3
Deb.2 Total N/A N/A N/A N/A N/A N/A 194.7 548.7

Chaser to drift 3 6878.2 0.0040 99.74 0.004 14.32 162.4 21.36 94.04
Drift 3 6850.0 0.0059 99.74 10.62 53.92 161.8 8.043 0.000

Deb. 3 P1 7124.8 0.0064 98.30 35.75 34.70 211.1 320.2 N/A
Drift 3 to Deb.3 P1 7124.3 0.0075 98.31 35.65 24.70 210.1 20.40 88.04

Deb. 3 P2 7133.8 0.0084 98.31 30.75 16.54 211.3 340.7 N/A
Drift 3 to Deb.3 P2 7133.5 0.0082 98.31 30.76 11.08 241.7 20.42 89.93

Chaser and deb.3 de-orbit 6578.5 0.0029 98.32 142.6 34.58 234.7 114.1 502.3
Deb.3 Total N/A N/A N/A N/A N/A N/A 163.9 686.3

Chaser to drift 4 6879.1 0.0022 99.18 159.3 327.5 258.8 13.95 61.43
Drift 4 6871.0 0.0028 99.19 218.9 146.4 291.1 49.00 0.000

Deb. 4 P1 7170.5 0.0049 98.44 220.9 123.8 89.65 517.7 N/A
Drift 4 to Deb.4 P1 7171.0 0.0051 98.45 230.0 133.8 90.40 14.92 56.98

Deb. 4 P2 7169.7 0.0052 98.46 232.5 80.18 120.3 532.6 N/A
Drift 4 to Deb.4 P2 7169.4 0.0043 98.46 232.4 72.60 119.3 12.58 55.40

Chaser and deb.4 de-orbit 6578.5 0.0041 98.46 275.7 167.5 310.7 43.40 191.1
Deb.4 Total N/A N/A N/A N/A N/A N/A 118.9 307.9

Chaser to drift 5 6880.0 0.0051 102.6 339.8 33.63 78.15 45.64 201.0
Drift 5 6886.4 0.0032 102.6 59.32 271.6 314.6 48.10 0.000

Deb. 5 P1 7390.9 0.0039 100.3 110.6 75.4 93.00 667.4 N/A
Drift 5 to Deb.5 P1 7390.4 0.0029 100.3 110.7 81.38 93.42 39.34 170.2

Deb. 5 P2 7384.4 0.0029 99.23 112.0 267.4 127.7 706.7 N/A
Drift 5 to Deb.5 P2 7383.9 0.0019 99.23 111.9 259.3 126.9 36.35 165.8

Deb. 5 P3 7385.1 0.0024 99.23 112.7 27.89 12.45 707.6 N/A
Drift 5 to Deb.5 P3 7384.7 0.0018 99.24 112.5 21.98 12.38 37.24 166.6

Chaser and deb.5 de-orbit 6578.9 0.0016 99.24 215.0 236.3 74.35 106.0 466.9
Deb.5 Total N/A N/A N/A N/A N/A N/A 237.0 834.4

Mission Total: N/A N/A N/A N/A N/A N/A 813.6 2800.5

Table A.3: Rendezvous transfer with drift orbit results — all iteration results
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