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Abstract

The errects of e1ectrical stimulation protocols on the spontaneous activity of mul­

ticellular experimental cardiac preparations are examined. Particular attention is

drawn to the contriol.tion of stimulation history to the dynami.-:s ol:>served under dif­

fcrent experimental protocols. The experimental study focuses on phase resettin[;.

ptriodic stimulation and fixed delay stimulation of embryonic ch:ck heart cell ag­

gregat"s. ln addition. similar experiments are carried out on rabbit atrioventricular

ccii clusters to draw a comparison between the dynamics in rapid and slow inward

current cardiac preparations. Three classes of mode!s of the rhythmic beha\'iour

arc considered. The Shrier-Clay ion'c mode! of electrical activity in spontaneously

beating embryonic chick heart cell aggregates is used to model the response of this

preparation to various stimulation protocols. A modified versiûn of this model, which

includes a simplified sodium pump term, is developed to account for the effects of

stimulation history on the response of embryonic chick heart cell aggregates to sus­

tained c-xternal stimulation. Simple nonlinear models c-xpressed in terms of difference

cquations are considered to describe phase resetting behaviour, phase locki' ~, and

the effects of stimulation history on the dynamics during stimulation. A simplified

mode! of a rela.xation oscillator is also proposed tl:at incorporates a time dependent

term. These different classes of models offe; <:omplementary approaches to the un­

derstanding of the contribution of stimulation history to the development of complc-x

dynamics in excitable systems. This work shows the importance of the interaction

between time dependent phenomena and the intrinsic properties of excitable cardiac

tissue to the rhythms observed in many experimental and clinical conte:-..-ts. The

limitations of the current c-xperimentai and theoretical approaches are discussed and

their re!evance to the modeling of biological systems is examine':.
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Résumé

Cette étude porte sur lïnllllt'nn' dl' dilf,;r,'nts ;>r<)t'h'ol,'s d" stimnlati,.n d,'dri'lU"

sur l'acti\'ité- spotltant't' dt' prl'paratiou:- multirl'Ilulain's dl' tissu cardiaqw' t'~\·it·

able. a\'ec etnphase sur la cont.ribution dl' la stilnt1I~\tilln P~\SSt:(' ;I1IX rytllllh':-; llh·

ser\'és. L'étude expérinlf'tltai(' cotnportl' les protol'olt'S s\li\'~lIlts: n:ajuSll'l1h'llt dt'

phase ("pilase resetting"), stimulation périodique t't stimulation " d,;lai lix,'. l.,',

expériences sont été effectuées sur des aggr,:gats dl' l'dlul,'s dl' ,'o,'ur d"'mbr~,'n d,'

poulet ainsi que des préral Oltions multiCl'lI ulai l'es pr,:I,'\"'l'S du no,'ud at rio-wnl ril'ulai l'l'

du lapin, afin de comparer les dynamiques obsl'n','t's dans d,'s ",'lIul,'s poss,:danl

des mécanismes ioniques d'activation différents. Trois types d" mod,'l,'s th,,,)riqtl,,s

sont présentés, Le modèl(! ionique de Shrier-Clay, décri\~lnt 1"ll"tÏ\'it,: ,:b·tri,pl"

d'aggrégats de cellules cardiaques d'embryon de poulet, ,'st titi lis,: l'our mod,:lis,'r

les effets de divers protocoles de stimulation ëlectriqu,' sur l'actÏ\·it.: rythmi'ltl.,

de cette préparation. Une version modifiée de ce modèle comprend tin" u,'saip­

tion simplifiée de la pompe sodium potassium. Cette dernière \~riantl' lll'rn1l't d"

modéliser l'influence des effets de la stimulation passée sur la répons" rythmiqu.,

à divers protocoles e:'i:périmentaux de stimulation électrique. Des Illod',l.'s non­

linéaires sont aussi développés afin de dêcrire les phénomènes expériment.mx. C,'s

modèles, présentés sous forme d'équations différentielles ordinail't.'S OU d'équations il

différences complètent les résultats obtenus par simulation numérique des mmléles

ioniques décrits ci-haut. Ces formula' ions thêoriques complémentaires permettent

de mieu."i: cerner les principaux phénomènes responsables de l'interaction dynamique

entre les effets de la stimulation passée et les propriétés d'excitabilité intrinsl.,<\ues

de ces préparations de tissu cardiaque. Cette étude démontre qu'un nombre gran­

dissant de rythmes expérimentaux et cliniques peuvent être interprétés en fonction

de l'influence de la stimulation passée sur l'excitabilité du tissu cardiaque. Cc docu­

ment contient aussi une discussion portant sur les limitations des modéles thêoriques

proposés ainsi que sur leur applicabilité à d'autres systèmes biologiques.

Il
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Contributions to original knowledge

This thesis studies the importance of stimulation history in the d,'n'!opnll'nt of

complex dynamics during the application of various stimulation protocob to Illl),lt-i

experimental preparations of pacemaking cardiac tissu,'.

ln Chapter l, 1 present an introduction to the exp,'rinwnta! and th,'oretit-al as­

pects of excitable systems with special reference to the Ilt'art. In partil'lalar. this

chapter contains an introduction to the various types of cardial' Jynamics ohSt'n·,'d

both experimentally and clinically. a definition of o':,'rdrin' suppression. a.' w,'11

as a summary of the theoretical methods used to mode! the dynamit-al h"ha\'iour

of excitable systems. including ionic modeling, rela.xation oscillators and ditferenl'e

equations.

Chapte.r 2 contains an outline of the experimental methods. Tissu,' preparation

techniC!1;1es are discussed followed by a description of the experimental setup.

Chapter 3 consists of a review of our present understanding of the etfects of e1ec­

trical stimulation on spontaneously oscillating embryonic chick heart œil aggregatcs,

without consideration of stimulation history dependent phenomena. The experi­

mental study focuses on phase resetting and periodic stimulation. The experimental

observations are compared with the results obtained by numerical simulation of an

ionic model of electrical activity of embryonic chick heart cell aggregates and by

iteration of a simple nonlinear model expressed in terms of difference equations.

The ionic mechanisms underlying the development of complex dynamics are dis­

cussed and the limitations of the ionic mode! emphasized. 1 provide an analysis of

the results obtained by iteration of the nonlinear mode! that helps gain insight into

the mathematical structure of the dynamics considered. Issues of universality arc

also discussed. This chapter emphasizes the complementarity of both approaches

in the understanding of biological dynamics that could be improved by including

stimulation history dependent effects.

In Chapter 4, 1carry out an e."\.1:ensive study of the qualitative aspects of overdrive

suppression in embryonic chick heart cell aggregates using three sets of experimental

protocols: 1) stimulation al. a fixed frequency varying the number of stimuli, 2) stim­

ulation at different frequencies, 3) stimulation with different intensities. A math­

ematical model is developed, based on a system of nOI) linear ordinary differential

equations, to account for the experimental observations. The main idea of the model

is that overdrive suppression arises as a result of a hyperpolarizing current that is

xii
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induced by action potentials. This work shows that the frequency of action potentials

is the major determinant of overdrive suppression. Consequently. during periodic

pa<:ing of spontaneous oscillators at diiferent rates. the fastest frequency where 1:1

"ntrainment can be maintained is associated with maximal o\'erdrive suppression.

l'hapter 5 is devoted to an experimental and theoretical analysis of the rhythms

arising during fixed delay stimulation of embryonic chick heart cell aggregates. Dur­

ing fixed delay stimulation, bursts of rapid activity interspersed with prolonged

pauses are typically observed for a wide range of delays. Cessation of stimulation

is followed by overdrive suppression. 1 use a simple nonlinear mode!, based on the

interaction between excitability and overdrive suppression, to describe these dynam­

ics. :\ modified version of the Shrier-Clay ionic model of e1ectrical activity is also

presented, that includes a simplified sodium pump term. 1 show that the complex

patterns during fixed delay stimulation arise due to delicate interactions between

overdrive suppression and phase resetting which can be described in terms of the

underlying ionic mechanisms. Since this preparation is an e.'I(perimental model of a

reentry tachycardia, these results may provide a basis for understanding incessant

tachycardias in the intact heart.

Finally, in Chapter 6, 1 present a dynamical investigation of spontaneously act­

ive cell c1usters from the rabbit atrioventricular !lode. The goal of this study is

to better characterize the phase resetting and the rhythms during periodic stimu­

lation of this slow inward current system. Phase resetting curves of both strong,

weak as well as disC".ntinuous types are obtained by applying single current pulses

of ditrerent intensities and latencies following every ten action potentials. Graded

responses are elicited in a wide range of stimulus phases and amplitudes. A single

premature stimulus causes a transient prolongation of the cycle length. Sustained

periodic stimulation, at rates faster than the intrinsic beat rate, results in various

N:M (stimulus frequency:action potential frequency) entrainment rhythms as weil

as periodic "r irreguiar changes in action potential morphology. The changes in ac­

tion potential characteristics are evaluated by computing the area under the acticn

potential trace and above a fixed threshold (-45 mV). 1 show that the variations in

action potential morphology l'laya major role in the onset of complicated dynamics

observed in this e.xperimenta! preparation. In this contelct, the prediction of en­

trainment rhythms using techniques based on the iteration of phase resetting curves

(PRC's) are inadequate since the PRC does not carry information directly related
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to the changes in action pott'lItial morphology. This study ,l"mollstrat,·s th,' Ilt,,'d to

consider graded events which. though not propagatt'd. lIa\"<' im!'ortant implications

in the understanding of dynamica! disea.'es of the heart.
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Chapter 1

Introduction

Recent advances in mathematics and computer modeling have triggered a rapid

expansion in the field of nonlinear dynamics. Today, we have heard of the "butterfly

dfect" and have been confronted with the sheer beauty of a Mandelbrot set. A

fractal dimension \Vas attributed to clouds and raindrops. while planets were caught

in chaotic motion. We have also heard of the "universal" laws of chaotic systems.

The striking fact is that nonlinear systems can be found every,vhere.

The proper function of physiological systems relies on a constant exchange and

processing of information. In the body, this is achie\'ed via the transmission of

electrical or chemical signaIs. The ability to propagate information relies on an

essential property of many physiological systems: excitabilityor the possibility of a

large transient e.xcursion of a state variable in response to suprathreshold input (see

below). Since e.xcitability necessarily implies nonlinear dynamical properties, one

may say that nonlinearity is essential to life. The incessant beating of the heart is

probably the most remarkable e.xample of the necessary presence of nonlinear systems

in life. Since heart disease is a primary cause of mortality in most industrialized

countries, there is a very good rationale for conducting e.'l:tensive e.xperimenta1 and

theoretical studies of such e.xcitable biological systems.

Embryor.ic chick heart cell aggregates are one of the model experimental prepar­

ations used in the study of the mechanisms underlying the cardiac rhythm as well

as of rhythmogenesis and dynamical behaviour in e.xcitable biological tissue. Under

suitable e.,:perimenta1 conditions, the aggregates beat spontaneously with a regular

rhythm. Because they are devoid of neural and hormonal inputs, virtually isopoten­

tial, and can be made quiescen~ at will, embryonic chick heart cell aggregates are

particularly attractive as a model of e.xcitable biological tissue. Moreover, pre\;ous

1
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e1ect.rophysiological st.udies have yidded a wl'a!th of e:'1Wrill1l'lItal data that. pro\'ided

a good understanding of 1.11<' mechalli.<ms und"r1yillg e1el'trÎral al'ti\'ity ill this pn'par­

ation [19.31. 3·1. 50. 55.125. 15i. 158. 159. lli.!]. Periodil'allv stimulated l'mbr\"l11lil'. . .
chick heart l'l'Il aggregates offered the earliest l'l'ample of dlaotÎr llt'haviour in a an

excitable biological system [154. i8]. 111 orner to aCCOUIlt. for th,' varions rhyt.hms ob­

served experimentally. simplified models were devdoped t.hat W,'rt' latl'r adaptl'd 10

other biological systems (for re\·iew. sel' Reference riO]). Although t.ht'sl' modds are

rather successful al. predicting most of the experiment.al rhythms. tht'ir d"SlTipt iOIl

does not account for the stimulation history dependent drects that ullderly tllL' ,'vol­

ution of rhythms observed both clinically and experimentally. As a result, Wl' IIt,,'d

new theoretical approaches 1.0 improve our understanding of excitability in biological

systems. The following sections of this Chapter provide a brief survey of some of th"

properties of excitable media and of the techniques used in the theorctical modding

of excitation.

1.1 Excitable media

Excitable media are ubiquitous in nature. An e.xcitable medium is best delined

by its threshold behaviour which is a manifestation of the intrinsic nonlinearity of

this class of systems. The threshold behaviour is directly related 1.0 the notion of

e.xternal stimulation of the system. By external stimulation, 1 mean the application

of an electric impulse, the addition of a fixed quantity of a chemical reagent or

perhaps a mechanical input. Provided that the amplitude of the stimulation exceeds

a certain threshold, an e.xcitable medium previously in its resting state reacts by a

large change in the variable(s) describing the state of the system. On the contrary,

a perturbation lower or l'ven slightly lower than threshold wilt induce a minimum

departure from the initial condition. The e.xcitation phase is transient; the excitable

medium quickly returns to its original state. The return to the initial state is followed

by an episode of refractoriness to further el\."ternal stimuli (refractory period). The

presence of this refractory [leriod is an essential feature of e.xcitable systems.

1.1.1 A few classical examples

An e.xci~ble medium is generally thought 1.0 be a collection of spatially distributed

e.xcitable elements which interact with their neighbours according to the laws of dif-
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fusion. It is understood that excitable media contain an energy source which allow

t1",m to excite under stimulation. This excitation then propagates to neighbouring

"Icments: We have spread of excitation. The characteristics of the excitation phase

(SUdl iL' duration. rate and morphology of response) reAect the nature of the intrinsic

n",,,hanisms underlying excitability. In response to stimulation. an originally homo­

I,';,'neous excitable medium is capable of organization. This structuring may appear

in both time and space. For example. a front (or traveling wave) of excitation may

propagatc from the stimulation front throughout the er.tire medium. Pro\'ided that

certain conditions are met, an excitable medium may have the self-exciting prop­

crty. Sustained self-excitation can also occur as the wave of excitation catches its

own tail (reentry). The study of excitable media and of the conditions under which

these different patterns of organization occur is of increasing practical and theoretical

intcrest. In particular, the search for criteria which guarantee stability of specifie

excitation patterns has attracted considerable attention (for review sec [188]).

The Belousov-Zhabotinsky (B-Z) reaction is one of the celebrated examples of an

"autowave processn occuring in an excitable medium. An autowave process is a wave

phenomenon in which the choiee of an initial condition has no other consequence than

the onset of one of several possible stable regimes. ln the B-Z reaction, bromate ox­

idizes citric acid in the presence of cerium (as a catalyst). For suitably chosen initial

concentration of the reagents, Belousov [10, 11] observed sustained oscillations in the

colour of the solution, due to periodic changes in cerium concentration. Stimulation

(by mechanically stopping the propagation front) of the circular \Vave can result in

the formation of a spiral pattern of e.'(citation [li9, 18i]. As we shall discuss later,

there is evidence that similar phenomena take place in biological tissue. For other

initial conditions (different chemical concentrations of the reagents), these oscilla­

tions are absent [1i9]. However, the medium is still e.'(citable: a small perturbation

in the forro of contact \Vith a hot iron wire may result in the propagation of a single

wave of e.'(citation [180].

In the previous e.'(ample, we have dealt \Vith an initially homogeneous and con­

tinuous medium. Similar behaviour cao a1so occur if one discretises the e.'(citable

medium. In the e.'\llerimental conte.'\"l, the best e.'(ample is offered by the study of

Nagumo et al, in 1963 [135]. In their e."Periment, a two-climensional grid of iron

wires \Vas immersed in a bath containing nitric acid. Their results (published only

15 years later), clearly indicate sorne level of organization \Vithin the bath, \Vith the

3
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apparition of spiral waves. Spiral Wa\"l'S as wt'il as otllt'r paUt'ms of spatio-tt'mporal

organization were also observed in nun1l'rical simulations of Ct'Ilular automata with

heterogeneously distributed rl'fractory timl's [laD] as weil ..., models of n,'n',' networks

[5-1]. In this case. we are clearly dealing with a sysh'm in which tinlt' and space an'

discrete. The state of each element of the system depends upon th,' pn'vious states

of neighbouring elements.

We have mentioned the ubiquity of excitable media. Although th,'y an' pt'rhaps

most easily observed in chemical systems and computer models. it is in the hiologit-al

sciences that they may have the most importance. Lifl' (at Il'ast our notion of it) is

based on the exchange of information. In a string of RN A. special Sl'qu,'ne,'s (codons)

mark the beginning and the end of a code that may be specific to the production of a

given protein. Chemical messengers are used to trigger the onset of various organic

reactions. The propagation of nerve impulses determines our ability to perform

physical tasks and to perceive the world. Cardiac function relies on the intrinsit­

e."l:citable property of the cardiac tissue. However, many physiological systems are of

uttermost comple."l:ity. It is in this context that experiments carried out on chemical.

electrical or numeri..al systems can be useful at providing a better understanding of

the importance of e."l:citable media in biological systems.

1.1.2 Excitable media in physiology

Excitable systems are common in physiological systems. Excitable behaviour is

found in neurons [90, 58], pancreatic cells [25]. intestinal cells [151], and heart tis­

sue [92, 96, 182]. When describing physiological systems, the action potential (AP),

recorded as a change in the cellular transmembrane potential Von, is a manifesta­

tion of the large change in the state variable(s) associated with e."l:citation. Excitable

physiological media can be either quiescent or autonomously osciIlating. Electrical

coupling between the cells guarantees the spread of the e.'Ccitation to neighbour­

ing excitable tissue, provided that successive excitations do not occur at intervals

shorter than the refractory time. The presence of the refractory time has serious

consequences on the spatio-temporal organization of physiological excitable tissue.

In a one dimensional excitable medium, it ensures unidirectional propagation of the

original impulse. During sustained electrical stimulation, the propagation of excit­

ation can be blocked (partially or entirely) if the period between successive stimuli

is too short. This may result in the onset of complex rhythmic patterns, which are

4
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of particular importance in the study of the heart. These rhythms will be further

described in another part of this Chapter and in Chapter 3.

1.1.3 The heart as an excitable medium

The heart is a complex anatomical structure. possessing four distinct hydrodynam­

ical chambers. The pumping cycle of the heart can be divided into the contraction

of the atria (with filling of the ventricles) and the much more forceful contraction of

the ventricles (recirculation of blood). When isolated from the rest of the body. the

heart is capable of sustaining spontaneous activity. Ail the cardiac cells are excitable

and sorne groups of cells can sustain spontaneous electrical acti\·ity. In the healthy

heart, the basic cardiac rhythm or:ginates from a small group of spontaneously os­

cillating or pacemaker cells located in the SA node. The activity of the other groups

of slowly beating spontaneous cells (subsidiary pacemakers) is normally entrained

(suppressed) by the faster sinus rhythm [1i3J. These latent pacemakers (for example

the AV node) can assume dominating pacemaker function if the SA node fails to pro­

duce the basic rhythm or if an interruption in the propagation of the sinus rhythm

occurs [li3J. The atrio-ventricular (AV) node forms the only anatomical (an.... <:."(cit­

able) link between the atria and the ventricles. The lower electricai coupling between

AV nodal cells is the mechanism that, by delaying the propagation of the electrical

impulse to the ventricles, ensures the proper lilling of the latter before contraction

occurs. The rapidly conducting Purkinje libers complete the spread of activity to the

ventricles. The heart is therefore a strongly heterogeneous three-dimensional excit­

able medium. There is strong spatial specialization within the cells that constitute

the myocardium. In addition, the heart rhythm is subject to neuronal and hormonal

inputs that adapt cardiac output to the changing needs of life.

ln relation to the specialization of individual cells, the action potential charac­

teristics change with anatomicai location. Most cardiac action potentials are of long

duration. Action potentials of ventricular cells last for 200 to 400 ms, in strong

contrast to typicai 5 ms AP's recorded in the nervous system and in skeletal muscle

[138]. This difference can be e.\.-plained in terms of the clifferent functions of the

action potential in these different types of excitable tissue. In skeletal muscle, the

action potential is a simple trigger for contractility. In the heart, the action potential

partly overiaps ,vith the period of contraction, therefore controlling the length of the

contractile phase. This was confirmed in e."'Periments in which the action potential
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duration was artificially prolonged by the injection of dectrical currc'nt [l:l:!]. Then' i~

a direct relationship between action potential duration and the !ength of contraction

of cardial' muscle. Other action p~tential characteri~tic~ \'ary a.' wdl. \'c'ntricu!ar

cells are characterized by very fast depolarization pha.'e~ ( ('~~. )","" m<lximum ur­

~trokc \'elocity of the action potential), with typical maximum \'aluc's around .100

V/~ and almost ideal "one or none" re~ponse~ to excitation [78]. In pacc'makc'r cell~

(SA and AV nooal), the onset of the action potential is much slower. Bc'causl' mail\"

types of cells are found within the small nodal regions, ('~\; )"'"' \'alues an' typic­

ally between 4 and 30 V/s [97, 162, 128]. In addition, thcsc groups of l'l'Ils oftl'n

show "graded" or incomplete responses to stimulation [97. 162]. These l'xperinwntal

observations retlect the differences in the nature of the mechanisms underlying thl'

onset of excitation. Sorne of the implications of the gradcd rcsponses of AV nodal

cells to stimulation wiil be discussed in Chapter 6.

1.1.4 Cardiac rhythms

Cardial' rhythms have attracted a great deal of attention since cardial' malfunction is

often associated with abnormal and comple.'!: cardial' dynamics. In the hcalthy hcart,

the cardial' rhythm is entirely synchronized to the beating of the pacemaker l'clis of

the SA node [16]: there is 1:1 entrainmf"ni. between the sinus rhythm and the rest

of the myocardium. More comple.'!: rhythms m4Y arise in a variety of pathological

situations. In this short section, 1 review sorne of these most important dynamica.l

behaviours.

Most dysrhythmias are characterized by a loss of 1:1 entrainment with the sinus

rhythm (sorne of the e.'!:ceptions include sinus bradycardia or tachycardia and first

degree AV block). This loss of 1:1 entrainment generally appears as a consequence

of two possible factors: 1) a block of conduction of the electrir.al impulse; 2) a com­

petition between rhythms due to the emergence of a subsidiary pacemaker or to the

appearance of a reentrant circuit. The resulting new rhythm can be either periodic

or irregular. The loss of 1:1 entrainment was first reported at the end of the XIXth

century in the conte.'I:t of sustained external stimulation of animal hearts [62]. At

high stimulation rates, sorne of the stimuli did not induce a contraction of the cardial'

muscle. Instead, the response of the cardial' muscle to external electrical seemed to

follow a variety of N:l entrainment patterns. Subsequent experiments [64) indicated

that similar patterns could be obtained at normal hcart rates by artificially (sur-
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I;ically) ôisruptinl; th" normal conôuction of carôiac electrical impulses. In these

series of experiments. N:1 anô :'\::\1 patterns were obsen'ed as weil. Further experi­

mental investigations also leô to the discovl'ry of 2:\':2:\1 as weil as chaotic types of

,'ntrainment [IIi. 91]. Similar rhythmic pattl'rns can also be found in other types

of physiological tissue subject to external forcing. such as nervous libers [5.3] or the

respiratory system [145, 146. 142].

The rhythms described above are often observed in the clinical context. ln par­

ticular. 2: 1 and 4: 1 rhythms of entrainment appear in many cornmon forms of at­

rio\'entricular block, \Venckebach rhythms [82]. ch?racterized by an increasing PR

intervaI (time inter\'al between the P and the R waves in the e1ectrocardiogram)

that finally leads to the skipping of a ventricular contraction are also found in many

rhythmic disturbances of heart function. 21'1 :2M rhythms can be observed during

episodes of atrioventricular block associated with atrial fiutter [11 il. Such 2N:2M

patterns can appear as oscillations in the time between successive activations or as

alternations in action potential morphologies. Irregular entrainment rhythms occur

in sorne of the mos'. lethal cardiac dysrhythmias such as ventricular fibrillation, In­

terestingly, although such irregular patterns \Vere first e:"perimentally obsen'ed 150

years ago, their aperiodicity was for long attributed to the lack of control of e.'I:­

perimenta! conditions. Finally, paroxysmal ventricular tachycardia is a pathological

condition characterized by often seemingly irregular ~bursting~ behaviour [140, 166],

This description of cardiac rhythms was oriented towards the characterization of

stable entrainment patterns. However, the evolution of rhythms between different

patterns of entrainment is a common e.'l:perimental and clinical observation, In heart

tissue, the mechanisms underlying such evolutions of rhythms a1so play an important

roll' in maintaining proper heart function. In particular uoverdrive suppression~

plays an important roll' in maintaining the domination of the sinus rhythm over

latent pacemakers.

1.1.5 Overdrive suppression: definition and mechanisms

Overdrive suppre5'>ion is an important cardiac phenomenon that defines the rela­

tionship between the pacemakers nf the heart [1ï3). Overdrive suppression has been

defined as a transient suppression of the intrinsic rh)'thm (prolongation in spontan­

eous cycle length) due to stimulation at rate higher than the spontaneous frequency

[li3. li4). In the heart, the actÏ\;ty of the latent pacemakers (such as the AV



•

•

node. or slowly beating Purkinj,· til",rs) is norl1lally suppn'sSt'd by th,' fa.'t,'r sinus

rhythm, Howewr. since overdr;"" suppression is a transient phenonl<'non \norma\ly

maintained by the incessant sinus rhythm). the subsidiary paremakt'rs l'an ..ssunl<'

dominant pacemaker funrtion if the sinus rhythm is disrupt"'l. Initial n'ports of

owrdriw suppression were gin'n by Ga..'kell [63] who tirst d,'snilll'd its possiblt'

function in his ..'tudy of the tortoi..',' heart, and hy E~lang,'r and Cu..'hn~' [.'",:1•. t:!],

Nowadays. numerous studies of owrdrÏ\'e suppre..'sion in \~lrill\IS typ"s of t'ardia,'

tis..'ue are a\"ailable. In the clinical context. O\'erdri\'t' ..'uppn'ssion is uSt'd '" a tt'st

for proper sinus node function (sinus node test) [101]

The experimental studies of overdrive suppression h,\\'e foeuSt·cl on bot.h the '1ual­

itative a..'pects and the mechanisms. In 1966. Killip first reported that th,' magnitude

of o\'erdrive suppression \Va..' dependent upon the duration and th,' rait' of th,' drÏ\'"

(actuatly the action potential frequency) [10-lJ. Since overdrÏ\'e suppr<'ssion is a fune­

tion of drive duration, the intrinsic properties of excitable tissue graduatly .-Il'Ulg<'

during sustained stimulation. Although the effects of a prolongation in the spontan­

cous cycle length on the excitability of cardiac tissue are still not \Vdl understood.

this phenomenon undoubtedly plays a major roll" in the evolution of rhythms during

sustained periodic stimulation [186]. For example, the progressive lengthening of

the cycle length during rapid drive may cause a graduai decrea..'e in excitability that

result in an evolution of the original rhythm (say 2:1) towards higher degrce of block

(say 3:1). Ho\Vever, since overdrive suppression is a function of action potential

frequency, overdrive suppression can decrea..'e in the 3:1 regime. The original excit­

ability is then partly restored and the initial 2:1 rhythm can potentiatly reappear,

\Vith a subsequent oscillation bet\veen the two regimes. Because overdrive suppres­

sion may strongly influence the dynamical behaviour during periodic stimulation,

the incorporation of such time-dependent effects into theoretical models of e:"citable

tissue is of prime importance. Sorne possible ways to achieve that goal are discussed

in Chapters 4 and 5.

The primary mechanism of overdrive suppression is a decrease in the slope of

diastolic depolarîzation (i.e. the slow depolarîzation towards threshold) [1 i3]. Such

an effect could occur as the result of the increase (decrease) in the conductance of a

hyperpolarizing (clepolarizing) current. Experimental evidence suggests that many

ionic mechanisms can underly overdrive suppression. In Purkinje libers, overdrive

suppression cao be induced byan increase in extracellular potassium concentrations
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[1. 1i4]. A possible role of calcium ions has also been suggested [106. 134]. Howe\·er.

many reports indicate that the activation of the sodium-potassium pump due to in­

creascd accumulation of intracellular sodium ions or extracellular potassium ions (or

both) during fast drive is a major factor in the development of overdrive suppression

[.11. 1.14 Finally, neural and hormonal factors can also play a role [1 i5]. A more

detailed discussion on the subject can be found in Reference [1 i3] and in Chapter-l.

1.1.6 Towards modeling excitable media

The quantitative description of excitable media (e.g. threshold behaviour) is often

independent of the very mechanisms that underly e:"citability in a particular sys­

tem. ln the same fashion, we can often describe the oscillation of a periociic system

without possessing detailed knowledge of the underlying physical phenomena. A

simi!ar quantitative approach can be used in the mathematic'.aI modeling of e..'l:citable

phenomena. It often brings the advantage of a simpler theoretical formalism than the

descriptive approach, in terms of the detailed underlying processes. In reality, both

approaches are complementary and equally interesting. The modeling of th.. "'eart

offers a good example. The cardiac rhythm that appears on the electrocardiogram

(ECG) is a global manifestation of the intrinsic properties of the e..'l:citable cardiac

tissue. Since the heart contains millions of e.'l:citable cells, we are considering a stat­

istical or macroscopic property of the heart. The biophysicist or physiologist who

studies the ionic mechanisms of e..'l:citability works on the cellular leve!. Each cell

contains thousands of individual ionic channels. Thus, the cellular level corresponds

to the mesoscopic seaIe. The microscopic seaIe is reached in the studies of ion pores,

of sub-cellular structures, and in the recent adv:mces in molecular biology.

1.2 Ionie models of excitable heart tissue

The e..'l:citability of biologieaI tissue is due to ion (charge) movernent. The transmem­

brane potential Vm of an e..'l:citable cell is a function of the chemieaI gradients and

of the iouic flu.'l:es across the membrane. The cells possess active transport mech­

anisms that maintain suitable iouic gradients across the membrane. In this section,

we summarize the theoretieaI basis of transmembrane iouic flu.'l:es. We aIso present

sorne of the most current iouic models of electrieaI activity, with special reference to

the heart.
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~Iost of the charge movement across cellular nwmbralll's is du,' to sodium \"a+).

potassium (1-.:+). calcium (Ca~+) and dlloride ions (Cl-). Th,' partil'ltiar d"ctro­

chemical gradients are different for each ion and and can vary from on,' <"t·lltyp.. 10

another. The most important fact is that sodium and potassium gradients run in

opposite directions. The electrochemical potential. for a giwn ion sp,'ci,·s. is "qual

to the algebraic sum of the concentration gradient llloving ions out of th,' l't'lls anol

of the electrical force due to the presence of a negative inlracdlular potentia!. l.1

equilibriulll. an expression for the electrochemical potential can 1", d,'ri\'t'd lIslng

Boltzmann's equation. The result is the weil known Nernst ,'quati"n [l:ll']

(l.l )

where Er is the Nernst potential, k is Boltzmann's constant. T the absolute temperaturl'.:

the valence of the gîven ion, F the Faraday constant. [X.l and [Xil the rt'spet.tive

e.'(tracellular and intracellular concentrations of the ion species X, Typical physioto­

gîtai values for the Nernst potential vary from ::::: -100 mV for potassium. ::::: -\0 mV

for chloride, ::::: +40 mV for sodium and ::::: +130 mV for calcium ions. These \':1.1­

ues are just rough estimates, since the ionic concentrations depend upon numerous

factors.

On the average, the inner side of the membrane is cbarged negatively \Vith respect

to the e.'(traœllular space. For a gîven membrane potential Vm , the 1I0\V of ions X
across the membrane is proportional to the potential difference \Vith respect to the

equilibrium potential E", (this potential difference is orten referred to as the ~driving

force"). The ionic current ix (for the ion X) is then

where 9x is the membrane conductance to ions X and Vm the transmembrane p<r

tential. Indeed, 9x cau itself be a function of the number and the properties (sucb

as gating) of the ionic cbannels conducting ion X_The total transmembrane cur­

rent carried by ion X when aiL the cbannels are open and independent of the gating

mechanism is usually written as:

•

lX =9X(Vm - Ex)

lX =9X(Vm - Ex)

10

(1.2)
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• wbere 9x is now the maximum channel conductance. This equation is just Ohm's

law. The effect of this current is to mO"e the transmembrane potential towards the

"'1uilibrium potential of ion X. Tbe transmembrane potential \";,, is generally more

positivc tban EK::::: -IOOmV. By convention, the outward currents due to h'+ ions

M" positive. Convcrsely, sodium and calcium currents are inward and negati,·e.

1.2.2 A step further: the GHK approximation

The œil membrane is a thin lipid bilayer permeable to ions. In the GHK approx­

imation [il, 89], there is no assumption concerning the presence of specialized ionic

chalmels. Tbe derivation of the GHK equation relies on severa! fUlldamental as­

sumptions: 1) permeant ions partition instantaneously (from the solution) into a

bomogeneous membrane of thickness 1; 2) there are no interactions between indi­

vidua! ions; 3) there is a constant electric field throughout the membrane (constant

field approximation). In addition, the membrane is assumed to have a specifie per­

meability for each ion species: the GHK equation describes the total current of each

ion separately.

The total ionic flow (current) for each ion species is the sum of a diffusive com­

ponent and of the current due to the pres~nce of a constant eIectric field throughout

the membrane. The density of the total current for ion X cau be written as

d[X] • []dV
lx = -=xDx FkT dx - F=xDx X dx (lA)

(1.5)

where =x is the valence of ion X, Dx the diffusion coefficient of X insid.e the mem­

brane, [X] is the concentration of ion X, and V is the electrical potentia: at a distance

:r from the outer part of the membrane. By diffusion-solubility theory, the membrane

permeability to ion X, Px, is related to Dx by

Px = Dxf3x
1

where f3x is the water-membrane partition coefficient for ion X [SS].

By integrating equation (equation) across the membrane of thiekness l, one ob­

tains the GHK current equation

•
(1.6)
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• At dynamical ~quilibrium. th~ total ,'urre'nt in a homog,'n,'ous portion of th..

membrane must vanish. An ~xprt'ssion for th~ corr"sponding membrane potentia!

(equilibrium rest pot~ntial E,) l'an b~ obtaine'd nsing t:." "'luation abo\'<'.

E _ kT 1 ~+ Px, [X,] .. +~- Px, [X,].
,- F n "'. P [\'] \'- P [\']..... 1" X, 4'\i i + __ x, .. ", ,1

(1.7)

•

where ~+ (~-) denotes summation over cations (anions) and th~ subscript i indic"t"s

that we consider ail the different ions Xi. This ~quation is lhe GHI<.: voltage' equation.

used for studies of membrane permeability to ions and th~ description of sodinm and

potassium ionil' currents in excitable l'l'Ils. In particular, the GHI<.: equations acconnl

for the rectification (marked departure from Ohm's taw ) observed for certain classes

of channels. However. the Hodgkin-Huxley formalism [90J (discussed bdow) is the

most useful theoretical mode! of ionic currents.

1.2.3 The Hodgkin and Huxley (or H+H) formalism

For the biophysicist, the names of Cole, Marmont, Hodgkin and Huxley are associ­

ated with sorne of the most important studies in the field of ionic channels. In 1949,

Cole and Marmont designed the voltage clamp technique [38, 124]. The cellular

transmembrane potential changes due to ionic fluxes across the membrane. These

ionic f1u.'(cs are themselves a function of membrane potentia\. Therefore, adequate

control of the transmembrane potential is a prime requirement in the study of the

properties of ionic channels and f1u.'(es. The voltage clamp technique was designed

to achieve that goal. In the original experiments by Cole and Marmont, the mem­

brane potential across an area of the membrane of the giant squid a.'(on was kept

constant by inserting a long wire electrode inside the a.'Coplasm. This had the effect

of shorting the resistance of the a.'Coplasm and a1lowed uniform polarization of the

nerve fibre. Variants of the original technique, including single or double microelec­

trode and sucrose-gap methods represent sorne of the main experimental tools used

in modern biophysics [138, 88].

Three years later (in 1952), the voltage clamp was successfully used by Hodgkin

and Hu.'\:ley [90] to produce the first study of voltage sensitive conductances in the

l'l'Il membrane of the giant squid a.'Con. For the first time, distinct ionic eurrents

\Vere identified and, using the experimental data, a model describing the kinetics of

these ionic eurrents was proposed.

12



(1.8)

•

•

The cel! membrane is a lipid bilayer that acts as a capacitor. The ionic fluxes

occur though ionic channels determined by conformational characteristics of special­

ized proteins contained in the membrane. The membrane contains several different

populations of :onic channels each of which determines the properties of a membrane

current (for example, the conductance of the channel). Because the conformation

of the proteins changes with transmembrane potential, so does the conductance of

ionic channeIs: this is the voltage gating property. It is generally believed that the

opening and closing of ionic channels is governed by a stochastic voltage-dependent

process (alternative deterministic hypotheses were also proposed: see for example

References [119, 120]). When considering the statistical properties of large numbers

of individual ionic channels (i.e. a membrane current) the macroscopic properties of

the ionic current can generally be described by deterministic functions of the mem­

brane potential. Classically, there are two types of gates. The opening of both the

activation and the inactivation gates is necessary for the ionic channel to be open.

A channel closes by inactivation when the ionic flux is interrupted by the closing of

the inactivation gate. A channel is said to deactivate when it stops to conduct due

to the closing of the activation gate. On the macroscopic scale (large population of

channels: a membrane current), a membrane current deactivates (inactivates) when a

significant portion of the ionic channels is deactivated (inactivated). Although most

of the gates are voltage-sensitive, ligand binding mediated and ion sensitive gating

mechanisms have also been reported [88].

In the Hodgkin-Hu:dey description of ionic currents, the membrane of the cell is

modeled as a parallel RC circuit. The capacitance of the membrane Cm is constant

and the membrane resistance R". is a function of the sum of the conductances of all

the ionic channels at a given time. In their first series of experiments, Hodgkin and

Hu."dey identified three distinct currents: IN. a rapidly activating and inactivating

inward sodium current; IK an outward current carried by potassium ions and char­

acterized by delayed activation; and iL described as a time-independent "leakage"

current. Assuming that the membrane is isopotential (space-clamped), the change in

transmembrane potential due to the membrane currents is described by

Cm~m = -(lN. + IK + iL + l.pplicd)

where l.pplicd is the stimulation current, Cm is expressed in ",F/cm2 and all currents

are given in terms of current d~ities.

13



(1.10)

• Although the H+H formalism \Va.< deri\'ed before ionic channds \Vl'rt' diseo\"l,rt·d.

the dynamics of gating \Vere described in a fashion that is analogous to thl' stat­

istical properties of a population of ionic channds. Thl' H+H dl'scription of gating

relies on the assumption that one or several gates lchargl'd "partic1l's" bouillI 10

the membrane) close or open the ionic channel in response to changt's in nlt'Illbranl'

\'oltage. and following first order ki'letics. Consider one of thl' gates and Il,t Il dl'nolt'

the probability that the gate is in a position that opens the channel. Th,'n 1 - Il is

the probability that the gate (channel) is closed. The \'oltage and tin1l' t1l'pl'nlll'nt

changes in n are described by

1 - n ~~" n"- '

where 0" is the \'oltage dependent rate constant describing the transition betwl't'n

the closed and the open state, and ;3" the transition rate from the open to the cloM,d

state.

This reaction can be described by the ordinary differential equation

dndi: = 0,,(1 - n) - t3.n.

By making the substitutions

and

1'n = --"'7"

0" + /3"

0"
noo = ,

0" + /3.
where n"" is the steady state value of n for a given transmembrane potential, one

obtains the other common form of this equation

dn n"" -n
dt = T"

The membrane current due to ion X can now be written

lx = ngX(Vm - Ex).

(1.11)

(1.12)

•

ln many cases, severa! gating "particles" are needed to properly describe the kinetics

of a given membrane current. This is for instulce the case for the fast sodium current

for which the classical description as::urnes the existence of three activation gates and

a single inactivating one (normally referred to as m and h) [88].
The mathematical description of membrane currents proposed by Hodgkin and

Hu.'C1ey led to the development of many other ionic models of excitable tissue. ln
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•

particular, the original mode! developed for the giant squid axon was successfully

adapted to describe the ionics of excitation of cardiac tissue. In the process. with

increasing amounts of data obtained from voltage clamp experiments, many olher

ionic currents were discovered leading to a much more complex presentation of the

theoretical models.

1.2.4 A few models of ionic activity

The action potential of cardiac cells is typically 30 to 100 times longer than in

nerve tissue [13SJ. In sorne specialized groups of cells (nodal cells), the upstroke

of the action potential is also much slower than in ventricular or nerve cells [12S].

Sorne cells are spontaneously active while others are quiescent. These differences in

action potential characteristics have led to the development of numerous ionic models

highly specific to the type of tissue under consideration. In cardiac cells. calcium

currents play an important role. Calcium currents are partly responsible for the

considerable duration of the action potential [SS]. They underly the slow upstroke of

the action potential in pacemaker cells, and play a significant role in regulating the

contractility of cardiac muscle [SS]. Numerous other currents were also discovered

and incorporated into existing ionic models. As a result, the Beeler-Reuter mode\'

which describes the electrical activity of mammalian ventricular muscle, is eight­

dimensional and contains the description of five separate currents [9]. The original

H+H model was only four-dimensional [90]. The MNT (McAllister, Noble and Tsien)

ionic model of Purkinje fibre tissue has ten dimensions and describes seven currents

[122]. Another model developed for Purkinje fibers by DiFrancesco and Noble has

over a hundred parameters and is 14-dimensional [48]. In chapter 3, 1 review a

high dimensional ionic model of activity, the Shrier-Clay model for embryonic chick

heart cell aggregates. The main rationale for developing such complicateci theoretical

models is the assumption that the inclusion of ail the ionic components and a detailed

description of their kinetics is needed to achieve an accurate simulation of cardiac

action potentials. Such models can then be used to perform c"nputer experiments

which allow very good control of the experimenta! pa.rat:leters (often hard to achieve

in comple.-.: physiological .ystems). In combination with pharmacological research,

the)' have proved to be a useful tool in designing new therapeutic approaches for the

treatment of disease.

The increasing comple.'CÏty of ionic models raises a number of questions. One of
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•

them concerns the significance of the enormous number of parametl'rs indud,'d in

these theoretical descriptions. In a mode! containing hundreùs of parameters, the roll'

of each parameter is hard to e\"alua~e. The high dimensionality of the ionic mode!s

also forbids (in most cases and for most people) a good intuitive undl'rstanding of

the important parameters of the system as weil as analvtical analvsis. Bt'CallSe tilt'. .
usefulness of such models relies heavily on numerical simulations, special carl' must

also be taken in the choice of the algorithms used for integration. To summarize,

these complex models often show a certain lack of transparency.

The situation may worsen as new electrophysiological data prompts biophysicists

to include new or modified components. For example, excitable (and other) cells pos­

sess active transport mechanisms that are responsible for maintaining suitable ionic

gradients across the membrane[88, 15]. Many of these pumps or co-transporters

perform their task by exchanging !tlf'S across the membrane. Depending on the

stoichiometric ratio of the e.'(change, sorne of these mechanisms are known to be

electrogenic: they hyperpolarize the membrane via extrusion of excess positive ions.

The sodium-potassium pump is perhaps the best e.'(ample of an electrogenic mech­

anism [15, 165]. Its primary function is to maintain the sodium gradient across the

membrane by e.'(changing sodium ions from the intracellular space for pota-'sium

ions of e.'(tracellular origin. Experimental data indicates that a 3:2 (Na+:K+) stoi­

chiometry is typical ofthis e.'(change [165]. Because the sodium-potassium pump can

be activated by high stimulation rates, it may praduce a significant hyperpolarizing

effect that may influence the e.'(citability of the cell. Since this may in turn affect the

dynamical behaviour under stimulation, such components must be (and sometimes

are, for example, see References [48, 178]) included in ionic models. An attempt to

incorporate a simplified model of the sodium pump in the Shrier-Clay ionic model

is described in Chapter 5.

Most descriptions of ionic mechanisms assume constant ionic gradients across the

membrane. However, it is well known that rapid stimulation may result in important

changes in intracellular (and extracellular if the extracellular space is constrained)

ionic concentrations. Moreover, recent studies indicate the presence of subcellular

structures that amount to a compartmentalization of the intracellular space available

to calcium ions [88]. There is no a priori reason to reject the possibility that similar

structures e.'cist for other ions [112]. Such compartmentalization could affect the

driving force for that ion species, and could have important consequences on the
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responsc of cclls to excitation.

1.2.5 Simplified models of excitability

Tite c1assical way of deriving simplified models of excitability is to reduce the dimen­

siollality of the original descriptive theoretical model. For example. the time scale of

activation of the fast sodium channel is an order of magnitude shorter than time scales

illvolved in the kinetics of the other currents. In a first order approximation. this

fast kinetic process can therefore be omitted. This approach was followed by Gul'ko

et al. [83] in reducing a model of activity of Purkinje fibres to a threè-dimensional

model of excitability. The authors chose the remaining parameters to best reproduce

the characteristics of action potentials provided by electrophysiological e.'l:periments.

The resulting simplified model preserves the excitation properties inherent in the

Hodgkin-Huxley model and in the original equations. However, further simplific­

ation of this model, based on asymptotic techniques, was necessary to carry out

analytical work [109]. In many cases where such a simplification was attempted,

the characteristics of the action potentials generated by the simpler model were in

good agreement (within 10 %) with the results of the original mode!. Sorne of these

models will be described in the ne.'I."t section.

1.3 Nonlinear dynamics

Nonlinearity is essential to e.'l:citable phenomena. The description of the voltage­

dependence of the gating of ionic channels in the Hodgkin-Huxley description reRects

this nonlinearity. The heart oscillation is itself a nonlinear phenomenon, that can

either be described by capturing the qualitative properties of the oscillation or by

describing the mechanisms underlying its e.'Ccitability. The e.'Cpansion of the field of

nonlinear dynamics has found numerous applications in biology, electrophysiology, in

e.'l:perimenta! studies (methods in signal and data processing) and in theoreticai mod­

eling of e.'l:citable phenomena (see References [iD, 181]). The methods of nonlinear

dynamics have been successfully used to develop simplified theoreticai paradigms

describing the phase-resetting of circadian docks [181], the dynamicai aspects of

el1'thropoiesis [iD], population dynamics and e.'Ccitability (and conduction) in car­

diac tissue riO, i8, i5]. The main feature of these simplified models is that they

preserve the comple.'C dynamicai properties characteristic of the original systems.
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These mathematical models appear in the form of difference t'qlla~ions or as simpl,'

systems of differential equations.

1.3,1 Fundamentals

The dynamical behaviour of a system l'an be dt'scribt'd by a trajeclory in pha..,<' spart'

(defined in terms of the state variables of the system). Tht' trajt'ctory dt'snil,,'s tIlt'

dynamical evolution of the system with respect to time. ln this dt·scription. tinw

can be a continuum or be discretised. The motion of a point in the l'hast' spaCt' of a

system is generally constrained. Attractors are regions of phase space whkh aUnct

nearby trajectories. The nature of the attractor determines the dynamkal bdl<lviollr

oÏ the system (in terms of periodicity). In a dynamical system, the Imture of tht'

attractor (and the qualitative dynamics of the system) can change dmmatically in

response to small aiteration in one of the parameters of the system: this l'vent is

called a bifurcation. Attractors can be found in any number of dimensions. The

ma.'l:imum dimension of the attractor is the number of degrees of freedom of the

system.

Attractors which underly periodic behaviour are either closed tmjectories in

phase space or discrete points. Point attractors describe steady state behaviour:

they are stable fixed points. For example, the resting state of excitable tissue is aflili­

ated with the presence of a stable fixed point. Stable limit cycles are attractors which

describe periodic behaviour 1. Stability implies that outlying trajectories asymptot­

ieally converge to the attractor. The periodic behaviour of spontaneously active or

externally stimulated excitable tissue can be the manifestation of an underlying stable

limit cycle. Attractors that are unstable repel arbitrary close trajectories unless the

trajectory coincides with the attractor (e:'Cactly on the unstable orbit or the unstable

fixed point). Toroidal n-dimensional attractors in phase space are associated with

aperiodic trajectories. Irregular motion can be quasiperiodic or chaotic. Quasiperi­

odic motion is represented by a trajectory that densely connects all the points of the

attractor in a homogeneous manner and that does cross the same point twice. Given

two arbitrarily close initial conditions, the evolution of one of the trajectories ean be

predicted at any time if sufficient knowledge of the evolution of the other trajectory

is available.

lThe concept of limit cycle was fin."t introduced by Poincaré in 1881 as a close<! curve in the
phase space of a system of ordinary differential equations.
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Chaos appears as irrcgular dynamics occuring in a deterministic system in which

traiectories rcmain in an invariant region of phase space while arbitrarily close initial

conditions yicld diverging (in the sense of predictability) trajectories (on average. this

divergence is exponential). This sensitivity to initial conditions is the most common

of the definitions of chaotic regimes [i3J. :\ttractors corresponding to chaotic motion

are s/raTlge al/rae/ors. Their "strangeness" cornes from their generally complex

shapes. On a st range attractor. the density of trajectories is not homogeneous as

in quasiperiodic motion. Strange attractors are self-similar and scale invariant. By

scale invariance 1 mean that the geometrical organization of the trajectories on the

attractor is the same on ail size scales. Self-similarity implies that a given trajectory

looks the same on ail size scales. Structures possessing both properties are said to

be fractal and are objects of non-integer dimension [123].
Deterministic chaos has been related to many examples of aperiodic behaviour

found in biological systems and e.."citable tissue. The experimenta1 data describing

the dynamical behaviour of a system is normally collected in the form of a time

series. In order to ascertain the chaotic nature of an irregular time series, careful

tests have to be conducted. The computation of the Lyapunov e.."ponents .~ the

simplest technique available. The sign of the Lyapunov e.'(ponents is a test of the

e.'(ponential divergence (or convergence) of nearby trajectories in phase space. Each

dimension in phase space is associated with a Lyapunov e.':ponent. A Lyapunov

e.'(ponent is positive if the trajectories diverge in terms of the corresponding variable.

Conversely, a negative Lyapunov e.'(ponent is associated \Vith converging trajectories.

If an attractor e.'(ists and if the largest Lyapunov e.':ponent is positive, the system is

chaotic [183). A zero Lyapunov e.\.-ponent may indicate the presenr.e of quasiperiodic

motion. Zero Lyapunov e.'(ponents may also arise when a bifurcation (change in

the qualitative dynamics of the system) occurs. For simple theoretical models of

dynamical systems, the Lyapunov e.'l:ponents cao often be computed analytically or

numerically. However, special care must be taken before interpreting the results

of tests designed to conclude on the chaotic nature of the dynamics. For e.'(ample,

chaotic time series are characterized by broad-band spectra. However, this does not

imply that ail time series possessing broad-band spectra are chaotic. An interesting

.'xample cao be found in references [13i, i2).
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• 1.3.2 Stability in differential equations

The analysis of stability in systems of uonliu"'\f ordinary ditf,·rt·ntiai "'luati'"1s Îs

hased on the linearisation of th,' systems iu th,' uei~hbourhood of th"ir lix"d points

(or steaciy states. set:" abo\'c). Considt-"r the systt"nl

dXi . •
dt =J.(X).I=1. .... '\.

where Ji are differentiable functions. At the stl'ady statl' .

dxi _ . _ .'
dt - 0.1 - 1. .....\.

In the \'icinity of the steady state. the dynamics are described by:

dxdt = A.(x - x').

where the matrix A has elements

(1.1:1)

(1.15)

(1.16)

•

The eigenvalues of A computed by e\'aluating det(.-I.->.l) = 0 (where 1is the identity

matrix) characterize the qualitative dynamicai behaviour in the vicinity of x'. The

steady state is asymptotically stable (i.e. asymptotically approached as t -+ 00) if

ail the eigenvalues are negative. The steady state is unstable if at least one of the

eigenvalues has positive reai part. The fi.'l:ed point is neutrally stable when the real

part of the largest of the eigenvalues vanishes. A Hopf bifurcation occurs when the

reai part of two complex eigenvalues vanishes. A supercritical Hopf bifurcation is

associated with soft excitation; the amplitude of the oscillation is a smooth function

of the pararneter of the system. Conversely, subcritical Hopf bifurcations are Iinked

to hard e.'l:citation and the transition is abrupt; a large amplitude oscillation appears.

Both types of excitation are found in e.'l:citable biological systems. A review of bifurc­

ation theory in systems of nonlinear ordinary equations can be found in Reference

[86].

1.3.3 Finite difference equations

Finite differenœ equations have interesting properties. Even one or two dimensionai

finite difference equations are capable of displaying the most complex dynamics. Of
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• course. that is not to say that simpler dynamics can not be found. This richness in

the dynamics is particularly striking when a comparison with systems of ordinary

differential equations is drawn. In ,one-dimensional ordinary differential equations

the requirement that trajectories be continuous forbids the observation of oscillating

or chaotic dynamical beha\·iour. Finite difference equations can be obtained from

systems of ordinary differential equations by considering the return of a cross section

of the f10w unto itself (the Poincarê map). Finite difference equations are of the form

Xi(t + 1) = f.(xi(t)). j = 1•...• N. (1.1 i)

where fi is a nonlinear function and Xi(t) denotes the value of element Xi at time t.

Provided that an initial condition Xi(O) is given. the evolution of the system can be

obtained by simple iteration of the finite dilference equation. For reasons of cIarity.

Xi(t +n) will be now referred to as X,+". Finite difference equations can be linearized

in the vicinity of a fixed point using methods analogous to those described in the

previous section. The steady state x·, defined by x·(t + 1) =x·(t) is stable if ail the

eigenvalues of the Jacobian are located inside the unit circle. Conversely, the steady

state is unstable if at least one of the eigemoaIues lies outside of the unit circle. If two

comple.'C eigenvalues simultaneously cross the unit circle, we have a Hopf bifurcation.

Let us now consider the one-dimensional case.

Any one-dimensional finite dilference equatï'on can be written in the form

X,+! = f(x.) (US)

where f is a nonlinear function. The stability of a steady state x' is guaranteed if

1(*)". 1< 1. If this is not the case, the steady state is unstable. Let Xo denote the

initial condition. There is a periodic orbit of period n if x;+" =x; and x;+i :f.: x;,
for 1 ::; j < n. The stability of the orbit will be determined by the absolute \'a1ue of

~ defined as
t _ df"(x·) 1 - II''(ôf) 1
~ - dx ".- -ô ".

i=1 :r
(1.19)

•

where f" is the nth composition of f with itself. When I~I > 1, the orbit is unstable.

The stability criterion is that I~I < 1. When I~I = 1, a. bifurcation arises the

nature of which is determined by the sign of~. When ~ = 1 there tS a. tangent

bifurcation. A period-doubling bifurcation (with the dynamical consequences tbat

the name indica.tes) is found when ~ = -1. This type of bifurcations is of particular

21



• interest sinee a sequenœ of p,'riod-doublin!; bifurcations is om' of th,' "rout,'s to

chaos" [52J.

Two types of one-dimensiona!linite dilferenl"l' "quations (or maps) art' of parti,-·

ular interest. ~Iaps charan,'rized by a sin!;I,' hump on th,' unit Înt"f\'al i""',, h,'t'n

studied extensively. :\ re,·ie\\' of the !;en,'ral r,'sults l'an L", found in [.\7J. ~Ior,' ap­

pealing to us are circle rnaps that mal' the unit cird,' U1lto itsdf. In partÎt'ular, ci rd,'

maps arise in the eontext of periodie forcing of biologie;;.1 osritlators. :\ g,'neral form

for eircle maps is

0'+1 = f(o,) [mod 1], (I.:!ll)

where f is sorne (not necessarily continuous or nonlinear) Îunction and 0 som,' point

of the unit circle, For continuous circle maps, the lopologiral degrec d...scribes th,'

number of times 0'+1 goes around the unit circle when 0, goes around one.... Th,'

rotation number p defined as

1 N
P = lim sup~ "" .;lOi,

"...c:o J.~ ~
'=1

(1.21 )

where N is the total number of iterations and .;l9. =91+'+t - 4>'+1, is often used to

obtain partial information about the qualitative d)'llamical regime. In partieul:u-, the

rotation number is rational for periodic orbits, The Lyapunov number .\, defint.'Ù as

(1.22)

•

where 1'(9.) is tbe fust derivative of f e\'3.luated at successive iterates tPi can be used

to test for cbaotic dynamics. Tbe Lyapunov number is positive for chaos, negative

for periodic orbits and zero for quasiperiodicity [Si].
Periodic stimulation of biological oscillators can often be described by circle maps.

At low stimulus intensities, these circle maps are found to he invertible (one to one).

For invertible circle maps, theoretical studies predict tbe existence of an Arnold

tongue structure [4, iD] in tbe amplitude versus period of stimulation bifurcation

diagram. The infinite number of N:M patterns of entrainment found in the bifurc­

ation diagram ohey simple ordering rules, as described by the Farcy tree. The

Arnold structure disappears at bigber amplitudes of stimulation. Chaotic dynamics

as weil as bistability (with the same stimulation parameters two different dynamical

regimes cao he observed with different cboices of initial conditions) cao he found in
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• non-invertible circle maps. Such maps are of special interest to the modeling of car­

diac excitation since many types of typical dynamicai behaviour resemble strongly

l'xperimental1y observed cardiac rhythms. A thorough treatment of circle maps can

bl' found in Reference [4iJ .

1.3.4 Simple models of biological oscillators

(1.23)

The landmark study by van der Pol and van der Mark [1 iO] was the first attempt to

mode! the heartbeat a:; an electrical phenomenon. Their simple electrical model of

the heart consisted of three coupied osciltating components representing the SA node.

the atrium and the ventricle. The circuit wa:; so designed that the ~SA node~ could

entrain the ~atrium~ which could affect the ~\'entricle~ but not vice-versa. \Vith

this simple circuit (pcrhaps not that simple for the time) the authors \Vere able to

reproduce many of the cardiac rhythms including dilferent t~'Pes of heart block and

bistability. The success of this approach led to a multiplication of electrical mode!s

of the heart. Van der Pol also proposed a simple differential equation to mode!

nonlinear oscillations. lts variants as \Vell as the original equation have been of great

importance in development of applied mathematics. The original periodically forced

equatior. \Vas
cPu , du
- - ((1- u")- + u = Bcos(wt)
dt dt '

where B is the amplitude of the forcing. When B =0 a stable limit cycle oscillation

is found. Different entrainment regions are found as B and w are varied. Although

bistability was known to be present in this equation, aperiodic dynamics were also

observed [115, 116]. ln order to better describe the dynamics of e..~citability, the two­

dimensional forro of the van der Pol rela.'Cation oscillator was independently modified

by FitzHugh and Nagumo [Si, 58]. The FitzHugh-Nagumo equations can be written

as

dE
dt
dg
dt

E3
- E - 3"" - g + l.tim.

- ((E+a-bg)

(1.24)

•
where E is the membrane potential and g approximates a slow current (when ( « 1)

and lotim. is the applied stimulus current. The computation of the nullclines (defined

by ~ = 0 and ~ = 0) is he!pful to give insight into the dynamics of the system.

The major feature here is that one of the nullclines is a eubic function. Although this

23



•

•

model is unable to reproduCl' the ddailt'd chara.'leristics of th., nern- tihn' or cardia.'

tissue it successfully encompa....St·s nlany esst'ntial C'haractt:'ristÎC's of t'xdtahlt' tÎSSUl'

including threshold beha\'iour, a form of artiticially intiul'l'd bursling bdlil\"iour allll

the existence of absolute and rdatin- refractory periods, :\ furtllt'r simplitication

l'an be at'hie\'ed by approximating the t'ubit' nullditlt' by a pil't'ewise lilll'ar futll'tion.

One such study was carried out by lüinsky d al. [108], Wl' USl' a similar ml,th",1

in chapter 4, Alth'.mgh sorne of the detaiied asPl'CtS of excitability ;lfl' missing, sud.

simplified models are \'ery useful since this simplicity allows thl' USl' of analyt kal

took

The Poincaré oscillator is another prototypical mode! of biological oSl'illations

that is under intensi\'e scrutiny [ïS]. This \'ery simple two-diml'nsional systt'm of

ordinary differential equations is written in polar coordinates as

do
'1_ [mod 2:r] (1.25)

dt - -"
dr

ar(l - r).
dt -

where 0 is the phase of the oscillation. r the radial coordinate and a sorne p",.'live

real number. These equations possess a limit cycle that lies e:\:actly on the unit circle.

This limit cycle is globally attracting for all initial condition e:\:œpt the origin. The

parameter a sets the rate at which a perturbation away from the limit cycle rela.'tes

back to the limit cycle. ln most theoretical studies, the l't'la.'Cation is assume<! to

be instantaneous: this corresponds to the limiting case a -+ 00. In i.his case, the

effect of a stimulus is to simply reset the phase of the oscillation. The assumption

about ...stantaneous rela.'Cation to the limit cycle allows analytical computation of

the so-called phase transition curve. lt also underlies the theoretical computation

of entrainment rhythms during periodic stimulation using iterative techniques based

on the response to a single stimulus of a given amplitude (phase resetting). This

theoretical method will be discussed in more detail in Chapter 3. Because of their

considerable success and simplicity, iterative techniques have also been considere<!

in the development of theoretical models of AV nodal conduction and rhythms and

of the propagation of e1ectrical impulses in the heart [78, 75, 82, 184,26).

The integrate-and-fire model of excitation is another example of significant im­

portance. ln this class of theoretical models, the activity rises towards a fixed
threshold and is then reset to zero. The first studies of integrate-and-fire models

go back to the late 1930's. These simple models display il. rich dynamical structure.
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The applications of integrat.,.and-fire modds range from the modeling of circadian

rhythms to th~retical approaches of respiration [146. 6].

ln genera!. the prediction of expeximentally observed patterns of entrainment

b'L'<·U on iterative techniques relies on the strong assumption of instantaneous re­

la.'l:ation to the original limit cycle. Although many of the theoretical predictions

are in go' ,d agreement with experimental e\·idence. the underlying assumption is un­

realistic. as confirmed by numerous e!ectrophysiological experiments. In particular.

it lacks the inclusion of time-dependent effects that can play a major role in the

generation .md propagation of e!ectrical impulses in excitable biological tissue. An

example of such an effect is overdrive suppression which has been discussed in a

prcvious section of this chapter. Although overdrive suppression is normall)' specifie

to cardiac tis~ue. other analogous time-dependent effects take place in other biolo­

Sical systems. via ionic accumulation processes or due to the slow kinetics of sorne

transmembrane currents. Recentl)", there has been an increasing interest in modeling

such phenomena since their infiuence on the dynamical behaviour is now ascertained

but poorly understood. Two models of overdrive suppression in embryonic chick

heart œil aggregates are presented in Chapters 4 and 5. Another issue of interest is

the possible role of changes in action potential morphology (rather than the timing

of successÎ\'e activations) in the onset of rhythms of great comple.'l:ity. Since many

of the iteratÎ\'e techniques presently used to predict entrainment rhythms do not

descrihe changes in action potential morphology, the development of new theoretical

methods may he necessary in the future. This issue is further discussed in Chapter

6.

1.4 The final word

After this overview of sorne of the properties and dynamical behaviours of e.'l:citable

~")'Stems and of their theoretical descriptions (\vith special reference to the heart), it

is perhaps time to ask specific questions. The previous discussion of the influence of

the time-dependent processes on the dynamical behaviour of e.'l:citahle systems sug­

gests many possibilities for further research. In particular. few mathematical models

of e.'l:citation e.'CÏst which incorporate a description of time-dependent phenomena.
•
Since the quantitati\'e aspect of such time-dependent phenomena may be prepara-

tion specifie, the mathematical description of these eft'ects must he based on carefully

coUected e.'q>erimental data. In this sense, embr~..onie chick heart ceU aggtegates tep-
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resent an excellent experimental prt'paration to c'arry out hoth tilt' t'xpt'rinwntai and

the theoretical study. Chaptt'r::! contains a dt,tailed description of tilt' t'xpt'rinlt'ntal

setup and of the experimenta! methods used throughout this study. :\ n'vi,'''' of tht'

present understanding of tht' generation of rhythms in ,'mbryonic chkk ht'art ,'"Il

aggregato"s is given in Chapter 3, This Chapter also contains the dt'scription of th,'

most recent ionic mode! of this preparation <1.' ",t'11 as a discussion of tht, rt'sults that

l'an be obtained (in the context of periodic stimulation) by applying SOlllt' of tht' it­

erative nonlinear techniques briefiy presentcd in the Introduction. :\ detaikd study

of overdrÏ\'e suppression in embryonic chick heart cell aggrt'gatt's, combint'd ",ith

a simplified theoretical mode! of this effect, is presented in Chapter ,1. Chaptt'r rI
examines the rhythms that arise \Vith fixed de!ay stimulation (",ith respt'ct to tht' up­

stroke of the action potential) of spontaneously beating chick heart cell aggregates.

The dynamics are discussed and cC'mpared \Vith the results of numeric:ù simula­

tions of a. simplified nonlinear iterative model and of a Modified ionic modcl \Vhich

contains a simple sodium-potassium pump component. The contributions of phase

resetting and overdrive suppression to the dynamics during fixed delay stimulation

are emphasized and e.'i:plained in terms of ionic mechanisms. Finally, in Chapter 6,

1 present the results of a stud)' of the dynamics during periodic stimulation in :\V

nodal l'l'Il clusters, and a comparison is dra\Vn \Vith Chapters 3 and 4. The main

goal of Chapter 6 is to illustrate the influence of changes in action potential morpho­

logy on the comple.'i:ity of the dynamics and the inadequacy of theoretical methods

based on the iteration of phase resetting curves to predict the e."perimental rhythms.

Each Chapter also contains a discussion of the relevance of the results to the clinical,

physiological and mathèmatical disciplines,

26



•

•

Chapter 2

Methodology

This chapter summarizes the materials and methods used in the experimenta! studies

presented in the subsequent chapters. Whene\'er necessary, additional descriptions

of the e.'l:perimental procedures are also included in each chapter of this manuscript.

2.1 Culturing techniques

2.1.1 Embryonic chick heart cell aggregates

Aggregates were prepared using techniques described previous!y [43, 44, 45. 75J.

White Leghorn chick embryos were incubated for 7 days at 37°C and a relative

humidity of 85%. They were then decapitated and their hearts were e.'l:cised. Atrias

and ventricles were isolated, fragmented and then dissociated into single cells in

a DNAse and trypsin containing medium [43]. The resulting cell suspension was

filtered through a 12.0 /lm diameter pore size filter and centrifuged for 15 minutes

at 170 g. The cells were resuspended and aliquoted into 25 ml Erlenmeyer f1asks

containing 3 ml of maintenance medium at densities of 5 x 105 to ï X 105 cells

per f1ask. The f1asks were then gassed with a mixture containing 5% CO2 , 10%

O2, 85% N2• sealed with a silicone rubber stopper and placed on a gyratory table

(ïO revolutions/minute and 37'C temperature) to allow the formation of spherical

aggregates.

The dissociation medium contained 5.25 x 10-5 g/ml crystalline lyophilized tryp­

sin (Worthington Biochemical, 245 U/mg) and 5 x 10-6 g/ml deoxyribonuclease 1

(Worthington Biochernical. 9.1 x 104 U/mg) in a Ca2+ and Mg2+ -free, phosphate

buffered, balanced salt solution with following concentrations: NaC1116.0 mM, KCI

5.4 mM. NaH2P04 O.44lfu\1, NaHP04 0.95 mM, de.'l:trose 5.6 mM. A pH of ï.3 was
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obtained by adding eitllt'r 1:\1 HCI or I~I :\aOH. Th,' maint,'nanee I1w,lilllll \'l'n­

tained 20% medium 199 (Grand Island Biological (G 1BCO)). ·1% fetal bovint' St'rnlll

(GIBCO) and 2% horse serum (Kansas City Biological) in a bi"arbonalt' hnlft'rt'd,

halanced salt solution. Final concentrations W,'re (approximatdy): 1\ael 11l;.O 11l~1.

KC! 1.3 m~1. CaC!~ I.S m~1. ~lgS04 O.S nùl. NaH~P04 0.9 1ll~1. :\aHCO" :!ll.ll

m~1. ~lgS04 O.S m~1. dextrose 5.5 nùl. Gentamicin sulfate (Schering. Garamyein. III

mg/ml) \Vas added to a final concentration of 5 x 10-5 g/ml. The "l1zYlllt~in;lt·ti\·atin~

medium \Vas similar to the mdintenance medium except for: fetal bO\'ine St'mm IJ'.';.•

horse serum 10%. and KC! 4ml\1 (approximately). AIl solutions were filt,'rt'd with a

0.22 !lm-diameter pore size. sterile filter.

After 4S to 96 hours in culture, the aggregates W"re transferred to a circlliar

(35 mm x 10 mm) plastic tissue culture dish (Corning). A thin layer of min,'ral

oil (KLEAROL (Witco)) \Vas poured on top of the medium to prcvent evaporation.

The bathing medium \Vas gassed from above with a mixture of 5% CO~, 10'70 O~ "nd

85% N~. Temperature \Vas maintained at about 36 ± 1°C. The hicarbonate bllifer

maintained the medium at a pH of 7.2 to 7.3. Under such conditions more than

95'70 of the aggregates show spontaneous rhythmic activity. Most of the aggrcgat"s

studied had a diameter of about 175 '!lm and contained approximately 1500 to 2000

l'l'Ils,

2.1.2 Preparation of AV nodal cell c1usters

New Zealand White rabbits (1.5-2.5 kg) were anaesthetised with an intramuscular

injection containing Ketarnine (75 mg/kg weight) and Xylazine (5 mg/kg weight),

Heparin (300 I.U./kg, sodium salt) was injected intravenously to prevent blood co­

agulation. A mid-line thoracotomy was then performed and the heart was quickly

removed. The aorta was cannulated to perfuse the coronary artery (Langendorlf

perfusion) with normal oxygenated Tyrode solution at 37°C for 2·3 minutes until

the remaining blood was washed out. The perfusate was replaced with oxygenated

Ca~+·free Tyrode solution for approximately 10 minutes. The perfusate was switched

to Ca2+-free solution (lOOml) containing 495 units/ml col1agenase (Sigma Type IX)

and 0.4 units/ml protease (Sigma Type XIV), which was recircula.ted using a. peri­

staItic pump. The perfusion was continued for 20 to 25 minutes, after which time
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the "tria and atrioventricular septum were cut away from the \'entricles "nd placed

in" dissection chamber containing C,,'+-free oxygenated Tyrode solution. The atn

owntricular node was identified from its anatomicallocation [128]. A small piece of

nod,,1 tissue (2 X :3 mm') was carefully dissected from the underlying muscle using

v"scular scissors. The piece of tissue was cut into fine pieces and allowed to stir in

the collagenasL~protease solution at 3'oC. Elastase. 100 units/mI. (Sigma Type IV)

W'L' then added to this solution. Microaliquots were taken until single atrioventricu­

l"r cells were observed. At this stage. the cells \Vere placed into a recording chamber

lllounted on the stage of an inverted mict'oscope (Zeiss Axiovert. OberKochcn. Ger­

many) and the cells were allowed to settle on the glass base for 5 minutes. The

chamber was then perfused with oxygenated CaH-free solution for 5-10 minutes at

a rate of 2 ml/min. The solution was then gradually changed to normal oxygenated

Tyrode solution. Experiments were carried out at a temperatures of 35°C ± 0.5°C.

The normal oxygenated Tyrode solution contained (in mM): NaCl, 121.0; NaHC03•

15.0; KCL, 5.0; CaCI 2, 2.2; 1\1gC! 2, 1.0; NaH~P04' 1.0; glucose, 5.5 a.'1d the pH

was adjusted to ï.2-i.4 by titrating with 4 M-NaOH solution. The CaH -free 'T'. rode

\Vas made by replacing CaCl~ 2.2 mM \Vith CaCh 0.15 mM.

2.2 Electrophysiology

A schematic vie\V of the e.'(perimental setup is shown in Figure 2.1. Electrical activity

was recorded using borosilicate microelectrodes filled \Vith 3M KCl (typical micro­

electrode resistance: 40 te 60 Mn). The transmembrane potential \Vas recorded using

an amplifier with negative capacitance compensation, to the nearest quarter of a mil­

livolt. The hathing medium was kept at virtual ground by coupling to a current to

voltage converter (10-100 mVInA) through an agar salt bridge and a chlt>rided silver

\Vire. Current pulses \Vere injected into the aggregate via the same microelectrode

used for recording the transmembrane potential. Currents \Vere measured to the

nearest nA. Pulses of current \Vere generated by a microcomputer based stimulation

program Alembic Software). The duration of the current pulses was 20 msec. Voltage

and injected current waveforms \Vere monitored on a digital osciiius.:ope (Textronix

5110) and recorded on an FM instrumentation recorder (Hewlett-Packard, model
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396-1A. 3dB frequency response at 3 ips for DC' to 1250 Hz) at a tapt' SPt't',j of :1.,;;

ips for subsequent offiine analysis.

2.3 Data Analysis

Offiine analysis was carried out on the digital oscilloscope and by an automa\.t'd

computer system. Magnetic tapes were played back at 15 ips, and th" \'oltage wa\',~

form was sampled at 1 KHz by an !Bill compatible 386 computer through an :\/D

int",rface (Omega). lnterbeat intervals were calculated from the digitized wa\'eform

by a pattern recognition program (Alembic Software, Montreal. Canada). Computer

programs \Vere written (FO RTRAN) to carry out further analysis of the interbeat

inter\'als. Figures of el'perimental traces were prillted on a laser printer (HP Laserjet

III and IV) through graphing packages (Grapher, CorelDraw) .
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Figure 2.1: Schematic view of experimental setup. Aggregates in the experimental dish
are impaled using a micromanipulator (Leitz, Germany), with a glass microelectrode
filled with 3 mM KCI. This microelectrode is used to both measure the transmembrane
potential and electrically stimulate the preparation. The electrical signal is stored on
magnetic tape for subsequent off-line analysis and may also be used to provide a trigger
for stimulation during phase resetting or fixed delay protocols. The parameters of the ex­
perimental protocols are remotely controlled by a stimulator program (Alembic Software,
Montreal, Canada) on a 386 PC computer.
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Chapter 3

Ionie meehanisms and nonlinear
dynamies of ehiek heart eell
aggregates

3.1 Foreword

The naturally occuring rhythm of biological oscillators cao be altered by the applica­

tion of single or periodic stimuli [144, 141, 181, ;0]. A single stimulus generally alters

the timing of subsequent beats thereby resetting the phase of the rhythm while pro­

ducing only transient effects upon the intrinsic rhythmicity of the oscillator. Periodic

stimuli can have more profound effects, including a variety of regular and irregular

rhythms. Experimental studies concerning the effects of single and periodic stimuli

have been carried out in many different preparations, including the effects of light

stimuli on endogenous circadian rhythms [148]; the effects of afferent input on res­

piratory rhythmogenesis [28, 145, 142]; and the effects of electrical stimulation in

the heart, where this approach has been used to investigate the origins of complex

cardiac arrhythmias [152, 171,94]. A remarkable aspect of this body of work is that

important qualitative similarities exist between the dynamics in ail of these systems

despite the broad differences in the physiological preparations studied and the stimuli

employed.

Over the past decade our group has been expioring cardiac dynamics using an

experimental model system, the chick heart ceU aggregate. This preparation has

proven to be very useful for such studies, more so than single, isolated ceUs (see

below), because it is a relatively stable oscillator with a spontaneous period of os­

cillation that is sufficiently short to a1low elrtensive, systematic analyses over a time
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span of hours. Consequently. Wl' have been abl,. to investigate delicate regions of

l'hase resetti"g and the evolution of complex rhythms to an extent not previously

possible. The main experimental findings concerning the effects of brief duration

current pu:scs havc also becn observed in many other preparations. Thus. this sys­

t"m Illay 'crve as a paradigmatic preparation concerning the effects of single and

pl'riodic;timulation on the timing of spontaneous oscillators. Since the heart cell

aggregate is weil space clamped. it is suitable for voltage clamp analysis of the ionic

CIments undcrlying spontaneous activity [29. 125]. We have conducted such studies

to uetermine the main current components in this system and have evaluated their

raie ,n pacemaker activity and repolarization [159. 19]. This information can be used

to l'\ ucidate the ion current mechanisms underlying specific aspects of dynamic be­

havior such as the response of the system to a single current pulse [32, 35, 161]. This

a"proach. which is similar to that originally used by Hodgkin and Huxley [90] for

1 .Ie squid giant 3.'(on and by McAlIister, et al.. [122] and DiFrancesco and Noble [48]

lor cardiac preparations. has the considerable advantage that the dynamics gener..ted

by the mode! can be firmly tied down to specific ionic mechanisms, thereby facilit­

ating the e..."amination of critical, practical questions such as the role of drugs that

block certain channels, the effects of changes in the ionic composition of the bathing

medium, or the effects of electrical perturbation. However, ionic models tend to be

complex, whicr. makes general principles governing the dynarnics of these systems

difficult t:> formulate. An alternative approach involves nonlinear mathematics, that

is, the analysis of the changes in the qualitative properties of the solutions of gen­

eralized, finite difference equations with applied stimuli, or perturbations [181, iO).

The form of the equations used can be relatively simple and need only describe the

response of the system to perturbations without reference to specific mechanisms.

The resulting analysis cao provide a mathematical description of the dynamics of

any given ~'Ystem, including rhythms associated with chaotic dynarnics, but offers no

information concerning ionic mechanisms.

In this chapter we summarize research that integrates these two complementary

approaches for the analysis of biological dynarnics, focusing mainly on research from

our group concerning the effects of current pulse perturbations on spontaneously

beating. embryonic chick heart cell aggregates.
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• 3.2 Rationale for using embryonic chick heart ceIl
aggregates rather than single ceIls

•

..\t this point most cardiac d<'ctrophysiulogists m"y \\'l'l1 Ill' \\'undl'ring why \\'l' h;I\'"

used aggrt·gates in this study. or IllOrt· correl~tly. rl-..aggrl'gah·s. ratllt'r t1lall sil1~lt'

cdls. especially since \\'e obtain a single cd! susp<'nsion during our tissnl' '·lIitllrt·

preparation. as ncted above. The main rea.'on is that a~~regatL's app,'"r III Ill' Sll­

perior models for the intact embryonic h<'art compared to single. iso1;,t,'d l'mbry"nir

chick cardiac cells. For example. the threshold for the action potential in singl,' l'dIs

is typically -40 to -20 mV. rather than -60 mV found in intact myoL-ardial tissu,,,

and the maximum diastoEc potentia!. :'-!DP. is typically -iO rath"r than -!10 m\' [:1.1].
Other investigators. in particular the Emory group. haw r<'port<'d simi1;,r action

potential waveforms from single l'l'lis [55. 12i]. Moreo\'er, singll' ,'dls usually b"at

irregularly. at best. which means they do not pro\'ide a stable mode! for a cardiac

oscillator [30]. The reason for the discrepancy in MDP appears to he that single

cells lack the Il\r repolarization current described belo\\'. Paradoxically, the al- -'nce

of 11\., which is an outward current component, may also e.'i:plain thl' relativl' lack of

autonomous activity in single cells, because this current repolarizes the membrane

potential to -90 mV, i.e., weIl below threshold, which remo\'l'S inactivation of inward

currents, most notably IN•. In the absence of Il\r these preparations tend to rt'st at

potentials where inward currents are inactivated. We do not Olt present understand

the reasons underlying the differences in ion currents between single cells and aggreg­

ates. Our strategy has been to continue to use aggregate preparations be-;ause they

have properties which more accurately refiect those of the intact heart, and because

they are good model oscillators.

3.3 Experimental observations

3.3.1 Phase resetting

An e.'Cample of phase resetting is shown in Fig. 3.1. This figure also illustrates

the terminology used throughout this study. The control cycle length, that is, th~

interbeat interva1 (To), was determined for each preparation from the average of ten
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successive beats. The clfects of single pulses on tilt' subsequent timing of action

potentials was determinl'd as a function of the phase 0 = I .• /Tu of the stimulus.

The cycle was scanned with a single stimulus deli"ered each 10 spontaneous heats

increnll'nting the value of l, in::; msec steps. The perturbed cyc:~ length. T(o). is

tilt' tinll' from the upstroke of the action potentia! (AP) before the stimulus to the

upstroke of the AP after the stimulus. The plot of the norma!ized perturbed cycle

Il'ngth PRC(o) = T(o)/To as a function 0 is the phase response curve (PRe).

The example of phase resetting in Fig. 3.1 corresponds to a 40 nA current

pulse 20 msec in duration which was applied close to the time of occurrence of

maximum diastolic potential in the control cycle. The pulse produced approximately

a ·10% prolongation of the time of occurrence of the subsequent action potential

without significant effect on the subsequent spontaneous activity. ln other words.

the electrical acth'ity several beats after the current pulse is indistinguishable from

the activity prior to the pulse. e.."cept that the phase of the activity has been shifteJ.

or reset. Further e.'(amples of phase resetting are illustrated in Fig. 3.2. Each

column in Fig. 3.2 consists of a control record (top trace) and four records below

each control \Vhich demonstrate the effects of different current pulse amplitudes on

phase resetting at various different points in the unperturbed cycle. The lowest

current amplitude (8 nA) produced a modest effect on the timing of the subsequent

beat. primarily a phase advance. especially as the time of the pulse relative to MDP

of the previous action potential was increased. The transition from little effect of

this pulse amplitude on phase resetting (top record underneath the control in the

8 nA panel) to a clearly observable phase advance (second and third records in

this panel) \Vas a continuous, gradual functior. .lf the time in the unperturbed cycle

at which the current pulse was applied. Larger current pulses (16 and 32 nA)

produced a significant phase delay when the pulse \Vas applied close to the time of

occurrence of MDP. The ma.'(imal phase delay with 32 nA pulse was approximately

35%. These larger pulses also produced a more marked phase advance at later times

in the unperturbed cycle compared to the 8 nA pulses. Moreover the transition

from phase delay to phase advance become increasingly more abrupt as the current

amplitude was increased, so much 50 that it appeared to be discontinuous function

of time of application of the pulse for 48 nA. Further resalts of this nature are given

in references [i5, 35].
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-500 ms

Figurl: 3.1: Phase resetting of the rhythmic:. spontaneous ac:tivity of an embryonic: c:hic:k
heart c:ell aggregate. This experiment iIIustrates a phase delay induc:ed by a 40 nA c:urrent
pulse 20 msec: in duration (same duration used for ail results in this study) a;>plied dose
to the time of oc:c:urenc:e of maximum diastolic: potential (MDP). The terminology used
throughout this review is also illustrated here. The c:ontrol. unperturbed c:yde length is
To; the time of pulse injec:tion relative to the prec:eding ac:tion potential is t.; and the
perturbed c:yde length induc:ed by the c:urrent pulse is T(o) = ToPRC(4)}. where 4> =
t./To From Referenc:e [34].
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Figure 3.2: Phase resetting for current pulses having amplitudes (ipul•• ) of 8, 16, 32.
and 48 nA for panels A, B, C and D, respectively. The pulses were applied at the times
indicated by the stimulus artifacts. The record at the top of each panel is the control
cycle.
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3.3.2 Phase locking

Tht' heart l'l'Il aggr,'gat"s in this study \\','rt' abo stimulat,'d \\'ith p"riodie trains

of action potentials of th,' sanlt' amplitud,'s (i,.ul... ) as ns,'d in tilt' phas,· rt's"ttin~

,·xperim,'nts. Th,' cycle length. T.. of the stimulus train \\'as \'ari,'d b"t\\"'t'n n.:; l;,
and 1.8 To. The stimulus trains consist,'d of 50-100 stimuli so that tilt' It'n~th of "ad,

of these runs was typically bet\\'een 10 st'conds and:! minut,·s U;, \\'a$ bt'l\\"','n :Inn
msec and 700 msec) with a rest inten"al of 30 to 45 seeonds llt't\\"'t'n ,'acl, mn.

These preparations can be locked to the frequency of periodie ,'urr,'nt pub,'s

provided that the stimulation frequency does not ditfer too much from the intrinsÏ<'

frequency [95. 75. 6;. SOl. a result which is referred to a.' 1:1 ,'ntrainnlt'nt. An

example of 1:1 entrainment with \"arious cycle lengths is illustrated in Fig. :1.:1. Th,'

control To for this preparation was 640 msec (Fig. :I.:lA). A 1:1 entrainment patt,'rn

was observed for cycle lengths greater than the intrinsic To with ·\S nA l"ltrrent pulses.

as illustrated in Fig. 3.38 for T, =S50 msee. The pulses intrinsically 10"ked at times

shortly after !lIDP of each AP. which is where ma:·i:Ïmum prolongation occured. Fig.

3.38 illustrates approximately the greatest degree of slowing of the beat rate which

we were able to achieve. A 1:1 pattern was also observed with T.. ::::: To• as illustrated

in Fig. 3.3C with T, = 690 msee. Similarly. 1:1 patterns were obtained with T,
considerably less than T•• as illustrated in Fig. 3.30 for T, = 440 msee.

Patterns more comple.", than 1:1 er.trainment occur when the stimulation fre­

quency differs sufficiently from the intrinsic frequency. The periodic rhythms that

are observed under these conditions are usually classified by the ratio N:M where

N is the number of imposed stimuli and M the number of cycles in a repeating se­

quence. For stimulation frequencies sufficiently greater than the intrinsic frequency

N:M rhythms occur with N>M, as shown in Fig. 3.4. For e.",ample the third panel in

Fig. 3.4 iIIustrates a 5:4 rhythm, that is, the preparation essentiaily skipped a beat

l'very fifth pulse when T, \Vas set as 200 msee. During the establishment of these

rhythms a transient phase often occurs in \Vhich an evolution of rhythms takes place

before a stable rhythm is established [186]. The stable rhythms shown in Fig. 3.4,

represent N:M patterns observed after ail transients had disappeared.

With stimulation frequencies sufficiently less than the intrinsic frequency N:M

rhythms occur with N<M. The results were obtained from the same preparatiol1 as

in Fig. 3.4. The 1:2 entrainment result in Fig. 3.5 and the control above this trace
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Figure 3.3: Phase locking (1:1 entrainment) with ipul•• = 48 nA. A. Control'spontaneous
activity (To = 640 msec). B. Entrainment in a 1:1 pattern with T•• the cycle length of
the pulses. significantly greater than Ta (T. = 850 msec). C-O. Entrainment with T. =
690 and 440 msec respectively. Times of current pulse application in B-O are indicated
by the stim ulus artifacts•
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300 msee

Figure 3.4: Experimentally observed rhythms intermediate to 1:1 and 2:1 phase locking.
Top panel iIIustrates control spontaneous activity from a preparation different from that
iIIustrated in Fig. 1 (Ta = 300 msec). Shown below the control trace are 1:1, 5:4, 4:3,
3:2. and 2:1 phase locking for ipul•• = 25 nA, and T. = 220. 200. 190. 180. and 160
msec, respectively. From Reference [34].
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W"ft· obtained from a different aggregate, ln addition to :\::-'1 patterns, aperiodic

rhythms are occasionally obser\'ed in heart œil aggregates. particularly in transition

from one regular rhythm to another [i5], \\'e defer a discussion of these results to

St'ction :1.5.

3.4 Theoretical results based on a model of ion cur­
rents

3.4.1 Ionie model

Our model of ion currents in embryonic chick atrial heart cell aggregates is a revised

version of the Shrier and Clay ionic modcl such as previously described [159. 35],
The parameters of the mode! are given in detail in Table 3.1. The model consists of 5

components based on voltage clamp results from our group and from others: namely

1",•• the fast inward sodium ion current which underlies the rapid upstroke phase

of the action potential; le•• the calcium ion current which underlies the latter part

of the upstroke and which is also primarily responsible for maintaining membrane

depolarization during the plateau phase of the action potential; lK. (referred to as

l.r~ in reference [159]), the primary time dependent outward current which initiates

repolarization as le. is inactivated during the plateau; lKr (referred to as lrl in

reference [159]), the primary time dependent outward current underlying the fastest

p!lase of repolarization; and lb, the background current, which appears to consist of

three subcomponents; lb" a net inward, time independent current (the pacemaker

component) which depolarizes the membrane potential to threshold of IN., and two

components which inwardly rectify, termed Ib2 and 1b3 [35]. These preparations

do have the classical pacemaker current, If [49], but only at relatively negative

potentials, i.e., below -90 mV [19]. Our simulations suggest that this current is not a

significant factor for pacemaking in atrial ceUs, whereas it is significant in ventricular

heart ceU aggregates [19]. The component underlying pacemaking in atrial ceUs is h..
a net inward, time independent current whose ion constituents are as yet, unknown.

A time independent background current has recently been described in mammalian

sino-atrial nodal ceUs [85]. In the numerical simulation, the control cycle length of

the spontaneous beating was adjusted by changing the cagnitude of lbl'
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Figure 3.5: Experimentally observed rhythms intermediate to 1:1 and 1:2 phase locking.
Top panel iIIustrates control spontaneous activity from the same preparation as in Fig.
3.4. The four traces below the control iIIustratel:l, 3:4, 2:3, and 3:5 phase locking
for T. = 330, 375, 430, and 495 msec, respectively, with iput.< = 25 nA. The bottom
two panels iIIustrate control spontaneous aetivity and 1:2 phase locking from another
preparation with control cycle length Ta =500 msec. From Reference [34).
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Our mode! of 1.\,,, \V<~, takt,n without modific<ttion from reference [50;. Our le"

ruade! WdS dev('lop"d by us I"~",,l on the obs"n'<ttions of this currt>nt by [9S]. This

colllponent is the Ic·.,.!. currellt is]. Embryonic chick myocardial cells have linle of

;1",1,·",'[' calcium ion current component [110]. The Ih'., and lh'r components of the

"Iodel are based on measuremt'nts of th\'s\' currents from atrial heart œil aggregates

allt! from single a:rial cells [159. :.14]. The !h'., component is qualitatively similar

to the c1assical delayed rectifier potassium ion channel in nerve [33] except that

t.lu: activation range is between -20 and +20 mV. as compared to -60 to 0 mV in

nerve. and the kinctics of this current are substantially slower in heart than in nen·e.

The Ih'., kinetics from single cells as measured with the patch damp technique are

simil"r to our Ih'. measurements [rom aggregates [34]. We have observed the Ih'r

component only in aggregates. not in single cells for reasons which have not yet been

elncidated [:l4]. Our model of this component is based on the measurements of [159J.
The Ih'r cnrrent might usefully be referred to as an inward rectifier with agate.

Its open channel current-voltage relation inwardly rectifies. similar to 1h'1 possibly

because of "instantaneous~ blockade by intracellular Mg2+, which is known to be

the mechanism underlying the inward rectification of IKI [169J. The IKr component

also has a dear time dependent gate having kinetics which are similar to those of IK.

except that the maximum IKr time constant (1 sec) occurs at -35 mV, whereas the

ma.ximum time constant for IK. (also :::: 1 sec) occurs at 0 mV. The IKr activation

range is between -50 and -25 mV (a relatively narrow range). Moreover, IKr has an

N shaped open channel current-voltage relation with a peak outward current at ::::::

-65 mV and with a current reversai at EK, the potassium ion equilibrium potential.

However, the channel is essentially dosed in the steady state for -40 mV, because the

gate is dosed. lt also passes little current for V > 0, because of inward rectification

of the open channel. Consequently, IKr contributes very little to the steady state

current voltage relation. This component is primarily a transient CUITent which can,

nevertheless, contribute significantly during the action potential, as described below.

The other feature of the model which is particularly worthy of note is the mech­

anism of inactivation of ICa.L. This component does inactivate with membrane po­

tential, i.e., the cb;"ical mechanism of inactivation. However, it inactivates during

the action poten cial primarily because of the inward, calcium ion CUITent dependent

mechanism of inactivation reported originally [102, 113]. Our model of ICa,L was

designed with these results in mind, in particular the "crossover" effect reported by
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[113J. which w~ ha\"~ also obs~r\"l'd ill ,'mbryollil' l'hil'k myorardial rt'ils lA. l":ristof

l't al.. unpublish~d obs~r\"atiolls). That is. ail illen';L'" of Ca~+ from 1.S to ;, m~1

produces Cl ~ignificant increa"''''è in inward le'l t~licited by a \'ültOlge danlp :-;tt'P h)

o m\·, Il also produces a significant incrt~a."'e in the rate of inactivation ,)f 1('.1' so

much so that the records ill 1.8 alld :; m~1 Ca~+ "crossowr" wht'Il slllh'rimpost·'l.

Our mode! mimics this ~tfect. 1'0 th~ best of our kllowledgt'. it is the ollly ral'di,,,'

membrane model which doc, so. This inacti\'atioll process is ,'spt'l'ially sigllilkallt

in ehlcidating electrical acti\"ity which wc h",'" obserwd with sllb-maximal dnst's of

teLrodotoxin (l'l'X). For example. 5 x 1O-'~1 l'l'X uo,·s Ilot abolish Spollt'Ult'OIIS

activity in these preparations. but it does substantially reduC<' th,' IIpstrok,' \'t'Iocity

(i.e.. i: Mar ) so much so that the upstroke phase is ahnost completdy attrillllt.able

to [Ca [161]. Consequently the ICa amplitude during the upstroke is actually a good

deal larger than in control. simply because the upstroke phase is slower. th"rd,y

allowing mOTe time for activation of this current to ta"e place. Parauoxic:tlly. the

action potentia! duration under these conditions is reduced. which woulu appear to

contradict conventional reasoning concerning the elfects of an increase ill ICa. 1'0
our surprise. our model mimicked this elfect because the increase in ICa also callscu

a marked increase in the calcium ion current dependent inactivation process which

reduced the duration of action potential relative to control [161]. ln other words, this

result provides a physiological correlate to the "crosso\'er" elfect of [1l3].

3.4.2 Control eiectrophysiological results

An action potential predicted by the ionic model is shown in the top panel of Fig.

3.6 with the underlying ion curre:lts illustrated below this waveform. The respect­

ive roles of IK. and IKr are, once again, worthy of comment. The IK. component

along with Ib2 and Ib3 provide the mechanism of repolarization during the plateau.

However, these components are sufficient to repolarize the membrane potential oniy

to about -50 mV, as illustrated by the simulation in Fig. 17C of Reference [159]

in which the IKr component was deleted from the ionic model. The IKr component

underlies repolarization between -90 and -50 mV. This channel is opened relatively

rapidly during the plateau phase of the action potential, but it does not contribute to

repolariz:..tion during this phase because of its inward rectification. As the membran~

repolarizes from the plateau, the instantaneous N-shaped current voltage relation of
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1/\. cornes lTl to play. At t.he foot. of the action potentia!. i.e.. ~IDP. and during

tlll" first 100 msec or so after ~\'IDP. the 11\, channels close. thereby allowing Ibl to

d"polarize the membrane to theshold of I.vu '

:\ cornparision of the ionic model with control electrical activity is shown ln

Fig. :1.7. The mode! compares favorably with experiment. even to the extent that

the action potential of the mode! is essentially the same as the experimental action

potential waveform. except that the plateau phase is slightly more rectangular in the

model as compared to experiment (see Fig. 2 in Reference [3.5]).

3.4.3 Phase resetting

Examples of phase resetting from the ionic mode! are illustrated in Fig. 3.8 for

conditions which corr::spond to the e;"perimental results in Fig. 3.2. The ionic

model c10sely mimics these results including the apparent discontinuity in timing of

a phase advance and phase delay with large current pulses. These effects are further

amplified by the phase resetting curves in Fig. 3.9 from an experimental preparation

(left hand pane!) and from the model (right hand panel). The arrows in the bottom

thrce results in the left hand panel (e.'Cperiment) and in the bottom right hand panel

(model) illustrate the apparent discontinuity in phase resetting as a function of the

time of pulse application in the unperturbed cardiac cycle which occurs for relatively

large pulse amplitudes. This result, which is beyond the scope of this review, is

discussed in considerable detail in Reference [35].

The ionic mechanism of phase resetting is primarily attributable to the IKr and

IN. components, as illustrated in Fi~. 3.10 in which a 40 nA pulse was used close to

the transition between a phase advance and phase delay in the PRe. The respective

time courses of IKr and of IN. are shown below the voltage wave forrns in each

e.'Cample. The dashed lines illustrate the behavior of these currents in control, results

which are also shown in Fig. 3.6. The effect of a current pulse on IKr in the model

applied shortly after the time of occurence of the MDP is to effectively increase

the amplitude of this component. The important point here is that a significa.nt

fraction of IKr channels remain open for 100-150 msec following MDP. The effect of

a relatively large depolarizing current pulse in this phase of the unperturbed cycle

is to quickly move the membrane potential away from EK, thereby increasing the

driving force for the residual IKr channels. (The inward rectification of IKr discussed

45



oL..-_-~­

.cO
nA

20

• 0
mV

-100

0

INa Il \lÀ

0

60
nA ICa

40

0F--_J

Figure 3.6: Ion currents underlying the action potential and pacemaker activity in the
Shrier and Clay model, as described in the text. :=rom Reference [34].
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Figure 3.;: A. Experimentally observed waveform in control conditions. B. Predictions
of the Shrier and Clay model. We note here that the amplitude of the Ib1 component
of the model has been adjusted throughout this study so that the model c10sely matches
the various control interbeat intervals (Ta) observed experimentally.
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Figure 3.8: Phase resetting of the model for conditions similar to those shown for the
experimental result in Fig. 3.2. The horizontal bars under each each record in panels A
through D represents the time at which the pulse was applied in the mode\. A similar
representation is used for the timing of current pulses in subsequent simulations. The
current pulse amplitudes in the model here and in subsequent simulations were, in general.
the same as th:: current pulse amplitudes used experimentally with appropriate scaling
for the size of the aggregate. That is, the model was designed for a 200 p.m diameter
aggregate [34]. The current pulse used in the model to simulate a result from a different
size aggregate (usually smaller) was scaled according the cube of the diameter [29).
However. this procedure was not always followed. In some instances a current pulse
amplitude was used which gave the best agreement between theory and experiment for
a particular phase resetting CUNe of the preparation in question. The relative current
pulse amplitudes used to simulate other PRC's from that preparation were then scaled
according to the experimental amplitudes. From Reference [34].
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Figure 3.9: Phase resetting curves (PRC's) for current pulse amplitudes given in the far
right margin, Experimental results are iIIustrated in the left panel. The corresponding
results from the model are iIIustrated in the right hand panel. The vertical axes (PRC(d»)
represent the perturbed cycle length, T(d», normalized relative to the unperturbed cycle
length, To. These terms are defined in Fig. 3.1. The horizontal axes represent the
phase in the cycle, 9, at which the pulse was delivered. The arrows indicate apparent
discontinuities in the PRC's, an issue which is discussed in detail in Reference [34].
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abo\'e does not come into play for pott'ntials bdow threshold, i.l'.. ï '" -tlLl m\'),

:-'Ioreover. the II{, time constant is significantly gn'alt'r at -tlU m\' l:!5Ll mS"e), as

compared to -gO m\' (50 msec). so that the rt'sidual 1/" ehannels deaetivatl' slowl'r

than in control. The current pulse also produces premat,ure activation of h", but

this elfect is overcome by the increase of Il,,. which k'ads to a signifie'ant ph;L'" delay,

Howe\'er. the interplay between 1,\'" and II{, during. and at tilt' t'nd of n'iatÏ\"'ly larg"

amplitude current pulses. such as ·10 nA. is so delicate that when these pulses an'

applied 1 msec later. a significant phase advance occurs in tht· mod,'1 ;L' shown in

the right hand panel. The slightly later time of pulse application permits a slightly

greater deactivation of II{, to take place. Consequently. the current pulse depolarizes

the membrane potential l'ver so slightly closer ta threshold of 1",,, than in the Idt

hand panel. The combination of a reduction in amplitude of 1/" and an increase in

IN. allows the premature activation of IN. to dominate in this instance and when the

current pulse is applied at later times in the unperturbed cycle. ln other words. the

abrupt transition between phase delay and phase advancc illustrated in Fig, 3,:0 is.

in essence, a threshold phenomenon, which is known to be a steep function of pulse

parameters [56].

3.4.4 Phase locking

Th" simulations generated by the ionie model eorresponding to the experimental res­

ults in Figs. 3.3-3.5 are shown, respectively, in Figs. 3.11-3.13. Fig. 3.11 illustrates

the simulated electrieal activity for 1:1 entrainment. A 1:1 rhythm with T. > Ta
could be obtained for T. up to 30% greater than Ta (Fig. 3.11 B). Phase locking with

a 1:1 rhythm is also shown in Fig. 3.11C and Fig. 3.110, for T. ::::: Ta and T. < Ta,

respeetively. More complicated entrainment patterns oeeur in the model, as in the

experimental preparation, when the stimulation frequeney differs suffieiently from

the intrinsie rhythm. These results are shown in Figs. 3.12 and 3.13. The details of

the simulation protoeols are given in the respective figure legends. The phase locking

behavior of the ionie model is fundamentally the same as that of the aggregate pre­

paration. This observation applies both to the qualitative appearanee of the various

N:M rhythms and to th~ general ranges of stimulation. The close approximation of

theory to e.'<Periment is further shown in Fig. 3.14, which illustrates the transition

from 2:1 to 1:2 entrainment in the form of il. "devil's staircase" in which the N:M
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Figure 3.10: Ionie mechanisms of phase delay and advance in the Shrier and Clay model,
as described in the text. A 40 nA current pulse was applied in the model shortly after
MDP, as indicated in the voltage waveform in each panel. The time of the pulse in the
right hand panel was 1 msec later than in the left hand panel. IKr and IN. components
are shown below the voltage waveform in each panel. The dashed lines iIIustrate the
behavior of these components in the absence of a current pulse.
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rhythms are plotted as a function of tht' pt'rio(l of the stimulatiou.

The ionic mechanism of t'ntrainn1t'nt fol1ows dosdy from tht' analysis of phas,'

resetting given abo\·e. Pha.«' locking in a \:1 t'ntrainment rhythm with r. ...:. 7;, is

attributable to premature activation of 1",". The result in Fi~. :l. liB in whidl 1: 1

,'ntrainment occurs with T. > Tu is attributablt, to the propertit's of 11'•• as dt'Sl'rib,'d

above in the analysis ofpha.<e delays. As noted abo\"C'. the intt'rplay l"'tw'~'n lh·. and

I.\'a leading to a phase delay is a rather delicate phenonlt'non. wh"rt'as j>rt'lIIature

activation of ISa is relatively robus!. Consequently. the lattt'r rt'suIt. that is 1:[

entrainment with T. < Tu, occurs over a broader range of stimulus paranwtt'rs than

does 1:1 entrainment with T. > Tu.

Entrainment patterns more complicated than 1:1 occur when the timing; and

amplitude of the current pulses relative to the unperturbed interbeat int,'rval is such

that neither premature acti\'ation of INa nor resetting of Ih'. dominat"s after e..ch

pulse. This result is illustrated for 5:4 entrainment in Fig. :1.l5. For the sake of

clarity. the vertical a.'(es in the bottom two panels of Fig. :1.l5 have becn amplified to

iIlustrate the behavior of the underlying INa and IKr components. The arrow labded

a in the middle panel of Fig. 3.15 points out the increase of IKr described above.

which occurs during and immediately after the first current pulse in this simulation

as the membrane potential is depolarized away from EK. The INa component is

also increased (as noted above and by the arrow labeled a in the bottom panel of

Fig. 3.15), because the membrane potential is depolarized close to threshold of this

current near the end of the current pulse. In this particular instance, the effect of the

pulse on INa is the dominant factor, resulting, subsequently in an action potentia\.

(The small ~blipsn of INa, arrows labeled f in the bottom panel, represent the slight

reactivation of INa which occurs during repolarization of the AP. This effect is also

shown in Fig. 3.10). The IKr component is rapidly diminished to ::::: 0 during the

upstroke phase of the action potential, bceause of the marked inward rectification of

this component, as described above. The IKr amplitude once again increases during

repolarization, an effect \Vhich \Vas also described above. The timing of the ne.'l:t pulse

in the current pulse sequence is such that it occurs slightly earlier relative to MDP

than the previous pulse. Consequently, the effect of this pulse on IKr (arrow b in the

middle panel of Fig. 3.15) is slightly greater than with the previous pulse, bceause

IKr has had less time to deactivate. However, the INa component still dominates

(arrow b in bottom panel of Fig. 3.15), as it does in the succeeding pulse (arrow c
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Figure 3.11: Phase locking of the Shrier and Clay model in 1:1 patterns. A. Spontaneous
activity in the model with Ibl adjusted to give To = 600 msec. 8-0. Entrainment in
1:1 patterns with T. = SOO, 6S0 and 400 msec, respectively. These results are to be
compared with the experimental results in Fig. 3.3.
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Figure 3.12: Rhythms intermediate to 1:1 and 2:1 phase locking in the Shrier and Clay
mode\. The Ibl parameter was adjusted so that To = 300 msec. These results were
obtained with ipul.. = 25 nA and T. = 200, 184, 178. 160 and 150 msec, respectively.
These results are to be compared with the corresponding experimental results in Fig.
3.4.
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Figure 3.13: Rhythms intermediate to 1:1 and 1:2 phase locking in the Shrier and Clay
model with T. = 330. 375. 430. 470. and 495 msec. respectively. and with Ta = 300
msec. These results are to be compared with the corresponding experimental results in
Fig. 3.5.
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Figure 3.14: Phase locking as a function of the cycle time between pulses (8 =T.ITa).
The left hand panel iIIustrates various phase locking regimes for the preparation illustrated
in Fig. 3.3 and the first five panels in Fig. 3.4 (Ta = 300 msec) with ipu". = 25 nA.
The right hand panel illustrates the various phase locking regimes of the Shrier and Clay
model with ipul•• =24 nA. These results are sometimes refered to as a "devil's staircase" .
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in the middle and bottam panels of Fig. :l.l5). although il. does so less compellingly

with each pulse in the a-cl puis<: sequence. because 11\, ha;; successively less time

1.0 deactivate. and each pulse depolarizes the membrane potenti,,! slightly les> -::ose

1.0 thn:shold of IN, throughout the sequence. Consequently. the 11\, component is

dominant during and after pulse cl (middlc and bottom panels of Fig. 3.15). which

dfectively causes the model 1.0 skip a Deal.. The subsequent pulse (labeled e in Fig.

:l.15) clicits an AP due 1.0 activation of INa- The Il\r component does not produce

an inhibiting effect in this case. because il. is large!y deactivated al. the beginning of

the pllise.

3.4.5 Limitations of the ionic model

The success of the Shrier ?nd Clay ionic mode! in describing the e.'(perimental results

given above leads 1.0 an important question, namely, why is the model so successful,

and where do its limitations become more apparent. The success of this ionic model

appears 1.0 lie primarily in its description of INa and IKr' The model of INa of Ebihara

and Jones [50], which we completely borrowed in formulating the Shrier and Clay

mode!, may well be the most successful description of INa for any cardiac membrane

preparation. Our model of IK" described in Reference [159], also appears 1.0 be suc­

cessful. When either ofthese currents is reduced or blocked altogether, discrepancies

between the numerical simulations of the i"nic model and the correspor..ding voltage

changes of the aggregate preparation become apparent. For e."<ample, the effects of

subma."<imal doses ofTTX [161] are well described (qualitatively) by the moàel with

appropriate reductions in INa amplitude, but significant quantitative discrepancies

are apparent, such as in the current pulse annhilatior.. experiment described in Fig. 6

of Reference [161]. Similarly, when IKr is blocked by either risitolide or E-4031, the

model is qualitatively con&istent with e.'(periment, especially fol' subma.'(imal doses

of these compounds, but il. does not describe the excitatory after depolarizations

(EAD's) which we observe when IKr is completely blocked (A. Shrier, unpublished

results). These and other discrepancies appear 1.0 be due in part 1.0 inadequaC'ies of

our model of ICa. Our description of this component does successfully mimic the

~crossover" effect of Lee, et al. [113], as noted above, but il. does not successfully

mimic sorne of the long term inactivation properties of this current elucidated with

t\Vo pulse protocol voltage clamp e.\:periments [99]. A further shortcoming of our
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i'mie mocle! is the lack of various exehanger currents which have been reported in

th" heart, such as the sodium calcium exchanger. The mode! al50 lacks the soclium

potassium pump eurrcnt. Wc de!iberately excluded these components in our original

forrnulation of the mode!. Our goal was a minimal ionic model which successfullv

mirnicked the action potential and pacemaker waveforœs. The surprise of this ana­

Iysis is how weil the model also mimics most of the dynamics shown above. although

the mode! clearly is deficient especially in its Jack of the sodium ion pump current. be­

cause heart cell aggregates do exhibit a c1ear overdrive suppressioH [1 ï2. 186] which

is a hallmark of the pump current [lï2, 61, 143]. incorporation of this component

into our mode! in a realistic fashion, is not, in our view, a straightforward process.

Di Francesco and Noble [48] have assumed in their model of electrical activity in car­

diac Purkinje fibers that accumulation of potassium ions in the extracellular spaces

during activity is an important mechanism controlling the amplitude of the pump

current. However, potassium ion accllmulation is not, in our view. a significant

factor in heart cell aggregates, a view shared by Stimers, et al. [164] in their invest­

igation of the pump current in aggregates. Nevertheless, regardless of mechanism,

the pump current may play an important role in the dynamics of these prepal ...dons

(see below), and it must, necessarily, be incorporated into our ionic model.

3.4.6 Comparison with other preparations

The value of th~ analysis given here for cardiac preparations other than chick at­

rial heart cells depends, to an extent, on how repesentative the various ion current

components in the chick heart are of cardiac ion currents in other species. The IN.

component in the chick, which the above ana.lysis indicates is a prominent player

in phase locking, appears to be representative of INa in other preparations. For ex­

ample, IN. measurements from single cells dissociated from rat heart, rabbit cardiac

Purkinje fibers, and human heart are largely similar to the IN. results from em­

bryonic chick heart cells [20, 3i, 50, 21]. Consequently, the mechanism of 1:1 phase

locking at beat rates greater than that of the intrinsic rhythm is likely to be the same

in m:unma.lian preparations as it is in avian preparations, Le., premature activation

of INa ~ver a relatively broad range of pulse param'~ters.

Po;assium ion currents in the heart, unlike IN. and le., are remarkable more for

intr:lSpecies differences than for similarities. For e.'Cample, rabbit ventricu!ar myo-
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cytes have a significant t-:ansient out\\'ard potassiunl ion l'urn,'ut. Ir" [t1:l). \\'ht'rl·.\~

guinea-pig and chick myocytt's do not ([1561. and :\. ~hri,'r. Ilnpnhlish"d ohst'rva­

tiGlls). The latter t\\'o preparations do haw a significant ln: .• compont'nt Il:!l;. 7. ;\.11.

although 1..,..• does not appear to be a significant factor in phas,' lockin~ other than

l.elping to set the duratio:J of the plateau phase of the AI'.

The dominant repolarization current in chick myocyt"s is th,' ln:. l'UIl1ponent

[159]. \\'hich has also been obser\'ed in guinea pig and in cat ,'ardi,,,, myocyll's [1:'l;.

59]. The avian measurements of ln:. are remarkably similar to those in m,ullmalian

cells concerning the rectification and voltage activation range of ~hi< component.

but they differ concerning kinetics. The In:. kinetics in the chick ar,' similar to

those of In:, (but with a different voltage range). whereas they art' signilicantly

faster than those of In:, in mammalian cells, hence the label ln:•. \\'her" "r" n-f,'rs

to ~rapid" [156J, although in our preparations "r" might more ~ppropriately refer to

~repolarization" [159]. In any case, this comparison suggests that the roi.. of ln:. in

phase resetting and phase locking in mammalian cells could \\'ell be different from

that of avian cells. Nevertheless, all excitable cells. whether quiescent or autonomous,

will show a transition from 1:1 to 2:1 phase locking as the current pulse frequency

is increased, because of refractoriness. The specifie nature of the (potassium) ion

current underlying the refractory behavior would appear to be preparation specifie.

3.5 Nonlinear dynamics

The above results provide an analysis of the dynamics of the heart cell aggregates

and an l'valuation of the roll' of the underlying ionic currents. However, this analysis

does not readily explain the comple.'I: sequence of patterns observed as stimulation

parameters are changed, including phenomena such as period doublings and irregular

dynamics.

Insights into these comple.'l:ities can be gained by applying techniques from the

field of nonlinear mathematics [75, 67, 70, 184,81]. This approach also provides the

framework for addressing other questions arising from the experimental data. These

questions include: What is the connection between the phase resetting properties and

dynamics during periodic stimulation'? How cau we predict complex rhythms that

are found as stimulus amplitude and frequency vary? Why are the results obtained
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• from heart cell aggrcgates simi!ar to results in other systems in which the underlying

mcchanisms of rhythmogenesis are certain!y ditferent? Wc address these questions

in the following section by app!ying. the techniques from nonlinear dynamics to the

Shricr and Clay ionic model of the heart cell aggregate. This blending of theoretica!

t.echniques is an attempt to establish links between ionic mechanisms and nonlinear

dynamics.

3.5.1 Iteration of the phase resetting curve

The effects of periodic stimulation can be computed from phase response curves

(PRe's, such as those in Fig. 3.9), provided that the stimulation does not change

the intrinsic properties of the oscillator and that the time interval between the stimuli

is sufficiently long [141, i5, 6i, 184]. The basic idea here is that il. single stimulus

leads to an instantaneous phase resetting from one point of the cardiac cycle to a

second point on the cycle. The theoretical formulation of this process is carried out

in terms of finite difference equations [iO]. Calling the phase of the ith current pulse

4>., we have,

(mod 1), (3.1)

•

where 0 =T./To, T. is the cycle length of the stimulus train, and Tl~._l) is the phase

response curve as determined from single pulse experiments. Assllming that 4>0 is

the phase of the unperturbed spontaneous cycle at which the initial current pulse of

a train of periodic pulses is applied, Equation (3.1) can be numerically iterated to

determine the dynamics.

The manner in which Equation (3.1) is implemented is illustrated in Fig. 3.16

and 3.1ï. Typical PRC's from a 150 pm diameter aggregate are shown in Fig.

3.16A and 3.16B, for current pulse amplitudes 26 nA and 55 nA, respectively. The

corresponding model results are given in Fig. 3.16C and 3.160, respectively. The

results in Fig. 3.16C and 3.160 have been transformed according to Equation (3.1) in

Fig. 3.16E and 3.16F, respectively, with 0 = O. Note that T(4))/To is approximately

equal to 4> in Fig. 16C for 4> > 0.4 and similarly in Fig. 3.160 for 4> > 0.3. Equation

(3.1) gives 4>. ~ 1 for these conditions, as shown in Fig. 3.16E and 3.16F. The results

in Fig. 3.16C and 3.16D have been transformed according to Equation (3.1) with 0
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• = 0.33 in Fig. 3.16G and 3.16H. ln other words. tlll' plots in Fig. :1.Il;E and :l.ltiF

are shifted along the y axis (modulo 1) a,; the frequl'ney of the l'xtl'mally applied

eurrent pulse train is altered. Wc hereafter ref,'r to plots sueh a,; those in Fig. :1.ltiG

and 3.16H as phase transition cmves (PTC's).

Results similar to those in Fig. 3.16G and :1.16H are the ba.<is for the detl'rl1l­

ination of the dynamics using the iterative procedure illustratt'd in Fig. :1.17. The

experimental reeording in the top of the left panel in Fig. 3.1 ï is an l'l'ample of :!::l

phase locking with 24 nA current pulses applied at a relative frequeney of 0 = l.:!.

The transient pattern which oeeured before stable 2:3 phase loeking was aehie\'t'd

is shown here. The PRe transformed aceording to Equation (3.1) for thest' l'Ondi­

tions is shown below the experimental reeording. The initial eurrent pulse of the

current pulse train was applied to the preparation at <Pu = 0.85. Ail subsequent

phases at which the eurrent pulses oecur relative to the activity of the preparation

can be determined by iteration. For l'l'ample. <Pl = 0.38, 4>-~ = O.ï, 4>:, = 0.35, <P.
= .62, <P5 = .32, <P6 = .55, and <h = .3, as shown in Fig. 3.1 ï by the horizontal

and vertical lines superimposed upon the phase transition curve. Ail subsequent

results alternate between the latter two values, i.e., 0.55 and 0.3. The eorresponding

analysis in the mode\ is shown in the right hand panel of Fig. 3.1 ï. We note that

a stable 2:3 phase locking pattern is achieved in the model much more rapidly than

in the experimental result, for reasons that we do not as yet fully understand. One

clear practical advantage of the approach of Figs. 3.16 and 3.1 ï is that regions of

parameter space for which a particular type of phase resetting occurs, sueh as 2:3,

can be predicted from the PRe rather than using direct integration of the full Ionie

model which can be a labotious procedure.

3.5.2 Period doubling bifurcations and chaotic dynamics

One of the important ob~.~:-vationsof nonlinear dynamics is that systems that are de­

scribed by nonlinear functions, such as those in Equation (3.1), can display complex

rhythms in which there is aperiodic behavior, and in which two initial couditions

that lie close to one another have different dynamics as time proceeds. A formaI

definition for chaotic dynamics can be provided by the Lyapunov exponent, À, which

is defined

• À = lim NI f: ln 11'(<Pi, 0) 1,
N~oo i=l
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Figure 3.16: A-B. Experimentally observed phase response curves (PRC's) for moderate
and relatively large amplitude pulses (i""z.. = 26 and 55 nA for A and B. respectively).
The trace above panel A iIIustrates the mar.ner in which the PRC was determined as
in Fig. 3.1. CoD. PRC's from the Shrier and Clay ionic model (ipu1•• = 26 nA and 55
nA for C and D. respectively, with Ibl adjusted te l~ive 7:- = 365 msec). E-F. Phase
transition curves as determined from respective PRC's in C and D using Equation (3.1)
in the text with (J = O. G-H. PTC's from E-F with (J = 0.33. These results are the same
as in E-F, modulo l, following an upward shift along the y axis by 0.33.
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Figure 3.1 i: Determination of phase locking from the phase transition curve. Left hand
panel: The experimental recording iIIustrates the effects of the first ten pulses of a current
pulse train with T. = 430 msec, ipuz.. = 25 nA for a preparation with Ta = 300 msec
(9 = 430/400 = 1.44). This activity is consistent with 2:3 phase locking following an
initial transient du ring the first six pulses. The relative time in the unperturbed cycle at
which the first pulse was applied was 0.85. The phases at which subsequent pulses occur
can be determined from this point and the phase transition cUrve for these conditions,
which is shown below the recording. The horizontal and vertical lines demonstrate the
iterative procedure described in the text, as the activity locks on to the 2:3 pattern. Right
hand panel: The trace in the upper part of the panel iIIustrates the effect of the first
five pulses of a current pulse train on the Shrier and Clay ionic model (Ta = 300 msec,
ipuz.. =25 nA a:ad T. =420msec). The times of occurence of the pulses are indicated
by the h(;~izontal bars below the trace. The bottom part of the panel illustrates the old
phase new phase diagrarr: for ipuz.. = 25 nA and 9 = 1.41 along with the corresponding
iteration, as described i:: the text. Note that the transient in the model which occurs
before stable 2:3 phase locking is achieved is significantly Jess than in the experimental
result. The solid symbols in both panels are the phase space representation of the steady
state 2:3 rhythm .
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where N is the total number of iterations and J'( 0•. 0) is the first derivative of the

function J evaluated at successive phases O•. A positive Lyapunov number reflects

divprgence of two nearby initial conditions and is taken as a definition for chaos

[lS:l. iD. 184]. The Lyapunov number was estimated by taking the summation over

4:!D iterates following a transient of 400 iterations.

Chaotic dynamics are often established following characteristic changes in the

dynamics, technically called bifurcations, that arise a. a consequence of changes

in the parameters of stimulation. One weil studied phenomena is period doubling

bifurcations. in which the period of an oscillation doubles. This result was first

documented in a biological system by Guevara et al. [i5], using periodicaily stim­

ulated heart cells aggregates with relatively large amplitude current pulses applied

at stimulation frequencies which were a bit less than the intrinsic frequency of the

preparation. An e.'l:ample of a period doubling bifurcation is illustrated by the 2:2

rhythm in the top panel of Fig. 3.18. In this record a current pulse was injected

either immediately after the MDP of an action potential, or during the initial part

of the plateau phase of the action potential. Even more comple.'I: patterns occur with

N=M=2n, with n> 1, such as the 4:4 pattern illustrated in the seco!ld panel of Fig.

3.18. The 2:2 and 4:4 rhythms during periodic stimulation of heart cel! aggregates

here are similar to the rhythms observed by Guevara et al. [i5] and typify the period

doubling route to chaotic dynamics [69, iD]. Numerical integration of the Shrier and

Clay ionic model displays similar rhythms, as illustrated in the bottom half of Fig.

3.18. The CUITent pulse amplitude in the simulations was 43 nA. Only very slight

changes in the frequency of the pulse train were needed to obtain these results (T.=

455, 460 and 46i msec for the 1:1, 2:2 and 4:4 results respectively).

Examples of chaotic dynamics are illustrated, from e.'I.-perimentai data (Ieft) and

from numerical integration of the revised version of the Shrier and Clay ionic model

(right) are il1ustrated in the top panels of Fig. 3.19. The phase transition curves

for the conditions of these results are doser in appearance to Fig. 3.16H than Fig.

3.16G. In particular, they have roughly parabolic shapes for 4>. < 0.3, as illustr-ted

in Fig. 3.19 (open symbols). The relative phases of each of the CUITent pulses 10

the chaotic rhythms in Fig. 3.19 are shown by the dosed symbols. These points

lie approximately on a continuous curve coincident with the parabolic portion of the

PTC. Since iteration of the PTC gives chaotic dynamics using Equation (3.1), this

supports our interpretation that this rhythm is chaotic. However, numerical integ-
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Figure 3.1S: Period doubling rhythms. The top two panels iIIustrate 2:2 and 4:4 rhythms
from two different aggregates with i",.l•• = 43 and 48 nA, respectively. In th'e 2:2 result
To=303 msec and T. = 342 msec and in the 4:4 result To = 321 and ar.d T. = 386
msec. Tht, model results correspond to ipul•• =43 nA, and T. =455, 460, and 467
msec for 1:1. 2:2 and 4:4 rhythms, respectively, with To = 435 msec.
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ration of the Shrier and Clay ionic mode! did not appear to give chaotic dynamics.

The simulatIon record shown in the top part of Fig. 3.19 represents a la second

record of irregular dynamics which was bounded. both before and after. by regular

dynamics obtained without a change in stimulus parameters. The relative difficulty

of linding chaotic dynamics from numerical int"gration of the full "re\'ised" Shrier

and Clay equations presumably rellects the narrow range of parameter values for

which these dynamics are observed, and the numerical difficulties associated with

searching phase space over a fine range of parameter values. It is important to re­

cognize that the experimental system always contains small amounts of "membrane

noise" that would act to destroy regular rhythms with long periodicities. as weil as

other factors such as the Na+/1:\.+ pump that might he!p introduce ad ditio'lal beat

to beat variability in the deterministic mode!. Further numerical studies are needed

to assess the importance of these factors. Finally, we note that other ionic models

for spontaneously oscillating and periodically forced excitable ~lological systems dis­

play chaotic dynamics over limited stimulation ranges, for e.'l:ample, see References

[ii, 25, iO, li6], and references therein.

3.5.3 Phase locking zones

We have observed e.'l:perimental results over a broad range of pulse intensities and

frequencies. The e.'l:perimental data cao be conveniently summarized in a two­

dimensional representation where the abscissa gives the normalized period of the

stimulation and the ordinate gives the amplitude of the current pulse. The summary

of the results is represented by the various symbols in Fig. 3.20 which were obtained

by a visual inspection of the corresponding records generated by the ionic mode!.

This approach requires extensive computations at each combination of stimulation

parameters chosen. Another method for computing phase locking zones is to iterate

Equation (3.1), as discussed above and as shown in previous studies [67, 81, 184].

The results of the computation are renresented by the soUd lines which demarcate

the boundaries between phase locking ~()nes. The largest zone is the 1:1 entrainment

zone. It occurs when the stimulation period is approximately equal to the intrinsic

frequency of the aggregate, but it also e.'Ctends at higher amplitude stimulation to

stimulation periods that are up to 30% of the intrinsic period. The 2:1 and 2:3 zones

occur for stimulation periods approximately 0.5 and 1.5 times the intrinsic period.
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Figu-e 3.19: Aperiodic rhythms obtained from an experimental preparation (Ieft panel)
and from the ionic model (right panel), as described in the text. For the experimental
result. Ta = 450 msec. T. = 490 msec, and ip..loe = 43 nA. Model parameters were the
same except for T., which was 497 msec. The upper panels show the electrical activity
of the experimental preparation and the mode!. Lower panels show the old phase-new
phase representation of the aperiodic activity, represented by the solid symbols. The
phase transition curves are represented in both panels by the open symbols.
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ln eomparison with the 1:1 zone. the 2:1 and 2:3 zones oceur O"er narrower regions

of stimulation parameter space. Finally. betwcen the 2:1 and 1:1 zones there are N::'-I

rhyt.hms with "'>M and evolving rhythms. Between the 1:1 and 2:3 zones there are

:'\:M rhythms with N<M. period-doubled rhythms sueh as the 2:2 and 4:4 rhyt.hms.

and ehaotie rhythms. In general. the rhythms obtained by iterating Equation (:3.1)

arc in good accord with the experimental results. However. a more extensive and

detailed analysis of the rhythms generated by the full ionic model has yet to be

llndertaken.

The regions of the parameter space displaying chaotic dynamics are shown in Fig.

3.21. The shaded areas in this figure correspond to regions of parameter space in

which iteration of Equation (3.1) yields a positive Lyapunov number. However, as

mcntioned above, the simulation in Fig. 3.13 is the only result from numerical integ­

ration of the Shrier and Clay equations that appeared to be chaotic. The difficulty

we had in finding chaos in the full i<:lnic mode! may be attributable to the e),,1:remely

fine structure of the dynamics in the shaded areas in Fig. 3.21. In fact, computations

using the PTC of the model indicate that chaotic rh)1:hms occur in narrow bands in­

terspersed among comple:'i:, although non-chaotic, higher order rhythms. To address

this point in detail one would need to e.'\1:ensively evaluate the PTC for stimuli in

these regions, which is beyond the scope of studies conducted to date.

3.5.4 Universality

The preceding sections describe e."i:perimental determination of phase resetting and

phase locking of chick heart cell aggregates, and develops theoretical models for the

analysis of these results in the conte."i:t of ionic models based on voltage clamp data

. ,d nonlinear finite difference equations. There is in general good agreement between

the theoretical models and the experimental data. In this section we discuss the

relevance of this work to e.xperimental and theoretical studies of other spontaneously

oscillating biological preparations.

A property common to many different systems is that their behaviour changes

from simple to irregular as sorne e."i:temal pararneter is varied. What is notable is

that these behaviours vary in a fashion which is independent of a particular func­

tion. Rather. there are a large class of nonlinear functions which generate stable

cycles in one parameter range and then as the parameter is changed there are period
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Figure 3.20: Phase locking;zones. The various symbols iIIustrate different phase locked
rhythms. as determined from visual inspection of experimental recordings from seven
different aggregates. These results have been normalized according to the configuration
of the PRC, so that they ail correspond to a 200 JLm diameter aggregate. The symbols
represent 3:1 (0 ); 2:1 (n); 3:2 (U); 1:1 (.); 2:2 (.6.); 2:3 (0); and irregular rhythms
(... ). respectively. The boundaries of various zones in the ionic model (as indicated
by the hand drawn (ines) were determined from the PTC's using the iterative approach
described in the text and in Fig. 3.16. The Ibl component in the Shrier and Clay ionic
model was set so that Ta =366 msec.
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Figure 3.21: Regions of chaotic dynamics predicted from iteration of the phase response
curve of the ionic mode!. A portion of the plot in Fig. 3.20 is shown with the N:M zones
as indicated. The shaded regions correspond to regions where a mixture of complex and
chaotic (positive Lyapunov number) rhythms were found .
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dlJublin~s and chaotic dynamics. Indeed, in a "ariety of systems, including the neart

cdl a~~re~ates. there arc characteristics of the different iterated maps that beha,'e

in a "universal" f,,-,hion. In this context the results of these studies on the heart

""Il a~grebates may sen'e ,,-' a mode! of the dynamics observed in other cardiac

preparations and biologic,,1 oscillators in gener"l.

The mrious rhythms that we have observed in heart ccII aggregates and in our

1l10dcl of this system bear a striking resembiance to rhythms observed in other

experiments involving periodic stimulation of cardiac tissue [26. 3]. :\Ioreover. ana­

logous rhythms have been observed in cardiac arrhythmias in the human heart. such

as second degree heart block. that arise as the parameters of electrical stimulation

are varied [160]. Furthermore. similar types of rhythms are also observed in other

physiological systems as weIl as in abstract theoretical models riO, i6].

From a mathematical perspective, the reason for the similarities in dynamics

between different systems are weIl understood. Briefly, dynamical systems that are

described by one-dimensional finite difference equations, Equation (3.1), have a lim­

ited repertoire of possible behaviors. ln the current case, the nonlinear function f is

derived from the PRC. Provided the PRC satisfies certain mathematical properties,

then oroe can make strong statements concerning the effects of periodic stimulation on

the system. For e.",ample, if the stimulus strength is sufficiently weak, we know that

if we observe N : M phase locking for sorne value of stimulus period /Il and N'~I\tl'

phase locking for stimulus period /lz, then there e.",ists an intermediate stimulation

period /l, with /Il < /1 < /lz, which gives a locking ratio N +N' : M + M'. This

observation gives insight into the ordering of the locking zones for low values of the

stimulus intensity. The other important mathematical insight into the current results

arises from the parabolic shape of regions of the PTC for moderate to relatively large

amplitude stimuli. The appearance of this geometry will give rise to period doubling

bifurcations and chaotic dynamics, regardless of the specific mechanisms. Despite

these results, a detailed understanding of the complete global organization of the

phase locking zones for all stimulus amplitudes and intensities remains a difficult

problem, currently the subject of research in mathematics.

Nevertheless, the "universal" appearance of similar rhythms in such a wide variety

of different systems has important implications for the interpretation of the current

results. Based on the observation of the rhythms alone, one cannot conclude that

some particular theoretical model is validated by the e.'l:periments. On the contrary,
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a very broad range of ditfert'nt theoretical modds will ail gin' a rollgh approximation

to the observed results. Thlls, simple modds with parabolic PTC's ma\' t111'r,'fûn'

prO\'ide a convenient way to characterize resnlts from cûmplt'x systems. and may

have predictin·, power concerning the ordering of the dynamics and t.he range of

stimulus parameters required. Howe\'er. the ditferent theoretical mûdds will ditft'r

in subtil', but nevertheless important features such a..' the shapes and quantit.at.i\'<'

boundaries of the different zones,

3.6 Conclusions

The various rhythms that are observed in heart cell aggregates described above l'an

be reasonably weil explained in terms of ionic mechanisms as weil as of nonlinear

mathematics. The results of this work may be generalized to other excitable cells, in­

dependent of the detailed ionic mechanisms, because of similarities in the underlying

nonlinear mathematics. Therefore, we believe that the chick heart cell aggregate, and

its responses to electrical stimulation, give broadly applicable insights into dynamics

arising from the stimulation of other biological oscil1ators.

The current analy~is makes certain important simplifications that wil1 nced modi­

fication in future studies. The weakest step in what we have sketched out is the as­

sumption that the stimulation does not change the properties of the oscillation. This

assumption is not well satisfied during stimulation at rapid pacing rates. Following

the cessation of rapid pacing, the intrinsic rhythm of the heart cell aggregate slows,

a phenomenon that is known as overdrive suppression. Overdrive suppression is

observed in diverse cardiac preparations, and is frequently observed in humans fol­

lowing the tachycardia. Previous work on the chick heart cell aggregates has begun

to characterize overdrive suppression and to explore the consequences of overdrive

suppression on the dynamics of the heart cell aggregates. A further investigation

of the qualitative aspects of this phenomenon is also presented in Chapter 4. For

e.-..:ample, during periodic stimulation at rapid pacing rates there is often an evolution

of rhythms such that higher grades of block occur before the stable rhythm is estab­

lished [186]. Modifications in the simple finite difference Equation (3.1) have bcen

proposed to account for these effects, but the mathematical structure of the result­

ing equations is more complicated (it is a 2 dimensional nonlinear finite difference
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"'1llation) and it is not iL' w,,11 understood. These effects may be associated with ac­

ti\'atioll of the "a+ jK+ pllmp and :-;a+ jCa'+ exchanger . transient inhomogenl"ities

of cations in :!Ie extraccllular space and intracellu!ar space. or sorne combination of

thes,' "ffects. In order to account for the time dependent effects associated \Vith rapid

stimulation. modifications in the ionic mode! will have to be imp!emented. Chapter

;:; is partiy devoted to the development of such a modified ionic mode!.

The response of the heart cell aggregates to electrical stimulation is relevant

for the interpretation of cardiac arrhythmias. For example. parasystole [95. 1ïï]

and atrioventricular heart block [160] display many similarities to the rhythms in

th,~ heart cell aggregate preparation. Indeed. the experimental results on heart cell

aggregates directly motivated the clinical observations reported in Reference [160].

l\Ioreover. the kno\Vledge obtained from heart cell aggregates may help provide a

basis for understanding the phase resetting and phase locking of ventricular tachy­

cardia observed in a clinical context during the diagnosis and control of ventricular

arrhythmias [100]. The ionic mechanisms underlying these arrhythmias are still not

\Vell known. Since pharmacological interventions affect ionic channels directly, an

understanding of the ionic mechanisms in this model preparation may have long

range implications for therapy.

An additional direction for future research involves investigating the molecular

biology of the ionic currents. The dynamics in chick heart cell aggregates display

subtle reproducible differences depending on the age of the embryo at the time of

culturing, the part of the heart from which the culture is derived, and the composition

of the growth medium. Understanding the molecular basis of these changes, and

associating them with the observed dynamics during different stimulation protocols

provides a challenge for the future.

3.7 Appendix: detailed description of the Shrier­
Clay ionic model

In this Appendix we present the details of the modified version of the Shrier and Clay

ionic model for atrial chick heart cell aggregates used in the theoretical part of the

present work. The current components are explicitly given in Table 3.1. Numerical

simulations were implemented \Vith a variable time step Euler iteration technique
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[131] for the membrane voltage and a Ru,!: and Lar,ell [l~l;;] ikratioll Illt'thod f,'r th,'

gating parameters.
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• Table 3.1: Membrane c~rrent components fer the Shrier and Clay model of ionic currents
in atrial chick heart cells.

Sodium ion current:

INa = 32Sm3 (t)h(t)(\1 - ·10).

Th(t) = -(<>m + Pm)m(t) + <>m;

i,(t) = -(<>h + ,13h)h(t) + <>h;

"'m = 320(\! +4ï.13)/(! - exp( -0.1 (If + 4ï.l:?))) 5-
1

;

Pm = SOexp(-\l/ll) 5-1:

<>h = 135 exp(-(V + SO)/6.S) 8-
1

;

Ph = 3560 e.'l:p(0.Oï9V) + 3.1xlOs exp(0.35(\i + 3)) 8 -1; when V < -40mV and

•

Oh = 0

Th = (<>h + Ph)-I = 0.000 13(e.'l:p(-(V + 10.66)/11.1) + 1) ,s

Delayed rectifier potassium current:

IK. = 1.4n(t)(V+ 100).

n(t) =-(0" + ,8,,)n(t) +0,,;

0" = 0.08(V - 15)/(1- e.'l:p(-0.08(V - 15))) s-l;

,8,,=O.156e.'l:p(-O.055(V-15)) S-I.

Primary repolarization current:

IKr = Ios(t).

s(t) =-(o. + ,8.)s(t) +0.;

o. = 1S.4exp(O.12(V+ 12)) 5-
1

;

,8. = O.028Sexp(-o.o9(V + 12)) 5-
1

;
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",ith JI = l.:lrl\,/(1.15pl\,).

rl\, = (1 +('xp(\j~5))-I. and PI" = 1- ri".

Background current:

h, =0.1~3W - 40).

Calcium ion current:

lc. = ~Od(t)f(t)(g(t))(V - 40).

d(t) = -(Qd + I3d)d(t) + Qd;

j(t) = -(Qf + I3f)f(t) + Qf;

Qd = 2600e:<p(-0.02V)/(e:<p(-0.15V) + 1) S-l;

I3d = lï80e:'Cp(-0.lï(V + 39))/(e:<p(-0.Oï2(V +39)) + 1) S-l;

Qf = 0.025e:<p(-0.lV) s-I;

I3f = 0.25V/(1- e:<p(-0.2V)) S-I;

il = -g[Ca.;)/(5xl0-8) + (1- g)/(0.025(1 + e:<p(O.lO(V + 50)))), where

[Ca.;) is the interr.::.l calcium ion concentration (mol/liter), with

[Ca..) = -13xl0-6Ic. + 80(10-7
- [ Ca.;]) .

i7



•

•

Chapter 4

Overdrive suppression of
spontaneously beating chick heart
cell aggregates: Experiment and
theory

4.1 Foreword

Single or sustained periodic stimulation can affect the properties of pacemaker car­

diac tissue. ln particular, rapid stimulation at a rate faster than the intrinsic fre­

quency of the preparation will often lead to a transient slowing of the spontaneous

rhythm. This effect is called "overdrive suppression" [1 ï3]. Overdrive suppression

has been observed in cardiac tissues derived from many species [1 ï4, 1ï2, 1ï3, ï4, 36,

66,143, 106, 134,41,101, 149J. Vassalle demonstrated that an important mechanism

underlying overdrive suppression in dog and sheep Purkinje fibers is the activation

of an electrogenic Na/K pump [1ï2]. Although subsequent studies have confirmed

the role of the electrogenic Na/K pump [143, 118, 36, 61, 41, 1ï3], other ionic mech­

anisms including extracellular potassium accumulation [106, 1i2], and iutracellular

calcium accumulation [134, i4] play a role in the overdrive suppression.

Recently, we characterized overdrive suppression in spontaneously beating chick

heart cell aggrega.tes [186]. We studied the kinetics of buildup and decay of the over­

drive suppression following stimulation at constant frequency, and demonstrated the

role of overdrive suppression in the evolution of rhythms during periodic stimula­

tion. The current paper e.~e'nds this work by considering the effects of stimulation

frequency, amplitude, and duration of pacing on overdrive suppression. Although we
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are interested in the detailt'd ionie mt'ehanisms of th,' heart c,'l1 ap:gr,,!~ates [lU:,I. w,'

belie\'e that deve!opment of simplilied th,'oretieal modds l'an l'laya compl"lll,'ntary

roll' to the ionie models by providi~g easily undl'rstandahl,' equations demonstrat·

ing the main phenomena. ln the eurrent papl'r w,' propos,' a system of nonlinear

ordinary diffe.ential equations to mode! the eardiae oscillator basl'd on th,' van der

Pol equation [1 iD, 5i]. This oseillator equation is modilied by impleml'nting an ,u\­

ditional equation to aeeount for overdrive suppression based on thl' hypotlll'si:< that

rapid stimulation induces an eleetrogenie outward eurrent [1 i2. 1i~ll. W" assume that

eaeh action potential induees an outward eurrent that deeays slowly during dia.<tol,'.

At rapid stimulation rates there is inadequate time between action potl'ntials for t.hl'

outward eurrent to return to eontrollevels leading to an inereased outward current.

and lower spontaneous frequeney. The outward eurrent plays a roll' ciuring control

aetivityas weIl as during electrical stimulation. Th<; experimental results concerning

the buildup and deeay of overdrive suppression found in the current work arc in good

agreement with the simulations of the theoretieal mode\.

4.2 Experimental protocols

Experiments were carried out in 20 preparations. 15 focused on overdrive at dif·

ferent frequencies, 5 on overdrive suppression for different numbers of stimuli. The

electrical activity of the aggregate \\'as recorded in the absence of externat stimulation

for five to ten minutes. Aggregates displaying marked (more than 5%) variability in

the IBI were discarded.

4.2.1 Overdrive suppression for different numbers of stimuli

The aggregates were stimulated with increasing numbers of stimuli. Successive trains

of 1,2,4,6,8,10,15,25,50 and 100 stimuli were delivered, separated by rest periods of

approximately 30 seconds. The period of stimulation \\'as typically of about 0.6

Ta (Ta is the control cycle length of the preparation) and in ail cases there was

1:1 entrair.ment between the stimulator and the preparation. Ali measured time

intervals were norrnalized to the control cycle length defined as the average of the

5 cycle lengths preceding the drive. The post-drive cycle length \\'as evaluated as
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" function of ôtimulation duration. The subsequent decay of overdri':e \Vas plotted

on the same time scale. [n sorne instances. the protocol \Vas repeated for severa!

different amplitudes of stimulation to investigate the relationship bet\Veen overdrive

suppression and the intensity of the stimulus.

4.2.2 Overdrive suppression at different frequencies

Trains of 50 or 100 stimuli \Vere delivered at different stimulation periods (T,) with

a rest of 30 seconds between successive trains to allow the cycle time to return

to control. The period of stimulation was automatically decremented. Different

stimulation strengths were also used to investigate the relationship between overdrive

suppression and the intensity of the stimulus as weil as the entrainment rhythms.

The measured time intervals were normalized following the procedure described in

the previous protocol.

4.3 Theoretical model

Since the pioneering \IIork of van der Pol and van der Mark [170], simple systems of

ordinary differential equations (ODE's) have been used to model qualitativefeatures

of biological oscillators [70, 181,57]. We have chosen a piecewise linear approxima­

tion to the van der Pol equations that contains a stable oscillating solution, a limit

cycle, to represent the cardiac cycle. For technical details conceming the mathem­

atics, see the Appendix.

The theoretical model is designed to capture the important qualitative properties

of overdrive suppression in a schematic fashion. The main assumption of this work

is that overdrive ~"Uppression arises as a consequence of a hyperpolarizing (outwurd)

current that is induced by action potentia/s. Although we imagine that this current

is associated with the transport of positive ions from the intracellu!ar space to the

e.~racellu1ar space during the cycle, we deve!op the theoretical mode! in a general

way that is consistent with a number of different ionic mechanisms. Therefore,

the present simp!ified theoretical mode! cao provide a comp!ementary approach ta
traditional ionic modeling and represents an important step in our understanding of

overdrive suppression.
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ln order to carry out this task. the equations for the cardial' oscillator arc modilit'd

to include a history dependent hyperpolarizing currcnt, The prolongation of tilt'

intrinsic cycle length following rapid stimulation is primarily dUt' to a decrt'ast' in

the slope of diastolic depolarization and. 1.0 il lesser extcnt. 1.0 chiln~cs in ilction

potential duration. ma;'(imum diastolic and thrl'shold potentials [186].

The differential l'quations that we adopt for the periodically stimula!.ed t'ardiac

cells _re

d\l
~(y - f(\/)).=dt ,

dy a(\!\ _13_Z _ (.1.\ )=dt . Z +k'
dZ Z

= -{ Z + k + ~ZcS(t - tAP),dt

where V(t) corresponds to the e.'l:perimentally observed transmembrane voltage, y

controIs the timing of the phases of the action potential, and Z is the variable as­

sociated with the history dependent hyperpolarizing current. The properties of the

oscillation in the absence of Z are determined by the piecewise linear functions f( V)

and O'(V) (sec Appendix). Finally " 13,{,~Z are positive constants, cS is the Dirac

delta function and tAP rcpresents the time of ups troke of the action potentia\.

The physical interpretation of this equation is as follows. If we first fix Z = 0

there will be a stable oscillation of V and y. For 0 < , « 1, the oscillation is similar

to a cardiac action potential with' periodic rapid increases in V that we associate

with the successive onsets of the action potential. Now consider what happens when

Z is allowed to vary. The onset of the action potential leads to an instantaneous

increment, IlZ, of the factor Z. Meanwhile, during the entire cycle, the level of Z
is reduced following sorne Z-dependent rate. There is an associatedterm, -13 Z~k'

influencing the dynamics of y in the second equation. This term prolongs the duration

of the depolarizing (pacemaker) phase of the cardiac cycle, and to a lesser extent,

decreases the duration of the plateau of the action potential. Therefore, the removal

of Z can be associated with a hyperpolarizing current, where the magnitude of the

current is proportional to Z~k' The Appendix gives further details.

Numerical simulations were carried out by integrating Equation (4.1) using a

fourth order Runge-Kutta method. In order to eliminate transients, initial conditions

were chosen to iie on the limit cycle. The parameters of Equation (4.1) were adjusted

for each aggregate studied using the method described in the Appendix.
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4.4.1 Overdrive suppression at fixed stimulation frequency
for different numbers of stimuli and different stimulus
intensities

ln this protocol the aggregates were stimulated for severa! different durations main­

taining a constant stimulation frequency. Figure 4.1 shows a lypica! experiment

from an aggregate with a basic cycle length Ta of 520 msec stimulated at a stimu­

lation period of 300 msec (:::: 0.58 Ta). Initiation of the drive is generally followed

by a transient depolarization which may reflect changes in ionic gradients across

the membrane. A hyperpo!arization (increase in ma.ximum diastolic potential) can

sometimes be observed during the longer (1 min. at 3 Hz) drives in spontaneously

beating embryonic chick heart cell aggregates [143], but was not c1early present in

our experiments. After 4 (top panel), 15 (middle panei), and 50 (bottom panel)

stimuli, the first interbeat interval following the drive, T', was prolonged by '~O%,

iO% and 160%, respectively,over control.

The results of periodic stimulation for the same number of stimuli and the same

stimulus periods in the theoretical 'Ilodel are shown in the right hand side of Figure

4.1. The degree of post-drive suppression of activity is roughly comparable to what is

observed in the experimental system. However, because the time-dependent process

described in Equation 1 does not influence the geometry of the limit cycle, no drive

induced hyperpolarization in MDP (ma.ximum diastolic potential) is found in the

theoretical results (see Appendix).

Figure 4.2 illustrates how overdrive suppression is induced in the theoretical

model during periodic stimulation (1, 4, 15 stimuli) at a rate faster than control.

In each of the 3 panels, the top trace shows V(t). The corresponding changes in

the level of Z are presented in the bottom trace. The control cycle length is 500

msec and the stimulus period 300 msec. The upstroke phase of the action potential

is associated \\;th a significant increase (:::: 30%) in the level of Z. Under control

conditions (prior to stimulation), the same quantity of cations Z is removed by the

electrogenic mechanism active during the entire cycle. During periodic stimulation,

increased action potential frequency results in accumulation of Z which stimulates

the electrogenic mechanism hence reducing the slope of diastolic depolarization. As
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Figure ·tl: Tracings of membrane voltage showing overdrive suppression following in­
creasing numbers of stimuli of fixed frequency. Stimulation of an atrial aggregate (ag­
gregate AK 71) with a basic cycle length of 470 msec for several different durations
maintaining a constant stimulation period of 280 msec (.65 Ta): 4 (top panel). 15
(middle panel). and 50 (bottom panel) stimuli results in increasing post-drive suppres­
sion of automaticity (overdrive suppression). The pulse amplitude was 40 nA and the
stim ulus du ration was 20 msec (in ail experimental traces). The stim ulus artefacts appear
as the off-scale deflections. The left hand panels show the experiments and the right
hand panels show the simulations. The values of the parameters used in this simulation
(and for ail other protocols and aggregates as weil) can be found in Table 4.1. In ail
the figures. the vertical calibration bar indicates 50 mV and the horizontal calibration bar
shows 1 sec. The top of the vertical calibration bar indicates zero potential.
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III FiJ;ure 1.1. t.he apparent decrease in action potential durat.ion during overdive

ln the mode! is clue to the geometry of t.he limit cycle (sel' Appendix). Following

('('ssation of stimulation. the leve! of Z decays due to the increased ext.rusion eia

t.he hyperpolarizing current and to t.he slow down of spontaneous acti\'ity (overdrive

suppn'ssion). After 15 stimuli. the two-fold increase in the level of Z is associated

with a 50% lengthening of the cycle length. Six ",conds after cessation of stimulation

the level of Z is only 10% above normal and control activity has almost resumed.

A composite picture of o\'erdrive suppression, expressed as T'ITa versus stimu­

lation time is shown in Figure 4.3 for 2 different atrial aggregates stimulated with

respectively T,=:IOO and 310 msec. The post-drive pause developed slowly with the

1I1imber of stimuli applied. As the number of stimuli applied increased l'ven further.

t.he post-drive prolongation sometimes shows a tendency to saturate [186]. The right

hand panel of Figure 4.3 shows the results of simulation. There is good agreement

hetween the numerical simulation and experimental data concerning the magnitude

of the overdrive effect and its dependence on the number of stimuli applied. ln the

numerical simulation however, the decay rate of overdrive suppression is initially too

slow and then becomes too fast.

During sustain~d periodic stimulation at a fixed frequency, the observed entrain­

ment pattern is often a function of the stimulus intensity liS. 79, 186, lOS]. For

example, as the amplitude of the stimulus is varied while the period of ~timulation

is maintained constant, different types of N:M locking between the stimulator and

the preparation can be observed. The tracings shown in Figure 4.4 were obtained

by maintaining a constant period of stimulation (T.=145 msec), but with the stim­

ulation intensities of ::::: 18 nA in panel A, ::::: 28 nA in panel B, and::::: 40 nA in

panel C. As the stimulation intensity increases there are different coupling patterns

between the stimulus and the aggregate with 2:1 locking in panel A, 3:2 locking in

panel B, and 1:1 locking in panel C. The changes in the locking ratio are associated

with changes in overdrive suppression. Following stimulation leading to 1:1 phase

locking, the post-drive prolongation reached 340% over control but this was reduced

to 120% over control following 3:2 locking and iO% over control following the 2:1

locking. Similar results were obtained in 6 other preparations. This demonstrates

that it is the frequency of the action potentials, rather than the period of stimulation

which is most critical in determining the magnitude of overdrive suppression.
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Figure 4.2: Numerical simulations of the model showing the relationship between over­
drive suppression and the level of Z. The parameters in the model were adjusted to
obtain a control cycle length of 500 msec. Trains of 1. 4 and 15 stimuli (top to bottom.
T. = 300 msec) were applied (1:1 entrainment) and the resulting tracings for \/(1) and
Z(t) (in units of k) are presented in each panel. Under control conditions the level of
Z varies by ::::: 30% within the cycle. Overdrive suppression is due to an increased mag­
nitude of the Z-sensitive electrogenic current because high action potential frequency
during periodic stimulation causes accumulation of Z. This overdrive suppression decays
subsequently and within 10 to 15 seconds control activity is restored .
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Figure 4.3: A composite picture of overdrive suppression as a function of stimulation
time for 2 different atrial aggregates (AK 61 and AK 71) stim'Jlated with T.= 310 msec
and T.=300 ms, respectively. The interbeat intervals following the drive, normalized
to the control cycle length (T'ITa). are shown for increasing stim ulus train durations.
Following the drive, the first cycle length is the longest and normal activity is restored
after 10 to 30 seconds. The left hand panels show the experiments and the right hand
panels show the sim ulations.
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Figure 4.4: Recordings showing the dependence of overdrive suppression on action po­
tential frequency. An atrial aggregate of diameter 180 /lm and control cycle length 470
msec (aggregate AK71) was stimuli!ted with trains of 50 pulses of fixed period (T.= 145
msec). but different stimulus intensities. In panels A to C respectively: A 2:1 locking.
pulse amplitude::::: 18 nA; B 3:2 locking. stimulus intensity ::::: 28 nA; C 1:1 locking.
stimulus amplitude::::: 40 nA. For a fixed rate of paeing. overdrive suppression is directly
proportional to action potential frequency. For c1arity. not ail the pulses are shown.
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4.4.2 Overdrive suppression at different frequencies

During periodic stimulation, different coupling rhythms between the stimulus and

the preparation can be observed by either changing stimulation intensity or stimu­

lation frequency [i5, i9, 186, 105]. In the range of 1:1 entrainment during periodic

stimulation with T.. < Tu. there is overdrive suppression, where the increase in the

magnitude of the slowing of the intrinsic rate is inversely proportional to the period

of stimulation T,. This is illustrated in Figure 4.5 which shows three tracings recor­

ded from a 180 pm, i-day old atrial aggregate with control cycle length of 520 msec.

The aggregate was stimulated for 50 stimuli at three different periods of stimulation:

145. 250 and 355 msec. In ail three cases, there was stable 1:1 entrainment between

the stimulator and the aggregate. After the drive, the first interbeat interval was

prolonged by respectively 300%, 140% and 40% over contro!. Thus, the post-drive

prolongation following a fixed number of stimuli increases as the period of stimulation

decreases, provided there is a maintained constant rhythm.

An interesting property of the experimenta! preparation is that it can be entrained

in 1:1 fashion to periodic depolarizing stimuli with T. > Ta. However, this effect

is much more difficult to observe than the 1:1 entrainment \Vith T. < Ta and could

be measured in 4 preparations only, as iIIustrated in Figure 4.6. ln these cases,

following cessation of stimulation, the intrinsic rate is slightly elevated, an effect that

has been called underdrive acceleration [1 i3]. The importance of this effect is that

it indicates a contribution of an electrogenic h)"perpolarizing current even during

control conditions, which is consistent with the theoretical mode!.

As the stimulation frequency increases, maintaining the stimulation intensity

fbœd, there is typically a critical stimulation frequency that sets the fastest rate

at which 1:1 entrainment can be maintained [ï9. 186, 105]. In the 1:1 entrainment

zone, the length of the first beat foIIowing the drive is inversely proportional to the

period of pacing. At faster stimulation frequencies there are N:M rhythms with

N>M, such as were shown in Figure 4.4 where the magnitude of the overdrive effect

decreases as a consequence of the dropped beats. In aIl the preparations studied,

this "peaking" phenomenon was related to sudden changes in action poten~ial fre­

quency resulting from the transition from N:M to N':M' phase locking with z: ~ Z.
This is iIIustrated in panels A and B of Figure 4.ï which sho\v the duration of the

first beat foIIowing overdrive stimulation in a single aggregate at 2 different stim-
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Figure 4.5: Dependence of overdrive suppression (1:1 entrainment) upon stimulation
frequency. Tracings from a 180 !lm, 7-day old atrial aggregate with control cycle length
of 470 msec (AK 71, sameas in Figure 6). The aggregate was stimulated for 50 stimuli at
three different periods of stimulation: 145, 250 and 355 msec, during which 1:1locking
was maintained during the stimulation. The pulse amplitude was fixed at =:: 40 nA. The
post-drive prolongation increases with the shorter periods of stimulation (higher action
potential frequencies) .
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Figure 4.6: Periodic stimulation at a rate slower than the intrinsic frequency, but main­
taining 1:1 locking, in a 150 Ilm atrial aggregate (AK 61) with a control cycle length of
560 msec. The top trace shows a sample of control activity prior to stimulation. In the
bottom recording, the aggregate is stimulated in a 1:1 fashion using ::::: 20 nA pulses.
The timing of the pulses is indicated by the off-scale vertical deflections. The stimulation
period was 580 msec. The length of the successive interbeat intervals (in msec) after
the pulse train is indicated below the experimental trace. Following the termination of
stimulation there is a slight acceleration of the intrinsic rhythm, or underdrive accel­
eration (here about 6%), with a slow recovery ta control. This effect shows that the
electrogenic mechanism is active even under control conditions, which is in agreement
with the theoretical mode!.
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ulation intensities for 50 stimuli. At the higher stimulation intensity (right panel).

the 1:1 entrainment was maintained for shorter stimulation periods (T,/T" =0.:1).

whereas with the weaker stimulation intensity (Idt panel). the 1:1 t'ntrainn1l'nt was

maintained until T./To = 0.45. Panel C shows data in the same format superim­

posed for six different aggregates. including panels A and B. using different stimulus

amplitudes. For each aggregate. the post-dri\"e prolongation and the pt'riod of stim·

ulation have been normalized to the respective control cycle length. For stimulation

periods where 1:1 entrainment was found for ail 6 aggregates. o\"erdri\"e suppression.

scaled to the intrinsic cycle length. was approximately the same independent of the

preparatIon and the stimulus strength.

Figure 4.8 shows a composite picture of the first post overdri\'e cycle length

following 50 stimuli as a function of the period of the stimulation, for 5 different

aggregates (filled symbols), superimposed on the theoretical simulation (soiid line).

The measured time inter\"als are normalized to the control cycle length of the prepar­

ation. The parameters used in the numerical simulation were set for each aggregate

according to the procedure described in the Appendix. The values used in the nu­

merical simulation are presented in Table 4.1. In ail 5 aggregates there is a similar

dependence of overdrive suppression on the period of stimulation (scaled to intrinsic

cycle length). This behavior is consistent with the numerical simulation of the the­

oretical mode\.

4.5 Discussion

In this study we have documented the effects of stimulation history on the overdrive

suppression of spontaneous activity of chick atrial heart cell aggregates. The mag­

nitude of overdrive suppression is, for a given entrainment pattern, proportional to

the duration of the stimulation and inversely proportional to the period of stimu­

lation. These findings are consistent with previous observations in chick heart cell

aggrega.tes [143, 186] as weil as studies in a number of different preparations in­

c1uding Purkinje fibers in sheep [ln, 173] and dog [ln, 173, 66], sinoatrial node

in ra.bbits [149, 150, 134], guinea. pigs [74], and humans [101]. In chick heart cell

agglegates and other preparations, very fast pacing may lea.d te a partial block of

activity [79, 186]. Under such circumsta.nces, for a fixed number of stimuli, overdrive
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Figure .1.ï: The duration of the first beat following overdrive stim ulation in a single
aggregate (panels A and B, aggregate AK 71) at 2 different stimulation intensities for
50 stimuli. and for 5 different aggregates (panel Cl, as a function of stimulus period.
ln panel! A and B: at the higher stimulation intensity (right panel). the 1:1 entrainment
was maintained for shorter stimulation periods (T./To =0.3), whereas with the weaker
stimulation intensity (panel A), the 1:1 entrainment was maint~ined until T./Ta = 0.45.
Panel C shows a composition of data from 5 different aggregates (AK34: crosses, AK36:
c1oSt·d squares. AK70: open triangles. AK71: crossed circles. AK78: open squares), with
the post-drive prolongation and the period of stim ulation normalized to the respective
control cycle lengths. In the 1:1 entrainment region. the magnitude of overdrive sup­
pression is not a function of amplitude of stimulation and is approximately the same
for ail preparations. The decrease in overdrive suppression observed at high stim ulation
frequencies corresponds to increasing degrees of block (Iower action potential frequency)
du ring stimulation•
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Figure 4.8: Composite picture of the first cycle length following 50 stimuli as a function
of the period of the stimulation. for 5 different aggregates (filled symbols). superimposed
on the theoretical simulation (solid line). The data shown in panels E and F was obtained
from the same aggregate using two different stimulus amplitudes. The values of the
parameters used in the simulations for each aggregate can be found in Table 4.1 using
the identification code in the lower corner of each panel.
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suppression decreases \Vith increasing degree of block (i.e. 10\Ver action potential fre­

'1l1ency). This is in agreement \Vith the idea that the frequency of action potentials is

the major determinant of the post-drive prolongation in the cycle length [1 ï2. 1ï3].

The development of the theoretical model \Vas motivated by a desire t':l present a

r"'atively clcar mathematical picture based on physiologically plausible assumptions

and in reasonable agreement \Vith qualitativeexperimental evidence. The formulation

adoptcd in this paper offers severa! advantages: 1) the model is based on a two­

dimensiona! approximation to the cardiac oscillator which is not preparation specifie

and may therefore be applicable to a wide class of biological systems; and 2) this

comparatively simple model can represent a useful step towards the integration of

an overdrive inducing mechanism in a high-dimensiona! ionic moclel since it captures

most of the qualitative aspects of overdrive suppression in this preparation. Such a

fully developed ionic mode! may be necessary to overcome sorne of the limitations

imposed by the low-dimensional nature of the present formulation. For e.-.:amp!e, the

apparent shortening of the action potentia! during overdrive (Figure 4.1) is due to

the simple geometry of the strongly attracting limit cycle. In the model, the action

potential corresponds to the downward branch of the limit cycle (sec Appendix).

Shorter action potentia!s arise when a strong stimulus is applied early during phase

4 causing the trajectory to join the downward branch of the limit cycle towards

the end of the action potentia!. In view of this, given the relative simplicity of

the theoretica1 model presented in this chapter, we believe that our assumptions

concerning the major role of changes in slope of phase 4 in overdrive suppression in

this preparation represent a valuable step towards understanding the determinants

of overdrive suppression.

Another limitation of the model is its inadequacy in reproducing the experiment­

ally observed phase-resetting behavior. The details of the phase-resetting depend on

a comple.-.: interplay of severa! ionic currents [105] which are not e.-.:pressed in the

present mode\. Numerous ionic models e.'l:Îst which incorporate electrogenic currents

[1ïS] and can provide a platform for studying overdrive suppression. However, these

models are often preparation specifie, and are generally not very transparent. Thus,

the present forma!ism provides a complementary approach to the modeling ofcardiac

activity simpler than traditiona! ionic models.

Overdrive suppression has been related to severa! mechanisms such as the stim­

ulation of the sodium-potassium pump via an increased lever of internaI sodium
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[143.118.36.61. 41. l i2. 1i3]. accumulation of potassium outsid.· the n'Ils [lOti. 1i:!].

augmented uptake oi calcium [1;14. j.I]. and the rd.·a,,,· of nl'uromediators [1 i5].

ln embryonic chick heart cdls. overdrivc suppression wa" found to IH' reduet'd hy

ouabain. an extracellular blocker of the Na/K pump [1.13. liS]. Sinet· th., Na/l_

pump plays a major roll' in overdrive suppression in chick heart l'dl aggrt'gatl's. it

is tempting to believe that. for this preparation, the theoretiral mod.,1 is a t"rnd., ap­

proxim~tion to the mechanisms underlying ~he influx (fast sodium rurrt'nt) and th..

active transport (sodium pump) of sodium ions. A connection l'an be made betw,'en

the mode! and the induction of overdrive sUPl'ression by assuming that the influx

of cations Z which enters the l'l'Il during the upstroke phase of the action potential

represents the influx of sodium ions. In order to maintain a constant beat-to-beat

level of intracellular Z. this same quantity of ions Z is extruded uia sorne Z-sensitivc

(Michaelis-Mentcn kinetics) electrogenic mechanism active during the entire cyclc.

lncreased entry of cations Z during fast pacing (higher AP frequency) activates the

e!ectrogenic mechanism which in turn slows down diastolic depo!arization, transi­

ently suppressing automatic activity. Following the drive, the intracellular level of Z

is gradually restored and the cycle length returns to contro!. After a fixed number

of stimuli, the post-drive prolonga~ion is longer for faster stimulation rates. Thus,

the theoretical mode! is consistent with a \Vide body l'l'perimental results that has

been accumulated over the past 25 years [ln, 173, lOI].

However, the theoretical model offers possibilities for other types of kinetic be­

haviors. For e."(ample, it appears that overdrive suppression generally saturates fol­

lowing stimulation of long duration [ln, 74]. However, in the theoretical mode!

whether or not the overdrive suppression saturates depends on the parameters for

the kinetics of the inflow and e.xtrusion of Z, as weIl as the frequency of stimulation.

When very high frequency stimulation is applied, the influx of cations Z may exceed

the e.xtrusion capacity of the fully activated electrogenic mechanism. Under these

conditions, provided that 1:1 entrainment can be maintained, the theoretical mode!

predicts that post-drive prolongation \Vould not saturate, and that there could be

very long prolongations until activity resumed. This could be of potential clinical

relevance in the setting of prolonged supraventricular tachycardia.

In order to be able to account for the overdrive suppression fol1owing a single

premature AP, we must assume a very significant variation (up to 30%) in the level

of Z during the cycle. The present theoretical model does not incorporate any
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• assumptions concerning the structure and the geometry of the intracellular space.

Consequently. one may suppose that the large changes in the level of Z remain con­

fincd to a partition of the intracellular space which is available to the Z-sensitive

l'I"ctrogenic mechanism. In facto in order to properly describe the sodium-calcium

"xchange in excitable cells, several authors suggest a hypothetical compartmentaliz­

ation of the intracellular ~;>ace available to incoming sodium ions [112.22]. Although

the existence of this "fuzzy space" remains unproven. it offers a possible explanation

for the large changes in the level of Z we must assume in the theoretical mode!.

The current study may have implications in the study of rhythms observed in

other systems. For example, sustained periodic stimulation at fast frequencies may

induce "fatigue" in the AV node [13] and changes in the Purkinje fiber conduction

properties [66], sometimes leading to a complex evolution of rhythms [16i]. In pa­

tients undergoing the sinus node recovery test, an unusually long post-drive suppres­

sion of activity is often associated with sick sinus syndrome [101]. During this cIinical

test, as the frequency of the stimulation is increased, the post-drive pause reaches

a ma."<imum then diminishes [101J. The present study suggests that this "peaking"

phenomenon may be related to changes in action potent.ial frequency during periodic

stimulation. However, the actual mechanisms responsible for overdrive suppression

in the sino-atrial node may be very different from those in the atrial aggregates and

there may be rate-dependent contributions from changes in neurohumoral factors

[1 i5], as well as changes in sinoatrial conduction during overdrive.

4.6 Appendix

4.6.1 The theoretical model

(4.2)

!(y - I(V)),
f

- a(V),

In the Appendix we provide technical details on the properties of the differential

equation used to model the cardiac oscillator. The two-dimensional system of ordin­

ary differential equations that is used to model the action potential in the absence

of the hyperpolarizing current is based on a modified version of the van der Pol

equation [1 iO, Si], and is given by

dV
-dt

dy

dt• 96



• where f( \ ') and a( \ ') are piecewise lillt'ar fUIll"tious of \ '. aud t is a p"sit in' "OllSlaut.

For 0 < ( « 1. this equation is takt'u ;\.' a prolotypical "x'lIllpl,' of a limit "y<'1t'

oscillation with fast rela.'(ation to tilt' limit Cy<'1l', Th,' paranlt'tl'rs aud fuu"ti,lus iu

the equation were selected so that \'(1) corn'spouds roughly 10 th,' t'xp,'rinlt'ut;dl\'

obser\'ed transmembrane \'oltagl', For th,' h,'art cdl aggn'gal"s. Wl' assuull' Ihal

f( \') =

\ .
::li + ,1

\' 1-;:tü+:r

\' ::; -liO,

-60 < \' < :ln.

\' 2: 20,

and 01 is a piecewise constant function of F such that

Q~ F < O.
Q(V) =

-QAPD F ::: 0,

•

",here Q~ and QAPD are positive constants related to the duration of phase .\ (diastolic

depolarization) and the action potential duration, respectively (s~'t.' bdow).

A representation of the limit cycle in the F - Y plane, phase plane, is shown in

Figure 4.9A. The phase plane is divided into several regions corresponding to th,'

phases of the cardiac cycle: the upstroke (Region 1), the plateau of of the action

potential (Region Il), and the repolarization (Region Ill), diastolic depolarization

(Region IV). The solid line represents the F nullcline, i.e. the set of points such that

~~=0. The dotted line shows the trajectory of a phase point as it travels on the lirnit

cycle. Provided 0 < f« l, (we will assume in what follo\vs that f = 25000-1) the

cycle can be divided into 2 phases, the action potential and phase 4. The durations

of the action potential, tAPD, and phase 4, t~, and cau be found by direct integration

of equation 2. The duration of phase 4 is the length of time for y to increase from 0

to 1. Since dy/dt = I/Q~ during phase 4, we immediately find

Sirnilarly,
1

tAPD = --.
OtAPD

The relationship between Ot~, OtAPD and the V variable is surnrnarized in Panel B of

Figure 4.9. An example of an action potential generated by this equation is shown
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in Figure 4.9C. In numerical simulations. the model is driven by periodically adding

a positive (depolarizing stimulus) constant to the \/ variable. Since the limit cycle

is strongly attracting, high amplitude stimulation at an early phase of the cycle

may dicit a premature action potential \Vith shortened duration (see Figures 4.1 and

4.:!). Althollgh this is inconsistent \Vith experimentally measured behaviour. it is

observed that changes in action potential duration play a negligible role in overdrÏ\'e

suppression in this preparation [186J.

ln the presence of the hyperpolarizing current associated \Vith Z the dynamics

are given by Equation (4.1) in the text which is repeated here for completeness. \Vith

the substitution 9(Z) = Z~k

dV ~(y - f(F)).=dt !

dy
o(V) - .89(Z), (4.3)=dt

dZ
-1"9(Z) + .:lZJ(t - tAP),

dt -

where {3, 1", and !:lZ are positive constants, and tAP is the time of the onset of the

action potential. We assume that the removal of Z follows Michaelis-Menten kinetics

so that 9(Z) = Z~k' where k is a parameter that sets the scale of Z. As before,

simulation of stimulation is carried out by adding a positive (depolarizing) constant

to the V variable. We associate the start of the action .potential with the time when

the trajectory crosses the line f(V) =-.:;. +t while V increases.

4.6.2 Analysis of the theoretical model

For each aggregate it is necessary to specify 6 parameters: 014, OIAPD,{3,""(, !:lZ, k. We

brieBy give our strategy for determining the values of these parameters, and then

give the details.

One of the experimenta! findings is that the slope of phase 4 following overdrive

suppression may be quite small but is never negative. In the context of the theoretical

model this means that /3 =014, so that with ma.-omum overdrive the slope of phase 4

approaches Q. The parameter k is used to set the scale of Z, so it is arbitrary. In the

comliutations we will e.'-"press the concentrations of Z in units of k. The parameters

Oi4,OIAPD are related to the duration of phase 4 and the action potential duration,

98



Q'
................... «> ...... , ....

A

.....• :,0..•.• ':o.l' ·'lb·······.··· .. v

(S) •
B lS

,.
S

... ... ... ... .. .. v

·S

,.
·lS

<i)

C

G) ~

. '

•

Figure 4.9: The geometry of the functions I(V) and Q(V) in equation (4.3) assuming
that Z is fixed at 0, and ( « 1. The V - y phase plane is shown in panel A. The
solid line is the nulldine (i,e. the set of points such that ~~ = 0) and corresponds to the
function I(V) in the text. The dashed line is an approximate sketch of the limit cycle.
with various regions associated with the phases of the action potential. In panel B: a
geometrical representation of the discontinuous function Q(V). In regions Il and IV of
the phase plane the value of Q(V) is directly proportional to ~~. Panel C shows the result
of the corresponding simulation of V(t). The different phases ofthe action potential are
indicated. Exceptionally, in this figure, the horizontal calibration bar indicates 100 msec
and the vertical calibration bar shows 20 mV.
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• respectively, using relations we give below. and are computed from measured values

of these phases of the action potential appropriately modified by the effects of the

overdrive term under control conditions. This only leaves 2 parameters, l' and ~Z.

We derive expressions that relate these 2 parameters to the cycle length at control

(7;.), the cycle length that is found in the cycle fol1owing a cycle induced by a stimulus

Jelivered at phase 4> during phase 4 (T'(4»). and the mean value of Z during a control

cycle, (20 ),

For the computations that fol1ow, in which it is necessary to compute the duration

of various phases of the cycle, it is convenient to approximate the function g( Z) by

its mean value during a cycle. The justification for this approximation is based on

the power series expansion around the mean value 2 during the cycle. We find that

2 k -
g(Z) = Z + k + (Z + k)2(Z - Z) + ....

(4.4)

Comparison of the magnitudes of the first terms shows that the first order term is

at least ten times smaller than the zeroth order term as long as \Z - 21 is less than

DA k. Under control conditions or following a single premature AP, the changes in

the level of Z are at most of the order of 0.5 k for all the aggregates studied (see

Table 4.1 and Figure 4.2 in te.'i:t). During the cycle, we can therefore approximate

the function g(Z(t)) by
- Z

g(Z)=-.
Z+k

The duration of phase 4 (diastolic depolarization), t4 , can be calculated from the

above equations. The duration of phase 4 is determined by the integral

Since at the end of phase 4 we have y(t)=l, the duration of phase 4 cao be approx­

imated
1

t4 = a.a _ 04g(Z)' (4.5)

A similar e.,:pression can also be obtained for the action potential duration

•
1

.4.PD = - . (4.6)
OAPD +a.ag(Z)

The e.'\-pressions for the elfects of overdrive stimulation of the heart celi aggregates

are in qualitative agreement with e.'\-perimental observations, the duration of phase
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• 4 increases while the action potential duration decreas,·s. How"\"t'r, sinet· n.-\/'11 is

approximately t\Vice the magnitude of 04 (sec Table 1), the l'lrect of o\"t'rdri\",' on

the action potential duration (after the dri\"t') is small compar"d to the l'Irect on

the duration of phase 4. Consequently, to facilitate computations, in th,· estimation

of parameters we will assume that the action potential duration is constant so that

under control conditions, the cycle length is

(.1.7)

We now consider the effect of a single stimulus on the cycle length delivered at a

phase </J during phase 4 of a control cycle that induces an action potentia\. The periot!

of the cycle following the stimulus is T'and the mean \'alue of Z during the cycle

is 2. Since the resulting perturbation in the cycle length is small (experimentally

measured: about ï% on average for </J = 0.5), we obtain (see Figme 4.2:\ in text)

2 = 20 + ~Z(I - <p).

From equation (4.5) we now find

(·\,8)

(·\'9 )

(4.12)

(4.11)

•

T'-APD _ 0<4-0<4g(20 ) _ 2+k
To -.4.PD - 0<4-0<4Y(Z) - Zo+k'

Substituting for 2 from equation (4.S) into equation (4.9), and solving for ~Z, wc

find,

(4.10)

Under control conditions, the infime of cations, .6.Z that enter during the action

potential must balance the ions removed by the electrogenic pump. Consequently,

from equation (4.3) we find

-yg(20 )To = .6.Z.

Approximating g(20 ) from equation (4) and solving for -y we obtain

.6.Z(20 + k)
-y=

ZoTo

To summarize the procedure used to set the parameters: we first use Equation (4.5)

to obtain Q.c from the experimentally measured duration of phase 4 (at control),

t4 = To - APD. Equation (4.6) and the experimentally measured APD are then

used to compute O<APD as a function of 20, In the next step, by means of Equation
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Table 4.1: Summary of the parameters used in the numerical simulations.

aggregate Ta. APD T'(o - 0.5)/Ta O",QAPD ~Z ""1 stim. amplitude
(msec) (sec- I ) (k) (k.seC I )

AKil 520.80 l.Oi 5.68,9.09 0.41 1.33 90 and 100
AKi8 620,85 l.08 4.6i,8.96 0.46 l.25 100
AKiO 620, 100 l.Oi 4.81, i.ll 0.42 1.12 9i
AK34 4iO, 65 l.Oi 6.li, 11.68 0.41 1.44 93
AK36 640,100 LOi 4.63, i.22 0.41 l.08 9i
AK61 540,80 LOi 5.43.9.24 0.41 1"- 120._.

(4.10), we compute!:lZ from the perturbed cycle length following a premature AP

dicited at phase 4>. Finally we calculate "Y using the steady state condition (4.12).

Therefore, both the degree of post-drive prolongation and the rate of the subsequent

decay to control cycle length are controlled by a single parameter (T') determined

from single pulse e.xperiments which suggests that the kinetics of dissipation of over­

drive suppression are mainly governed by a steady state condition for beat to beat

variations in the level of Z (Equation (4.11)).

Ail of the above parameters are a function of Zo. Since we have no direct way

of measuring Zo for each aggregate, we used the follo\Ving method. A complete

set of parameters \Vas calculated for severa! values of Zo. For each value of Zo,
the model \Vas simulated to obtain a graph of overdrive suppression at different

frequencies of stimulation. The resulting family of curves was superimposed on the

corresponding e.xperimental data as shown in Figure 4.10. For Zo between 1.25 k

and 1.75 k, there is good agreement between numerical simulation and e.\.lleriment,

Since qualitative aspects of overdrive suppression at different frequencies (in the 1:1

entrainment zone) are similar in all preparations (Figure 4.7), an average value of

Zo = 1.50 k was assumed for ail the e.xperiments considered.

Finally, the amplitude of the stimulus employed in the numerical simulation \Vas

adjusted by matching the range of the 1:1 entrainment zone in the numerical simu­

lation \Vith the corresponding e.xperimental resu\ts.

The values of the different parameters are summarized c Table 4.1.

The simple geometry of the limit cYcle and the mode of action of the time­

dependent component \Vhich affects the y variable but not V (Equation 4.1) is re-
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Figure 4.10: Figure showing the procedure to determine the value of the parameter
lo (average control level of Z). The open circles show typical experimental data for
overdrive suppression at different periods of stimulation (aggregate AK71), normalized
to the control cycle length. The results of the corresponding simulation using 6 different
values of Zo (as indicated in the left part of the figure, in units of k) are shown as
the solid lines. For t o between 1.25 k and 1.75 k, there is good agreement with the
experimental data. The average value of Zo = 1.50 k was therefore retained.
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sponsiblc for the lack of effect of the hyperpolarizing current on l\IDP in the numerical

simulations, Indeed, such a hyperpolarization of l\IDP is sometimes observed during

l'rolonged (longer than 1 min, at 3Hz) o\'erdrive in spontaneously beating embryonic

chick heart ccli aggregates [143J and may contribute to the post-drive pause, Be­

caus.. of the short (typically Iess than 30 sec) duration of the dri\'es lIsed in our

,'xperimental protocols as weil as the low \'alue of membrane resistance at MDP.

only a small elfect of o\'erdrive on l\IDP would be expected. This may explain the

apparent lack of hyperpolarization of l\IDP observed in our overdrive protocols, ln

the context of the present thcoretical mode!. such overdrive induced changes in :\IDP

could potentially be incorporated by Ietting the geometry of the limit cycle itself be

inflllenced by increased action potential frequency. However. in view of the small

magnitude of hyperpolarization observed in our experiments. such modifications are

not warranted at the present time.

104



•

•

Chapter 5

Overdrive suppression and phase
resetting in a model for paroxysmal
tachycardias

5.1 Foreword

Tachycardias are a leading cause of patient mortality and morbidity. A comparat­

ively infrequent, but nevertheless important class of arrhythmias are incessant or

repetitive paroll:ysmal tachycardias. [140] Such tachycardias can be supraventricular

[18,107,39] or ventricular [40,114], and are characterized by their sudden onset and

offset. At least two mechanisms might underly the generation of these arrhythmias.

The tachycardia could be set by the rhythm of rapidly bursting spontaneous cells.

Alternatively, the arrhythmia ca.n be due to physiological properties of the tissue

composing the reentrant pathwa.ys (circuits followed by the reentrant excitation),

as proposed for sorne supraventricular tachycardias [107]. In the current paper, we

e.'Camine an e.'Cperimentai model for paroxysmal tachycardias generated by a reentry

mechanism that reproduces many of the qualitative fea.tures of these arrhythmias.

We develop a simple nonlinear model, based on the interaction between overdrive

suppression and the e.'Ccitability of the preparation, described in terms of dill'erence

equations. We a.Iso propose a modified version of the Shrier-Clay ionic mode! of

electrical activity that includes a simplified sodium pump term. The resuIts of the

computer simulations are in good accord with experimental findings.

The e.'Cperimentai model consists of spontaneously bea.ting a.ggrega.tes of em­

bryonic chick atrial hem cells. Under the experimental conditions, this preparation
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beats with a regular rhythm [i5. i8. i9.105. Ill]. The reentry loop is modeled by in­

t.roducing an artificial electronic delay after which the pacemaker receives a stimulus.

This fixed delay and the intensity of the stimulus can be experimentally modified.

This preparation is similar 1.0 experimental models of atrial pathways in which atria

are stimulated al. a fixed delay following ventricular activation [163. 153. 13. 166].

ln the current case. the stimuli shift the membrane potential thereby influencing the

ionic mechanisms of the preparation. A previous publication from our group [185]

contained preliminary observations that rhythms consisting of bursts of excitation

could be observed for certain values ofthe delay. However. this effect was not studied

systematicallyand a detailed mechanism for the bursting behavior was not proposed.

In the present manuscript, we characterize the dynamics observed for a variety of

different delays. We show that in order 1.0 understand these rhythms il. is necessary 1.0

understand the interactions between two different phenomena: the phase resetting of

the spontaneous oscillations [i9. 105] and the development of overdrive suppression

during fast drive [186,111]. The complex bursting patterns that are observed emerge

naturally from a consideration of the interplay of these factors.

5.2 Experimental protocols

Experiments \vere carried out on 10 different preparations. During each e."periment,

three different protocols \Vere e."ecuted:

5.2.1 Fixed delay stimulation

20 msec depolarizing current pulses \vere delivered al. a fixed time delay follo\Ving

the upstroke of every action potential. The duration of the protocol wa.s between

90 and 300 seconds. After a rest period of 30 seconds ta allow the cycle length 1.0

return 1.0 control, the protocol \Vas repeated at increasingly shorter delays and for

severa! different amplitudes of the stimulus.
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The phase resetting curVt', PRe, describ,'s tilt' p"rturbation in the ,'yd,' l''n~th du,'

to a single depo!arizing stimuli as a function of th,' phas,· of th,' stimuli. Call tilt'

intrinsic period of the oscillator Tu. The coup!ing int,'r\'al of a stimulus, 1... is th,' tim,'

inter\'a! from the start of the preceding action polt'ntial to th,' stimulus, TIlt' phas,'

of the stimulus, 0 is defined by 0= 1,-, sec Figure 5.1 A. Not,· that th,' upstrok,' of th,'

action potential is defined to ha"e zero phase, For a gi\'en amp!itud,' of stimulatiou,

the PRe is obtained by applying single depolarizing stimuli of 20 ms,',' duration at

increasing coupling inter\'als after the last upstroke of an action potential. "wry III

action potentials, The perturbed cycle length is the time inten'al from thl' upstroke

of the last spontaneous AP before the stimulus to the upstroke of the tirst AP aft,'r

the current pulse, The PRe is a plot of the perturbed cycle length. nornmlized to

control. as a function of the phase 0'

5.2.3 Overdrive suppression

The aggregates \Vere stimulated using different drive durations. Trains of2,-I,6,8.15.30.50

and 100 stimuli \Vere applied, separated by time intervals of approximately :10 seconds

to allow the cycle length to return to control. The period of the stimulation WOlS about

60% of the control cycle length and 1:1 entrainment between the stimulator and the

preparation was al\Vays maintained. A representative voltage trace obtained during

overdrive stimulation is shown in Fig 5.1B to ilIustrate this procedure. Spontaneous

AP's appear on the left, followed by a train of 50 depolarizing stimuli (for clarity,

not all are shown). Cessation of stimulation was followed by a transient decrease of

the intrinsic frequency of the preparation: the first interbeat interval following the

drive was 1iO % of Ta. The intrinsic cycle length following the stimulati\l'l is denoted

by T' which gradually returns to Ta. An e.'Cperiment is represented by plotting the

normalized interbeat intervals i. as a function of time on a single graph.

5.3 Theoretical modeling

Two different types of theoretical model were employed in this work. The fim is a

simplified nonlinear dynamical model similar to models used previously in related
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Figure 5.1: Phase resetting and overdrive suppression protocols in embryonic chic:k heart
c:ell aggregates. Panel A: illustration of phase resetting protocol. Single depolarizing
stimuli are injected every 10 spontaneous AP·s. for increasing values of t •. The perturbed
cycle length normalized ta control (Ta) is measured as a function of the phase 0 = f,-.
Panel B: Overdrive suppression. The spontaneously beating aggregate is periodicalfy
stimulateel at a rapid rate (0.6 Ta). in 1:1 entrainment. A transient decrease in the
intrinsic firing frequency (overdrive suppression) is observe<! at the end of the drive.
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contexts [26. Ill. 186]. This mode! accounts in a qualitati\'" \Vay for th,' inlt'raction

of owrdrive and phase resetting in the context of lil",d dday stimulation. Althoug;h

this style of theoretical mode! gives insight into th,' dynamics. it is not adequat"

10 deal \Vith the ionil' meehanisms. The nonlinear modd is pn's,'nl,'d in th,' resulls

section.

ln order to account for the ionic mechanisms in this system. we ,'mploy the Shri,'r­

Clay ionic mode! for embryonil' chick atrial heart l'l'li aggregates [1051. TIlt' ioni,'

model needs to be modified to a account for o\'erdri\'e suppression by inc1uding a sim­

plified electrogenic sodium pump term. The present mode! consists of 6 components.

namely: INa. the fast inward sodium current responsible for the rapid upstroke of the

action potential; ICa. the calcium current responsible for the final part of the upstroke

and (primarily) for keeping membrane depolarization throughout the plateau phase

of the action potential; !J,., the time dependent outward current which underlies the

initial repolarization at the end of the plateau phase of the action potential; 1Kr,

the time dependent inwardly rectifying outward current involved in the later phase

of repolarization; h, a three-component background current which underlies depol­

arization during phase 4 of the cardial' cycle; and I p , a simplified hyperpolarizing

voltage independent sodium pump term, with a 3:2 (Na+:K+) stoichiometry, which

depends on the internal sodium concentration following Michaelis-Menten kinetics

and is responsible for overdrive suppression. Further details concerning the kinetics

of the first five components and the applicability of the original ionic model to ex­

perimental work can be found in Reference [105], The details of the modified ionic

model are given in Appendbc A.

5.4 Experimental results

5.4.1 FL"{ed delay stimulation

During fbced delay stimulation, current pulses are injected at a constant time interval

foUowing each action potential. Figure 5.2 ilIustrates typical behavior observed dur­

ing fixed delay stimulation for severa! values of the delay o. The data was obtained

from a 120 Ilm embryonic chick heart l'l'Il a.ggregate (coütrol cycle length Ta =760

msec); the stimulus intensity was 24 nA. ln each panel of Figure 5.2, we show: (a)
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a 12 second representative voltage trace showing the typical rhythm found for that

value of the delay (Ieft panels. the stimuli appear as the off-scale deflections): (b) a

~raph of the evolution of the interbeat intervals before. during and after stimulation.

the beginning and the end of the drive are indicated by solid arrows (right panels.

the dashed horizontal line corresponds to the control cycle length). The length of

the delay decreases from A to F. For the longest delays (A to D) series of premature

action potentials are interrupted by prolonged cycles ("bursting behavior"). The

average number of action potentials per burst as weil as the duration of the pauses

separating the sequences decrease as the delay is shortened. In Panel A (delay =400

msec). there is a sequence of 45 premature action potentials before failure of excita­

tion occurs. This pattern roughly repeats itself. as shown in the graph on the right

(IBI vs time), during the latter part of the protocol. During each bursting sequence,

the interbeat intervals are shortest at the beginning of the sequence, then gradually

increase until the sequence ends. In sorne instances, an oscillation in the interbeat

intervals is observed before loss of entrainment. The first sequence at the beginning

of the drive is usually the longest. !ts termination is often associated with the emer­

gence of a relatively stable bursting pattern. Cessation of stimulation is followed by

a marked prolongation in the intrinsic cycle length (overdrive suppression [1 ï3], i.e.

a transient decrease in the intrinsic firing rate following sustained stimulation at a

frequency faster than control). The duration of the first interbeat interval after the

drive is comparable to the length of the pause separating successive burst sequences

towards the end of the drive. In panel A, the first cycle length following the drive is

about 280% of the control cycle length.

The number of action potentials (AP's) per burst sequence is directly proportional

to the delay. Accordingly, for delays somewhat longer than 410 msec, 1:1 entrainment

could be maintained without occasional failed excitations (not shown). At a delay of

410 msec, the typical number of action potentials per sequence was 20 to 35 (apart

form the much longer initial sequence). At a delay of 360 msec (Panel B), 6 to

10 AP's per burst can be seen. In Panel C (delay = 310 msec), there are only 4

to 6 AP's per burst. Finally, in Panel D, the bursting sequences are short (2 to

4 AP's). Although the frequency of stimulation during bursting is now higher, the

post-drive pause is shorter, due to lower average action potential frequency [111].

At intermediate delays, other bunting sequences can indeed be found.

In Panel E (delay of 220 sec), there are doublets of action potentials as weil as
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Figure 5.2: Fixed delay stimulation in a 180 /lm embryonic chick heart cell aggregate.
for several values of the delay. In each panel. left: 12 seconds voltage trace; right: graph
of the interbeat intervals as a function of time. corresponding to the entire protocol. The
tics on the horizontal axis are 10 seconds apart. The dashed line corresponds to control
cycle length (760 msec). The arrows indicate the beginning and the end of the protocol.
The stimuli appear as the off-scale deflections. Stimulus amplitude: 24 nA.
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delayed action potentials. For this \'alue of the delay. stimuli fall close to the refract­

ory period of the preparation resulting in either delayed or premature AP·s. in Panel

F. the delay is too short (200 msec) for the stimuli to consistently e\'oke premature

action potentials: almost ail the AP's are delayed. As the dri\"C progresses. the in­

tt'ri,,"at inten'als decrease. In addition. following cessation of stimulation there is a

progressive increase in the cycle length back to the control levels (underdrive accel­

,·ration). We show later than a single unified mechanism can account for underdrive

acce!eration as weil as o\'erdrÏ\'e suppression.

The dependence of the number of action potentials per burst upon the time delay

is summarized in Figure 5.3. [n this figure, n (symbol) is the num!ler of AP's in

the initial (transient) burst while m is ca!culated as the average number of AP's per

sequence during the last 30 seconds of the protoco!. We assume that m approximates

the number of AP's per burst under steady state overdrive conditions. n and mare

increasing functions of the delay. 1:1 entrainment is found for delays greater than

460 msec (n and mare infinite). [n general, m is significantly smaller than n. These

experimentally measured values of n and m as a function of the delay can be' ~d to

help set the parameters in the nonlinear theoretical model (sec below and Appendix

B).

Fixed delay stimulation often results in the onset of irregular rhythms. In partic­

ular, the number of AP's per burst can vary considerably throughout the fixed delay

protoco!. For example, in Figure 5.2D, sequences of 2 to 4 AP's are intermixed. A

more striking example of an irregular rhythm is illustrated in Figure 5.4, for a 150

Jlm aggregate (Ta =580 msec) with a delay of 180 msec. The stimulus amplitude \Vas

30 nA. A 64 seconds voltage trace is shown in Panel A (each segment corresponds .0

16 seconds). 6 spontaneous AP's appear at the beginning of the trace. Immedia:ely

following the onset of fixed delay stimulation, short bursts alternate with pairs of

slightly de[ayed AP's. Subsequently, de[ayed action potentials predominate (end of

second and beginning of third segments) until a. pa.ttern analogous to the beginning

of the trace reemerges. The irregularity of the rhythm is even more apparent in

Panel B, which shows the evolution of the interbeat intervals during the drivc. Slight

overdrive suppression is observed at the end of the drive. Other irregular traces (as

weil as rhythms similar to those described in the previous figure) were found in all

the aggregates in this study at several stimulus intensities.
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Figure 5.3: Dependence of the number of AP's in the initial sequence (n, symbol) and
under steady-state overdrive conditions (m, symbol. average over 30 last seconds of
protocol) upon the delay. for the data presented in Figure 6.2.
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Figure 5.4: Irregular rhythms du ring fixed delay stimulation. The aggregate was 150
/lm in diameter (To = 580 msec. stimulus amplitude = 30 nA). Panel A: 64 second
voltage trace presented in 4 segments. during fixed delay stimulation. The delay was
180 msec. 6 spontaneous AP's appear at the beginning of the trace. The stimuli appear
as the off-scale deflections. Note the irregular rhythm. Panel B: evolution of the interbeat
intervals versus time throughout the entire protocol. The tics on the horizontal axis are
10 seconds apart.
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5.4.2 Phase resetting

The response of biologieal oseillators to an isolated stimulus depends npon th,' phase

at whieh the stimulus was injeeted and the intensity of the stimulus [iSI. 70. lS·1, 7S.

79]. The results in these experiments were similar to thos,' in pr"\'ious studies. Sinn'

the PRC is essential in interpretation of the rhythms during Iix,'d dday stimulation

we show a representative traeing.

Figure 5.5A shows a PRC obtained for the same aggregate as in Figures 5.1 and

5.2 and for the same stimulus intensity of 24 nA. Stimuli de1i\'ered at "arly pha.q·s

delayed the onset of the next spontaneous AP so that PRG( </» > 1. Stimuli inject,'d

at later phases induced premature. excitation and PRG(</» < 1. We identify th,'

eritical phase. OC' as the phase that separates the regions of advanee and de1ay of the

action potentia\. In any given preparation. the critical phase decreases as stimulus

amplitude increases.

5.4.3 Overdrive suppression

Overdrive suppression [1 ï3] is the transient prolongation in the intrinsic cycle length

as a result of stimulation at a rate faster than contro\. Previous e:'Ctellsive studies

of this phenomenon in embryonic chick heart cell aggregates have shown that the

magnitude of overdrive suppression depends upon the number of stimuli applied as

well as the action potential frequency during the drive [186, Ill). Since overdrive

suppression plays a major roll' in the evolution of rhythms during fixed delay pro­

tocols, it was characterized in each preparation. Results of an overdrive stimulation

e.'Cperiment for the same aggregate and stimulation intensity as in Figure 5.2 are

shown in Figure 5.5B. We plot ~; for trains of 2,4,6,8,10,30,50 and 100 stimuli. Fol­

lowing the drive, the cycle length gradually returned to contro\. After 30 seconds

of rest, the preparation had fully recovered from overdrive. The !irst interbeat in­

terval fol1owing the drive was directly proportional to the duration of stimulation.

Following 20 stimuli, it was prolonged by approximately 60%. After 100 stimuli,

there was a 2.5-fold increase in cycle length. These experimental findings agree weil

with previous studies in the same preparation [186, 111).
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Figure 5.5: Phase resetting and overdrive suppression in embryonic chick heart cell
aggregates (same aggregate as in Figures 5.1 and 5.2). The phase resetting curve
(PRC(o)) is shown in Panel A (amplitude=24 nA). Stimuli injected earlier than the
critical phase 0 0 delay the onset of the next spontaneous AP. Premature excitation occurs
when <1> > 0 0 , Panel B: build-up of overdrive suppression. The panel shows the time
course ofthe normalized cycle length following stimulation (at 0.6 Tc, 1:1 entrainment.
see Fig. S.lB) of increasing duration. The first interbeat after the drive is the longest
and increases with the duration of the drive. The subsequent dec:ay in cycle length follows
an exponential time course (time constant::::: 15 sec).
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• 5.5 A nonlinear theoretical model

•

Tht' el'citability of cardiac tissue is often dt'scribed a..< a function of tht' tinlt' t'lap"'d

..<ince the pre"ious activation, For t·l'ample. t'l'tt'nsi\"t, studit's from our ~roup [i!!.

i8. iO. 184] a..<sumed that during periodic ..<timuiation. tht' dfel't of a ..<in~k stimulus

depended soidy on the pha..<e of the stimulus. The current el'pt'riment wa.' dt'si~llt'd

specifica11y to ..<tudy a situation in which that hypothesis breaks down.

During fil'ed delay stimulation. a11 the stimuli are ddi,'ered at the samt' couplin~

inten'al fo11owing the previous action potential. Ba..<ed on the ear1ier work Wt' woult!

l'l'l'l'ct that the elfect of a11 the stimuli would be identical. Howt'vt'r, subsequt'nt

studies from our group [186. 111] documentl'd that the dl'finition of phase ba.,et!

simply on the coupling inten<ù needs to be modifil'd in circumstances in which

the intrinsic cycle length changes due to stimulation history. Wc now devdop a

theory that can account in a qualitative way for the l'l'perimental data of Figures

5.2 and 5.4. In particular, we propose a nonlinear mode! to account the way in

which stimulation history modulates the el'citability of the preparation and ln this

fashion we account for the e:"perimenta11yobserved l'volution of rhythms and hursting

behaviour (Figures 5.2 and 5.4).

5.5.1 Interaction between excitability and history dependent
effects

During the course of stimulation with fixed delay, there is a successive train of action

potentials. We denote the successive interbeat interva!s between actions potentials as

IBIh I BI2, IBI3, •••• As a consequence of the stimulation, the intrinsic cycle length

(as modified by stimulation history) will in general vary from its control value, Ta.
We denote the successive values of the intrinsic cycle length by T:, T;, T~, ' ... For

e.'Cample, as shown during the analysis of overdrive suppression, a consequence of a.

rapid burst of action potentia.ls is to increase the intrinsic cycle length to a value

greater than Ta.

The nonlinear mode! relies on the assumption that the phase of the stimulus must

he rescaled to the instantaneous value of intrinsic cycle length. The dynamical eifects
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•

•

of premature stimulation can thus be predicted ba.,ed on the ?RC if We define an

effective phase. ~:.

1 cS
0, = T" (5.1)

•
The consequences of this assumption can be understooci by consideration of Fig-

ure 5.6. The phase resetting curve is the same as in F.gure 5.5A. The topmost

horizontalline indicates the control cycle length. The \wt :calline corresponds to the

critical phase ~c, the smallest phase where a single stir.ulus can elicit a premature

action potentia!. Let <Pu denote the effective phase uf he first stimulus during the

fixed delay protoco!. Since there is no prior stimulati. n history. Ou = ';.' In Figure

5.6. we choose Ou = 0.4. During the stimulation, the p:·eparation is initially entrained

in a 1:1 fashion, causing a graduai build-up of o\'e,drive suppression which slowly

decreases the effective phase 0', as indicated by 'he arrow. Failure of e."citation

occurs at beat i if ~: =< ~c' If the stimulus dOt's not initiate an action potential,

there is a prolonged interbeat interva\. The CYCle length of the prolonged interva1

will be the sum of T: and a term associated with the resetting of the oscillation. This

in turn will lead to a decrease in the intrinsic ·:ycle length. Consequently, there wil\

be an increase in .p:+t initiating another bursting sequence. Thus the bursting is

a,;sociated with the modulation of the elfecti\'e phase, as a consequence of the slow

buildup and rapid decrease of the overclriw suppression.

Based on the above qualitative descriPtion, we develop a nonlinear model. The

basic equation is

[B[;+1 - r: + PR:J(<pDTo - To, if <P: < <Pc,

[B[;+I - ma.,,{cI'. PRC(<pDTo}, if qY, > ~c,

In this equation we make the assumption that the PRC is not rescaIed, but only the

phase of the stimulus 50 that the phase resetting makes a smaIl additive elfect to the

prolongation of the cycle length following failure ,of the stimulus to elicit an action

potential. FinaIly, the second equation ensures that no premature action potential is

evoked before the stimulus is iniected.

In order to implement the above equations, it is neeessary to determinethe history

dependent intrinsic cycle lengtb., Tl to rescaIe the phase using Equation 5.1.

The approach taken to incorporate the history dependence of the intrinsic cycle

length is simiIar to that of Zeng et al. [186J. The main assumptions are: 1) the
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Figure 5.6: Interaction between overdrive suppression and the excitability of the pre­
paration: qualitative model for the dynamics during fixed delay stimulation. To prediet
the rhythms based on the PRC. the effective phase Q' = .;.. is used in lieu of Q. Same
PRC as in Figure 5.3. Q' decreases (increases) with overdrive suppression (underdrive
acceleration). Loss of entrainment (prematureAP) occurs when Q' is less (greater) than
00 , The resulting change in overdrive levels re-initiates the original rhythm. Premature
AP's can not be e1icited prior to stimulation.
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• intrinsic cycle length can be written as Ti = (1 + 5, )Tu where 5. represents the

history-dependent effects (5) 0 corresponds to overdrive suppression whereas S < 0

corresponds to underdrive acceleration); 2) each action potential contributes to 5 by

an amount that depends on the preceding interbeat interval: 3) 5 is a superposition

(sum) of tlle contributions from indi\"idual action potentials; 4) each contribution to

S decays exponentially with time constant T. Letting i and i + 1 denote successive

beat to beat values of S, we can write

(5.3)

•

where e: is the ma:"imum change (normalized to the control interbeat interval) in

cycle length due to a single premature action potential (in the theoreticallimit of a

premature AP e!icited immediately after the preceding spontaneous AP [Ill]).

To summarize, given an initial phase cio = ;" we find lB [1 using Equation 5.2.

We then find SI and 1': by means of Equation 5.3 (and using Sa =' 0). Equation 5.1

now serves to compute ç)~ and we may proceed to subsequent iterates. Appendix A

describes the methods used to set the parameters of the mode!.

The results of the numerical simulations of the nonlinear model are shown in Fig­

ure 5.i, using the same format as in Figure 5.1 and the following set of pa.ra.meters:

E =.065, • =20 sec. For 6 values of the delay, each panel contains a simulated 20

second voltage trace resulting from iteration of Equations (5.1-5.3) (left) as weil as

a graph showing the evolution of the interbeat intervals throughout and after fbced

delay stimulation (right). In the left hand panels, each spiI.:e is an action potential.

The va}lies of the delay were chosen to closely reproduce the experimentally observed

dynamics. In general, the rhythms depicted in this figure are similar to the e.'\.l'eri­

mental observations presented in Figure 5.2. When 0 = 410 msec, an initial transient

of 42 premature AP's is followed by sequences containing 9 to 15 action potentials,

interspersed with long pauses (up to 210 %of Ta). Cessation of stimulation (arrow)

is followed by a marI..-ed transient prolongation in the cycle length. This effect de­

cays within 30 seconds. In some instances, an oscillation in the cycle length precedes

the interruption of a bursting sequence. In Panel B, an initial irregular transient is

followed by periodic sequences of ï action potentials. The rhythm appears ïrregu­

lar in Panel C, with an alternation of sequences of 3 to 4 action potentials. In D,

doublets and triplets are interspersed in a slightly irregular fashion. For a de!ay of
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230 msec, the dynamics are characterized by an irregular pattern of ddayed AP's

interspersed with doublets. In Panel F (delay = 190 msec), ddaYl'd action potl'ntials

predominate over occasional premature excitations, fol1owing a long initial sequl'ncl'

of delayed activations (which terminates due to timt~dt'pl'ndt'nt shortening of the

intrinsic cycle length). Underdrive acceleration (faster intrinsic rhythm, sr, % of

control cycle length) is found at the end of the drive. The \"alues of the dday uSl'd

in this figure are within 10 % of the experimental time de1ays.

5,5,2 Ionie model

One of the hallmarks of e."perimental data obtained during fixed ùelay protocols

is the presence of very long pauses between successive bursts of action potentials,

In many cases, fol1owing a burst of S to 10 AP's, the duration of such pause may

weil equal -t or 5 times the control cycle length. TemlÏnation of the protocol is

also followed by a transient prolongation of the intrinsie cycle length that is of

the same magnitude. Previous studies have shown that ouabain, a blocker of the

sodium potassium pump (in mieromolar concentrations), markedly reduced overdrive

suppression in this preparation [143]. We have therefore modified the latest version

of the Shrier-Clay ionie mode! of electrical activity for embryonic ehick heart cell

agglegates to include a simplified sodium pump term. A detailed description of

this new component can be found in the Appendbc B. The original Shrier-Clay ionie

mode! of e!ectrical aetivity is reviewed in Reference [105].

The Shrier-Clay ionie model reproduced the e!ectrical activity and the e.'l:citability

properties of small, rapidly beating aggregates, (BCL :::: 380 msec). Since the addi­

tion of the sodium pump term increased the intrinsie cycle length by 30% (BCL=520

msec), the ma:cimum amplitude of the background carrent was adjusted [105] to re­

store the original rate of firing as weil as the adequate phase resetting behavior. A

10 second voltage trace of spontaneous activity is shown in the top, left panel of

Figure 5.8. The control cycle length is 380 msec. A phase resetting curve obtained

with 33 nA stimuli is shown in the top right panel. The amplitude of the stimulus

was chosen to closely match the shape of the experimental PRC in Figure 5.5A. The

values for the critical phase ~c and the maximum prolongation Tm are in close agree­

ment with experimental data. A short study of overdrivesuppression in the modified
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Figure 5.7: Numerical simulations of nonlinear model using parameters described in
text. FlXed delay stimulation for different delay values. Left hand panels show simulated
voltage traces (20 sec, spikes are AP's). The evolution of the interbeat intervals (IBI)
is shown on the right. The dashed line indicates control cycle length. The arrow marks
the end of stimulation. Compare with the experimental data of Figure 5.2.
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ionic model is presented in the bottom part of the ligure. A 10 sl'cond vo1tagl' trace

illustrating overdrive suppression after 50 periodic stimuli (stimulus period =:: .55

Tu. 1:1 entrainment) is shown in Panel a. The lirst cycle length following tilt' dri"l'

is 160 % of control cycle length. The slow deeay of owrdriw suppression appl'ars

clearly in this ligure. Panel b illustrates the build-up of the internalll"'l'is of sodium

during and after the rapid periodic drive. The a\'l'rage beat to bl'at concentration

of internai sodium under control conditions was set to he 15 mMol/L. The upstrokl'

phase of the action potentials is associated with a rapid inerease in rNad (hy =:: :l

mM) that is primarily due to entry of sodium ions through the fast sodi\lm channels.

The extrusion of sodium ions by the sodium potassium pump during the cycle is

responsible for maintaining the steady state average sodium levels. The increased

action potential frequency during rapid stimulation (1:1 entrainment) results in a

marked build-up of the internai sodium levels and a corrcsponding potentiation of

the sodium pump current. \Vhen the drive terminates. the enhanced pump activity

causes a graduai decrease of the internai sodium levels while markedly prolonging the

intrinsic cycle length by virtue of its electrogenic nature. Panel c shows a study of

the build-up of overdrive suppression as a function of the number of stimuli applied

(T. = .55To). The format of this panel is identical to Figure 5.5B. There is good

agreement with e:"perimental data.

The results presented in Figure 5.9 were obtained by numerical integration of

the modified ionic model described in the present paper. The format of the figure

is identical to that of Figures 5.2 and 5.i. In Panel A (delay of 133 msec), there is

a stable reentrant (1:1) pattern followed by marked overdrive (about 350 % of con­

trol cycle length) after stimulation has ceased. This overdrive suppression decays

\vithin 30 seconds. As in Figure 5.2, bursting behavior is observed with most of the

delays (panels B to E), and the number of action potentials per burst decreases as

the delay becomes shorter. In Panels B to D, bursting patterns almost identical to

the corresponcling panels of Figure 5.2 can be seen. In particular, long sequences

of AP's (bursts) are associated with prolonged inter-burst pauses. However, these

patterns occur for a range of delays that is much narrower than in the experimenta!

conte.'Ct. This suggests, in the present simplified formulation, the build-up of over­

drive suppression during rapid firing does not properly influence the excitability of

the mode! agglegate. For sorne deIays, a growing oscillation in the interbeat in­

tervals is observed before the sequence terminates. When normalized to the control
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Figure 5.8: Phase resetting and overdrive suppression in the modified Shrier-Clay ionic
mode!. Top left panel: spontaneous activity. The cycle length is 380 msec. Top right
panel: phase resetting curve (stimulus amplitude =33 nA). Compare with Figure 5.5A.
Bottom: overdrive suppression in modified ionic mode!. Panel a: la second voltage
trace showing overdrive after 50 stimuli (T. :::: .55 Ta. 1:1 entrainment). The build-up
(decay) of internaI sodium levels du ring (following) rapid stimulation is shown in panel
b. Panel c: build-up of overdrive suppression as a function of the number of stimuli
applied (same stimulation frequency). Compare with Figure 5.5B.
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cycle length (380 msec). the length of the post-dri,'" prolongation is "omparahl,' \Vith

el'perimental measurements, This oVl'rdri,'" suppression is dosdy n'Iat,'d to tilt' in­

ternai sodium levels that increa$e strongly during long bnrsting Sl'quenœs. Dnring

the stimulation protocol. the internaI sodium concentration inl'r,'a$"s until th,' cor·

responding cycle length is too long for the entrainment to 1", maintainl'd. As for

the previous panels, the data presented in Panels E and F n's,'mbl,'s strongly thl'

el'perimentalobservations. At a delay of 122.5 msec (Panel El, Sl'qu,'nc,'s of:1 AP'"

are interspersed \Vith episodes of delayed activations. For a slightly shortt'r dday, no

premature AP's are evokeà. Slight underdrÏ\'e acceleration is obser\'l'd follo\Ving tll"

drive. that is related to the decreased intracellular sodium levels du,' to 10\V,'r action

potential frequency during the drive.

5.6 Discussion

\Ve have shown that fil'ed delay stimulation can result in a surprising variety of

rhythms that arise as a result of a comple.'( interplay between overdrive suppression

and the e.'(citation properties of the preparation as described by the phase resetting

curve. Because fil'ed delay stimulation can be viewed as a simplified model of a

reentrant loop, this study has implications in clinical investigations of arrhythmias,

in mathematical modeling of cardiac rhythmogenesis and in basic electrophysiology,

In the remainder of this section, we discuss sorne of the limitations as weil as the

implications of the present study to our present understanding of the mechanisms

of cardiac activity and pathology. We also comment on the validity of the models

presented in this chapter and provide further details concerning our understanding

of the rhythms that arise during fi:<ed delay stimulation.

Overdrive suppression has been studied in a variety of cardiac tissues, derived

from many species [1ï4, 1ï3, 143. 63, 134, ï4]. Despite this wide body of data,

few attempts have been made to understand the influence of overdrive suppression

on the phase resetting properties of cardiac tissue. In a recent publication from

our group [186]. a simple iterative model was proposed in which the PRe (both

the perturbed cycle length and the phase) was scaled according to the o.-erdriven

cycle length, Although the model was successful at reproducing sorne of the exper­

imental data, the very mechanism in which overdrive modulates phase resetting is
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Figure 5.9: Numerical simulations of the modified Shrier-Clay ionic model during fixed
delay stimulation for different delays. Left hand panels: simulated voltage traces (12
seconds). A graph of successive interbeat intervals appears on right. The d~shed line
shows the control cycle length. The arrow indicates the end of the protocol. Compare
with Figures 5.2 and 5.7.
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still poorly understood. The results presentt'd in the currt'nt manuscript. obtaint'd

du ring fixed delay stimulation. indicate that tht' length of tht' pauses separating suc­

cessive bursting sequences and the duration of the post-dri\'t, cydt' It'ngth art' almost

identical. According to the a.<sumptions of the pre\'ious Illodd. a prolongation of

30% in the control PRC would result in a corresponding ;10% dilft'rt'llt't' (in t,'rllls

of o\'erdriven cycle length) between the lengths of the inter-burst and the post-dri\'t'

pauses. Therefore, our data suggests that. although the phase of the PRC Illay dft'ct­

ively be scaled to the new cycle length. the length of the perturbed cycle It'ngth (in

msec) is not scalable. ConsE'quent1y, for long bursting sequences, owrdriw supprt's­

sion dominates the contributions from phase resetting to the length of the inter-bllrst

pause.

The nonlinear model introduced in the present manuscript is an attempt to

provide a simple way of understanding the qualitative nature of the interaction

bet",een the excitability of cardiac tissue and stimulation history and extends pre­

vious theoretical work [iS, iD, i6] in which history dependent elfects were not con­

sidered. Despite the relative simplicity of the mathematical formulation of these

effects, the simulations of the nonlinear mode! fare weil at reproducing the experi­

mentally observed dynamics. Moreover, the nonlinear mode! is not preparation nor

protocol specific and its results may therefore be applicable to a variety of experi­

mental observations.

In the experimental conte.'l:t, very high action potential frequencies during pro­

longed rapid stimulation may cause the influx of sodium ions per unit time to exceeei

the ma.'l:imum capacity of the sodium potassium pump (when saturated), Under such

conditions, the first interbeat interval following the drive increases exponentially as a

function of the duration of the stimulation protocol (unpublished observation)j there

is no saturation of overdrive suppression (provided that the original entrainment

pattern cao be maintained). Although this behaviour can be reproduced with the

modified ionic model, the present mathematical description of history dependent ef­

fects in the nonlinear model necessarily implies an asymptotic approach to a steady

state in terms of overdrive levels. This mandatory saturation of overdrive suppres­

sion is one of the limitations of the nonlinear model, especially during very long and

rapid stimulation protocols,

The oscillations in interbeat intervals found in the numerical simulations are one
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of the interesting results of this \York. In genera!. the amplitude of these oscillations

increased before loss of entrainment. The eventual break-up of entrainment gen­

erally occurrcd following a short interbeat interva!. Since the oscillation was often

(not always) of period 2. wc may predict that. for sorne delays. alternations between

sequences of N and N+2k (k integer) AP's per burst should be more cornmon than

mixing of odd and even numbers of AP's per burst. This seems to be the case in

Panels Band E where sequences of 6. S. 10 and 1 and 3 AP's per burst. respectively.

arc found. However, in the experimental context, there are spontaneous fluctuations

in cycle length and action parameters (APD. Vou) that may interact with the mechan­

isms responsible for this phenomenon. As a result. although there is sorne tendency

for analogous behavior. we have not found clear evidence for this oscillation in our

experimental data.

Most of the experimental data presented in this chapter was obtained during

stimulation of medium intensity. From the dynamical point of view. this range

of stimulus amplitudes is particularily interesting due to the general shape of the

phase resetting curve that allows the emergence of comple.'I: rhythms under various

stimulation protocols [lS5, 26, iD, 105]. However, the qualitative results obtained

with medium intensity stimulation are representative of other stimulus amplitudes

as weiL For e.'l:ample, fixed delay stimulation at lower amplitudes was characterized

by increased stimulus to AP latencies, shorter interburst pauses (due to lower AP

frequencies during stimulation) as weil as a decrease in the range of delays where

comple.'I: dynamics could be found. At high stimulus intensities, the range of delays

where bursting behaviour could be found was also narrower, with typically more

regular dynamics and very long interburst pauses (high AP fl'\~uencies).

5.6.1 Limitations of the ionic model

The development of the modified ionie model presented in the present manuseript

was motivated by the need for a simple way of ineorporating overdrive suppression.

Pre\'ious studies in this preparation suggest that overdrive suppression is greatly Te­

dueed by ouabain, a blocker of the sodium pump [143]. Although the description of

the sodium pump is erude, it is based on physiologically plausible assumptions and

hence it may represent a useful step towards understanding the mechanisrns of over­

drive suppression. In its present formulation, the sodium pump term is insensitive
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to changes in extracellular pota>;sium concentrations. This assumption is juslili"d

by previous observations [164] that indicate that in conlra.<t to other exp"rinlt'nlal

preparations. accumulation of extracd!ular pota>;sium during o"crdrive is minimal

in embryonic chick hcart cell aggregates.

ln the present mode!. appreciable le"els of overdri\'l' arc ohtained al the cost

of seemingly unrealistic increa>;es in interna! sodium le"ds (Figure 5.8). This is

reminiscent of the notion of "fuzzy space" introduced to allo\\' for significant changes

in intracellular calcium concentrations in the context of developing modds of th,'

sodium-calcium l'l'changer [112, 22J. Although the existence of this hypothetic:,1

"fuzzy space" remains untested, it offers a possible explanation for our results.

[n the ionic model, bursting behavior is found for a range of delays that is much

more restricted than in experimental data. despite good quantitative agrœment in

terms of the magnitude of overdriv~ suppression. Therefore. in the present descrip­

tion of the ionic mechanisrns underlying overdrive suppression, the modulation of

e.'i:citability by time-dependent effects is weaker than in e.'i:perimental data, and other

subtle elfects may also l'laya roll' in the comple.'City of the dynamics. [n particular,

the oscillations in the interbeat interva1s prior to loss of entrainment that appear

in Figure 5.9B and 5.90 are associated with noticeable changes in action potential

overshoot and duration as well as changes to the balance of currents underlying phase

resetting properties, which involves lKr and the fast sodium current lN. [105]. [n

Figure 5.10, the top panel shows an enlarged portion of the voltage trace presen­

ted in Figure 5.9E. The action potential durations (APO, arbitrarily defined as the

time interval between successive crossings of the -45 mV threshold during the AP)

and overshoot potentials (v~) are presented in Panels band c. The respective

time courses of lKr and IN. are shown in Panels d and e. In this figure, the delay

corresponds approximatively to the critica1 phase of the PRC (see Figure 5.5). As

described previously [105], the advance (premature AP) or delay of excitation de­

pends primarilyon a delica.te balance between 1Kr and IN. at the time of stimulation.

In the present case, the APO and action potential overshoot are modulated by the

latency between the stimulus and the upstroke of the action potential. As a result, a

stimulus applied at a fixed de[ay after a slightly longer action potential (second one

in top trace) will fall doser relative to MOP, where a significant portion of 1Kr chan­

nels have not yet dea.ctivated. Consequently, lKr dominates over lN. resulting in a

delayed AP. Beca.use this AP has a lower overshoot and shorter APO (and beca.use
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of the longer interbcat intcrval). a larger fraction of [Kr channels have deactivated

at the time of stimulation. resu1ting in a shorter delay of the next AP. Since the

subsequent AP's have increasingly shorter durations. the domination of ['\'0 over [Kr

increases progressive1y until a marked shortening in the prolongation is observed.

Since this premature AP has the shortest duration, f:oJo dominates strongly when the

pulse is a;:>plied; the stimulus evokes an immediate action potential, Therefore. the

bursting patterns observed in the ionic model are also partly due to an interaction

between phase resetting and the modulation of action potential parameters by the

prematurity of the stimulus respective to MDP. that could be described in terms of

action potential restitution properties.

Rate-dependent changes in action potential characteristics have been studied in

various preparations [1 i 103]. As a result of this work. ~everal mechanisms have

been identified that underly the modulation of AP morphology by the prematurity

of the stimulus. In many preparations, th.s phenomenon was attributed to an in­

terplay between currents responsible for the plateau phase of the AP and the later

repoiarization phase [li, 103]. Because sorne of these currents also play a role in

the time course of recovery from e.'l:citation (which is also describec by the phase

resetting curve), our results suggest that phenomena described in the current pa­

per couid also be found in other preparations. For e.'l:ample, an oscillation in the

conduction time prior to 1055 of sustained reentrant rhythm is often found in e.'l:per­

imental preparations [60, 163, 153, 166]. Because conduction time is a function of

the recovery properties of the preparation (related to APD), changes in conduction

time have often been modeled in terms of the evolution of APD during the drive

[60, 26, 166,93]. Since the underlying ionic mechanisms may be similar, we believe

that our results may apply to a wider class of experimental phenomena.

5.6.2 Reentry

Previous studies have used an e1ectronic circuit to model an accessory pathway in

the analysis of atrioventricu1ar reentry tachycardia [163, 153, 13, 166]. The current

work e.'!:tends these earlier studies by (1) delivering the stimulation directiy to a

spontaneous oscillator, and (2) deve10ping theoretical models to describe the e.'I:perÎ­

mentally ohserved rhythms. Since the rhythms are similar te repetitive paroxysmal
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Figure 5.10: Ionie mechanisms contributing to the complex rhythms during fixed delay
stim ulation of the modified Shrier-Clay ionic mode!. In a: enlarged portion of voltage
trace from Figure 5.9E. In Panels band c, respectively: evolution of action potential dur­
ation (APO) and overshoot potential (V...) versus time. In Panels d and e, respectively:
time course of IKr and IN. corresponding to the voltage trace in a. Note the changes
in the magnitude of the currents as a function of the AP characteristics.
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• tachycardia, we be!ieve that the current work forms a basis for understanding the

dynamics of these arrhythmias. Prominent nove! features in our analysis are the

slow changes in the physiologica! rhythm associated with the bui!dup of overdrive

suppression. and the de!icat A interactions between sodium and potassium currents

that gowrn the excitability and refractoriness of the spontaneeus oscillator.

Furthcr work will be needed to dctermine the extent to which the features that

wc observe here can be applied in other circumstances. Even though we use a very

simplified experimental mode!. certain characteristics of the dynamics can be found

in other settings. For e.'(ample. it is not unusual to observe a subtle alternation in

cycle length prior to the cessation of supraventricular tachycardia [163. 153]. Since

IInderstanding the origin of this oscillation is key to understanding the factors that

lead to the stabilization and destabilization of reentry tachycardia. it will be import­

ant to analyze in more detail the ionic mechanisms of this oscillation with particular

emphasis on its sensitivity to drllgs. ln particular drugs that aIter action potentiaI

duration and refractoriness are certain to play an important role in pharmacologicaI

management of reentr)' tachycardias [23, 84].

5.7 Appendix A: description of the modified
model

. .
lOmc

•

To incorporate an electrogenic sodium pump tenn (lp) into the Shrier-Clay ionic

model wc assume:

(1) Tue sodium pump term possesses 3:2 (Na+:K+) stoichior••etry. It is sensitive

to the internai sodium concentration according to Michaelis-Menten kinetics and it

is voltage independent.

(2) The magnitude of the fully activated hyperpolarizing sodium pump term

(lp,m=) is such that it equaIs the minimum vaiue of the net inwaro current during

diastolic depolarization. If fully activated, the slope of diastolic depolarization will

equaI zero. Under control conditions (steady state) wc assume that, immediately

after the upstroke phase of the action potentiaI, /p is about 60% of its maximal vaiue

[ml·
(3) Three mechanisms contribute to beat to beat changes in internai sodium

concentration: the entry of sodium ions during the upstroke phase of the action
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• potential (fast sodium current. /,v,), the sodiulll pUlllp. and th,' uptak,' of sodiulll

ions "in other lllechanisllls of unknown nature. Th,' \att,'r COlllpOI1l'nt Illay indud,'

Illechanisms such as th" sodium-calcium "l'changer. the sodiulll-potassiulll-chioridt'

rotransporter. the background currl'nt or othl'r ioni,' tlows of pa$si\"<' naturt·, lt

may also account for a hypothetical compartlllentalization of th,' intrart'I\u\ar spart'

available to sodium ions ("fuzzy span''') [112.22].

As a consequence of these <l$sumptions. th,' equation$ desl'ribing the so,liulll

pump term and the changes in internai sodium ,'oncentration are

1 1 [Nai]
p = p,m.r [\' 1 k ', 'a, + ' (5.4 )

where [Nai] is the internai sodium concentration, k is the half-activation constant

and Ip,mu: has been defined aboye: and

where IN. is the magnitude of the fast sodium current, a is a conversion constant

from charge to concentrations, .:l([Naill is the instantaneous change in internai so­

dium concentration due to the third component described in Assumption 3, t.~p is

the time of the upstroke of the action potential and e5 is the Dirac delta function.

Finally, the value of Q can also be modified to account for a hypothetical compart­

menta.1ization of the intracellular spaœ available to sodium ions.

During rapid drive, increased action potential frequency results in a build-up of

intracellular levels of sodium. This, in turn, stimulates the sodium pump resulting in

a decrease of the slope of diastolic depolarization and a corresponding increase in the

cycle length. After cessation of stimulation, the sodium pump continues to function

at a high rate while the action potential frequency is low (overdrive suppression).

As a resu1t, the internai sodium concentration gradually returns to control values

a'ld control electrica.l activity is resumed.

The method used to set the various pa.ra.meters of the model is analogous to

that described in Reference [111]. 8rief!y, Ip,mu: is set according to Assumption 2

(minimum slope of phase 4 equais zero). The total increa.se li. in internai sodium

levels during the upstroke of the AP is dependent upon the experimentally mea.sured

magnitude of overdrive suppression. As in Reference [111]. li. is determined from

•

d([Naill
dt = -0(1",. + 31p ) + ~([Naille5(t - t.~p)

li. = (3::. -1) ([Na;] +k) .
To 1-9
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where T is the experimental1y measured o\'erdri\'en cycle length fol1owing a single

premature AP elicited by a stimulus delivered at sorne phase 0, Since control con­

ditions are equivalent to a steady state in terms of beat to beat changes in internaI

sodium I"vels. ~([,Va.]) is set to a value that compensates for the net loss of sodium

ions due to the sum of the actions of I p and 1,\'. during the cycle. for the value of

~ determined from Equation 5.6. This steady state condition is also used to set Q.

according to
~

Q = 3/
p
To'

which relates the net instantaneous change in [Nai] (upstroke of AP) to the decrease

in sodium levels during one cycle due to the electrogenic nature of the sodium pump.

The values of the parameters retained for the remainder of this work are: Ip,...ru:

=5.i nA ; k=10.0; [Nai]=15.0 immediately after the upstroke ofthe action potential;

Q = 1.0; and ~([Nai])=1.0. Because the ionic model was originally designed to

describe the electrical activity of small fast beating aggrega.tes, the control cycle

Iengtb was kept at 380 msec. Numerical simulations were carried out using a variable

time step Euler iteration method [131] for the transmembrane potential and Rush

and Larsen iteration technique for the gating parameters [155).

•

5.8 Appendix B: setting of parameters in nonlinear
mode!

There are three parameters to be set in the nonlinear mode!. The control cycle

length To is directly obtained from e:tperimental data. The quantities ê and T are

determined using the following procedure.

Let 4>". be the smallest fbced phase of stimulation where 1:1 entrainment can be

maintained (i.e. no bursting). From the description of the qualitative mode!, failure

of e.'l:citation occurs when the initial phase rescaled by the overdriven cycle length is

less than the critical phase tPe. Thus, we may consider stimulation at the phase 4>".
as the limit case where an infinite number of stimuli is necessary before the reentrant

pattern terminates. Assuming that eacb stimulus of the train immediate!yevokes an

AP (no latency), we have

• 1Bli =4>".To, for ail l, (5.i)
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• ~o that Equation 5.3 bt'corne~ an infinite geornetrical ~urn and

5..., = i:( 1 - 0",) ( 1, r ).
1 - exp( - '-;' ")

i~ the asyrnptotic value for the overdrive terrn following an infinit" numb,'r of ~tillluli.

This equation can be further simplified since. in general, o...To ....'( 1" [186], ~o that

which. combined with the condition for loss of 1:1 entrainment at infinity

Om .
1 +S"" = Oc,

can be solved for the product i:1"

(5.10)

(5.11 )i:1" = (~: -1) C6~~:) ,
now expressed in terms of experirnentally rneasurable quantities.

ln a further step, we obtain the values of i: and T by deriving an approxirnate

analytical e:qlression for the number of action potentials contained in the initial

sequence during !L'Ced delay stimulation, as a function of the delay 8. Let n denote

the number of action potentials in the initial bursting sequence (for a given delay 8
and sorne stimulus intensity). If we assume again that each action potential of the

sequence is evoked immediately after the stimulus j" injected, Equation 5.3 yields an

e.'Cpression for the sum Sn after n action potentials

Sn =e (1-~) (e.'Cp(-(n + l)O/T) -1) ,
Ta e.'Cp(-o/T)-l

(5.12)

(5.13)

•

which is just the sum of a geometric series. Since the burst terminates when the

effective phase is below the minimum phase at which a premature AP can be elicited

(critica.l phase 4>., corresponds to refractory period), we find n by solving

Ta(l + Sn)

Because the above condition must be true at the time of the (n + l)th stimulus, we

ought to find the sma.llest integer n such that

o <.Jo
Ta(1+ ~n) 'Y.,
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where the first action potential in the bursting sequence is spontaneous and does not

('ontribute to overdrive suppression. Thus. S' is computed over (n - 1) iterates and

1 must be added to the solution to obtain the \'alue of n. After sorne algebra. we

ha.ve _,) .: [=: (('ro'o,-l)(eXP(-J/.)-l l )]
/1 - - + 1.\ T J ln <:(1 _ JIT

a
) +l, (5.14)

where 1NT is the integer function and ail the quantities have been defined above.

Let 's now suppose that the initial transient of n action potentia!s is followed

by regular bursting activity with m AP's per burst. Since the level of overdrive

suppression is the key factor in timing the termination of the burst. this assumption

is equi\'alent to

•

(5.15)

where Sn and Sn+m are the values of the overdrive sum after n and (n + m) AP's

respectively. This equation is simply a steady state condition for overdrive. After

the n initial AP's. overdrive is at a level Sn' The long pause which follows the first

burst results in the decay of Sn by a certain amount ~S. \Vhen bursting activity

resumes, the new sequence terminates after m action potentials when

(5.16)Sn = (Sn - ~S) e.'I':p(-mJ/,) + e(1 - JITa)e......p(~~?'-1~)
e.'I':p - .-

where we must remember that the first AP of the burst does not contribute to the

build-up of overdrive. ln this equation. ~S is itself a function of Sn as weil as of

Tm, the ma..'I':imum prolongation in the cycle length due to a premature stimulus. lt is

implkitly assumed that the ma:àmum prolongation in the cycle length, Tm, is found

e.'I':actly when <f> = tl>e. This approximation is realistic for moderate to high stimulus

intensities. Solving the above equation for m we obtain

(5.1i)

where

m=2+1NT [1 - i (In (~) + C)] ,

.4=Sne.~(-~-1) +e(l-:J,
8= [Sn e.~ (-(1 +Sn)To,- (Tm - Ta») +e (1- Sn - ~:)] e.~ ( _~) ,

and
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After using Equation 5.11 to compute the product c:- from l'xpt'rinwntally mt'a."

ured quantities. wc cakulate tht' <Juantities Tl and Ill. as a function of thl' dt'!"y S.

for several choices of ~ and " subjt'ct to tht' condition ~T = constant. The fl'sulting;

curves are comparcd with t'xperimt'ntal data to yidd thl' bl'St Sl't of paranwtt'rs. This

proct'ùure is illustrated in Figure 5.11. Tht' top pand shows tilt' numllt'r of AP's in

initial sequence. n. as a function of the delay S "-, determined t'xpt'rin1l'ntally (solid

squares. see Figure 5.3). and by means of Equations 5.14· 5.1i. ln the simulations.

Oc = 210 msec, Om = 460 msec, Tu = i60 mSeC and Tm = 9iO mSl'C. g;i\"t' a::::: 1.:1.

As indicated. the four curves correspond to different values of,. Thl' stairc,,-'t' shapl'

of the curves is a consequence of the integer function in Equation [>.14. The best fit

to experimental data is achieved \Vhen , = 20 sec. The corresponding values of III

are shown in Panel B. ln contrast \Vith Panel /1., the general shape of the curves does

not depend strongly on the choice of ,. The values, = 20 sec and ~ = .065 were

retained for the simulations.
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Figure 5.11: The parameters ~ and .. are set by comparing the experimentally determined
number of AP's in the initial sequence n, as a function of the delay, with nume';cal
simulations of n (Equation 5.14) using difFerent values of ~ and .. subject to the condition
0" =constant, as determined from Equation 5.11. ln this figure, ~.. = 1.3. The best
fit is obtained when .. =20 seconds. Panel B: similar computation based on the steady
state number of AP's per burst. The shape of the curves does not depend on the choice
of:: and ...
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Chapter 6

Phase resetting and dynamics in
isolated atrioventricular nodal cell
clusters

6.1 Foreword

In the intact heart, the atrioventricular (AV) node is a sman complex structure

whieh plays a crucial role in regulating impulse conduction between the atria and

the ventricles. AV nodal cens are in general characterized by slow action potential

upstroke velocities (ï to 30 V/s, to compare with 100 to 200 V/5 for neighbour­

ing atrial or ventricular cens) which reflect the relatively slow kinetics of the ionic

mechanism underlyïng electrical activity [12, 128, 162]. Under normal conditions, an

electrical impulse generated by the primary pacemaker of the heart, the sinoatrial

(SA) node, propagates across the atria and reaches the AV node which forms the

only normallink between the atria and the ventricles. The functional aspects of the

AV node may be summarized as follows: 1) conduction through the AV node is slow

(and rate-dependent) therefore causing a delay in activation between the atria and

the ventricles (coordination of activation), 2) the AV node is able to block impulses

pr<.lpagating from the atria to the ventricles hence protecting the latter from too rapid

or complex atrial rhythms. (filtering), 3) under circumstances where the SA node

fails in generating the heart rhythm, or when conduction is blocked between the atria

and the ventricles, the AV node is capable of serving as a subsidiary pacemaker to

the ventricles (pacemaking). In the clinical context, the AV node is therefore often

the target of therapeutical or surgical interventions.
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Since tbe pionecring \\'ork of Tawara [168]. tber" has been substantial progress

ill our understanding of the excitability and conductIOn properties of the intact AV

1I0:le. For (·xample. periodic premature stimulation protocols are often l:sed to e\'al­

lIate lIodal excitability and its rate-dep<,ndent properties [160. 16i. 13. 14.46]. In

this procedure. a premature stimulus is introdt:ced at \'arious coupling inten'als after

sustained periodic pacing at a fixed frequency. The resulting recovery cur"e (con­

duction time SH versus recovery time HS) :s a representation of the excitability of

the AV node. These recovery curves have been incorporated in an iterative mathem­

atical procedure to predict the \'arious rhythms of AV block in patient> during atrial

stimulation [160, 16i].

In the last decade it bas been shown that patterns similar to the rhythms of

atrioventricular block can be seen in vitro in a virtually isopotential preparation of

cardiac cells [i8, 80]. These rhythms could largely be accounted for by analyzing

the response of the preparation to single premature stimuli [80, 6i]. Time-dependent

e!fects (overdrive suppression) analogous to "fatigue" (rate-dependent prolongation

in AV nodal conduction time) during periodic stimulation of the AV node [13, 14]

were observed that could lead to an evolution of the entrainment pattern during

the drive [186]. Such in vitro e.xperiments may therefore provide an e.__cellent basis

for evaluating and modeling the dynamical response of AV nodal tissue to single or

premature stimulation. In combination with electrophysiological studies carried out

on single cellular preparations usiug the patch clamp technique, they can give us a

better understanding of the spatial organization of the AV nodal tissue and of the

ionic mechanisms underlying its functional properties.

In this study we characterize the response of AV nodal c1usters to single and

periodic stimulation. We investigate the consequences of changes in action potential

morphology during periodic stimulation on the complexity of the e.\:perimentally

observed rhythms. We also observe time-dependent efi'ects which may be analogous

to "fatigue" in the intact node.

6.2 Experimental protocols

The following e.'\-perimental procedures were performed on both types of prepara­

tions. Typical aggregate size was 180 fJm with control cycle length between 4ïO and

650 msec. The control cycle length of the spontaneously active AV nodal cell c1usters
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Wa.< 300 to 520 msec.

6.2.1 Phase resetting

Single depolarizing current pulses of fixed amplitude Wt'rt' ddi\"l'rl'd l"'t'ry tt'uth

spontaneous action potential at an increasing coupliu); intt'r\"al through tilt' ,'utirt'

<pontaneous cycle. The duration of the pulse was typicaily of 20 msec. This protot'ol

was repeated at several intensities of stimulation.

6.2.2 Overdrive suppression

The preparation was stimu!ated with increasing numbers of stimuli. SuccessÏ\'c trains

of 1.2,4,8,15,25.50.100,250 stimuli were delivered, separated by rest periods of ap­

proximately 30 seconds. ALI measured interbeat intervals were normalizcd to the

control cycle length defined as the average of the 5 cycle lengths preceding the drive.

The post drive cycle length was evaluated as a function of stimulation duratiou

6.2.3 Periodic stimulation

The preparation \Vas stimulated \Vith trains of 100 stimuli at different pacing fre­

quencies and stimulus amplitudes. Successive episodes of pacing were separated by

a 30 second rest period to allow for recovery from stimulation. The period of stim­

ulation was automatically decremented. The entrainment rhythm during periodic

simulation was determined by visual inspection of the recorded voltage traces.

6.3 Iteration of phase resetting curves (PRC's)

The theory underlying the computation of phase locking based on the iteration of

phase resetting curves is discussed at length elsewhere [lS1, SO, 6;]. Brielly, the

response of the preparation to periodic stimulation can be predicted from the cor­

responding PRe provided that the stimulation does not alter the intrinsic properties
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• of the oscillator. The main idea is that a single stimulus instantaneously resets the

phase of the oscillation from One point of the cardiac cycle to another point on the

cycle. For a given amplitude of stimulation. the phase resetting curve (l'Re) T~:)

(wherc Tu is the control cycle length and T( 0) is the p.'rturbed cycle length caused

by a stimultJs deEvered d at phase 0) describes the perturbation in the cycle length

induced by a single stimulus delivered at phase o. Let now 0, be the phase of the

i'h current pulse. We have.

'. _ f( '. 0) _ l ' '. _ T(o;-Il 0<il. - 0._1. -. -rO.-l T
o

+ (mod 1). (6.1 )

where 0 = 'T.fTu with T, being the cycle length of the stimulus train, and T(~O-I \ is

obtained from the experimentally determined phase response curve PRC(tf». Under

.he assumption that 90 is the phase of the unperturbed spontaneous cycle at which

the first stimulus of a train of periodic pulses is delivered, Equation (6.1) can be

lIumerically iterated to determine the dynamics.

During periodic stimulation, 3 types of behavior are observed in Equation (6.1):

quasiperiodicity, pcriodic o,bits and chaotic dynamics. The Lyapunov nurnber defined

as:
l ,"

,\ = lim î-:L> 1J'(t/>i,O)I, (6.2)
N-oo i" Î=l

where N is the total number of iterations and 1'(<Pi, 0) is the first derivative of the

function f evaluated at successive phases t/>i, cao be used to discriminate between

these 3 types of behavior [70] . The Lyapunov number is zero for quasiperiodicity,

negative for periodic cycles and positive for chaos [87, 139].

Before carrying out the iteration procedures, the e:'Cperimentally obtained phase

resetting curves \Vere fitted to an'l.lytical functions in order to reduce experimental

noise (high local derivatives) due to fluctuations in cycle length. Based on our

present understanding of the ionic mechanisms underlying electrical activity in car·

diac preparations there is no a priori reason to choose a particular function to fit

the PRC's. For the two highest amplitudes of stimulation, we used the functions:

•

T(<p) b b
-;;:;-=1+ '" ,+-"

'0 'i'-~ ~

when <p :S t/>crih and

T(o) =<p otherwise (immediate premature action potential).
TJ
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Sincc we assume that there is a rapid return ta the limit n'd" aftl'r th,' stimulus. th,'

discontinuity in the PRe at 0"", (the phas,' of discontinuity) must [", ,'quai ta 1 [li7].

"nd we have 0",., = ~~:b, Because the low,'st amplitude stimulus indueed ahnost

110 changes in the cycle length of the preparation. wc did not apply the iterati,'"

method for this stimulus intensity, The remaining PRe St"'ms ta violatt' tilt' ,'un­

tinuity assumption outlined above. This case is analogous tu previolls t'xperilllt'ntai

observations reported in other cardiac preparations (St'e for example rt'f"rt'nct' [70],

pp. 113,·116). or to phase resetting of integrate and lire modds [liS], Althollgh th<'

presence 01 this apparent discontinuity may be attributable to insutlki,'nt expt'ri­

mental precision [70], we nonetheless used a simple piecewise linear function ta lit

the PRC, The theoretical implkations of discontinuous phase resetting are further

discussed elsewh~re [70, 67, 181]. The PRC's were fitted using a graphies pacbg"

(SigmaPlot) 'Jn an IBM compatible computer. The e.xact functions used to fit the

experimental curves and the corresponding parameters are given in the legend of

Figure 6.4.

6.4 Results

6.4.1 Phase resetting

The response of biological oscillators to a single stimulus depends on the 3.mplitude

of the stimulus and the phase of the oscillation where the stimulus is delivered

[181,80,67] Figure 6.1A describes the phase-resetting protocol and defines the meas­

urable quantities used throughout this part of the study. The control cycle length is

denoted by To. The upstroke of the action potential is defined to have zero phase. A

20 msec depolarizing stimulus introduced every tenth action potential at increasing

delay t. (or phase <P = f.') after the upstroke of the action potential induces a per­

turbed cycle length Tl, The time intervals from the last spontaneous AP to the ph
AP fol1owing the premature stimulus are denoted by Tj, j=1 to 5, as described in

Figure 6.1A. In Panels B through 0 of Figure 6.1 we present superimposed voltage

traces showing the response to stimulation in 3 different preparations. In ail panels,

the stimuli appear as the off-scale deflections and all the voltage traces are aligned

on the upstroke of the last spontaneous ~tion potential beforP. stimulation. For
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short coupling inter"als. the stimulus fails to elicit a premature AP and the onset

of the ncxt spontarlt'ous :\1' is generally delayed. For larger coupling intef\-als the

stinhllus evokes a prematun, action potentiaL ln the atrial embryonic chick heart

1'.·11 aggregate (Panel B). the phase of the stimulus does not significantly affect the

siz.· and shape of the premature AP. The traces presented in panels C and 0 were

ohtaincd from two different AV nodal clusters. The differences in spontaneous ac­

t.ion potentia! morphologies may simply rellect the histological he:erogeneity of the

AV node [12, 128J. ln both cases however. the premature action potential amp­

lit.udes, upstroke velocities and durations :l.re strongly affected by the prematurity

of the stimulus. This is in agreement with previous observations from the intact

AV node [12] and may have important consequences on impulse conduction through

the AV node. For example, during sust.. ined periodic stimulation. the presence of

graded responses may increil.'>e the comple."(ity of the rh::thms observed. Also, in

the intact heart, a graded response to atrial stimulation may be insufficient to ~xcite

neighbouring cells therefore resulting in failed conduction.

The ex, erimental protocol explained in Figure 6.1A can also be c.sed to co· ;ruct

the phase resetting curve (PRC) for a given amplitude of the stimulus. The PRC

describes the perturbation in the cycle length induced by a stimulus delivered at

~-arious phases of the cycle. The perturbed cycle length ~ is plotted as a function of

the phase cp of the prematnre stimulus. Under the assumption that the cardiac rhythm

is a strongl)' attracting oscillation with rapid rela."(ation back to the cycle following

the stimulation, the PRC can be used to predict the response of the preparation to

sustained per;"dic stimulation [181, 6;, SOl. In Figure 6.2 we present PRC's obtained

from an AV nodal cell cluster for 4 dilferent amplitudes of stimulation. In order to

emphasize the generalshapes of the curves and the presence of time-dependent elfects,

we chose to represent Tj, j = 1 to 5 (as defined in Figure 6.1A), normalized to control

cycle length To, versus the phase <i>. For the same reason, the original data obtained

for <i> bet\veen 0 and 1 is also repeated 3 times on the phase a.'cis. For the lowest

intensity of stimulation (24 nA, Panel A) a premature stimulus does not perturb

the cycle length significantly. The predominance of horizonta1lines in this panel is

a hallmark of ~weak~ or ~type 1~ phase-resetting. In Panel B (48 nA, moderate

intensity), as the phase of the stimulus increases, there is a sudden induction of

premature AP's producing large gaps bet\veen the segments ofthe curves: we have an

interesting e."(ample of an apparently discontinuous phase-resetting curve. In Panels
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Figure 6.1: Description of the phase resetting protocol (Panel A) and traces showing
response to premature stimulation for 2 different types of preparations (Panels B t.. D).
Panel A: A 20 msec depolarizing stimulus of fixed amplitude is applied every 10 AP's
at increasing phase 0 = #-. Panels B through D: Superimposition of traces showing
response to prematurestim~lationfor 3 different preparations as the phase of the stimulus
increases. The inserts show the premature AP's on a magnified scale. In Panel B (atrial
embryonic chick heart cell aggregate), Ta = 500 msec, amplitude = 30 nA. In Panels C
and 0 (AV nodal cell c1usters), respectively, Ta =320 msec, amplitude =75 nA and Ta
=550 msec, amplitude =120 nA. Ali the data presented in the remaining figures of this
study was obtained for preparation C.
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C and 0 (96 and l:.!O nA respecti\·dy). as the phase of the stimulus increases. there

is first a dday in the onset of the next spontaneous AP. For larger stimulus phases.

a premature Al' is e\·oked. The predominance of diagonal lines in these panels

indic"lPs "strong;" or "typ" u" phase resetting. The relationship between "weak".

"strong" ur discontinuous phase resetting and the dynamics obsen'ed during periodic

stimulation is discussed thoroughly in the literature [181. 6i. 68].

Phase resetting normally imp!ies that only the phase of the oscillation is affected

I>y the premature stimulus. Howe\"er. single stimuli may produce long lasting effects.

'ur instance. in Panel C. a stimulus at phase 0 = .85 first advances the phase of the

oscillation (Tl == .85) but after 1 to 5 beats there is a net delay in the phase of the

oscillation (for instance: T; == 5.2). This effect is primarily due to a prolongation of

the first interbeat inter\"al following the premature AP (T2 - Td and is analogous to

phenomena observed in the intact heart. In Figure 6.3 we summarize the relationship

between the magnitude of this time-dependent effect and the phase of the stimulus

as weil as the number of stimuli applied. We also draw a comparison between our

observations from AV nodal clusters (right hand panels) and atrial embryonic chick

heart cell aggregates (left hand panels). ln the top panels we show the t.wo first

normalized interbeat interva.Is «(T2 - Til/Ta and (T3 - T2 )/Ta respectively) after the

premature AP, as a function of the phase of the stimulus. In both preparations, the

initiation of a. single premature AP is associated with a transient lengthening (up

to 10 % in atrial embryonic chick heart ceU aggregates, up to 40 % in clusters of

AV nodal ceUs) of subsequent interbeat interva.Is. ln atrial embryonic chick heart

œil aggregates, there is a direct relationship between the amount of post-drive pro­

longation and the prematurity of the evoked AP (open symbols, first cycle length

after premature AP, normalized to control). This time-dependent effect decays in

time (filled symbols, second cycle length after premature AP, normalized to control).

ln clusters of AV nodal cells, there is a reverse relationship for the perturbation in

the first cycle after the premature AP. However, there is no significant difference

between the perturbation in the second cycle length as observed in embryonic chick

hem atrial cell aggregates or AV nodal ceU clusters (respectively, Panels A and B,
fiUed symbols). This observation suggests that, in AV nodal clusters, two different

mechanisms l'laya roll' in prolonging (or shortening) the cycle length after premature

stimulation.

These changes in cycle length may have important effects on AV nodal excit-
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Figure 6.2: Phase resetting curves for AV nodal cell c1usters using the protocol described
in Figure 6.1A. Current pulses of 4 different intensities: 24 nA (Panel A). 48 nA (Panel
B), 96 nA (Panel C). 120 nA (Panel D) were introduced evc:y tenth spontaneous action
potential. The normalized quantities t;.i = 1 to 5 are plotted as a function of the
phase of the stimulus ti> = ~. To is the average of five control cycle lengths before the
stim ulus. Panel A shows "weak" and Panels C and D show "strong" resetting. In Panel
B. "discontinuous" resetting is observed. The lack of vertical translational symmetry
may indicate the presence of a time-dependent process.
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Figure 6.3: The effects of single or periodic stimulation on the interbeat interval (IBI)
im mediately following the pulse. Left hand panels: atrial embryonic chick aggregate.
Right hand panels: AV node cell c1uster. In Panels A and B: First and second interbeat
intervals (T2 - Th open symbols and T3 - T2• filled symbols), normalized to control
cycle length, as a function of the phase 4> of the premature stimulus. The data in Panel
B corresponds to the PRC shown in Figure 6.20. In atrial chick heart aggregates, the
perturbation in the first cycle length after the stimulus increases with the prematurity of
the evoked action potential. In AV nodal c1usters, a reverse relationship is observed for a
wide range of stimulus phases. However, the perturbation in the second IBI following the
stimulus is again an increasing function of the action potential prematurity. In Panels C
and 0: first IBI (T') after cessation of stimulation, normalized to control cycle length Ta.
as a function of the number of stimuli applied. In both cases, the period of stimulation
was 0.6 Ta (1:1 entrainmentj. Note the striking differences in the magnitude of overdrive
effects between the two preparations.
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ability. For ~xample. a prolonged intL'rbeat intL'rva! may inerL',L<L' the rtofra..torillt'~~

of the preparation 10 fortheoming L'xeitation. Gi'·,'n tllt' ..on~idL'rabll' magnitude of

this elfeet (up 1.0 40 %) and its rapid deeay, WL' ~pet'lI!alt' that it lllay rt'pr"SL'nt a

proteet;,'e and stabilizing m~chanism against unde~irabll' prl'Illaturl' "Xl'italion.

6.4.2 Overdrive suppression

Overdrive suppression can be defined as a transient suppression of automati<'itv t~)I­

lowing sustained periodic stimulation Olt a frequency faster than the intrinsic rate of

the preparation and is the mechanism which ensures, in the intact heart, the dom­

inativn of the SA node over subsidiary pacemakers [1;3] (including the AV node).

Overdrive suppression has been ~tudied extensively in a variety of preparations,

including embryonic chick heart cell aggregates [186, Ill]. There have been sev­

eral theoretical attempts to model overdrive suppression in order to account for

rate-dependent elfects in the heart and for the evolution of rhythms during periodic

stimulation [186, Ill]. In sorne of these models, the change in the cycle lelll " fol­

lowing a single stimulus was attributed to overdrive suppression. Following periodic

stimulation in atrial embryonic chick heart cell aggregates the length of the post­

drive pause increases with the numb er of stimuli and is directly proportional to

the action potential frequency during the drive [Ill], In Panels C and D of Figure

6,3 we show the length 0 f the first interbeat interval after the drive normalized to

control cycle length, ~:' as a function of the number of stimuli applied. In ail cases

1:1 entrainment was maintained between the stimulator and the preparation. In at­

rial aggregates, after 100 stimuli (pacing cycle length = .6 control cycle length), the

spontaneous interbeat interval is 3 times control. Under simi;ar conditions, in AV

nodal cell clusters, we observe only 50 %of prolongation of the spontaneous cycle

length (roughly equal to the amount of single stimulus overdrive). Since V"l.rious cell

pararneters sucb as cell input impedance and the ionic basis of activity are dilferent

for AV nodal cells than for cells from the surrounding myocardium [162, 128J, these

results are not surprising. This finding may he consistent with the distinct and

specialized functional properties of AV nodal tissue.
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6.4.3 Periodic stimulation

1n the healthy heart. the SA node normally entnins the AV node rhythm in a 1: 1 fash­

ion. l!owever. in 1.11" clinical context. examples abound of other entrainment rhythms

which often correspond to distinct pathologica! situations. Different mechanisms are

generally believed to unàer!y these various rhythms including Wenckebach. reverse

or alternating Wenckebach and Mobitz type 11 atrioventricular block. Analogous

rhythms can also be found in in vitro preparations [SO, iS]. These rhythms can

often be predicted using simple theoretical paradigms which suggests that they can

be descrih ! in terms of dynamical properties of excitable cardiac tissue [SO, 6i].

ln Figure 6 4 we identify sorne of the rhythms observed during periodic stimulation

of AV nodal ccII clusters with different stimulation frequencies for the 4 intensities

corresponding to the PRC's in f:igure 6.3. For the 3 highest amplitudes of stimula­

tion, we draw a comparison between the experimentaHy observed rhythms (various

symbols) and sorne of the entrainment patterns obtained by iterating the correspond­

ing PRC's (horizontal bars: 1:1, 2:1, 3:1 l'hase locking; stippled: period doubling

bifurcations and irregular dynamics). The e.."perimentally observed patterns of en­

trainment were determined by visual inspection of the voltage traces. Since there

was often an evolution of the rhythms during the drive, only stable rhythms were

represented. For reasons of clarity only the most important patterns of entrainment

are indicated. For e.'l:ample, at the lowest stimulus intensity, a plethora of quasiperi­

odic and Wenkebach rhythms can be found between 1:1 and 2:1 entrainment. In

general the structure of the phase-locking zones (where the same type of N:M en­

trainment is found for different frequencies and amplitudes of stimulation) is similar

to that observed in other in vitro preparations and to the theoretical predictions

based on simple models of biological oscillators [i8, 80, 6i]. As the frequency of

the stimulation increases, higher degrees of block are observed. The fact that we

observe a 2:2 rhythm and 3:2 rhythm for the same amplitude of stimulation (96 nA)

deserves special mention. A 2:2 rhythm corresponds to a period-2 oscillation in the

phase of the stimulus. As the frequency of stimulation is increased, loss of entrain­

ment will occur for one of the AP's in the period-2 cycle: we e.'!:peel to have 2:1

entrainment (although a narraw band of 3:2 entrainment cau sometimes be found).

In vip.w of this, our observation is interesting since it may suggest that a slow regen­

erative process is present that modulates AP duration. This is reminiscent of the
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ratL~d"pendent modulation of the a~tion pott'Iltiai c1uration by tll<' trallsit'nt \lut"';lrd

current in ventricular n1yorytc'~ [lU~~]. ln ~Olnt~ r;\.."'es it is possiblt' to drÎ\'t" tht' pff"­

paration in 1: 1 fashion at a rate slo\\'('r tha.n control. Intl·rt·stin~l\'. tlu."n· art" \'t'r\'
~. . .

large zones whcre :1;:! and 4:2 t'ntrainlnt'llt is round. Tlwst." l'ntrainn1t"nt pattt'rtlS

as weil as tbe irregular rhythms correspond to situatiot!" "h,'r.. lh,' a<'tioll pot,'ntiai

morphology is strongly lIloùulateù by stimulation (e.g. alt,'mans). Be<'aus,' the PHl'

does not carry information rdated to changes in AP morpbology induCl'd by pn'ma·

ture stimulation, tbe iteration of the PRe does not predkt the ,'xistl'nCl' of tlll' wid,'

regions where this type of complex action potential alternans anù irregular dYllami<'s

are l'xperimentally observed.

A simple description of the changes in action potential morphology durinl; peri.

odic stimulation can be obtained by calculating the area under the actioll potelltial

with respect to sorne arbitrary threshold. In order to illustrate sorne of tbe obserVl'd

rhythms, we show, in Figure 6.5, 9 voltage traces recorded during periodic stim­

ulation. The rhythms that we chose are indicated in Figure 6,4 by capital letters

referring to the panels of Figure 6.5. Under each trace, we show the correspon,ling

AP area as computed using a trapezoidal integration rule of the voltage traces with

respect to the -45 mV threshold (as shown in the insert of Panel A). For presenta­

tion reasons, only 5 seconds traces are shown. Since a large stimulation artifact is

present in our recordings, it may sometimes give rise to a sn;all area. A sampie of

spontaneous activity is shown in Panel A. Under cOlltrol conditions, there is no he..t

to beat changes in AP area. The same result holds for 1:1 stimulation as shown in

Panels B. In Panel C, the preparation is underdriven (stimulus frequency \ower than

intrinsic rate) in a 1:1 fashion. In this case (and in subsequent panels too), the small

area values are due to the stimulus artefact and ought to be ignored. Therefore, as in

the previous case (Panel B), the area under the AP is constant during the drive. In

Panels D and E, respectively, examples of 2:1 and 3:1 entrainment are shown. There

are again no changes in AP area during the drive. The situation is more complicated

in the remaining four panels (F through 1). In Panel F, each stimulus evokes an AP

but the shape of the AP changes, repeating itself every 4 stimuli (4:4 entrainment).

This alternation in AP parameters is nicely described by the plot of the AP area

as a function of time. In a number of similar cases, visual inspection of rhythms

cao result in misleading interpretations. The measurement of the area under the

AP therefore represents a useful complementary tool in characterizing the observed

151



.,----

B
777777

"
•

E 0
.~ 0 ••••••••

J'

1
_!-::-:-'e-__•...,..,.~_-+- -_0_C_0_C_O_7_7_7_7_7_7_7_7_7_7_7~~:_._._.__ ~ .;.~ /'

J' G:?' " 0$ '/:

_ 0 _ (00.4' ,.Co _-CO C:::J 777777777777 •••• ~; 1

~ °roo O~ la
1-1-+----I-----------------''///. J ",--__..,
J' ,., " ............. 'l.J 1

"j~'i ~
i 1 ;•• 1a'Cha 0) 1.0

~ ]"1 1
~j,~.h .,,1

j O~I V 1

L;,--;;';--"'*"-""""'.----;;":--*"--;!;:--;:,;---;n--*-~;___.'':___;c'<_-.,.J c·~.o 0.3 1'.0
0.1 0.2 0.3 0.4 OS 0.6 0.7 0.9 1.0 1.1 l.2 1.3 ...-

1)0

• 1::0

110-< 100
C-

:~-c
'"t: 70
='
U 60

'" 50='
=' 40
E 30.--tI) :0

10
0
0.0

'Entr~inm"nt Rhythms: 7 1:1
C2:2
":'3:2
T 2:1
'".' 4:2

.3:1
06:2
... 4:1
.4:5
• ~RhytluNQrCQ"'plet

Acêcn Pol<ntial Allemans

•

Figure 6.4: Phase locking zones. The various sym bols illustrate different phase locked
rhythms, as determined from visual inspection of experimental recordings obtained for 4
different amplitudes of stimulation. during sustained periodic stimulation for 100 stimuli
at different frequencies. The horizontal bars indicate regions where 1:1. 2:1 and 3:1
entrainment was predicted based on the iteration of the PRC's (inserts). In the stippled
regions. period doubling bifurcations and ;rreguiar dynamics were found. The abscissa
is the period of stImulation normalizeci to control. The amplitude of the stimulus (in
nA) is plotted on the vertical axis. The symbols represent 4:1 (~). 6:2 (C). 3:1 (0).
4:2 (0). 2:1 (v), 3:2 Pl. 2:2 (0), 1:1 (V). 4:5 (0). and irregular rhythms or long
period action potential alternans (.). Note the prominence of the 2:2 zone and the large
number of irregular looking rhythms. The letters B to 1 refer to the panels in Figure 6.4
where a few experimental traces during sustained periodic stimulation are shown together
with information describing the evolution of action potential morphology during the drive.
The experimentally measured phase resetting curves (points) superimposed on the fitted
analytical functions (solid curves) used in iterative procedure are shown in the inserts. At

the!Wo highest amplitudes of stimulation (discontinuity = 1): Ti:l = 1+ ~~ +~ when

o :::; 0",." and ~ = 0 otherwise. For 120 nA: b=-0.00179, 00=0.3705, 0 =0.3656.
For 96 nA: b=-0.00531, 90=0.3974, ocM.=0.3841. The PRe obtained with 48 nA stimuli
was fitted using a piecewise linear function: Ti:) = co + b where a=1.06. b=l when
,; :::; 0.408 and a=l, b=O otherwise.
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uynamics. Other complicated rhythms l'an also Ill' found, For ,·xaml'I,'. in 1';11",1

G. there is a great deal a variahility in the shap,·,. of the action l'0kntials. "'1H'r­

imposed on a :!:1 rhythm, How,','"r. from tl1<' ,','olution of :\1' ar,'a :lS a funetion of

tin1<'. a period-6 oscillation l>l'comes transparent indil'atin~ that w,' ha",' fonnd 1:!:ti

,·ntrainment. :\lthough the p,'riouicity is not a" dear in Panl'! H. this t r:\l'e s",'ms

to correspond to 12: 12 locking between the stimulator and the pr"paratÏL)n, ln l'and

I. there are erratic changes in action potential morpholog:: during stimulat.ion. This

recording is an example of an irregular rhythm. In all cases it is tll,· chan~,'s in action

potential morphology that, account for the complexity of tll<' dynamics. :\It.hou~h onr

m"asure of the area does not have a transparent physiologieal meaning. il. is etlkient

at detecting general changes in AP morphology, ln the clinical eontext. sndl chang,·s

may be important since they may influence impulse propagation throngh 1.11<' :\\'

node,

6.4.4 Conclusions

In this study, we showed that the action potential characteristics of AV nodal cdl

clusters are modulated by the prematurity of the stimulus, These results arc con­

sistent with previous observations from the intact AV node [12] and single cellular

preparations [162]. Moreover, single or sustained stimulation induces time-dependent

effects that alter the spontaneeus activity of the preparation and its excitation prop­

erties. During periodic stimulation, we find a variety of entrainment patterns which

are analogous to the ventricular rhythms observed during atrial stimulation in the

clinical setting. In many of these rhythms, there are large beat to beat changes in

action potential morphology that increase the comple.'l:ity of the observed dynamics

and are not accounted for by the iteration of the phase resetting curves.

In electrocardiography, the term "concealed conduction" describes a situation

where an atrial e.'l:citation fails to transverse the entire AV node [121,2, 147J. Al­

though active propagation is interrupted in this situation, remnant e1ectrotonic cur­

rents wiII continue to propagate away from the site of block. The resulting sub­

threshoId activity at sites distal to the site of action potential failure is related to

several phenomena that can affect the response of the AV node to subsequent activ­

ations (for review, see Pick et al. [14'J ). In view of this, concealed conduction is

sometimes related to "electrotonic inhibition" as described by Antzelevitch and Mee
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Figure 6.5: Experimental traces of recorded transmembrane potentials showing a few
chosen entrainment rhythms (see corresponding letters in Figure 6.4) observed du ring
sustained pl:riodic stimulation (100 stimuli) at different frequencies and intensities of
stimulation. For c1arity, only 5 second traces are presented in each panel (Part a.).
The stimulus artefacts appear as the off-scale vertical deflections. In Panel A. a sampie
of spontaneous activity is shown. The insert (right corner) describes the procedure for
calculating the area under the action potential which corresponds to the area comprised
between the experimental AP trace and the threshold fixed at -45 mV.ln each panel. the
evolution of the area under the AP is shown in Part b. of the panel. In each panel. the
strength. the period of stimulation (normalizeé to control) and the visually determined
entrainment rhythm are indicated. Under certain circumstances. a failed action potential
may result in a small but non-zero measured area. In sorne cases, very complex behavior
is observed. associated with marked changes in AP characteristics.
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[:2]. The possible re1ationship l",twcen these two plll'nomt'na is furt.ht'r discusSl'd by

Liu t't al. [1:21]. Our data rollectt'd during the phast~rest,tting protocol rlt'arly shows

that a single stimulus can modulate action potentialmorphology and product' phas.,

dependent elfects on intrinsic excitability rell. During periot!ïr stimulation, Wt' alSl)

ohserve great \'ariability in action potential eharactcristics. lintler in "ll'o rOllllit.iotls.

graded responses may be insufticient to propagate' through the' t'ntirt' A\" notie, allti

l'ont ri bute to concealed conduction.

"Fatigue" is a rate-dependent prolongation in AV nodal conduction tin1t' that

may be responsible for the evolution of rhythms often observed experimentally t!uring;

sustained atrial pacing [13. 14]. For example, in healthy patients, atrial stimulation al.

rates faster than the sinus rate disturbs AV nodal conduction and causes an c\'olutioll

of rhythms from 1:1 entrainment towards Wenkebach rhtyhms (periodic rhtyhms

showing a progressive increase or decrease in action potential to stimulus latency

before loss of entrainment) and higher degrees of AH block [24). ln our experimental

study, we observe analogous effects, \Ve have shown that a single premature AP cau

induce a significant change in the following interbeat interval (up to 40%), Pcriodic

stimulation at a rate faster than control is followed by post-drive pause (up to 50%)

that, for long episodes of pacing, is virtually independent of the duration of the drive.

which \s in agreement with previous studies carried out in nodal tissue [74]. This in

contrast with overdrive suppression in atrial embryonic chick heart cell aggregates

where the magnitude and the build-up of this effect are much more pronollllccd

[186, Ill]. The discrepancy in the magnitude of overdrive suppression measured

in these two different preparations is likely to reflect the different nature of the

underlying ionic mechanisms. Previous studies sUlmest that, although the sodium

pump plays a major roll' in overdrive suppression in embryonic chick heart atrial cell

aggregates [143], other factors, including increased internai calcium concentration

and acethylcholine are determinant in overdrive suppression in nodal (SA) tissue

[74]. Since there is a great deal of similarity between SA nodal and AV nodal cells,

the same mechanisms may be involved in our experimental observations.

Under normal circumstances, there is 1:1 entrainment between the SA nodal and

the AV nodal rhythms. By changing the frequency and the amplitude of tht' stimula­

tion imposed on the AV nodal l'l'Il clusters, we investigated the response of AV nodal

tissue to stimulation protocols which may simulate real pathologicai situations. The

resulting rhythms, including Wenkebach and 2:1 block are analogous to experimental
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or c1inical obs"rvations. Reœntly. a number of simple iterative mathematical models

were c1eveloped 1.0 account for t.he dynamics during periodic stimulation. For ex­

ample, the structure of the phase-locking zones (different types of N:~l entrainment)

in an amplitude versus period of stimulation diagram (such as in Figure 4) can be

predicted based on the topology of the experimenta!ly determined PRe [181. 6i. 68]

(e.g. "type l" or "type 0"). To date, most of the studies aimed al. studying the dy­

namics during periodic stimulation were carried out in in vitro preparations which

consisted of ceIls charactc;rized by high AP upstroke velocities and hence almost

ideal "one or noue" responses 1.0 stimulation. However, in our preparation, the pres­

ence of graded responses plays an important role in increasing the complexity of

the dynamics. As a consequence, mathematical models that incorporate both time­

dependent effects in the cycle length and changes in action potential morphology

must be developed. For e.'(ample, two pulse protocols could be designed 1.0 study

the relationship between the areas of successive premature action potentials, as well

as the influence of single stimulus overdrive on the phase I"'lsetting properties of the

preparation. Subsequently, a theoretical model, in the form of a pluri-dimensional

difference equation, could be designed 1.0 encompass phase resetting, action potential

area and overdrive, in an attempt 1.0 simulate the comple.'( rhythms observed in the

experimental conte.'i:t.

There is still a poor understanding of the ionic mechanisms that underly the

electrical activity of AV nodal cells [162]. This task is made even more difficult by

the diversity of cell profiles found in the AV node [12, 133, 162]. In the intact heart,

a large number of hormonal, neural and mechanical inputs influence the properties

of the AV node. All of these factors can influence the results of in vivo studies of the

intact AV node, but can be more easily controlled by using our in vitro preparation.

We hope that a combination of these different complementary approaches will give

us a better understanding of how the AV node responds 1.0 sustained atrial pacing.
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Conclusions

This thesis studies the time dependent properties of excitable cardiac tissue. and their

contribution to the dynamics during various stimulation protocols. Previous simpli­

fied models of the dynamics during sustained stimulation relied on the assumption

that stimulation resets the phase of the cycle without changing the intrinsic prop­

erties of the oscillation. The e.xperimental protocols performed in this study were

specifically designed to e.xamine situations where this assumption breaks down. The

theoretical models presented in this thesis were developed to capture the contribu­

tion of time dependent ef1ects to the e.xperimentally observed dynamics, based on

careful studies of the relationship between the e.xcitability of the tissue and stimu­

lation history, and to better understand the mechanisms underlying rhythmogenesis

in the heart.

Overdrive suppression

Overdrive suppression (underdrive acceleration) is the transient decrease (increase)

in the intrinsic firing frequency following stimulation at a rate faster (slower) than

control [173]. In embryonic chick heart cell aggregates, the sodium potassium pump

is the major mechanism underlying overdrive suppression [143]. The qualitative

study presented in Chapter 4 shows that the leveis of overdrive suppression are

an increasing function of drive duration and of aCtion potential frequency. For a

given stimulation freque'lcy, overdrive suppression decreases with increasing degree

of block. Since maximal overdrive suppression is associated with the fastest possible

action potential frequency in a given entrainment regime, this finding may explain

the peaking of overdrive suppression at intermediate frequencies often observed dur­

ing the sinus node recovery test [101]. Overdrive suppression may also cO:icribute to

the evo\ution of rhythms reported experimentally and clinically under various stimu-
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btion protocols [186]. The experimental study of Chapter 5 shows that. during fixed

dday stimulation, overdrive suppression is responsible for the graduai increase in

the interbeat intervals under conditions where the reentrant loop is maintained and

may lead to the termination of reentrant activity. Similar time dependent phenom­

ena (overdrive suppression, fatigue) may therefore play a crucial role in the sudden

onset or termination of potentially lethal tachycardias.

Theoretical modeling

The theoretical models of overdrive suppression described in this thesis were de­

veloped using a double strategy: (1) nonlinear models were constructed to provide

a theoretical framework of relative transparency and simplicity, non preparation­

specifie and therefore applicable to a variety of systems; (2) the Shrier-Clay ionic

mode! of electrical activity in embryonic chick heart cell aggregates was modified to

include a simplified sodium pump term, thereby providing the means of understand­

ing the experimentally observed dynamics in terms of the underlying ionic mechan­

isms.

The first of the nonlinear models is the classical iteration of the phase resetting

curve used to predict and understand the mathematical structure of the dynamics

arising during sustained periodic stimulation [i8, iD]. Although this model is very

successful at moderate stimulation frequencies, the lack of time dependent contribu­

tions limits its usefulness at rapid stimulation rates. A review of the resr.lts obtained

by iteration of this model with phase resetting curves obtained experimentally or by

numerical simulation of the Shrier-Clay equations was presented in Chapter 3. Since

this class of models does not rely on preparation-specific ionic mechanisms, the res­

ults are applicable to a variety of oscillating or periodic systems [70, 181]. This

model was modified in Chapter 5 to include a time dependent term that modifies

the intrinsic beat rate by means of a weighted contribution of the preceding cycle

lengths. The main assumption is that, provided that the phase of the stimulus is

rescaled to the instantaneous cycle length of the preparation, the effects of a single

stimulus on the rhythmic activity may be predicted based on the experimentally

observed phase resetting curve. The success of this model lies partly in the fact

that it combines the experimentally determin';!d, and hence realistic phase resetting

curves, with a reasonably efficient description of the overdrive-induced changes in

the intrinsic cycle length.
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:\lodels based on iterati\'e techniques nl'cessarily imply a discretization of t'Xper­

imental time. Since overdrive suppression in embryonic chick hcart cdl aggregatt's

is due to the increased activity of a hyperpolarizing current. a simplificd modd

expressed in terms of ordinary differential t'quations \Va", also dcvdopt'd. The theor­

etical model described in Chapter -1 is a simplified relaxation oscillator modilied to

inc1ude a time dependent term. The main assumption is that overdrive supprl'ssion

is due to a hyperpolarizing current that is induced by action potentials. Despitt'

good qualitative agreement \Vith the experimentally obtained measurements of over­

drive suppression following periodic stimulation at different frequencies. stimulation

intensities and entrainment regimes. this theoretical model does not properly mimic

the details of the experimentally determined phase resetting curves. Thus. the llSt~

fulness of the mode! is limited to experimental situations where the detailed shape of

the phase resetting curve is not determinant to the rhythmic activity. However, the

model is based on physiologically plausible assumptions and captures the depend­

ence of overdrive suppression upon the duration of the drive and the stimulation

frequency. More importantly. appreciable levels of overdrive suppression can be at­

tained only by assuming large beat to beat changes in internai sodium leveb. This

may suggest a possible compartmentalization of the intracellular space available to

sodium ions, as previously proposed [112, 22]. Finally, a close inspection of the

equations shows that, for very fast stimulation frequencies and 1:1 entrainment, the

beat to beat influx of sodium ions may exceed the ma.'l:imal e.'l:trusion capacity of the

postulated electrogenic mechanism. As a result, sorne stimulation frequency may

e.'l:ist above which the levels of overdrive suppression do not saturate following in­

creasing long stimulation episodes. Although not tested, this prediction may have

interesting implications in the experimental and clinical settings.

The results obtained by numerical simulation of the Shrier-Clay ionic model

of electrical activity were presented in Chapter 3. In this study, the results of the

Shrier-Clay ionic model were tested against experimental data obtained during phase

resetting and phase locking protocols. Numerically simulated phase resetting curves

were also iterated for comparison between this nonlinear iterative model of a cardiac

oscillator and the results from the simulation of a fully developed ionic mode!. The

success of the ionic model in mimicking the experimental phase resetting and phase

locking behaviours lies primarily in the quality of the present description of [Kr and

[Na whose interaction underlies the details of "hase resetting in embryonic chick heart
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ccII aggregates. In Chapter 5. 1ha"e presented a modified version of ,his ionic mode!

th"t incorporates a simplified sodium pump te~m. The description of the simplified

sodium pump term is similar to that introduced in the above-mentionen modified

relaxation oscillator mode!. In spite of appropriate phase resetting behaviour, the

simulations of the modified ionic mode! under fixed delay stimulation conditions suc­

cessfully mimic the experimental rhythms only for a re!ative!y restricted range of

delays. Nonetheless, overdrive suppression is properly reproduced and further modi­

fications consisting of a model of the sodium calcium exchanger, a more elaborate

description of the sodium potassium pump as weil as a possible future dynamical

description of ail the important ion concentrations and of their effects on the indi­

vidual ionic currents, are steps to be made in the future. Given the extent of testing

against experimentally observed dynamics this model has undergone, it also comes

to mind that such extensive numerical experiments are seldom attempted with the

currently accepted ionic models of electrical activity. A carefu: e:"amination of the

results of numerical intE'gration of ionic models using various stimulation protocols

may therefore represent an important additional test for the validation of existing

or new ionic models.

Cardiac dynamics

The analysis and understanding of the dynamics observed during stimulation of em­

bryonic chick heart cell aggregates may be relevant to the interpretation of cardiac

arrhythmias. For e.'l:ample, the different degrees of block observed during sustained

periodic stimulation of this preparation have direct analogs in the intact heart, includ­

ing parasYf.tole [95, 180] and atriovec".,:r.ular block [160]. In Chapter 5, fixed delay

stimulation of spontaneously beating chick heart cell aggregates is an e.'l:perimental

model of a reentrant lcop involving a pacemaker. The paroxysmal starting and stop­

ping of rapid activity observed during fixed delay stimulation may thus provide a

novel mechanism for ?aroxysmal tachycardias observed clinically. In addition, the

slight oscillation in cycle length prior to cessation of reentrant activity described

in Chapter 5 is a relatively common observation in the context of sup~aventricu­

lar tachycardias [153, 163]. The identification of the key factors underlying such

rhythms may therefore help design future treatments of this class of dysrhythmias.

Finally, the e.'l:perimentai rhythms of Chapter 6 strongly resemble clinically observed

atrioventricular dynamics.
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The heart is a complel' physiological system. This anatomical complel'ity is rt~

Rected by the variety of ionic mechanisms found in different cardiac cdls. Th,' mOll­

ding of cardiac dynamics. at the cellular le\'d. is thus hind"rt'd by tlll' considerabl,'

heterogeneity of the heart. An illustration of the differences in the dynamic prop,'r­

ties of cell from distinct regions of the heart was given in Chapt,'r li. :\trioventricular

tissue is characterized by slow action potential upstroke velocitit's that rl'llect the

kinetics of the underlying ionic mechanisms [12. 128. 162]. In contra"t to atrial"dl

which el'hibit "one or none" responses to premature stimulation. pha.<e rt'st'lting in

spontaneously active AV nodal cell clusters often results in graded or incomplt'lt' ac­

tivations following stimulation. During periodic stimulation, such changes in action

potential morphology play an important role in c.:>mplel'ifying the dynamics. Sillet,

models based on the phase resetting curve do not carry information related 1.0 action

potential morphology, they are inadequate in descr:bing the el'perimental rhythms.

Therefore, new theoretical models must be developed that encompass phase reset­

ting, time dependent phenomena and action potential changes in order to better

understand atrioventricular dynamics. This type of approach, complemcnted by the

development of ionic models of activity and the application of modern biomolecular

techniques, is an important direction towards understanding and preventing cardiac

arrhythmias.
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