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Abstract

This study uses an artificial intelligence (Al) model to identify arbitrage opportunities in the retail marketplace.
Specifically, we develop an Al model to predict the optimal purchasing point based on the price movement of products
in the market. Our model is trained on a large dataset collected from an online marketplace in the United States. Our
model is enhanced by incorporating user-generated content (UGC), which is empirically proven to be significantly
informative. Overall, the Al model attains more than 90% precision rate, while the recall rate is higher than 80% in
an out-of-sample test. In addition, we conduct a field experiment to verify the external validity of the Al model in a
real-life setting. Our model identifies 293 arbitrage opportunities during a one-year field experiment and generates a
profit of $7.06 per arbitrage opportunity. The result demonstrates that Al performs exceptionally well in identifying
arbitrage opportunities in retail markets with tangible economic values. Our results also yield important implications
regarding the role of Al in the society, both from the consumer and firm perspectives.
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1. Introduction

Market efficiency in electronic commerce has been one of the core research topics that yield important implications
to our society in the past decade (Bapna et al. 2018). As the efficiency of the market is generally driven by activities
between buyers and sellers (McMillan 2003), prior works in this area have studied how information technologies
enhance buyer—seller interactions and the overall impact on market efficiency (Ghose and Yao 2011; Wang et al.
2022). In particular, artificial intelligence (Al) agents, which are commonly utilized on electronic commerce
platforms, can reduce buyer-seller interactions and provide information that benefits customers’ interests (Serenko et
al. 2007). Nevertheless, arbitrage activities, in which people buy products to resell for profits, are still consistently
observed (Overby and Forman 2015; Subramanian and Overby 2017; Yao and Alexiou 2022).! These arbitrage
opportunities are considered anomalies that challenge the core assumption of the efficient market hypothesis (Ardeni
1989; Malkiel and Fama 1970) and are generally difficult to identify (Shleifer and Vishny 1997).

There exist prior works on arbitrage opportunities identification. The majority of these work are in the area of
financial markets where researchers examine how investors take advantage of certain external shocks to exploit short-
term price dispersions (Avellaneda and Lee 2010; Birdu 2015; Huy et al. 2020). Previous works have also examined
arbitrage activities in commodity markets, including commodity futures (Lee et al. 1985), live cattle and wheat
(Kohzadi et al. 1996), real estate markets (Limsombunchai 2004), and palladium and crude oil (Yao and Alexiou
2022). However, little research has been done in the context of retail markets and hence our understanding on arbitrage
opportunities in retail markets is particularly limited. This knowledge gap is important because retail markets play an
important role in our society. On the one hand, participants in large online marketplaces, such as eBay and Amazon,
may behave similarly to participants in stock and commodity markets because there are millions of products available
in marketplaces where multiple sellers and buyers transact with real-time price changes (Jopson 2012). On the other
hand, these participants in online marketplaces are inherently different from those in other markets in multiple ways.
First, there are price differences across marketplaces for the same product (Cavallo 2017). In addition, the market
itself has a low barrier of entry rather than being exclusive to limited groups, as is the case with the financial and
energy markets. It also usually provides advanced information technologies facilitating buyers’ or sellers’ transactions.
Furthermore, product sales in retail markets are also associated with several product-related factors (Ebina and Kinjo
2019; Ehrenthal et al. 2014; Elmaghraby and Keskinocak 2003) and user-generated content (Hu et al. 2008; Khern-
am-nuai et al. 2023), which potentially allow retail arbitrageurs to leverage such information to detect arbitrage
opportunities. In this study, we aim to fulfill this research gap and investigate the following research question:

RQ: Can we develop an Al model that can consistently identify arbitrage opportunities in a retail market with
tangible economic values?

In this work, we utilize data collected from Amazon Marketplace between February 8, 2015 and June 30, 2016.
Using this dataset, we develop an Al-based predictive model to identify arbitrage opportunities by leveraging the
combination of traditional price-related features and user-generated content (UGC) including online reviews and
questions and answers. We demonstrate the performance of the model using a common cross-validation technique
based on the out-of-sample dataset. In addition, we conduct a field experiment to empirically verify the external
validity and to demonstrate the economic value of our model. The remainder of the paper is organized as follows. In
Section 2, we survey past literature that is closely related to our study. Specifically, we review prior works that study
arbitrage opportunities, machine learning algorithms and predictive tasks, and social impact of Al in e-commerce
markets. Following that, in Section 3, we describe our research methodology in detail. Then, in section 4, we present
our empirical results. Finally, in Section 5, we conclude the paper and discuss its theoretical and practical implications,
limitations, and future research opportunities.

2. Literature Review

In this section, we review the previous literature that pertains to our study. More specifically, we survey prior work
on arbitrage, particularly the factors of its emergence. We then review past management studies that adopt machine

The definition of arbitrage can vary based on the context and discipline. For example, in finance, arbitrage is usually
defined as the act of simultaneously buying and selling an asset to take advantage of differing prices. In this paper, we
adopt a looser definition of arbitrage that is commonly employed in e-commerce literature. Specifically, the term
arbitrage in our study describes a scenario in which a product is purchased and subsequently resold to exploit a price
discrepancy with a minimal level of risk (Subramanian and Overby 2017).



learning, a subfield of artificial intelligence, as a core research methodology. Finally, we review prior works on the
social impact of Al usage in the context of electronic commerce.

2.1. Arbitrage Opportunities

Past studies on arbitrage have been conducted across various areas. For example, in economics, Anson et al.
demonstrate that currency shock tends to lead to customer arbitrage opportunities in cross-border e-commerce (Anson
et al. 2019). Gebarowski et al. focus on triangular arbitrage in the Forex market and conclude that such opportunities
are caused by abrupt changes among currencies and significant events, such as Brexit (Gebarowski et al. 2019). Fisch
and Schmeisser explore global arbitrage from an operational perspective. They suggest that multinational corporations
can better leverage arbitrage opportunities by improving management practices in host countries. For instance,
improved efficiency in sale operations can lead to tax arbitrage (Fisch and Schmeisser 2019). Avdjiev and Aysun
study the regulatory arbitrage of internationally active banks. They find that global financial situations cause the banks’
arbitrage activity. In particular, the banks rapidly expand their claims to less-regulated countries when the global
financial risk is higher because they face higher compliance costs (Avdjiev et al. 2022).

Studies related to arbitrage opportunities are also common in management literature. For example, Goncalves-
Pinto at el. (Goncalves-Pinto et al. 2020) analyze trading data from three US stock exchanges and find that the option
prices add pressure to fundamental stock prices, which leads to the predictability of the trading price of stocks and
triggers trading arbitrage opportunities. However, the opportunities are limited when the gap between the latest option-
implied stock price and the actual stock trade price is wider than previously recorded. Relatedly, Kozhan and Tham
study high-frequency arbitrage in the spot foreign exchange market. They find that while arbitrage opportunities are
spurred by high competition among arbitrageurs for scarce assets and uncertainty regarding the arbitrage portfolios’
profitability, these opportunities can be eliminated by market orders under high market liquidity, short arbitrage
duration, and significant arbitrage deviation (Kozhan and Tham 2012).

Earlier e-commerce studies have also focused on arbitrage in non-financial markets. For example, Roach’s study
reveals that economic differences between countries (e.g., cost of living and lowest wage) lead to global labor arbitrage
(Roach 2004). Overby and Clarke investigate the effect of e-commerce on spatial arbitrage in the context of the US
wholesale used vehicle market and conclude that using a webcast channel can greatly limit arbitrage opportunities
(Overby and Clarke 2012). Subramanian and Overby extend Overby and Clarke’s work by conducting a quasi-natural
experiment to examine arbitrage opportunities where standalone electronic markets are included in the study. They
find that while e-commerce channels reduce spatial arbitrage, standalone electronic markets facilitate the capture of
remaining opportunities by arbitrageurs (Subramanian and Overby 2017). Zhang and Feng empirically demonstrate
that cross-channel effects trigger arbitrage opportunities in the gray market, as manufacturers sell an identical product
through multiple markets at different price points (Zhang and Feng 2017). Fedoseeva and Irek investigate the price
dispersion within one chain online food retailer during the COVID-19 pandemic. They find that the differences in
economic indicators, competitive pressure, and the number of new COVID-19 cases lead to geological arbitrages, but
the magnitude differs by product type (Fedoseeva and Irek 2022). The current research contributes to this stream of
research by providing a predictive analytics framework to identify arbitrage opportunities in retail markets. We
leverage a machine-learning algorithm that is commonly used in the literature for predictive tasks. Next, we survey
prior works that use a similar approach.

2.2. Machine-Learning Algorithms and Predictive Tasks

Machine-learning is a subgroup of artificial intelligence (Al) whose algorithms enhance Al applications. As big data
has grown significantly, recent arbitrage research has leveraged machine-learning algorithms as a core research
methodology. This practice is particularly seen in the business and management literature. For instance, Krauss et al.
use deep neural networks, gradient-boosted trees, and random forests (RFs) to predict statistical arbitrage opportunities
in the S&P 500. They find that RFs produce the most accurate results (Krauss et al. 2017). Huck predicts statistical
arbitrage in the US market using three classification models, deep belief networks, RFs, and elastic net regression
based on high-frequency trading data. The results show that RFs yield the best performance (i.e., highest portfolio
return) (Huck 2019). Relatedly, Fischer et al. develop an RF model to predict statistical arbitrage opportunities in
cryptocurrency markets in the timespan of two hours and demonstrate that the model performs reasonably well in
capturing these arbitrage opportunities (Fischer et al. 2019). Zhang M et al. focus on statistical arbitrage in China
stock market. They employ five classification models, RF, deep neural net, extreme gradient-boosted trees, support
vector machine, and long short-term memory, to predict the stock price. The result shows that RF outperforms the
other models (Zhang et al. 2021). Khan develops an RF model to predict real-time electricity locational marginal price
and approximate subsequent profit for the corresponding hour of the next day. The model can successfully capture the



arbitrage opportunities and incur a net profit for the market participators (Khan 2022).

In the management literature, the growing importance of incorporating predictive analytics into research has been
highlighted (Shmueli and Koppius 2011). The authors provide six roles that predictive analytics can play in business
management research and argue that predictive analytics is useful not only for developing practical, useful models but
also for assisting with theory building and testing. Indeed, over the last few years, numerous works have applied
machine-learning algorithms for predictive tasks in different contexts. For example, Zheng et al. use fast causal
inference and really fast causal inference models to assess the usage spillover effect of one instant messaging
application in China on the others (Zheng et al. 2019). Nam and Seong propose a transfer entropy model to predict
stock price direction in the Korean stock exchange using financial and economic news articles (Nam and Seong 2019).
Liu et al. evaluate products’ competitive advantage in the automotive market based on UGC shared on social media.
They use bagging logistic regression as a competing product classification model (Liu et al. 2019).

The current work connects to this stream of literature as we leverage a machine-learning algorithm—specifically
the RF model—to identify arbitrage opportunities in retail markets. Later in the methodology section, we discuss the
data we used in this study and the proposed predictive analytics framework in more details.

2.3. Social Impact of Artificial Intelligence in E-Commerce Markets

Online retail is one of the markets where artificial intelligence (Al) tools are actively and seeminglessly integrated in
their operations and buyers and sellers regularly engage in the Al-based technologies. As such, the use of Al in these
market yields various significant social implications. While ethical issues have raised significant concerns when
technologies are used (Cohen et al. 2023; White 2013), data privacy has also emerged as a major concern due to the
vast amount of personal data required for Al development (Ouchchy et al. 2020). In that regard, Al creditability,
transparency, and trustworthiness are also considered holistically. As a result, several works have called for Al literacy
to be a common knowledge for end-users in such markets (Kim and Lee 2019; Shin 2022; Shin et al. 2022). However,
the benefits of using Al tools tend to exceed the potential risks, and, as a result, end-users continue to utilize Al tools
even when they are well aware of ethical and privacy concerns. Ultimately, the benefits of using Al applications are
not limited to the end-users but also intertwined with firms or implimenters who provide the systems. A
recommendation system is an example of a frequently used Al in e-commerce. While it improves the efficiency of
customers’ information search, sellers who provide the system also increase their profits (Cao 2021; Hinz and Eckert
2010; Kannan et al. 2022). Another example is Chatbot, which can timely provide information as per customers’
inquiries while decreasing sellers’ operational costs (Luo et al. 2019b; Oosthuizen et al. 2021). Several firms also have
utilized Al in their operations, which not only benefits the firm itself but can also improve consumer surplus and social
welfare as well (e.g., Adulyasak et al. 2023). This study contributes to this research stream, demonstrating the benefit
of an Al model for optimal purchasing. Customers would pay for a product at a reasonable cost, representing an Al
application that potentially improves customers’ surplus and welfare.

3. Methodology

In this section, we discuss the data we collected and describe the predictive analytics framework employed in this
study.

3.1. Data Source

We collected the primary data for this study from Amazon marketplace. We chose Amazon as our data source because
it is the largest online retailer in North America with millions of buyers and sellers transacting in real time.
Furthermore, the product prices on Amazon change frequently and are set by multiple sellers. Therefore, the current
selling price for a given product on Amazon can generally represent the notion of market price in the context of retail
markets. Moreover, Amazon marketplace also incorporates Al tools (e.g., product recommendation system and
chatbots) to elevate their customers’ shopping experiences, which reflect the power of advanced information
technologies on market efficiency. Regarding the context of the study, we selected the market of video game software
for the following reasons. First, the average lifecycle of products in this market is generally long, unlike technology
products such as laptops or mobile phones, which typically become obsolete in less than one year. This characteristic
allows us to have data about products in different life-cycle stages. Therefore, the insights developed are not limited
to only newly released products. Second, as we aim to incorporate UGC as a candidate set of predictors, it is well
known that video game console software actively garners a significant amount of related UGC due to its rich
characteristics (Khern-am-nuai et al. 2023). Third, many prior studies have used the video game console market as
the market of interest because it generally represents the market for experience goods (Kim et al. 2021; Nair 2007;



Zhu and Zhang 2010).

To collect the data, we first obtained a list of video game console software available on Amazon.com that was
released within the last two years of the study period. The dataset consists of the stock-keeping unit identification, the
product names, the gaming platforms of the product, the publisher that officially published the products, and the
products’ official market release date. In addition, for each product we collected its pricing data and sales rank on a
daily basis using an automated script. The data collection task was performed between February 8, 2015 and June 30,
2016. The data consist of each item’s lowest price (including shipping cost), the number of sellers who offer that
product, and the sales rank. In addition, we also collected UGC, including online reviews and questions and answers
related to each product. Our final dataset has 2,626 products.

3.2. Predictive Task Formulation and Target variable

The primary objective of this study is to identify arbitrage opportunities. Conceptually, a given price point would
represent a good buying opportunity (i.e., an arbitrage opportunity) if, later on, the price of that product sufficiently
increases within a reasonable timeframe. It is important to note that we need both conditions to hold true when defining
an arbitrage opportunity because there are costs associated with every transaction and with the length of the product
holding period. Without loss of generality, we consider a sufficient increase when the original price rises at least 20%
plus two dollars. For example, if an original price is 100 dollars, the required minimum margin is 122 dollars. We
choose 20% increase plus two dollars as the minimum margin because online marketplaces, such as eBay and Amazon,
tend to charge end users who sell products on their platform about 15%-18% of the selling price as commission, while
a two-dollar charge tends to cover fixed costs such as closing and listing fees (Godmanis 2019). We choose 30 days
as the reasonable timeframe because such a length generally represents the risk-free period in retail markets in the US.
For instance, most stores in the US allow buyers to return products for a refund within 30 days (with the exception of
final clearance items with no returns). Therefore, if necessary, the arbitrageur can return the product and obtain a
refund if she cannot sell it within 30 days; thus, she only suffers from an opportunity cost. In addition, many premium
credit cards in the US also offer “purchase protection” and “return production” for 30 days after the purchase date,
which provide an additional layer of protection for arbitrageurs during this period. In the field experiment discussed
later, we neither return any products nor utilize any credit card protection.

To operationalize our definition of arbitrage opportunities in the predictive framework, we follow the strategy
commonly used in the literature to construct a single target variable that captures both the variation of price and time
period such that the final target variable is binary (which is used to indicate a purchase opportunity). As such, the
predictive task at hand can be formulated as a simple classification problem (Torgo 2016). Our target variable is a
binary variable that takes the value one (or positive class) if a price point has an arbitrage opportunity and zero (or
negative class) otherwise. In order to classify an arbitrage opportunity, the opportunity should be sufficiently large to
trigger the recommendation. We count the number of days a focal price point meets our condition of arbitrage
opportunity (i.e., the price increase of more than 20% plus two dollars within 30 days), and the higher number indicates
a better arbitrage opportunity. The sufficiency of the opportunity depends on a threshold, and it can be set based on a
pre-defined criterion or as a hyperparameter optimized through cross-validation. In this paper, we set the threshold
equal to or greater than 4 days. The detailed calculation for our target variable is described in Appendix A.

3.3. Predictors

Our study includes two sets of predictors, both of which are calculated on a daily basis. The first set of predictors
consists of product- and price- related information including: (1) sales rank, (2) market price of a brand-new version,
(3) market price of a used version, (4) trade-in value, (5) total number of units available for sales for brand new version,
(6) total number of units available for sale for a used version. These predictors are equivalent to the stock-related
variables, such as market price, market volume, and amount of bids and offers, that are commonly used in the literature
in finance and other related areas that perform arbitrage opportunities predictions (Cao et al. 2011; Igbal et al. 2013).

The second set of predictors consists of UGC available on Amazon. This set of predictors includes online product
reviews and questions and answers related to the product from the Amazon Answer System (Khern-am-nuai et al.
2023). From here, we derive the predictors following the information systems and marketing literature that studies
UGC. In particular, prior works in this area have empirically demonstrated the economic value of UGC volume
(Chevalier and Mayzlin 2006; Zhu and Zhang 2010), content length (Khern-am-nuai et al. 2023), and textual content
characteristics (Ghose and Ipeirotis 2010). Following these prior works, the predictors in this set include (7) total
number of reviews, (8) total number of questions, (9) total number of answers, (10) average star rating, (11) average
review length, (12) average question length, (13) average answer length, (14) average review sentiment, (15) average
question sentiment, (16) average answer sentiment, (17) average review subjectivity, (18) average question



subjectivity, and (19) average answer subjectivity. The sentiment and subjectivity of UGC are calculated using the
pre-defined score from the TextBlob package in Python (Loria 2018), which is a commonly used tool to analyze
textual content. Note that both sets of predictors of each observation are calculated up to day i of the target variable
to eliminate the potential issue of look-ahead bias.

3.4. Data Pre-processing

In this subsection, we describe the data pre-processing procedures and the development process of our predictive
models. First, we pre-process the data by examining data points with a missing value. For each data point that contains
missing values, we employ a common approach in predictive analytics literature (Larose 2015) to fill the missing
value of a predictor with the latest value of the same product (e.g., if a trade-in value is missing on day i, we fill it
with the latest trade-in value of the same product). After this process, if it still has any missing values (e.g., records
with a predictor that has a missing value for the entire period), we remove the entire record. Our final dataset consists
of 87,949 records. Following that, we randomly separate 70% of the data into a training dataset, which is used to
develop our predictive model. Meanwhile, the rest of the data (30%) is used as a test dataset to validate model
performance. Such a separation allows us to avoid potential overfitting issues when training/evaluating the model.

3.5. Model Development and Predictive Framework

We develop the Al predictive models using Python 3, a popular programming language in predictive analytics. In
particular, we use the sklearn package (Pedregosa et al. 2011), one of the most popular data analytics and machine-
learning packages in Python, as the primary tool. We use an RF machine-learning algorithm (Breiman 2001) as the
predictive algorithm because it is commonly used in the literature for predictive tasks, given its overall efficiency and
effectiveness (Luo et al. 2019a; Muller et al. 2016). Note that we let the RandomForest algorithm balance the class
weights when it performs classification tasks in this study because the target variable in our dataset is highly
imbalanced (i.e., the buying opportunities where the target variable takes the value one are relatively rare in the
dataset). In addition, we tune the hyperparameter n_estimators, which determines the number of trees built in the
classification process, using the RandomSearchCV method. We choose the value that yields the highest average F1
score from 10-fold cross-validations during the hyperparameter tuning process. All other hyperparameters are at the
default value.
Our evaluations consist of two iterations. In the first iteration, we focus on the scope of the prediction tasks and
develop three models based on different scopes:
(1) The generic model where all products are included within a single model
(2) The per-category model where we separately develop a prediction model per product category. Recall that
Amazon categorizes all video game software based on its associated gaming console. In our dataset, there
are eight product categories in total: Nintendo 3DS, Nintendo Wii, Nintendo Wii U, PlayStation 3,
PlayStation 2, PlayStation Vita, Xbox 360, and Xbox One.
(3) The per-product model where we separately develop a prediction model per product. In our context, a product
is a game that has a unique Amazon Standard Identification Number (ASIN). In other words, we develop one
prediction model for each game.

The second iteration focuses on the selection of predictors. In this regard, we develop three models with different

sets of predictors as follows:

(1) The first model only includes product information. This model represents predictive models that are
commonly used in the finance literature to identify arbitrage opportunities or to predict price changes.

(2) The second model includes both product information and UGC. The results from this model demonstrate the
predictive power of UGC in the context of arbitrage opportunity identifications in retail markets.

(3) The third model applies a common feature selection criterion used in the literature (Torgo 2016). Specifically,
only predictors that increase the classification accuracy by at least 5% are included in the model. The
performance of this model allows us to observe whether a feature selection process can improve the
prediction performance in our study context.

3.6. Model Performance Evaluation

In this section, we report on the performance of our Al model, which is calculated based on the 30% out-of-sample
dataset that we separated before the model training process. We evaluate the performance of the model using the
common measures used in the predictive analytic literature. In particular, for each predictive model, we calculate the
classification accuracy score, the precision score, the recall score, and the F1 score.



Recall that our target variable is imbalanced (i.e., there are more observations where the target variable is 0 than
where the target variable is 1). Since the accuracy score considers a model’s predictive performance for all classes at
once, the minority class could be ignored and not be well represented by the score. As such, the accuracy score may
not accurately indicate our models’ overall performance. For this reason, although the accuracy score shows a model’s
overall correctness, we report the other three performance measures along with it. The precision score indicates the
degree to which our model’s predicted opportunities become real, the recall score determines our model’s ability to
capture the actual opportunities, and the F1 score combines the precision and the recall scores into a single measure.
Appendix B describes the calculation for each of them.

3.7. Field Experiment Setup

We further strengthen our model evaluation by performing a field experiment where we deploy our Al model in a
field setting and observe its economic performance using the monetary value. It is important to note that the primary
objective of our experiment is to empirically confirm the external validity of our model rather than to optimize our
model in a real-life setting. Therefore, we implement our model in the field in an especially conservative manner.
First, we do not perform model retraining even when more training data are available during the experiment period.2
Second, we do not re-optimize the hyperparameters of our Al model with RF algorithm during the experiment period.
As a result, the performance of our model during the experiment period is naturally expected to degrade compared to
its performance from the out-of-sample cross-validation.

We conducted our field experiment between July 1, 2016 and June 30, 2017 using the following procedures. We
trained our model using the specification that yields the best F1 score from the model evaluation (i.e., the generic
model with all predictors). The training data for the field experiment was a combination of the training and test dataset
we previously used to develop the model in the earlier section (i.e., the entire dataset between February 8, 2015 and
June 30, 2016).

After we obtained the trained model, we performed the following actions at 8 a.m. Eastern Time on a daily basis.
First, we collected the data from a major online marketplace in the US with the same product category (i.e., video
game software). Second, we executed the trained model with the data collected on that day, along with past data if
applicable. We purchased each product that the model identified as an arbitrage opportunity from the platform. Third,
for each product in our inventory, we observed the lowest price listed on the platform. If the lowest price was 20%
plus two dollars higher than the purchase price, we listed that product on the platform with the same lowest listed price
available. Note that we used a completely new seller profile in the marketplace to conduct the field experiment. The
profile was created on July 1, 2016 (i.e., the first day of the experiment). We continued to use the same profile
throughout the experiment period.

In addition, to account for the impact of false positive prediction, instead of returning the product to the seller if
the desired profit margin (i.e., 20 percent plus 2 dollars) could not be obtained during the risk-free period (i.e., 30
days), all products older than 30 days were listed with the lowest listed price available on the platform regardless of
their purchase price. As a result, these products were usually sold at a loss during the experiment. For each product
sold on the platform, we paid the commission fee to the platform and shipped it using a standard shipping method
offered by the platform. Note that we did not purchase or keep more than one copy of the same product at a given time
(i.e., if the product was in the inventory, we did not purchase it until the existing copy was sold, even if the model
indicated an additional arbitrage opportunity).

4. Findings

In this section, we present the results of our developed Al models. First, model performances based on test sets with
three prediction scopes and three sets of predictors are shown. Then the most promising model is used to conduct the
file experiment, thus evaluating its economic value.

4.1. Models with Different Prediction Scopes

We next report the performance of the three Al models with RF algorithm developed with different prediction scopes

2 In practice, it is very common for predictive models in retail markets to perform model retraining when the data become more available. For
example, a model that is used to predict the target variable on January 15 would be trained on the data up to January 14. Meanwhile, when the
model is used the next day (i.e., January 16), it would be retrained on the data up to January 15 before performing the prediction task. The retraining
can be daily, weekly, or monthly depending on the context and computational resources required. Nevertheless, in this study, we do not perform
any model retaining throughout the experiment period to ensure that our validation is as conservative as possible.



while all predictors were used®. Recall that the models were developed by tuning one hyperparameter, n_estimators;
because the algorithm is an ensemble method, this hyperparameter tended to have a major effect on model
performance. We also performed additional analyses where we tuned additional hyperparameters of the RF. The
corresponding results, which are qualitatively similar to our main results, are reported in Appendix D*.

The performance measures of the three models with different prediction scopes are summarized in Table 1. Note
that boldface letters indicate the best result obtained under each measure when comparing the different models. The
scores of the per-category model and those of the per-product model are the average of the scores of the model of each
category and the average of the scores of the model of each product, respectively.

Table 1. performance Measures with Different Prediction Scopes

Accuracy | Precision | Recall | F1
Generic 0.9813 0.9536 0.8230 | 0.8835
Per Category | 0.9809 0.9538 0.8173 | 0.8803
Per Product | 0.9726 0.9306 0.8171 | 0.8701

Interestingly, we find that the generic model significantly outperformed the per-category and per-product models
for most performance measures, including accuracy, recall, and F1 score. Meanwhile, the per-category model yielded
the best precision score, but the difference between the precision score of the per-category model and that of the
generic model is marginal. Considering that the generic model also benefits from its superior generalizability, we used
the generic model where all products are pooled together to develop the predictive model as the main one in this study.
Next, we explore the performance of the model with respect to different sets of predictors.

4.2. Models with Different Sets of Predictors

We observed that our Al model performed exceptionally well when all products were included together in the model
development (i.e., the generic model). Next, we examine the relative performance of the models with different sets of
predictors. Table 2 below reports the performance measurement of the generic model that utilizes only the product-
related and price-related information features, both product-related information and user-generated information, and
the two information but only the predictors that increase the classification accuracy by at least 5%. Additional details
regarding our feature selection method and corresponding feature importance scores are reported in Appendix F.

Table 2. Performance measures with different feature sets

Accuracy | Precision | Recall | F1
Product Info Only 0.9599 0.9543 0.5605 | 0.7062
Product Info & UGC 0.9813 0.9536 0.8230 | 0.8835
Significant Features Only | 0.9797 0.9564 0.8010 | 0.8718

Interestingly, the model in which only the first set of predictors (i.e., product information) was included performed
reasonably well. The precision score is 0.9543, indicating that the positive predictions (i.e., arbitrage opportunities
identified) are very accurate. However, the recall of 0.5605 indicates that only roughly half of the existing arbitrage
opportunities in the dataset were captured by the model. Meanwhile, the results from the model with both set of
predictors demonstrate that adding UGC can significantly enhance the performance of the prediction model.
Specifically, the recall score (0.8230) and the F-1 score (0.8835) improved significantly, while the precision score
decreased slightly (0.9536), although it was already high in the base model with only product-related information.
This finding confirms that UGC indeed possesses significant informative power in identifying arbitrage opportunities
in retail markets. Finally, the results from the last model where a common feature selection technique was applied
show that a feature selection procedure does not appear to improve the classification performance in the context of
this study. Although this model yields the best precision score, the difference between the precision score of the model
with feature selection and that of other models is only marginal. Meanwhile, other performance measures were weaker

3 This research utilizes the random forest algorithm as the primary model because it is commonly used in both research and practice and has a
reasonably good predictive performance. We also develop alternative models that utilize other machine-learning algorithms to ensure that the results
are not solely driven by random forest. The performance of these alternative models is reported in Appendix C.

4 The threshold is set at 4 in the paper because sensitivity analyses show that this value is the most conservative option. We report results with
different threshold values of in Appendix E.



than the model with the full set of predictors. This finding suggests that feature selection processes may have a limited
impact in our Al model .’

Although our out-of-sample cross-validations robustly demonstrate that the Al predictive model we developed
could consistently identify the arbitrage opportunities that exist in the out-of-sample dataset, there could be several
concerns regarding the validity and practicability of our results.

(1) First, because we constructed our dataset to be cross-sectional, all our predictors and the target variable do
not have a time component. As such, our test dataset was separated based on the out-of-sample principle
rather than the out-of-time principle (i.e., the training and test datasets are from the same time period), which
differs from the predictive model test that used time series-based data. However, when the model is used in
reality, it would only be used for future data. Therefore, even though our validation is scientifically valid, it
might be practically irrelevant depending on how the model is used. This is especially important given that
the product category of our choice is video game software where the nature of older products may not
necessarily reflect that of newer ones.

(2) Second, we measured the performance of our model using accuracy, precision, recall, and the F1 score, which
are common performance metrics for prediction models. However, although these scores represent the
performance of the model in terms of its prediction accuracy, they do not capture the economic impacts that
the model generates (e.g., the model might accurately capture arbitrage opportunities, but those arbitrage
opportunities may only generate negligible economic values).

(3) Third, one may argue that the price movement in the retail market alone may not necessarily constitute
arbitrage opportunities. For example, Amazon or eBay buyers may be especially conscious of a seller’s
credibility. As such, even when the model can consistently identify good purchasing points, it does not
necessarily mean that these products can be consistently sold to obtain arbitrage profits.

For these reasons, we went the last research mile (Nunamaker Jr et al. 2015) to validate the economic value and
practicability of our model by conducting a field experiment in a real-life setting.

4.3. Field Experiment

Table 3 lists the results of our field experiment in terms of the model’s performance. The total number of arbitrage
opportunities identified during our one-year study period is 293, which is significantly lower than the number of
arbitrage opportunities identified in our modeling phase, as expected. This decrease supports our hypothesis that the
nature of the video game software market significantly changes over time, resulting in a significant decrease in the
recall rate of the model (i.e., the ability for the model to identify positive predictions). Nevertheless, the model still
performed exceptionally well in terms of precision. Out of 293 arbitrage opportunities identified, 268 (91.47%) were
true arbitrage opportunities, while only 25 (8.53%) were false positives, which is consistent with the precision rate
from the modeling phase. Next, we report the economic value of our arbitrage identification model.

Table 3. Field experiment results (model performance)

Results
Total number of arbitrage opportunities 293
Total number of products sold at a profit 268
Total profit from true arbitrage opportunities | $2,126.40
Total number of products sold at a loss 25
Total loss from false arbitrage opportunities | $58.32

Table 4 lists the results of our field experiment in terms of the predictive model’s economic value. As noted
before, the model identified 293 arbitrage opportunities within the one-year period of our experiment. The total amount
of purchasing cost that covers all arbitrage opportunities identified was $1,825.13, while the total revenue after selling
those products (both the case of true arbitrage opportunities where a profit is realized and the case of false arbitrage
opportunities where the product has to be potentially sold at a loss after 30 days) is $5,200.72. The total profit during
the experiment was $2,068.08 or about $7.06 per arbitrage opportunity. A student t-test with unequal variance

® The feature selection procedure here uses feature importance scores that are calculated during the evaluation. We also calculate the feature
importance score based on the best model and revisit the performance of the best model if only predictors selected by the feature selection procedure
are used. Details of this exercise are available in Appendix G.



confirmed that the arbitrage opportunities identified by our Al model had an economic value higher than zero with a
p-value < 0.001. Our field experiment reaffirmed the practicability and the economic value of the Al predictive model
we developed to identify arbitrage opportunities in retail markets.

Table 4. Field experiment results (economic value)

Results
Total number of arbitrage opportunities identified | 293
Total costs $1,825.13
Total revenue $5,200.72
Total profit (after commission and shipping costs) | $2,068.08
Average profit per arbitrage opportunity $7.06

5. Discussion

In this section, we conclude our study, discuss the implications for research and practice, and describe limitations and
potential future research directions.

5.1. Conclusion

Recent studies have examined the arbitrage phenomenon as an anomaly in overall market efficiency that is affected
by the use of emerging information technologies. However, most existing studies focus on arbitrage in financial,
commaodity, and real-estate markets. Meanwhile, insights on arbitrage opportunities in the retail context, especially at
the places where Al tools are available, that are relevant to both researchers and practitioners have been limited in
prior works.

Motivated by this gap in the literature, this paper investigated arbitrage opportunities in retail markets. In
particular, we studied the possibility of systematically identifying arbitrage opportunities in retail markets using an Al
model. To operationalize our research agenda, we collected a dataset for our analysis from Amazon marketplace, one
of the largest online marketplaces in the US with advanced Al applications. This particular market has millions of
available products and thousands of buyers and sellers who transact with each other in real-time. After collecting the
data, we utilized one of the most popular machine-learning algorithms to develop an Al model to identify arbitrage
opportunities in retail markets. Specifically, we developed several Al predictive models, each with a different
modeling scope—a generic model where all products were included, a per-category model where one model per
product category was developed, and a per-product model where one model was developed per product. We found
that while the performance of all three models did not drastically differ, the generic model not only performed best in
terms of most performance measures but also benefited from better model generalizability. In addition, we developed
two models that used the generic modeling scope, one that used only product- and price-related information and
another that used both product- and price-related information and UGC information but that also leveraged a common
feature selection framework to reduce the model complexity. We found that UGC, such as product reviews and
questions and answers, possesses significant predictive power in terms of identifying arbitrage opportunities. The
model that includes these variables, along with the product- and price-related variables commonly used in financial
prediction models, yielded a significantly better predictive performance. In contrast, we found that the common feature
selection framework did not improve the overall performance of our predictive model. Overall, the Al model with the
best performance could identify arbitrage opportunities with 95.36% precision and could capture about 82.30% of
arbitrage opportunities that existed in the market.

We further validated the performance of our model on its economic values by conducting a field experiment that
applied our model to a real-life setting in a large online marketplace in the US over a one-year period. We found that,
as expected from our conservative approach in the model implementation, the model can identify significantly fewer
arbitrage opportunities during the field experiment compared with the model performance in the out-of-sample test.
Nevertheless, the model still performed well in terms of precision and generated $7.06 in profit on average for each
identified arbitrage opportunity.

5.2. Implications for Research and Practice

Insights generated from this study contribute to both research and practice. From a research perspective, while
prior studies focus on arbitrages in financial and commodity markets (Anson et al. 2019; Birau 2015; Goncalves-Pinto
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et al. 2020; Huy et al. 2020), this study empirically demonstrate the existence of arbitrage opportunities in retail
markets, especially in the contexts where Al tools are available to facilitate customers’ decision-making. In addition,
our work demonstrates that an Al model based on a machine-learning algorithm can consistently and efficiently
identify these opportunities. Furthermore, we show the predictive power of UGC, which is typically available on
online platforms, in enhancing the identification of arbitrage opportunities. These results imply that advanced
technological tools, like Al systems, play an important role in moderating the customer’s welfare with respect to
arbitrage opportunities. Meanwhile, our findings inform practitioners across multiple levels. For end users, our model,
when enhanced with contextual data, could be considered an alternative to the commonly used Al predictive models
for arbitrage identification in the finance literature. For firm managers, this framework could be integrated as a part
of the procurement decision process for common parts, materials, and services. Specifically, our arbitrage
identification model could be incorporated into a procurement system that is traditionally used to facilitate the
procurement process and manage inventory through pre-defined inventory policies. Our Al model could also introduce
the optimal purchasing time into the overall objective function of the tool, which considers the arbitrage opportunities
and jointly optimizes the savings from a price reduction (over the speculated future market price) in conjunction with
ordering and inventory holding costs. Lastly, for managers of large retailers, our predictive model empirically
demonstrates the existence of arbitrage opportunities and the overall framework to identify them, which could be
integrated into the price optimization or anomaly detection engine that platforms utilize to optimize their benefits.

5.3. Limitations and Future Directions

Our study is not without limitations, which also represents an opportunity for future research. First, this study
intentionally used a common machine-learning algorithm (i.e., RF) to demonstrate that arbitrage opportunities in retail
markets can be identified using price movement and UGC data. Nevertheless, future research should explore more
sophisticated machine-learning algorithms that improve the performance of arbitrage opportunity identification. Given
the sheer amount of transactional data in retail markets, advanced deep-learning models may be suitable for this
research avenue. Second, our current model is a black box (i.e., does not allow any interpretation of the processes we
employ). Future research that focuses on the interpretability of an arbitrage opportunity identification process can
investigate alternative machine-learning algorithms that allow for interpretability at the cost of model performance.
Third, the objective of our field experiment was to enhance the validity and economic values of our Al model.
Therefore, the experiment was designed without considering the scalability of the process. As such, even though the
profit margin we attain may appear to be high, it is plausible that such a number is not sustainable when the scale of
the arbitrage opportunity identification is significantly increased. Future research should examine the scalability of
arbitrage opportunity predictions in retail markets by considering alternative specifications of the Al model and/or the
experimental settings. Last, as past research has empirically demonstrated that the impact of UGC is moderated by
product types (e.g., search goods vs. experience goods), future research could examine whether the proposed
framework for arbitrage opportunity identification that we propose can be consistently used for search goods.

Data Availability Statement

The data that support our findings are available from the corresponding author, J.T., upon reasonable request.
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Appendix A

In this appendix, we show the calculation of our target variable, an arbitrage opportunity. First, for each product, we
define an arbitrage opportunity when the future market price over the next k days is expected to be at the margin m
above the current spot price P on day i. The margin is calculated as:

m; = (aP; + ) /P, 1)

where «a is the predefined spread threshold (as a percentage) of the future market price above the spot price, and g is
the fixed cost (in dollars) to cover fixed costs. In our study, we consider an opportunity to arbitrage when the selling
price (i.e., market price) of a product is expected to be 20% (a) higher than the current buying price (i.e., spot price)
plus two dollars (8) within 30 days (k).

Next, for our model binary prediction, we initially define a set of intermediate variables for each product on day
i, denoted by V; , as:

L

.o Pityj—Pi k (2)
Vi — {1 lf —P' > mi} ’

0 else j=1

where P; is the product price on day i and k is the number of days following day i. On each of the following k days
(i.e., 30 days) after day i, the corresponding element in the set V; indicates if the price on day i + j is at least equal to
the defined margin m; (i.e., 20% plus two dollars). Following that, we define an indicator T; such that:

T, = Z{v A 3)

v

Here, the indicator T; represents the number of days during the arbitrage period (over the next k days) where the
actual margin is at least equal to the required margin m. Note that the use of technical indicators to detect and predict
price trends is commonly employed by practitioners to identify investment opportunities (Neely et al. 2014; Torgo
2016; Zhai et al. 2007). Once the variable T; is derived, we transform it into a target binary variable by checking if
T; = y, where y is a threshold indicating sufficiently large arbitrage opportunities. Our study set the threshold y at 4.
As such, the final target variable in our study values one if T; of the focal product on day i is higher than four and zero
otherwise.

Appendix B

We evaluate each model’s performance with four matrices, consisting of accuracy score, precision score, recall score,
and F1 score. The classification accuracy score measures the overall accuracy of the classification task with the
following specification:

TP+TN
Accuracy (Acc.) = P — 4
where TP is the number of true positive predictions, cases a model correctly predicts as arbitrage opportunities. TN is
the number of true negative predictions, cases a model correctly predicts as non-arbitrage opportunities. FP is the
number of false positive predictions, cases a model predicts as arbitrage opportunities but are not. FN is the number
of false negative predictions, cases a model predicts as non-arbitrage opportunities but actually are.

The precision score shows how well the model can predict the positive class and is calculated with the following

specification:

TP

Precision (Prec.) = ——,
TP+FP

®)

The recall score, which represents the opportunities captured by the positive prediction, is calculated with the
following specification:
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TP
TP+FN’

Recall (Rec.) = (6)
The F1 score combines the precision score and the recall score into a single measure. It is calculated based on the
harmonic mean of the precision score and the recall score. Specifically,

Fl= 2- Precision Recall (7)

Precision+Recall’

Appendix C

In the paper, we use random forest (RF) as the primary algorithm because it is commonly use in both research and
practice. In this appendix, we report the performance of alternative Al models that use other machine learning
algorithms. Specifically, the alternative algorithms include (1) K-nearest neighbors (KNN), (2) artificial neural
network (ANN), and (3) extreme gradient boosting (XGB). The development of these models is similar to that of the
main model (i.e., random forest) presented in section 3.5.

We implement the KNN and NN using sklearn package (Pedregosa et al. 2011), and XGB using DMLC-XGBoost
package (Chen and Guestrin 2016). Each model is developed under three prediction scopes (i.e., generic, per-category,
and per-product), and all predictors are included. All models are set to balance class weights and their hyperparameters
are tuned with a similar method presented in the paper (i.e., RandomSearcCV). Specifically, for KNN, we tuned the
following hyperparameters: the number of neighbors, n_neighbors, distance function, p, and weight function, weights.
For ANN, we tuned the number of neurons in the hidden layer, hidden_layer_sizes, strength of the regularization,
alpha, learning rate schedule for weight updates, learning_rate, activation of the hidden layer, activation, and solver
for weight optimization, solver. Lastly, for XGB models, we tuned their learning rate, eta, minimum loss reduction
for leave node partition, gamma, tree growing policy, grow_policy, and booster. Since KNN and ANN models were
sensitive to predictor ranges, all predictors were standardized. Table 5 presents the results of the additional models,
and the boldface letters show the result from the main model used in this study. Since our data have an imbalanced
class, we focus on the performance comparison based on F1 scores. Overall, the additional models’ predictive
performance is comparable with the main model. To evaluate whether the performance of these alternative models is
better than that of the main model, we perform the two-sided permutation test with 10,000 iterations to get the p-value
with up to four decimal places We find that none of the p-value of the differences is higher than 0.10, indicating that
the performance of alternative models is statistically higher than that of the main model.

Table 5. Performance measures with different machine learning models
Model | Accuracy | Precision | Recall | F1
RF 0.9813 0.9536 0.8230 | 0.8835

KNN | 0.9737 0.8659 0.8217 | 0.8432
ANN | 0.9655 0.7428 0.9168 | 0.8207
XGB | 0.9791 0.8589 0.9058 | 0.8817
RF 0.9809 0.9538 0.8173 | 0.8803
KNN | 0.9743 0.8703 0.8239 | 0.8465
ANN | 0.9738 0.8175 0.8952 | 0.8546
XGB | 0.9849 0.9168 0.9071 | 0.9119
RF 0.9726 0.9306 0.8171 | 0.8701
KNN | 0.9695 0.8797 0.8689 | 0.8742
ANN | 0.9730 0.8831 0.8975 | 0.8902
XGB | 0.9760 0.8712 0.9426 | 0.9055

Generic

Per-Category

Per-Product

Appendix D

In the paper, our best Al model is based on the optimized value of the hyperparameter n_estimator. We also tune other
hyperparameters but do not observe significant differences in model performance after hyperparameter tuning. In this
appendix, we report the comparison of model performance when additional three hyperparameters are tuned for
illustration. Specifically, in addition to n_estimator, we tune the function for quality measurement (criterion),
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minimum number of samples in the leaf node, (min_samples_leaf), and minimum number of samples for splitting
(min_samples_split). Table 6 shows the results for the models with optimized hyperparameters, and the boldface
letters present those of the main model. We observe that tuning 4 hyperparameters improve the performance by less

than 1%, and the two-sided permutation test shows that the differences are not statistically significant at p<0.10.

Table 6.

Performance measures with different prediction scopes and number of tuned hyperparameters
No of hyperparam | Accuracy | Precision | Recall | F1
All Features One 0.9813 0.9536 0.8230 | 0.8835
Four 0.9818 0.9567 0.8265 | 0.8868
Prod. Info Only One 0.9809 0.9538 0.8173 | 0.8803
Four 0.9623 0.8886 0.6424 | 0.7457
Sig. Features Only One 0.9726 0.9306 0.8171 | 0.8701
Four 0.9802 0.9194 0.8441 | 0.8802

Appendix E

In the paper, we choose the threshold value for observations to be considered as an arbitrage opportunity (y) to be 4.
In this appendix, Table 7 and 8, we report the number of arbitrage opportunities and the results from various sensitivity
analyses in which we vary the value of y.

Table 7. Number of arbitrage opportunities with respect to y

N of Arbitrage Opportunities (% to Total N)
Scope Data Set y
2 3 4 5 6 7 8
Generic | Training | 6,265 5,743 5,300 4,971 4,633 4,297 4,006
Test 2,685 2,461 2,271 2,130 1,986 1,842 1,717
Total N Total 8,950 8,204 7,571 7,101 6,619 6,139 5,723
= 87,949 (10.18%) | (9.33%) | (8.61%) | (8.07%) | (7.53%) | (6.98%) | (6.51%)
Per-cat. | Training | 6,265 5,743 5,299 4,971 4,631 4,298 4,004
Test 2,685 2,461 2,272 2,130 1,988 1,841 1,719
Total N Total 8,950 8,204 7,571 7,101 6,619 6,139 5,723
= 87,949 (10.18%) | (9.33%) | (8.61%) | (8.07%) | (7.53%) | (6.98%) | (6.51%)
Training | 1,432 1,263 1,144 1,034 921 804 768
Test 620 542 492 449 394 353 330
Per-item? | Total 2,052 1,805 1,636 1,483 1,315 1,157 1,098
(13.09%) | (11.99%) | (11.27%) | (11.03%) | (10.48%) | (10.31%) | (9.97%)
Total N = | 15,680 15,048 14,513 13,450 12,547 11,218 11,010

2The models include only items whose arbitrage opportunities occur at least 5% and more than 4 times.
Note: the values of the main model are marked in bold.

17



Table 8. N sensitivity analysis with respect to y

Y
Scope Feature > 3 4 5 5 7 8
Generic | All 0.903 0.895 0.883 0.888 0.895 0.878 0.885
g Feature Selection | 0.887 0.882 0.872 0.873 0.882 0.866 0.874
3 Product Info Only | 0.715 0.706 0.706 0.698 0.704 0.676 0.672
o | Per-cat. | all 0.899 0.896 0.880 0.885 0.891 0.882 0.875
Per-item | all 0.870 0.872 0.870 0.866 0.857 0.888 0.870
Generic | All 0.965 0.961 0.954 0.958 0.968 0.965 0.957
_5 Feature Selection | 0.968 0.961 0.956 0.958 0.970 0.960 0.963
§ Product Info Only | 0.962 0.947 0.954 0.943 0.953 0.951 0.953
& | Per-cat. | all 0.955 0.952 0.954 0.954 0.956 0.957 0.961
Per-item | all 0.954 0.950 0.931 0.938 0.945 0.954 0.940
Generic | All 0.848 0.838 0.823 0.827 0.832 0.806 0.822
= Feature Selection | 0.819 0.815 0.801 0.802 0.809 0.788 0.800
e Product Info Only | 0.569 0.563 0.561 0.554 0.558 0.524 0.520
@ | per-cat. | all 0.849 0.845 0.817 0.825 0.834 0.818 0.803
Per-item | all 0.800 0.806 0.817 0.804 0.784 0.830 0.809

Note: the values of the main model are marked in bold.

Appendix F

In our Al model development, we evaluate whether a feature selection technique would improve the performance of
our model. There, we leverage feature importance scores reported by random forests. Particularly, we develop a set of
trees using the random forest algorithm and measure the decrease in the classification accuracy of the trees when each
predictor is removed from the overall random forest model. Table 9 reports the predictive power of each predictor,
and the predictors with boldface letters (i.e., those that improve model accuracy by at least 5%) are selected in the
evaluation procedure. Four out of the five most important features are extracted from user-generated content (UGC),
and information from reviews has higher predictive power compared with the information from other types of UGC
(e.g., questions and answers). These results clearly present the role of UGC in arbitrage opportunity predictions.

Table 9. Predictive powers of each predictor

Group of Information | Predictor % Inc in Acc.
Product information | Price (brand new) 0.1647
UGC Total number of reviews 0.0695
UGC Average review sentiment 0.0633
UGC Average review length 0.0643
UGC Average star ratings 0.0663
Product information | Total available unit (brand new) | 0.0605
Product information | Sales rank 0.0599
Product information | Price (used) 0.0569
UGC Average review subjectivity 0.0571
Product information | Trade-in value 0.0537
Product information Total available unit (used) 0.0470
UGC Average answer length 0.0335
UGC Average answer sentiment 0.0315
UGC Average question subjectivity 0.0327
UGC Average guestion sentiment 0.0307
UGC Average answer subjectivity 0.0301
UGC Total number of answers 0.0279
UGC Average question length 0.0259
UGC Total number of questions 0.0245
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Appendix G

Initially, we perform calculate the feature importance scores using random forest during the evaluation phase. As a
result, the feature importance score is not calculated based on the best model (i.e., the model with optimal scope and
hyperparameters). In this appendix, we calculate the feature importance scores from the best model and report the
scores in Table 10. Observe that the scores reported here are remarkably consistent with the scores we obtain during

the evaluation phase.

Table 10. Predictive powers of each predictor

Group of Information | Predictor % Inc in Acc.
Product information | Price (brand new) 0.1612
UGC Average review length 0.0651
UGC Average star ratings 0.0621
UGC Total number of reviews 0.0602
UGC Average review sentiment 0.0597
Product information | Price (used) 0.0567
UGC Average review subjectivity | 0.0558
Product information | Total available unit 0.0543
(brand new)
Product information | Sales rank 0.0487
Product information | Trade-in value 0.0467
UGC Average answer length 0.0421
Product information | Total available unit (used) 0.0419
UGC Average question sentiment 0.0415
UGC Average answer sentiment 0.0388
UGC Average answer subjectivity | 0.0371
UGC Average question subjectivity | 0.0371
UGC Average question length 0.0349
UGC Total number of questions 0.0283
UGC Total number of answers 0.0278

Based on these feature importance scores,

we also perform an additional analysis where we refit the best model
with only predictors that improve the model accuracy by at least 5%. The performance of this alternative model is
qualitatively similar to the performance of our main model.
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