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AB5TRACT

The first goal of this study was to develop experimental tools to estimate the blur

and noise characteristics of X-ray CT systems. We evaluated the noise power spectrum

(NPS) uslng the averaged perlodogram technique. As predicted by theory, varying the

Image reconstruction filter produced a shlft ln the frequency content whlle slice thickness

only aff!'cted the amplitude of the noise,

. In order to quantlfy the blur, we developed and evaluated Iwo non-Iinear parametrlc

models of the point spread function (PSF): the Gaussian and damped cosine models. We

fltted these models to Images of spatialiy dlstrlbuted point sources and thus quantlfied the

pattern of shlft-variance. We found that the system produced a rotating blur and observed

a loss of PSF radiai symmetry as the input point source moved awayfrom the center of the

field of view. We validated the use of point sources by comparing non-parametric PSF

estimates obtalned with thls Input to those found using a correlation-based technique

(Wiener-Hopf equatlon). We galned Insight into the design of the input signal. which

consisted of pseudo-randomly located holes. through an exhaustive simulation.

The second goal was to investigate how thls Information could be used to process

CT Images. We formulated and evaluated a coordlnate transformation for shlft-Invariant

restoration of CT images. We developed a simple evaluation procedure which proved

beneficlal in dellmltinÇl the usefulness and detectlng limitations of the method. We also

formulated a number of recommendatlons regarding the use of the threshold and

Laplaclan of a Gausslan segmentation operators taking the shape of the PSF and of the

NPS Into élccount.
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RÉSUMÉ

Le premier objectif de ce travail était de développer des outils expérimentaux

permettant d'estimer les propriétés de flou et de bruit de tomographes à rayons-X. Nous

avons évalué le spectre de bruit en utilisant la technique du périodogramme m0yen. Tel

que prédit théoriquement, la variation du filtre de reconstruction a engendré une

modification du contenu fréquentiel tandis que l'épaisseur des Images n'a Influencé quo

l'amplitude du bruit.

Afin de quantifier le flou, nous avons développé et évalué deux modèles

paramétriques non-linéaires de la réponse Impulslonnelle (RI): les modèles Gaussien et

de cosinus amorti. Le patron d'anisotropie et de variation spatiale de la RI furent quantifiés

en ajustant ces modèles à l'Image de sources ponctuelles distribuées spatialement. Nous

avons remarqué que le système produisait un. flou rotatif et avons observé une perte de

symmétrle radiale de la RI lorsque la source ponctuelle s'éloignait du centre du champ

d'observation. Nous avons validé l'emploi de sources ponctuelles en comparant les

estimés non-paran,étrlques obtemls avec ce type d'entrant à ceux Issus d'une technique

de corrélation (équation de Wiener-Hopf). Une simulation exhaustive nous a permis de

concevoir un signai d'entré approprié qui consistait en une série de trous disposés

pseudo-aléatoirement.

Le second but se voulait une réflexion sur la façon dont cette connaissance pourrait

être utilisée pour traiter les Images. Nous avons formulé une transformation de

coordonnées permettant la restaurliticn d'Images non-stationnaires. Une procédure

d'évaluation simple nous a permis de délimiter l'utilité et de détecter les limites de cette

méthode. Finalement, des conseils portant sur l'utilisation de deux opérateurs de

segmentation, le seuillage et le Laplacien d'une Gaussienne, ont été formulés en se basant

sur la morphologie de la RI et du spectre da bruit.
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CHAPTER 1
INTRODUCTION

1.1 CONTEXT

The advent of computerlzed tomographie Imaglng opened a new window onto

human morphological and functional anatomy. Not content with these Iwo dlmenslonal

(2D) Images, researchers soon began "stacking" these anatomical "slices" to form 3D

Images. This process Is known today as 3D reconstruction from seriai images.

Three dimenslonal reconstruction approaches belong to one of Iwo classes:

volume or surface rendering (Farrell and Zappulla, 1989; Udupa, 1990; Herman, 1990). In

volume rendering, no assumptlon Is made as to the contents of the volume. Each voxel,

or volume element, Is asslgned a color and opacity dependlng on some physical property.

The value of the pixel dlsplayed on the computer screen Is a function of the value and

opacity of the voxels encountered by rays traversing the volume. These 3D Images are

qualitative in nature ln the sense thôt aviewer can percelve the relative position of structures

wlth respect to one another, but their exact position cannot be quantlfled. Although they

can be qulte impresslve, they remaln of Iimlted use slnce capaclties for mensuration are

IImlted and Interactive manipulation Is dlfflcult. They are helpful however when the surface

of the obJect to be vlsualized Is not weil deflned or when It not clear which surfaces withln

a body are of partlcular Importance for the application at hand.

Applications such as radiation therapy, stereotactic and cranlo-facial surgery

planning as weil as the design of custom orthopaedic implants, whlch requlre quantitative

information, rely mostly on surface-based reconstruction. This method assumes that the

volume of data contains .:;peclfic structures that can be represented by their surfaces.

Before being dlsplayed, using depth-shadlng, hidden surface removal or other

techniques, these surfaces must be Isolated from thelr sur~oundings, I.e. they must be

segmented. It Is from thls segmentation step that the quantitative structural Information is

obtalned: knowlng the position of the pixels forming the contours (or that of the voxels

forming the surface) the position and size of the structures can be determined.

As the ,rend from qualitative to quantitative 3D reconstruction continues, the

demands on accuracy Increase. However, IIke any CAD/CAM system or finlte element

program, even the best reconstruction algorithm will glve mediocre results If it Is fed

Inaccurate data. It Is surprlslng that compared to the amount of effort expanded ln devislng

algorlthms to three-dlmenslonally integrate the structural information. relatlvely Ilttle effort

has been spent extractlllg the information from the series of 2D images. We share the

1
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opinion of Stiehl (1990) and Robb and BarlIIot (1989) when they argue that segmentation

is one of the areas requlrlng more research if accurate and rellable models are to be

produced.

1.2 Objectives

Image processlng tools are Impresslve ln quantlty and diverslty. Nonetheless only

the slmplest ofthese techniques have been applied to process and extract Information from

medlcallmages. More Importantiy, the limitations of the Imaglng devlce, such as blurrlng

patterns, noise characterlstlcs and artefact, have been largely Ignored when applying these

general techniques to medlcal Images. Certain researchers advocate the use of more

sophlstlcated tools (see Stlehl (1990) for example). However, we believe that by galnlng

a detalled knowledge of the characterlstics of the Imaglng system, we will be ln a better

position to determlne the IImlts of the Image processlng algorlthms, even the slmplest, and

to Improve their performance.

The flrst objective of thls work was therefore to develop the experimental tools

needed to characterlze the Imaging system. This goal was reallzed ln the framework of

IInear systems theory. As such, the CT scanner was characterlzed ln terms of Its point

spread function (PSF) - or Its frequency domaln representation, the modulation transfer

function (MTF) - and its noise power spectrum (NPS). The PSFtypifies the blur present ln

the Images whlle the NPS descrlbes the frequency distribution of the noise.

ln the long term, we are interested ln the design of custom-fltted resurfaclng

artlcular Implants such as the one iIIustrated ln figure 1.1. Because we will be requlred to

reconstruct the geometry of bony articular surfaces, and these structures are best deflned

wlth x-ray CT, we will concentrate our study on thls type of system. From thls point on, when

we refer to CT systems, we Implicltly Imply an x-ray energy source.

The second goal was to Investigate how knowledge of the characterlstics could be

employed to process the Images.

1.3 Outllne

Princip les underlylng the formation of CT Images are Introduced ln chapter 2 whlch

also contalns a revlew of the CT system Identlflcatlon Ilterature.

The flrst goal of thls work Is reallzed ln chapters 3 through 6. Results of NPS

measurements are presented ln chapter 3. In chapter 4, we develop and evaluate Iwo

parametrlc models of the PSF shape. Chapter 5 descrlbes how these models were used

to quantlfy the shlft-varlance and rotatlonal asymmetry of the PSF. In bath these chapters,

2
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Images of thin metallic wlres provlded non-parametric PSF estlmates to whlch the models

were fltted. In order to validate these results. we compared these estimates with those

obtalned wlth a correlatlon-based Identification method. the sUbJect of chapter 6.

The next Iwo chapters are devoted to the second objective. In chapter 7, we

propose a coordinate transformation. based on the results of chapter 5, whlch can be used

for shift-variant image restoration. We examine the performance of the tnreshold and

Laplacian of a Gausslan segmentation operators based on the shape of the PSF and on

the noise propertles in chapter 8.

Chapter 9 concludes the thesls wlth a statement of original contributions and a

discussion of toplcs considered for future work.

4
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CHAPTER 2

L1TERATURE REVIEW

2.1 Introduction

ln arder to Iimlt the scope of thls chapter, we will focus on the IIterature daaling wlth

Identification of the blur and noise characteristics of CT Imaglng systems. Toplcs

concernlng Image restoratlon and segmentation will be reviewed ln chapters 7 and 8

respectively.

Knowlng how Images are formed Is Important to understand how an Imaglng

system behaves. We therefore felt justifled ln Introducing the prlnclples underlylng the

related toplcs, rather than only reviewlng the Iiterature. This approach seems approprlate

slnce the field of 3D reconstruction attracts researchers from a number of dlfferent fields

(medical physics, el'3ctrical and mechanlcal engineering, computer graphies ...) each wlth

a strong comprehension of some aspect of the problem but wlth Iimlted knowledge of

some other. Nonetheless, the author assumes that the reader has a worklng knowledge

of linear systems theory and Fourier analysls.

Consequently, thls chapter serves a double purpose. The first goalls to Introduce

prlnclples and the second is to review the Iiterature concerning the toplcs related to image

formation and system Identification.

The Ideal physlcal and mathematical prlnciples of image formation are explalned

ln section 2.2. Section 2.3 examines how deviations from ideal conditions glve rise to

artefacts. Sections 2.4 and 2.5 cover identification of blur and noise characteristics

respectlvely. Flnally, section 2.6 concludes the chapter.

2.2 Image formation

This section is a short synopsis of the physical laws describlng the interaction of

x-ray wlth matter under Ideal conditions. It also descrlbes the mathematical concepts

underlylng the formation of CT images. For a comprehensive discussion on these topics,

the reader Is invited to consult Kak and Slaney (1988) and chapter 7 of Barrett and Swlndell

(1981).

Tissue differentlatlon Is made possible by the variation of the Iinear x-ray

attenuatlon coefficient Il with factors such as denslty, minerai content, materia! thickness,

and others. For a homogeneous medium of constant Il, Irradiated wlth a mono-energetic

x-ray beam, the relatlonshlp between emltted (10) and detected (1) Intenslty Is given by

Beer's law:

5
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-JIl(r) dy,

I(x,) = la e -. (2.1)

where xr and Yr form a rotatlng carteslan system wlth the Yr axis polnting ln the direction
of the Incident x-ray beam. Vector r(xr,Yr) represents the position of a point P. Figure 2.1 (a)

shows the orientation of the coordinate system.

y.

(a)

.,

(b)

Figure 2.1 Data acquisition
(adapted from Barrett and Swlndell, 1981; figures 7.1 and 7.2)

(a) Coordlnate systems.The Image plane Is represented by a tlxed carteslan
coordlnato system x-y. The x,-y, frame rolales wlth the source and detector
assembly, wlth y, polntlng ln the direction of the x-rays. Vector r represents the
position of a point P. (b) Wlth a tlrst generatlon parallel-beam scanner, a single
projection Iq,(x,l Is acqulred by synchronously translatlng the source and detector
assembly.The assembly Is rotated a number of tlmes to obtaln the requlred set of
projection data.

Unllke radiography whlch produces a Iwo dimenslonal projection of volumetrie

data, the goal of CT Imaglng ls to estlmate the Iwo dimenslonal spatial distribution of the

IInear attenuatlon coefficient /-1 contalned wlthin a "sllce" of tissue. this problem Is solved

by techniques known as "Image reconstruction !rom projections" (see also Herman, 1980

and Brooks and DI Chlro, 1971). The prlnclple Is lIIustrated ln figure2.1 for a first generatlon

parallel beam scanner where a single detector moves synchronously wlth the source. The

source-detector complex first sweeps ln a translatlonal movement to form a projection. By

rotatlng the source and detectorthrough an Incrementai angle and repeatlng the sweeping

motion, a large number of projections, ail Iying ln the Image plane, are collected. A

projection at glven scan angle <j> Is described by IInearlzlng equatlon (2.1):
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l.p(x,) l
'.p(I',) = - ln T = lI(r) <1.1',. (2.2)

A two-dimenslonal image is obtalned by back-projectlng the set of one

dlmensional projections. Although a number of methods have been devlsed for thls

purpose, most commercial scanners today (If not ail) use a variation of back-projection.

The concept Is qulte simple and is shown in figure 2.2. It conslsts of smearlng each

projection through the Image plane along the Yr axis as expressed by the following

expression:

8.p(X,.y,) = '.p(x,)

and contributions corresponding to the various scan angles are summed up:

.~

i(x,.y,) = ~I 8.p(X,.y,) dl/J
o

,,

Figure 2.2 Backprojeclion
(adapted ITom Barrell and SWlndell, 1981: figure 7.8)

The Image Is recon~tructed by back-projectlng or smearlng the 10 proJeC1lon back
10 lhe 20 Image plane and addlng ail the contrlbUllons. The original obJect conslsts
01 Iwo absorblng dlsks of dillerent slzes.

7

(23)

(24)



Back-projectlon Inherently blurs the reconstructed Image. Figure 2.3l11ustrates the

Image 01 a point source. or by dellnltlon. the point spread lunctlon. The Increase in IIne

denslty toward the center 01 the pattern. which characterlzes the blur. Is descrlbed by:

(2.5)

1

To rld the Image 01 thls Intrinslc blur. a simple solution conslsts 01 convolving the

image wlth 'lTT. Alternatlvely. the Image could be "rho-Illtered", I.e. ·the Fourier translorm 01

the Image could be multlplled by lI'p where p Is spatial Irequency. However. In order to IImlt

hlgh Irequency noise, It Is not deslrable to extend the fllter to Inllnltely high Irequencles wlth

ever Increaslng welght. Nelther Is It desirable to eut off the IIIter abruptly, a situation whlch

would lead to excessive rlngln9 or G1bb's phenomenon. Therelore, an apodlzlng lunctlon,

aIr) is used to control the high Irequency behavior 01 the rho-Illter. The apodlzlng lunctlon

can take a number 01 lorms. resuitlng ln sllghtly different Images. Modern scanners offer

a number 01 such fllters: smôothing, normal, hlgh resolutlon etc.

Therelore the final image is given by:

œ

i(xr•Yr) = a(r)1I' r * * : Jg~(xr. Yr)drp

o

1
= a(r)1I'r * *- * *p(r)

1I'r

= aIr) * * p(r)

(2.6)

Equation (2.6) states that the Ideal Ilitered back-projected Image Is equal to the

spatial distribution 01 x-ray attenuation coefficient convolved wlth the apodlzlng lunctlon.

However, a lew comments are in order:

1) The equations presented so far represent the Ideal continuous case. But CT

Imaglng Is discrete and ylelds a two dimensional array 01 pixels or plcture elements. This

implles that the projections must be Interpolated to obta!n values correspondlng to a given

pixel. interpolation, with Its low pass flitering affect (Parker et al .. 1983), also Influences the

blurrlng characteristlcs 01 the system. Furthermore, each plxells assigned a CT number

which represents the attenuation coefficient relative to water. In Hounsfield unlts. the

relationshlp Is:
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(2.7)

1
l

t

Figure 2.3 Imilgr, of a point source
(adapted fro'1l Barre" ;,.ia SwlndeU. 1981; figure 7.20)

The Image of a point source Is a colieclion of radiai Unes. The Une densily. Whlch
characterizes the blur. Is proportlonal ta l/r.

H = )I(tissue) - Il(water) 1000
l'(water)

CT numbers are commonly quantitized to 12 bits, for a possibility of 4096 integer values.

Air is at the low end of the scale with a typical value of -1000 H and bone at a higher level

with + 1000 H.

2)Modern scanners no longer rely on parallel-beam geometry, but rether on the

fan-beam configuration. Figure 2.4 schematically describes the functioning of 3rd and 4th

generation tomographs. The presence of a fan-beam permits many measurements to be

taken simultaneously thus simplifying the hardware and reducing scanning time. Data

collected with a fan-beam geometry are treated with special algorithms. AI!ernatively, data

are Interpolated to obtain a parallel ray arrangement and the principles presented above

are applied. provided that the projections are collected over an angle of 1T +\jt, where \jt

is the fan angle.

3)80 far, the equations describing the formation of CT images are Iinear. However,

the reconstruction procedure is based on the assumption that the projection data are line

Integrais of the attenuation coefficient along the x-rdY beam path. In theory, Ihls requirAs

monoenergetlc and infiniteslmally thln x-ray photon-beams (Muller et al. 1985).

Departures from thls ideal situation, as weil as other physlcal factors, wllllead to artefacts.

9
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(a) (b)

Figure 2.4 Fan-beam geometry
The translational movement of the source-delector assembly Is not requlred slnce
many measurements are taken slmultaneously. (e) ln thlrd generatlon rc;tate-rotate
scanners. both the source and detectors synchronously. (b) Fourth generatlon
rolate-f1xed scanners are equlpped wllh a full ring of f1xed deteclors. In thls design.
only the source Is mobile.

2.3 Artefacts

Artefacts manlfest themselves as erroneous CT numbers. streaks and/or cupping.

a phenomenon ln whlch a homogeneous object appears darker ln the mlddle than at the

perlphery. In this section, we will examine the dlfferent phenomena whlch glve rise to these

artefacts: partial volume and exponentlal edge-gradlent effects caused by the finlte beam

slze: beam hardenlng. a direct consequence of beam polychromacy: scatter and flnally

all!lslng whlch results from Improper sampllng. Apart from thelr orlgln, we will dlscuss their

effects and how they can be corrected or attenuated.

2.3.1 Partial yolume effect (PYE)

Although a tomogram Is Iwo-dlmenslonal, It results from the Interaction belween

an x-ray beam of finlte helght and a three-dlmenslonal obJect. Therefore the CT number

at a glven pixel Is an axial average of the structures ln the correspondlng voxel. or volume

element. Durlng reconstruction. It Is assumed that objects have constant attenuatlon

characterlstlcs ln the direction perpendicular to the Image plane. In practlce, this Is not

always the case: there may be local variations ln CT number wlthln a glven tissue or a voxel

may be occupled by more than ona structure.

Accordlng to Glover and Pele (1980). PVE glves rlse to cupplng. streaks. and

erroneous CT numbers especlally at the boundary belween Iwo objects. Several

algorlthmlc attempts by the same authors to correct PVE falled even wlth very simple

models slmulatlng the presence of Iwo dlfferent tissues wlthln the same pixel. They
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attrlbuted thls fallure to the lack of Information necessary to estlmate variation of x-ray

attenuatlon ln the axial direction. The authors suggested reduclng sllce thlckness as the

best way of correctlng. or at least restralnlng. PVE.

2.3.2 Exponentjal edQe-gradient ef!ect (EEGE)

Joseph and Spltal (1981) studled the effects of attenuatlon variations wlthin the

Image plane. Because of the finlte width of the'detectors. discrete values representing tlle

average Intenslty across the detector face are measured. When the finlte beam width Is

taken Into account during back-projectlon. averaglng of the IIne Integrais must also be

performed. These Iwo averages are often different. especially ln the presence of strong

spatial gradients. The error arlsing from this phenomenon is always negative. A slight

cupping effect may be present but EEGE usually gives rise to the presence of streaks

orlglnating from long and strong edge gradients such as bone-alr Interfaces or stralght

metallic objects. These situations are rarely encountered ln routine cllnlcal situations but

can become a problem wlth patients who have undergone reconstructlve or corrective

surgery Involvlng metallic Implants.

Accordlng to the same authors. the EEGE Is Inherent to the CT technique and can

be present on ail scanners. However. scanner geometry can reduce the extent of the

artelact by IImiting the width 01 the beam. Corrective algorithms can also attenuate the

problem.

2.3.3 Bearn hardening effect (BHE)

The attenuatlon capaclties 01 tissues are strongly energy dependent since low

energy x-rays are more easlly absorbed than hlgh energy ones. In the presence 01 a

polychromatlc source, the IInear attenuatlon coefficient Is not proportlonal to the thlckness

of the materlal and equation (2.1) no longer holds. In CT, Iwo situations lead to beam

hardening. The IIrst Is the presence 01 highly attenuatlng materials such as bone. resulting

ln depressed CT bone values and increased CT numbers ln surrounding soft tissues. The

second lactor Is unequal path lengths whlch results in cupplng. In cllnlcal situations. the

two phenomena tend to cancel each other (Brooks and Di Chlro. 1976a).

These artelacts can be allevlated by Increasing the homogeneity of the beam

through preliiterlng, by applylng correction algorlthms (Stonestrom et al. .1981) and/or

dual energy Imaglng (Coleman and Sinclair; 1985). Barrett and Swindell; 1981)).

11



2.3.4 Scatter

Compton scatter is due to the Inelastic collision between an x-ray photon and an

electron, which sends the photon off at a new angle with reduced energy. Wlth the

lan-beam configuration, It is Inevitable that some photons hittlng the detector will have

been scattered one or more times. These photons are reglstered as lalse data, Scatter
affects the Image quallty ln two ways: increased noise and presence of systematlc artefacts

(Stonestrom and Macovskl (1976). Accordlng to Kanamorl et al. (1985) 3rd generatlon

scanners exhiblt cupping while edge round-off Is emphasized lor tomographs 01 the 41h

generatlon. Stonestrom and Macovskl studled the nature 01 scatter with a simple statlstlcal

model and showed that several schemes can be used lor Ils correction.

2.3.5 Aliasjng

Proper sampling requlres that the sampllng rate be at least twlce the maximum

Irequency contalned ln the lunctlon being sampled. Il thls condition Is not satisfled,

Irequencies above the Nyquist Irequency are "Iolded back" and take on the identity 01 lower

Irequencles. The Nyqulst Irequency, whlch is equal to hall the sampling Irequency,

represents the maximum Irequency represented ln the sampied signal. In CT. allasing can

arise lrom three dlfferent sources: insufflcient number 01 projections, Inadequate number

01 rays per projection. and deflcient reconstruction grid.

Number Qf pro;ecffQns. Kak and Slaney (1988) associated the minimum number 01

projections Mmlnto the number 01 rays per projection N. They arrlved at the conclusion that

Mmlnmust be approxlmatelyequal to 1.SN (1TN/2) lor an artefactfree reconstruction. In their

1980 paper. Joseph and Shultz (1980) stated that N Is not a relevant parameter to relate

to Mm1n, and that l'max. the maximum spatial Irequency ln the image should be used. In

relatlng Mm1n to l'max and to various machine parameters, they concluded that the number

01 projections Inlluences the size 01 the error Iree reconstruction reglon. If the number of

projections is smallerthan Mmln. streak artelacts appear within a clrcle 01 radius R. However

even Il this condition is not met, objects must be small wlth sharp edges and hlgh

attenuatlon to produce serious streaks. Even so, the streak intenslty Is small and narrow

vlewlng windows are requlred to visualize the streaks.

Number Qf ravs per projection: Joseph et al. (1980) studled the consequences 01

reconstructlng Images ln whlch the spaclng between ray samples Is smalier that the wldth

01 the scannlng beam. To avold allasing, at least two samples per beam wldth must be

measured. Il thls requlrement Is not met, smali narrow streaks appear, Furthermore.
allaslng makes the PSF position dependent. They suggested averaglng the output 01
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adjacent detectors to avoid aliaslng artefacts. This Is equivalent to expanding the detector

slze whlle maintalnlng the original inter-sample distance. Allasing can tnus be avoided at

the expense of reduced spatial resolution.

Thlrd generation scanners. In which each detector is assoclated with one ray

measurement. are partlcularly susceptible to ray dependent aliaslng since only one

measurement Is gathered per beam width. Peters and Lewitt (1979) suggested displaclng

the IIne belween the center of the source and the center of rotation by 1/4 of the detector

wldth wlth respectto the center ofthe detector face. This "qu<:rter detector offset" geometry

leads to Interleaving of opposlng views (8 and e+180 0
) when data Is collected over 360 0

.

Although thls simple stratagem may not quite double the sampling frequency. It

nonetheless greatly Improves aliasing related errors.

Reconstruction grjd: The largest frequency to be represented byan N by N Image Is N/2

cycles per Image width (or height). When the maximum frequency ln the reconstructed

image Is larger than this number. Moire patterns appear. These artefacts can be reduced

by uslng a back-projection fllter tallored to match the image grid slze (Kak and Slaney.

1988).

2.3.6 Justification of Iinear analysis

ln theory. the prlnclples of CT Image formation are amenable to Iinear systems

analysis.ln reality however. the hypotheses on which thetheory Is based are not respected

and thls leads to IInear as weil as non-linear artefacts. Fortunately. most artefacts can be

ellminated. or at least greatly attenuated, wlth appropriate corrective measures, Therefore,

keeplng these caveats ln mlnd. It Is justifled to use Iinear systems theory to study real CT

scanners.

CT systems are characterlzed by Iwo propertles: blur and noise. The following

sections descrlbe how these quantltii;ls can be estimated.

2.4 Identification of blur characteristics

We can qualify blur as a loss of sharpness assoclated wlth an attenuatlon of the high

frequency terms present ln a signal. The function which describes the magnitude of thls

attenuatlon as a function of frequency is the modulation transfer function (MTF).

We also saw, ln the paragraph precedlng equation 2.5, that the Image of a point

source. or the point spread functiG,' (PSF). characterizes the blur ln the spatial domaln.

These Iwo ways of conslderlng blur are fully compatible slnce the PSF and the MTF are
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related by the Fourier transform. Therefore. by measuring or Identifying one of these

entities. the other Is automatlcally deflned.

The goal of thls section is to review the different methods that have been used to

estimate elther the PSF or the MTF. and to examine whlch factors affect blur.

2.4.1 Identification of oenerallinear systems

This summary Is based on textbooks by Bendat and Piersol( 1980) and Norton

(1986). as weil as on the followlng articles: Rossman (1980). Metz and Dol (1979). Giger

and Dol (1984). Sawaragl et al. (1985).

ln classlcal system identification. the system Is considered as a "black box" with

the characterlstics an unknown. By comparlng the Input and output signais. these

characterlstics can be deduced. The assumption of IInearlty allows ana to find the response

to any Input by breaklng thls Input Into simple components and adding the contribution of

each constituent. Therefore. by findlng the response of the system to one of these simple

Inputs. the system Is characterlzed. The appellation of varlous outputs. and their

correspondence ln general system and imaglng system Identification are summarized in

Table 2.1.

GENERAL SYSTEMS IMAGING SYSTEMS DOMAIN

function name symbol functlon name symbol

Impulse response IRF point spread PSF spatial

step response SRF edge response ERF spatial

IIne spread LSF spatial

frequency response FRF optical transfer OTF frequency

gain modulation transfer MTF frequency

phase phase transfer PTF frequency

TABLE 2.1 Correspondence of lunctlons used ln generel and Imeglng system Identification

One of the slmplest Inputs Is thr., Impulse. whose assoclated output Is called the

Impulse response function (IRF) ln the general system Identification IIterature and point

spread functlon (PSF) when applled to Imaging systems. The advantage of thls Input Is

that It dlrectly descrlbes the blurrlng characterlstlcs. This must be welghted agalnst the

dlfflculty of produclng an Impulse, whlch, ln theory. has no duratlon or spatial extent. and

has Infinite magnitude. The large Input signai may also cause saturation and the'

appearance of non-linearities.
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Some 01 thase short-comings are allevlated wlth the use 01 a step lunction. The

derivative 01 the system's reaction to this stimulus, the step responselunction (SRF), yields

the IRF. The equivalence 01 the SRF in 2D is the edge response lunction (ERF) whose

derivative I~ the IIne spread lunction (LSF). By delinltlon. the LSF is the response to a IIne

source 01 glven orientation e. It can also be thought 01 as the sum 01 a series 01 shlfted PSF:

LSFf/(x,) = JPSF(x" y,) dy, (2.8)

Marchand (1964. 1965) and Roa and Jaln (1967) have ex1enslvely studled the

relationshlp belween these Iwo lunctlons.

While a step lunctlon ma:; be easler to produce than an Impulse, il suf.ers Irom noise

amplification produced durlng dlfferentiation. Furthermore. the power 01 a step lunctlon is

concentrated at low Irequencles. With such an Input signal, the attenuation characterlstics

at hlgherlrequencies are not as rellable as If they had been obtalned lrom a signai exhlbiling

a fiat Irequency spectrum.

The use 01 correlation methods can counteract the first 01 these objections. The

methods are based on the Wiener-HopI equatlon, whlch states that lhe input-output

cross-correlation is equal to the convolution belween the IRF and the input

aulo-correlatlon lunction:

C.b(x. y) = h(x. y) * * C••(x, y) (2.9)

where a and b: Input and output signais

Caa: Input auto-correlation

Cab: input-output cross-correlation

Correlation reducas the effects 01 noise through the summation 01 successively

shlfted terms. However. the method involves more computation than other methods slnce

the IRF must be deconvolved. The stabillty 01 the numerlcal solution depends on the

correlation propertles 01 the input signal. Furthermore, the Inpu1 must have su1flclent power

over ail Irequencles lor proper identification.

We now turn our attention to Identification based on Irequency methods. Ii a 2D

system Is IInear and shift-invarlant, the output to a slnusoll1 is also a sinusold 01 the same

frequency and direction but wilh posslbly a dlfferent amplitude and phase. The lunctlon

descrlblng these changes is the transler lunction or optical transler lunctlon (OTF) when

applled to imaglng systems. The magnitude 01 the OTF Is the modulation transler lunctlon

(MTF). This last lunctlon describes the ratio 01 output to input modulation as a lunctlon 01

frequency. where modulation is defined as the ratio 01 amplitude to average value 01 a signal
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(2.10)

(Barrett and Swlndell, 1981). The phase transfer functlon (PTF) represents the phase lag

as a functlon of frequency.

The OTF and PSF are Fourier transform pairs:

OTF(I'X' Ir) = g:IPSF(x, y))

PSF(x, y) = g:-'IOTF(I'x, l'y)1

where g:: Fourier transform

vx, Vy: spatial frequency

When the PSF Is symmetrlc, the PTF can only take on values 0 or 7T, and the MTF

completely characterlzes the blur ln the frequency domaln.

The advantage of uslng perlodlc signais as Input Is that the MTF can be obtained

directly without Fourier transformlng the data. However, measurements must be repeated

at dlfferent frequencles and only discrete values of the MTF are obtained.

ln the followlng section, we will see howthese concepts have been used ta identify

the PSF or MTF of CT scanners.

2.4.2 Identification Qf the mQdulatiQn transler functjQn Qf CT scanners

A few theQretlcal studles have been cQnducted ta characterlze the MTF (Glover and

Einsner, 1979,1980: Gllck et al. ,1989). These Investigations are usefulln relatlng the MTF

ta v'irlous design parameters such as detector slze, sampling rate, focal spot slze etc.

However, these theoretlcal tools cannat be used ta measure the MTF of any glven unit,

because the number of unknown parameters Is tao large. Therefore one must resort ta

experlmental techniques.

Three types of Inputs have been used ta Identlfy the MTF of CT scanners

experlmentally: Impulses (or point sources) slmulated by thln metalllc wlres, edges

obtalned by placlng a stralght edged abject ln water, and perlodlc signais such as star or

bar patterns.

Impulse methods' Blshoff and Ehrhardt (1977) estlmal~d the MTF by Fourier transformlng

the Image of a 0.15 mm dlameter steel wlres placed ln awa~e.. filled phantom. The estimates

were corrected for finlte wlre slze, non-zero mean value of the surroundlng water and

reglon slze. By comparlng the MTF ln three dlfferent directions (horizontal, vertical and

diagonal), they concluded that MTFwas radlally symmetrlc. They also determlned that the

system was shlfHnvarlant, I.e. that the MTF (or PSF) was Independent of position, by

Imaglng the wlres ln three dlfferent positions.
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1
Ehrhardt (1986) argued that If the Image is off-centered or offset by a distance d.

symmetry can be employed to double the sampling frequency by mirroring data from one

slde of the center line to the other. Simulations revealed that. In the presence of Poisson

dlstrlbuted noise. the error ln computlng the MTF was wlthln reasonable range If the signai

to noise ratio was hlgh. the offset d ln the range of 0.1-0.4 pixel width and the errer ln

estlmatlng the offset smaller than 2%-3% of pixel width. An errer of 10% pixel width ln

estlmatlng d leads to unacceptably large MTF errors (15% to 60%).

Nlckoloff and Riley (1985) devlsed a simple Identification technique applicable to

most CT scanners via amodelling approach. Their analysis Indicated that most PSFs could

be descrlbed by a Gausslan functlon whose shape Is descrlbed by a single parameter a

related to the exponentlal rate of decay. This parameter Is glven by the slope of the IInear

regresslon between the square root of the natural logarithm of (1/PSF) and the radiai

distance from the point source. For ail scanners tested. the Iinear correlation coefficient was

greater than 0.99. Indicatlng that the assumptlon of a Gausslan PSF was reasonable. The

authors polnted out however that the method could cause problems wlth edge

enhancement reconstruction t1lters. These apodlzlng functlons Introduce undershoots and

the PSF can no longer be modelled as a Gausslan functlon.

A common objection to the use of a thln wire as Input is that few points are avallable.

This situation can lead to an III-defined MTF due to aliaslng (Ehrhardt. 1986; Nlcholoff and

Riley. 1985; Schnelders and Bushong. 1978). The method proposed by Ehrhardt (1986).

and presented above, and/or reducing the pixel slze can allevlate thls shortcomlng.

Modelllng can also be used to address thls problem slnce the model can be dlgltlzed at

any deslred sampllng rate. If the analytlcal functlon descrlblng the PSF Is not too

compllcated, the MTF can also be determlned analytically.

The greatest advantage of thls method Is that the PSF Is obtained dlrectly wlth IIltle

or no data manipulation. Furthermore. a point source Input provldes afulltwo-dimenslonal

description of the PSF. Being IImited ln slze, it constltutes a good signai for the study of

shlft-varlance.

Erige methods: The most popular method for measurlng the MTF is via the edge response

functlon (ERF):

MTF = '3'{ d E~~(X)} = l '3'{LSF(x)) 1

Judy (1976) Imaged 14 water-plexlglass Interfaces in dlfferent orientations. The

ERF demonstrated an undershoot on the slde of the water and a consistently larger

17



overshoot near the plexlglass resultlng in a non-symmetric LSF. Three arguments were

offered ta explain thls phenomenon: scatter. a local change ln the attenuation coefficient

at the surface 01 the plastic through Increased density due ta machining and noise, whlch

was Identilled as the prlmary source 01 variation ln the estlmates.

Logan and Hlckey (1983) measured the LSF 01 a gamma camera ln much the same

way as Judy. The authors compared three methods 01 dlfferentlation: three-polnt

dlfference, five-polnt dlfference, and analytlcally dlllerentlating a cubic spline functlon

whlch had been prevlously fitted ta the ERF. The third method proved ta be the most

accurate. This result Is not surprlslng slnce OOlng the spline lunction smooths the data

thereby reduclng the ellects of noise.

Ta overcome the ampillication 01 hlgh Irequency noise due ta dillerentiatlon,

Schnelders and Bushong (1978) proposed a method lor obtalnlng the MTF dlrectly Irom

lhe ERF by Integratlng equatlon (2.11) by parts. This method was compared ta Judy's ln

the presence ollow and hlgh noise. Bath schemes were equlvalent ln the low noise case

but the one step procedure proved superlor when hlgher noise levels were Involved. In a

lollow up article (Schnelders and Bushong (1980)), il was also compared ta the Impulse

method. Prlor ta taklng the Fourier translorm, the PSF was manually smoothed (I.e. the

user traced a smooth curve through the data accordlng ta hls/her perception). The MTF

derlved wlth the wlre technique showed sllghtly depressed values when compared ta the

other IWO. The authors ollered IWo possible reasons. First, computation tram the PSF was

based on 18 points as compared ta the ERF whlch counted 500 samples. Secondly, the

wlre was located lurther toward the perlphery of the lield 01 vlew, where il may actually be

dlllerent than where the Interface was located. Our own work presented in Chapter 5

supports thls explanatlon.

Cunningham and Fenster (1987) noted that numerlcal dillerentiation dillers tram

analytlcal dillerentiation and therelore Introduces an error ln the LSF and the MTF. The true

MTF can be recovered from the sampled case by multiplication wilh a filter representlng

the Irequency ratio 01 analytlcal versus finlte element dillerentiation.

By placlng an edge at a sllght angle w1th the Image raster, the sampllng rate can

be greatly Increased, thereby clrcumventlng the major objection ta the use of point

sources. However, thls stratagem Is valld only il the PSF Is statlonary or shilt-lnvariant.

This method counts a numberof disadvantages. It Involves more datamanipulation

slnce the edge profiles must be dlllerentiated ta provlde the LSF. Furthermore, the ERF

must be smoothed or lltted wilh an analytical functlon prier ta dillerentiation ln arder ta

attenuate the ellects 01 noise. Alternatlvely, the method proposed by Schnelders and

Bushong (1978) can be used lor the same purpose. Another drawback Is that the
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procedure must be repeated at a number 01 edge orientations Il a bl-dlmensional

description 01 the MTF is required. Furthermore, the energy 01 a step lunctlon Is

concentrated at low Irequencles. Wlth such an Input signai, the attenuatlon characterlstics

at hlgher frequencles are not as rellable as Il they had been obtalned Irom a signai exhlbltlng

a fiat Irequency spectrum.

FreQueooy melhods: The MTF cao be evaluated directly by measuring the response to

perlodlc slgoal3 01 dlfferent Irequencles. To do so, Mclntyre et al. ( 1976) used the sunburst

phantom. Concentrlc clrcles drawn from the point of Intersection 01 oylon tapered wedges

placed ln water create perlodlc signais whose frequency decreases wlth distance Irom the

center. The authors expressed the MTF ln terms 01 the ratio 01 output to Input modulation:

MTF =
(CTmax - CTmin) / (CTmax + CTmin)

(CTnylon - CTwale,) / (Crnylon + CTwD'e,)
(2.12)

where CTmin, CTmax: minimum and maximum values 01 CT numbers along the

circumference of a clrcle of glven radius

CTnylon, CTwater: average CT value 01 nylon and water measured ln the bulk

of the materlal

At hlgh frequencles, oear the center of the phantom, few points were available to

determlne CTmin and CTmax. As a consequence, the uncertainty ln MTF estimates

Increased wlth frequency. The authors placed little credence ln MTF values less than 0.15.

Furthermore, because the Input signal was a square wave as opposed to sine wave, and

therafore ccntains high frequency harmonies, the MTF was overestlmated.

Based on the Fourier series expansion of a square wave, and on the argument tha!

the output of a square wave Is a single slnusold of the same frequency and reduced

amplitude for frequencles greater than a thlrd of the eut-off Irequency, Droege and Morin

(1982) derlved a simple expression for the MTF. To circumvent the dlfflculty of estlmatlng

the maximum and minimum amplitudes ln the presence of noise, they expressed the

modulation ln terms of signai variance, measured over a reglon wlthin the Image of bar

patterns of dlscrete frequencles. The method was compared to the Fourier translorm 01 a

wlre Image. 80th techniques ylelded slmllar results for the mld-frequency range. However,

the bar pattern method was not valld for very low frequencles slnce It Is formulated for

frequencles larger than a thlrd of the eut-off frequeocy. Furthermore, uncertalnty ln the MTF

values at hlgh spatial frequencles made the determlnation 01 the cutoff frequency dlfficul!.

Advantages Include slmpllclty, speed, and Insensltlvltyto Image noise as weil as Immunlty

to allaslng (Droege and Rzeszotarskl (1985)).
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2.4.3 Systj3m shjft-yarjance

ln the studies presented above, most authors assumed the system to be

shlft-lnvarlant or Isoplanatic, I.e. the shape and slze of the PSF was Invariantthroughout

the Image plane. With reallmaging systems, thls hypothesis Is aweak one (Goodenough
(19n), Schnelders and Bushong (1980), Rossman (1961), Barrel! and Swlndell (1981)).

Surprlslngly only a few studies have been conducted on the subject. Bracewell (19n) and
Verly and Bracewell (1979, 1980) showed that CT scanners are shlfl-variant due to flnite
x-ray beam wldth. Some of thelr conclusions regardlng the change of PSF shape wlth

position are:
1) Based on an analytical expression of the PSF as a function of radial and angular

position, they determlned thatthe PSF becomes progresslvely wlder ln both directions as

distance from the center of the field of view Increased.

2) The rate of change belng differentln the two directions, the rotatlonal symmetry
exhlbited ln the center Is lost atthe perlphery of the field of view.

3) Scanners that collect data over 360· produce a rotatlng blur, I.e. the PSF Is

Independent of angular position when expressed ln a rotatlng coordinate system,

Joseph (1980) and Joseph et al. (1980) determlned that allasing can causethe PSF

to change with position whlle Kijewski and Judy (1983) concluded that projection

mlsregistratlon can have the same effect. Scanners with continuous detectors are

particularly susceptible to reglstration errors.

2.4.4 Factors affectjng blur

The PSF mathematlcally descrlbes how the Image is blurred. If a single meatLlre

were used to summarlze thls function, it would be the spatial resolutlon.

There Is some controversy ln the IIterature concernlng the deflnltlon of resolutlon

(Bassano, 1980; Boyd and Parker, 1983). Throughout thls tex!, we referto resolutlon as the

smallest distance between point sources such thatthelr Images can be dlstlngulshed.

Because resolutlon Is intlmately related to the PSF, any factors allectlng one will

Influence the other. The back-projectlng procedure Introduces a blur proportlonal to 1/r
where r Is the radiai distance from the point source position. This Inherent blur Is corrected

by the apodlzed rho-fllter ln such a way that the resultlng Ideal PSF due to fIltered back­
projection Is the apodlzlng functlon, although the type of Interpolation can also modlfy the

PSF. The apodlzing function Is oflen referred to as the aigorlthmic contribution to the PSF

as opposed to the hardware contributions whlch Include: focal spot slze, detectoraperture

slze, sampllng rate, as weil as pixel slze (Glover and Elsner (1979) and (1980), Citrin (1986)).
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The focal spot and detectors are approxlmately rectangular. The Fourier transform

of such a shape is a combinatlon of sine functlons whlch lead ta an attenuatlon of hlgh

frequencies and therefore ta increased blur. The effect of pixel size is minimal until the pixel

width becomes larger than the resolution due ta other factors. When this situation arises,

the resolutlon Is sald ta be IImlted by pixel slze. The sampllng rate cames Into effect when

the signai Is sub-sampled ln whlch case allaslng can modify the PSF.

2.5 Noise in CT images

Noise IImits the quantitative use of CT data as weil as the capaclty of an observer

ta detect low contrast abjects. Il may origlnate from a number of sources, photon statistics

and electronic noise being the most Important. Electronic noise arises in detector,

ampllfiers. analog ta digital converters etc. This type of noise Is not treated expllcltly ln the

IIterature. However. Hanson (1979) notes that electronic noise Is added ta statistical noise

ln the projections and Is subjected ta the same reconstruction process.

We will therefore start by detailing the photon statistics before concentrating on the

characteristlcs of the noise ln CT Images.

2.5.1 photon statjstjcs

This section Is based on chapters 3 and 10 of Barrett and Swindell (1981) and

chapter 5 of Kak and Slaney (1988). It flrst descrlbes the amplitude structure of photon

noise then examines how it affects the projection data and how it Is propagated through

the recon'structlon process.

A photon must underga a number of events before contrlbutlng ta the projection

values. It must be emitted. traverse a medium. andthen be detected. These events are best

descrlbed by a Poisson distribution:

RN
Pr{NJ = - e-N (2.13)

N!

whClre NIs the mean number of photon counts ln a glven Interval of tlme. The value of the

measured projection at the Ith projection angle and jth detector IIJ. affected by noise.

becomes a random variable whose expected value Is:

N·
< [.. > "" -In-!L

'1 NIl
(2.14)

where NI) Is the mean number of detected photons and No the number of emitted photons.

The variance of the measured projection Is equal ta:
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(2.15)

Wlth the assumption that ail fluctuations in NI) that have a significant probablIIty of

occurrence are much less than the mean. the expected value of the measured projection

becomes the value of the nolseless projection (Kak and Slaney. 1988). Therefore. the

expected value of the reconstructed Image Is that obtalned ln the nolseless case. However.

Ils variance at point (x"y,) = (r.9) Is a rather compllcated expression:

cri' (r.8) = M J"{_1_*1/2(X,)} dt/> (2.16)
. ;r Il Il'q>(x,) ",·,eo.(9-q>}

where a(x,): apodlzlng functlon.

M: number of projections.

n<l>(x,): IInear count denslty or number of detected photons per unit projection

length.
.

Equation (2.16) demonstratesthatlmage nolsedepends on the reconstruction filter

(the algorllhmlc portion of the MTF). Furthermore. the shape of the source and detector

have no bearlng on the probabllity of emlsslon or detectlon. This Implles that noise Is not

blurred by the scanner aperture functlon as a signai Is. and that the non-algorlthmlc or

hardware portion of the MTF has no affect on noise (Kljewsky and Judy. 1987).

2.5.2 Variance studjes

A number of studles have related the noise variance to various physlcal and

geometrlcal factors. Brooks and DI Chlro (1976b) determlned the following analytlc

relatlonshlp:

where w:

h:

0:

1cri' lX -"",--
w' h J)

beamwldth.

beam helght

dose.

(2.17)

The degree of beam collimation controis both the beam width and beam helght, whlle the

dose varies proportlonally 10 tube current.

The predlcted dependence of noise on sllce thlckness and dose agreed weil wllh

the experlmental results of Goodenough at al. (1977). Simllar relationshlps were reported

by a number of authors (McCullough (1976). Chesler et al. (1977). Rlederer et al. (1978).

Hanson (1979)).
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Equation (2.17) clearly brings out the relationship between noise and beam width

which is Intimately related to resolution. An increase in resolution wililead a cubic increase

in noise. Furthermore. any attempt at reducing noise. by uslng a smoothlng apcdizing

function as suggested by equation (2.16) for example. will lead to a deterioration ln

resolution. The only means of Improvlng resolutlon wlthout affectlng noise Is to lncrease

the dose.

Goodenough et al. (1977) determlned that the noise was stationary by measuring

the variance of a water bath phantom at five dlfferent locations. In Images of composite

objects however. thls conclusion does not hold because noise Is signal dependent.

Photons traverslng tissues with high attenuation coefficients have a stronger probabillty 01

being delayed than those penetrating low attenuation tissues. Therefore. bone will

gElnerate more noise than soft tissue.

2.5.3 EreQuency structure studles

Simple statlstical parameters such as the variance descrlbe only the amplitude

structure of the noise. The noise power spectrum (NPS) is a measure of the frequency

distribution of the mean square value of the data (Bendat and Piersol. 1980). It 15

mathematically defined as:

NPS(,,,.,:,,) = ~ < lLn(x.y) ,.-2.""'..",1 <1.•.. '~I' 2 > (2.18)

where n(x.y): reconstructed Image contalning only noise.

A: area of thls Image.

< >: expected value.

ln orderto estlmatethe NPS. a unlform object such as awater phantom Is scanned,

The central portion of the Image Is Fourier transformed and estlmates of the NPS obtc.inesd

by squarlng the modulus of the transform (Hanson (1979). Borasi et al. (1984), Faulkner

and Moores (1984), KIJewskl and Judy (198-)). Usually a large number of spectra are

averaged to obtaln a smooth estlmate. As many as 2000 Images were used by Kljewskl and

Judy.

Although equatlon (2.18) Is useful tlJ experlmentally measure the NPS, It does nol

raveal how the NPS Is related to the Image reconstruction process. To do so, a number of

authors (Barrett and Swlndell (1981), Faulker and Moores (1984). Kak and Slaney (1988).

Rlederer et al. (t978)) have used the ralatlonshlp between the NPS and tha autocorrelatlon

functlon. Raallzlng that the autocorrelation functlon and NPS are Fourier transform pairs.
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(2.19)

one can obtain the form of the NPS through the analysls of the autocorrelation functlon.

This analysis leads to the following expression for the filtered back-projected NPS:

M 2
NPS(p) = - p IA(!!) 1

nif

where M:

n:
p:

A(p):

number of projections.
average number of detected photons,

radial frequency,

apodizing functlon,

(

Here agaln the dependence of noise on the reconstruction IIIter is evident.

Comparlson of equations (2.16) and (2.19) shows that the variance can be obtalned by

Integratlng the NPS over frequency.

Equation (2.19) also shows that noise is spatlally correlated and that the extent of

correlation Is governed bythe apodisation functlon. The consequence of spatial correlation

on the computation of the variance was inve~ilgated by Rlederer et al. (1978) who

concluded that the variance estimate computed over a reglon of glven slze, was a function

of the reglon shape. For example, the variance computed over long narrow strlps should

be higher than for asauare or circular reglon. This dependence on region shape was tested

experlmentally on a4x64 and 16x16 pixel area. The variance for the rectangular region was

50% larger than for the square.

ln a dlscrete formulation analysls of the NPS. Faulkner and Moores (1984). arrived

at a formulation simllar to equation (2.19). They polnted out. as dld Wagner et al. (1979)

that the NPS reveals the algorithmic portion of the MTF. Therefore the portion of the MTF

due to hardware can be obtained by dlvldlng the total MTF by the algorlthmic contribution

determlned by the NPS.

Kijewski and Judy (1987. 1988) expanded Faulkner and Moores' study to consider

interpolation and 20 sampllng. They argued that, although the projections are dlscrete.

thelr spectrum is continuous, with frequencles extending to Inlinlty. This Is due to

Interpolation: a contlnuous functlon must be formed for values to be avallable at the points

where they are requlred. Because noise Is not affected by aperture smoothlng. the only

mechanism for removlng high frequencies. and thus IImlt allasing. Is Interpolation. a low
pass operation.

They concluded that allasing can destroy the rotational symmetry of the NPS. an

assumption whlch was used ln the formulation of equation (2.19). They also showed that

allaslng Induces an increase ln the low frequency components and can cause the OC term

to be non-zero. Simulation studies demonstrated that aliasing effects were substantlal for
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nearest neighbor Interpolation but minimal for Iinear Interpolation. The measured NPS of

a commercial scanner showed Improved rotatlonal symmetry over simulations. This

dlscrepancy was explalned by the use of statlonary white noise and parallel-beam

geometry ln the formulation of the model. While these hypotheses simpllfied the model,

they are not valid for real systems. Indeed. the noise Is neither stationary, slnce It Is

correlated wlth the input, not is It white (see equatlon (2.19)). Furthermore, modern

scanners are constructed accordlng to a fan-beam geometry.

2.6 Conclusions

Although a great amount of research has been carrled out to characterize X-ray

scanners, we feel that these studled are Inadequate for our needs. The goal of most of these

studles was to provlde a fast means of comparing different scanners or of monitoring a

glven scanner over tlme. This Is quite dlfferent from our objective which is to use this

f:lformatlon to process the Images more effectlvely.

Theoretlcal studies are useful ln establishing relationships between system

characterlstlcs and scanning parameters such as the apodizlng functlon, beam width,

beam helght and so on. But they can only take a small number of factors Into account.

Because of thls limitation, we chose to measure the system characterlstics experimentally.

Both the variance of the noise and Its frequency distribution are Important ln Image

processing. However. noise variance studles fall to reveal how the Image reconstruction

fllter affects the!;e characterlstics, Furthermore, slnce each manufacturer implements

dlfferently a number of these fllters. noise properties vary accordlngly, Therefore, to study

the Influence of the image reconstruction fllter on the amplitude as weil as the frequency

content (lI the noise. one must turn to frequency analysls techniques,

A number of comments can be made regardlng the Identification of blur:

1) Many of the non-parametric identification methods developed for general 1D

systems (impulses, steps, wave patterns) were adapted to Identity the PSF of X-ray CT

scanners. However. correlation based methods. whlch are very popular ln other fields,

have never been used for thls purpose.

2) It is generally assumed that CT scanners are shift-Invarlant. This hypothesls has

been challenged by a smail number of researchers who theoretlcally Investlgated the affect

of allaslng. projection misreglstratlon and flnlte beam wldth on the change of PSF shape

wlth position. However, we found no evldence of an experlmental protocol to measure

shift-varlance ln the literature,

3) The absence of experlmental shlft-variant Identification method may be

explalned bythe lack of adequate parametrlc models descrlbing the shape of the PSF. The
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only efforts in this direction are due to Nlckoloff and Riley (1985) who nonetheless assumed

radiai symmetry and IInearlzed the proposed Gaussian model.

The flrst part of this thesis (Chapter 3-R) is committed to overcomlng these

deflclencles. In the followlng chapters (7 and 8) \. ,will examine how the experlmentally

obtalned system characterlstics can be used in the context of image processlng.
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CHAPTER 3

IDENTIFICATION OF NOISE \:;HARACTERISTICS

3.1 Introduction

It Is very common ln Image processlng to assume the presence 01 Gausslan white

noise wlth a glven variance (Gonzalez and Wlntz, 1987; Lunsher and Beddoes, 1986;

Nalwa, 1987; Canny, 1986). Yetthe outcome 01 many algorithms Is Inliuenced by the

frequency structure of the noise, and deviation from the hypothesis of white noise can be

detrlmental. Therefore, before processing CT Images, It is Important to gain some

knowledge of both the variance of the noise and Its frequency distribution. Fortunately, the

noise power spectrum (NFS) encompasses Information about both these entltles.

The goal of thls chapter is therefore to estimate the NPS of a CT scanner, and to

quantlfy the changes of noise properties due to image reconstruction filter and siice

thlckness. Section 3.2 descrlbes the materials and methods used to achieve this goal.

Results are presented and dlscussed ln section 3.3 while section 3.4 concludes the

chapter.

3.2 Methods

Ali data ln this and subsequent chapters were generated with a Philips, thlrd

generation Tomoscan CX scanner. Scanning parameters included: 120 kV tube voltage,

200 mA current, and a 4.5 s scan time for 540 projections. A circular Imaging field 01 vlew

(FOVJ of 200 mm ln diameter was reconstructed onto a 320x320 image, providing square

pixels of 0.625 mm ln side. Smaller pixels were obtalned by Interpolating the projections

prlor to back-projectlon uslng the zoom option. This reduced the FOV by a factor equAI

to the zoom factor.

Figure 3.1 contains an Image of section D of the Philips performance phantom. It

conslsts of a plastic cyllnder filled with water representing a homogeneous obJect. Images

of the phantom were reconstructed \Nlth three dlflerent apodizlng functlons: head

smoothing (0), head edge enhancement (1 J, and hlgh resolution (4) ln order to Investigate

the eflect of the flltered back-projectlon algorithm on the NPS. The images were also

produced wlth a sllce thickness of 2, 5 and 10 mm.

A 128x128 pixel area ln the center of th::> Images provlded the data requlred to

estimate the NPS. The overlapped, averaged, perlodogram technique was used for thls

purpose (Oppenheim and Schafer, 1975; and equatlon 2.18). The 128x1<:8 region was
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Figure 3.1 Image of section D of the Philips performance phantom

Section D of the phantom conslsts of a water filled plaRtic cyllnder. A 128x128
pixel reglon ln the center of the Image was used for NPS compulatlon.

subdlvlded Into 32x32 pixel subreglons overlapplng by 24 pixels ln both the row and column

directions. The data ln each subreglon was Fourier transformed and averaged.

Due to the nature of the signai, It Is very dlfflcult to obtaln a smooth estlmate of the

20 NPS from a single Image. One way of deallng wlth thls problem Is to average the

estlmates obtalned from a large number of Images. Kljewskl and Judy (1 987) opted forthls

alternative and used as many as 2000 Images for a single estlmate. We chose a second

option whlch conslsted of smoothlng the NPS by averaglng the power contalned in

concentrlc annull centered on the De term. A single Image was necessary for each estlmate

thereby greatly reduclng processlng tlme compared to the prevlous method.

This method Is based on the hypothesls that the spectra are radlally symmetrlcal.

We justlfy thls assumptlon based on the results of Kljewski and Judy (1987, 1988). In a

series of simulations, these authors determlned that allaslng couId destroy the rotatlonal

symmetry of the NPS. However. they observed that the degree of allaslng, whlch depends

on the Interpolation method, was minimal for IInear interpolation. Accordlng to the

i:1formatlon provided by the manufacturer (Philips. 1988), the Tomoscan ex uses such an

Interpolation moC;". Furthermore. Kijewskl and Judy observed that the NPS estimated wlth
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data obtained lram commercial scanners showed Improved symmetry when compared ta

the results 01 the simulations. Under these circumstances we therelore lelt justified ta

assume rotational symmetry.

The NPS was characterlzed ln terms 01 total power, maximum power. the Irequency

correspondlng ta the maximum power, Imax ' and the Irequency below which 90% 01 the

power was located, 190%,

3.3 Results

Due ta the NPS smoothing technique, our results are presented in the lorm 01 1Ù

spectra. Figure 3.2(a) shows the NPS obtained using the three Iilters and a sUce thickness

01 10 mm. It is evldent that there was substantlally less noise at ail Irequencles wlth lilter

othan wlth fllter 4, the smoothlng and hlgh resolution fllters respectlvely. Table 3.1 shows

that the total noise power obtalned wlth tIIter 4 (291 205) was more than flve tlmes that

exhlbited by Iilter 0 (53 907). Furthermore, the noise was concentrated at lower spatial

frequencles wlth tilter 0 (Imax =0.25 cycles/mm and 190% = 0.60 cycles/mm) than with liller

4 (Imax =0.50 cycles/mm and 190%=0.95 cycles/mm).

Figure 3.2(b) lIIustrates the NPS obtalned wlth Iliter 0 and sllce thickness 01 2, 5 and

10 mm. The magnitude 01 the noise power decreased pragresslvely wlth Increasing sUce

thickness but there was no slgnillcant change in the Irequency distribution, neither Imax nor

190% changing. The other two IlIters behaved slmllarly.

Imaglng mode and sllce thlckness bath Influence total noise power which is equal

ta the Integral 01 the NPS. For a constant sllce thlckness, Images produced with the high

resolutlon fllter (filter 4) were nolsier than those created wlth the head edge enhancement

or smoothing f1lters (fllters 1 and 0 respectlvely). For any Iliter, noise power dimlnlshed wlth

increaslng sllce thlckness as prc.-Jlcted by equatlon 2.17,lndlcatlng that averaglng Is

pertormed along the axis perpendlcular ta the plane 01 Image lormatlon.

Different comblnatlons of Image reconstruction filter and sUce thlckness may yleld

slmUar noise power levels. For example, filter 4 with a sUce thlckness of 10 mm and filler

1wlth e sllcethlckness 012 mm bath generate total power 01 about 250 000 (seetable3.1).

However, thls does not guarantee that the output 01 an Image processlng algorlthm would

bethe same when presented with Images produced underthesa conditions. Indeed, many

algorlthms. as weil as human perception, are sensitive ta noise Irequency distribution.

Edge detectors are partlcularly affected by hlgh frequency noise slnce edge Inlormatlon

Is present ln the hlgher signai frequencles. This subject will be dlscussed at more length

ln Chapter B.
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Figure 3.2 1D noise power spectre

The spectre were computed by averaglng the values 01 2D spectra contalned ln
concentrlc rings centered on the DC tarm. (a) effect 01 reconstruction IlIter, the sllce
thlckness lor ail fIIters was kept constant at 10 mm (b) effect 01 sllce thlckness lor lilter
O.
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tiller Ihlckness fmflX power max power 190% power tolal power

(mm) (cycles/mm) (cycles/mm)

4 10 0.50 ;>0804 0.95 291205

10 0.35 7063 0.70 77476

0 10 0.25 6331 0.60 53 907

0 5 0.25 14152 0.60 108116

0 2 0.25 30148 0.60 239 110

TABLE 3.1 Esllmales of NPS paramelers

1max power: frequency correspondlng 10 maximum power
'90% power: frequency below whlch 90% of Ihe power Is contalned
lolal power: sum of power terms contalned at each frequency ot full 2D NPS

3.4 Conclusions

The goal 01 thls chapter was to quantltatlvely Investlgate the noise present in x-ray

tomograms produced under dlflerent conditions 01 beam collimation. which delines the

slice thickness. and Image reconstruction Iilters.

The noise power spectrum analysls showed that both thlckness and IlIter influence

total noise power and hence the variance 01 the noise. The total power exhibited by the high

resolution Iilter (1lIter 4) comblned with a thickness 01 10 mm was approximately live times

greater than lor the smoothlng frlter (lifter 0). Furthermore. decreasing the slice thickness

Irom 10 mm to 2 mm resulted ln an almost livelold Increase in noise levels lor filter O.

The Irequency structure was independent 01 slice thlckness but greatly influenced

by the reconstruction Iilter. The smoothing nature 01 Iilter 0 was emphasized not only by

lower levels 01 maximum and total power lor a given beam collimation, but by a

concentration 01 power at lower Irequencies as Indlcated by smalier values 01 Imax and 190%

when compared to the other lilters.
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CHAPTER 4
PARAMETRIC MODELLING OF THE PSF

4.1 Introduction

One of the hypotheses underlylng many Image restoratlon algorlthms Is that

images are produced by a shlft-invarlant system. However, the theoretlcal work of Verly

and Bracewell (1977, 1979, 1980) Indlcated that thls assumption does not hold for real CT

systems. Therefore, before restorlng Images from a given scanner, Its shift-varlance

should be estlmated.

ln orderto experlmentally quantlfy the change ln PSF shape with position, one must

be able to parametrlcally describe thls shape. However, a revlew of the CT system

Identification Iiterature revealed a scarceness of parametrlc models of the PSF.

The first goal of this chapter is therefore to develop and evaluate non-Iinear,

anisotropie models of the PSF. The second goal alms at simpilfylng model interpretation

by relating the parameters to a simple physical quantity: resolutlon. The methodology Is

described in section 4.2 while the results are presented ln section 4.3 and discussed ln

section 4.4. Flnally section 4.5 concludes the chapter.

4.2 Methods

The use of a thln metalllc wlre as an Input signai for non- parametric identification

of the PSF presents a number of advantages:

1) It is locailzed and therefore constltutes a good signal for the analysls of

shift-variance.

2) it Is radlaily symmetrlc. Symmetry propertles can be deduced from a single Image

as opposed to an edge whose orientation must be modlfied and many images analyzed

to obtain this information.

For these reasons, images of the wlre ln the resolution section of a commercial

phantom provlded the data for the parametrlc models.

The Gaussian model has been suggested ln the i1terature to descrlbe the shape of

the PSF. To our knowledge however, thls model has not been thoroughly tested.

Furthermore, certain features of the PSF produced wlth the hlgh resolutlon filter cannot be

represented by the Gausslan functlon. This encouraged us to generate a new model whlch

we called the damped coslne functlon. Both models Inherently assume a background level

of 0 whlch Is not always the case. A new parameter was therefore Introduced to take thls

factor Into account.
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The blurrlng characteristics are best appreciated in the frequency domain.

Parametric MTF were derived analytically for both models and compilrsd to

non-parametric estimates. The models also provided measures of resolution whiC'h ware

compared to non-parametric and subjective criteria.

4.2 1 Non-parametrlc identification

Ali data ln thls chapter were generated by imaglng section B of lIl", Phi:ips

performance phantom shown in Figure 4.1. Scannlng parameters included a tube vol';age

of 120 kV. acurrent of200 mA. and a scan time of 4. 5 s necessary to gather 540 projections

Figure 4.1 Image of secllon B of Philips performance phantom

Section B of the phantom was used for PSF and resolutlon analysls. The arrow.
whlch has been added on the Im~ge of the phantom. points ta the metalilc wlre
slmulallng an Impulse.

The effect of the apodizing function on the blurring characterlstics was investigated

by reconsiructlng the Images with three fllters: head smoothing (0). head edge

enhancement (1) and General hlgh resolutlon (4). The effect of noise on the pararnetric

model tittlng procedure was studied by producing images wlth a a sllce thlckness of 2. 5

and 10 mm.

Subjective measures of the system's spatial resolution were determined fram

Images of perlodlc bar patterns found ln the center of the phantom (see Figure 4.1). The
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(4.1 )

Inputfor the non-parametrlc Identification ofthe PSF conslsted of a0.35 mm diameter steel

wlre posltloned above the bar patterns.

4 2.2 paTamelTlc models for the pplnt spTead functjpo

Gaussjan wodel: A flrst parametric model of the scanner PSF was obtalned by flttlng a 2D

Gausslan functlon to the data contalned in a reglon surroundlng the Image of the wlre.

Reglons of 16x16 and 64x64 pixels were used for the 200 mm and 50 mm field of vlew (FOV)

respectlvely. The Gausslan model Is glven by:

-p~(x-r,)' -p;(v-I,j'
PSF~x.y) = Nee + R

where x row direction
y column direction
N maximum value of the functlon
tx.tv x and y coordlnates of the maximum
Px'Pv x and y direction shape parameter
B average background value.

The shape parameters. Px and Pv' determlne the rate of decay of the exponential.

The hlgher the value of P. the faster the PSF decays, and the greater the resolutlon. The

relatlonshlp between resolutlon and model parameters will be developed ln more detailln

section 4.2.4.

An iterative Gauss-Newton. nonllnear least-square fltting algorithm (NAG (1)

sl)~routlne e04fde) was employed to determlne the model parameters provldlng the best

fic to the wlre Image data. This algorlthm requlred relatlvely good :~,ltlal parameter

estlmates. These were obtalned as follows:

1) The maximum value of the data was used as an estlmate of N and the

correspondlng pixel location for txand tv'

2) Model IInearlzation and separation of variables then provlded a means of

estlmallng lhe shape paramelers. This was achleved by scannlng lhe data Independently

ln the row and column direction passing through the maximum. Thus. when scannlng ln

the column direction wlth x=tx.lhe exponentlal term ln x becomes 1 and equatlon (4.1)

simplifies 10:

(4.2)

1- NAG FORTRAN Llbrary Mark 13. Num.rlcal A/gari/hm Group. NAG Inc.. 1/01 31st srr••t. Suit. 100. Down.r. Grov•.
/11.80515-1263. USA.

34



Taklng the square root of the natural logarithm of equation (4.2) glves:

ln(l'S~I"Y)] = l')' Y (4.3)

The initiai estlmate ofPv was obtalned from the slope of thls IInear relationship (NAG
subroutlne 104]ge). Parameter Px was estlmated by scannlng ln the row direction passing
through the maximum and applylng a slmllar procedure.

The quallty of fit was assessed in terms of the variance accounted for by the model:

VAF = IOU

,II N
l l ( l'SF''I,,(i.j1 -l'SF1,,,{I';,tj) )2

1__; ~--,J",-j_~--,I---.,,.,--:;- _
,If N

l l l'SF.~I''(i·j)
; =: 1J"" t

(4.4)

where PSF",,(i.j)

PSF,Hr(Y,. .f,)

1
j
xl
YI

observed CT value at pixel location I.j
CT value at YI. xl predicted by parametric model
pixel row Index
pixel column index
x coordinate of pixel column J

Ycoordinate of pixel row 1

Since the fitting procedure mlnimizes the resldues, a large value of VAF is a slgn of good
fit.

Behav/Qr Qf Gauss/an model: Three tests were devlsed to establish how weil the Gausslan

model behaved under controlled conditions.

1) The repeatabillty of the Gausslan parameter estimates was evaluated by Imaglng
the wlre 16 tlmes wlthout changlng the Imaglng modallty (fiiter 0, thlckness of 10 mm) nor
the wlre position.

2) The Importance of parameter Band Its Influence on estlmates of parameter N,

P and t was verlfied by renewlng the repeatability test and omltting parameter B from the
Gausslan model.

Simulations were also carried out to study the effects of varylng levels of
background as weil as the comblned effect of non-zero background and varylng reglon
slze. A series of PSFs of dlfferent area (16x16. 32x32. 48x48 pixels) were generated uslng

results from the repeatabillty test as numerlcal values for N. Px and Pv' The PSF were
centered on the reglon thereby deflnlng txand tvaccordlng to reglon slze. A background
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value equal to ± 30%, ± 20%, ± 10% of N was added to the slmulated PSF prlor to fittlng

the Gausslan model, wlth and wlthout parameter B, to the data,

3) The aeeuraey of the estlmates of tx and tv' the position of the maximum value of

the PSF (not to be eonfused willi the maximum value ln the data) was also assessed. A

precision mlerometer attaehed to the phantom was employed to dlsplaee the steel wlre ln

t6 dlfferent locations formlng a 4 by 4 grid using an Increment of o.oao ± 0.005 mm in the

row and eolumn directions.

Oamped cos/ne modal: PSFs aequlred wlth the hlgh resolutlon fllter (tllter 4) exhll:JI!~d

negatlve talls whleh eould not be represented by a simple Gaussian modal. A more

eomplex damped eosine model, however, does deserlbe thls feature:

'( )'
["'F. ) N -p, X-l, (d )

J .I,·(x,y = (' co.ç .lt -1" )
-p;u' - tIf,

l' COJ(d,{x -l,.)) + H

(4.5)

(4.6)

where N. p, t, and B have the same signlfleanee as for the Gausslan model, and
dx and dv are normallzed spatial frequeneles ( radians/mm).

The flttlng procedure was the same as for the Gaussian model wlth the addition that

Initial estlmates of dxand dvwere derived from the position of the first zero-erosslng ln the

row and eolumn directions respeetively. The first zero-erosslng eùrresponds to 1/4 of the

eoslne perlod.As wlth the Gausslan model, the VAF provlded a measure of quality of fit.

4 2 3 Modulation transler funetlon

To provlde further Inslght Into the models, non-parametrle estlmates of the MTF

were eompared to parametrle expressions.

The Fourier transform of the PSFs reeonstructed onto a 50 mm field of vlew (FOV)

provlded non-parametrle &stlmates of the MTF. These estimates were normallzed wlth

respect to maximum OC value slnee the volume under the eurve of spatial distribution of

CT numbers for the wlre devlated from the ideal value of 1.

Parametrie expressions for the MTF were derlved by eomputing the analytieal

Fourier transform of the parametrle models. For the Gaussian function, the expression Is:

M
'/'F - (u:r/p,)' - (l':r/p,)'·iu. ,.) = (' ('

and for the damped eosine model:
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MTF,du. l')
[

- (:T(u + d',)/p.)' - ("(11 - d'.)/P')'] [ - ("(1' + d' .)/1',)' - (:T(I' -rI' .'/1',l'](' +(' (' +,.
=.>.-----------;;--:-':7'-----:~_;__-----

4
-(;rd',/p,)' -("d'.!p.)'

(' ('

(4,7)

where d'x. d'y
u.v

spatial Irequency (cycles/mm) ln x and y directions.
spatial Irequency variables (cycles/mm) ln x ands y directions

--

The parameters Px. Py' dx, and dy are the S~Jfne as lor the correspondlng PSFs.

4.2 4 ResolutlQIl

We obtalned and compared lour different measures 01 resolution:

1. a subjective technique based on periodlc bar patterns,

2. the full wldth at hall maximum (FWHM) 01 the PSF,

3. the hall width at lirst zero crosslng (HWZC) 01 the PSF, and

4. the Inverse of the MTF cut-off Irequency (l/lcl.

Sublectjve technique: The manulacturer sugr,ests a subjective procedure uslng the sets

01 perlodlc objects contalned ln Section B of the phantom, Each set consists 01 live pegs

havlng sldes 01 length L and the same edge-to-edge separation L: six sets 01 pegs (L=

1.25, 1.00, 0.85, 0.75, 0.65, 0.55 mm.) are scanned. The image Is rendered binary by

manlpulatlng the CT number to grey scale mapplng. The vlewing window wldth is set to

1 and the wlndow levells varled untll 5 distinct peaks appear. The edge to edge distance

01 the most closely spaced set 01 pegs that can be resolved ln this way provldes a measure

01 resolutlon.

FWHM: Whereas the previous method Is based on square periodlc objecls, the FWHM

makes use 01 Impulse IIke obJects. The ratlonale Is as lollows. By de!inltion, Il the Imaglng

system Is IInear, the output, or total Image, will bethe sum 01 the Individual points or PSFs,

Whan two point sources are lar apart, the sum Is two distinct luncti'Jns, e.g. Gaussian. As

the point sources are moved closer, the (Gaussian) lunctions merge (are summed) and the

peaks become less distinct, When the distance separating the point sources Is equal to

the FWHM, resolutlon becomes marginaI.

The FWHM can be measured directly Irom the CT image or derived Irom the

Gausslan model parameter p. Il the flrst option Is chosen, a blnary Image of the wlre Is

lormed by selectlng a vlewing wlndow width 01 1 and a window level equal to hall of the
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dlfference between maximum and minimum CT number wlthln the data set. The total wldth
ofthe visible pixels constitutes the FWHM. When the FWHM Is estlmated from the Gaussian

model parameter p, the following relatlonshlp Is used:

FWHM
1/2

= ....:2(,---....:10_0.;,;,..5:....)_

p
(4.8)

HWZC: The argument behlnd the use of the HWZC as a measure of resolutlon is the same
as for the FWHM. The PSF must however exhlblt a zero crosslng. I.e. It must take on both
positive and negatlve values. It may be shown that for the damped cosine model. the

HWZC Is glven by:

HWZC = 2,,-r
4<1

(4.9)

Inverse of the cut-o(fffeQueocy; The Inverse of the MTF eut-off frequency, 1Ife .• provides

a frequency domaln measure of resolution. In practice, fe Is deflnad as the frequency at
whlch the MTF decreases to some arbitrarily small value, MTFe. generally taken as 0.05

or 0.10. Estlmates of fecan be obtained dlrectly from the non-p' Jametrie MTF and from
the Gausslan model uslng the relatlonship:

(4.10)

4.3 Results

The Gausslan function descrlbed the shape ofthe PSF extremelywell as the model
accounted for more than 99% of the variance ln the data. The standard devlatlon of
parameter estlmates were very small further Increaslng our confidence ln thls model.

Based on the VAF. the Gausslan model seemed a reasonable cholce to describe
the hlgh resolutlon PSF. However, a comparlson of non- parametric and parametrlc MTF
showed that the damped cosine model was more appropriate.

Omlttlng parameter B from elther model hardly affected results slnce the average
background value was close to the expected value of O. Nonetheless. simulations showed
that thls omission can be detrlmental as the average CT value of the materlal surroundlng
the wlre dlffers from 0, especlally ln the presence of positive background values.
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Measures of resolution varied greatly wlth results of the subjective method

suggested by the manufactured clearly standing out. Variations withln glven methods

could also be observed.

4 3 1 point spread functlon

Effece of scannlng parameters: We will first examine how the reconstruction tIIter and slice

thlckness affect the shape of the PSF and the model behavior.

Figure 4.2 depicts the non-parametric PSFs estlmates obtalned for the three filters

wlth a sllce thlckness of 10 mm whlletable4.1 summarizes the results offittlng the Gaussian

model to thess estlmates and to those acqulred with a slice thlckness of 2 and 5 mm.

fllter thlckness N Px tx Py ty VAF

(mm) (CT (plxel-1) (mm-') . (pixel) (plxel-1) (mm-') (pixel) (%)
number)

0 2 1303 0.700 1.120 9.01 0.726 1.161 7.74 99.88

0 5 1325 0.706 1.130 9.03 0.725 1.159 7.75 99.91

0 10 1331 0.703 1.124 9.03 0.721 1.154 7.74 99.94

1 2 1810 0.805 1.288 9.02 0.848 1.357 7.76 99.65

1 5 1828 0.808 1.292 9.03 0.845 1.352 7.75 99.71

1 10 1835 0.806 1.290 9.03 0.842 1.347 7.76 99.75

4 2 2932 0.956 1.530 9.03 1.042 1.667 7.76 99.16

4 5 2979 0.961 1.537 9.03 1.046 1.673 7.76 99.25

4 10 dld not converge

TABLE 4.1 Gausslan model parameter estlmates
(FOV=200mm, 16x16 reglon)

The followlng comments can be made:

1) The shape of the PSF changed slgnlficantly with the reconstruction filter but was

Insensltlve to the slice thlckness. The PSF was broadest for the smoothing fllter, filter O.

Indlcatlng that the reductlon ln the noise, descrlbed ln the previous chapter, was achlevtld

at the expense of Increased blur.

2) Noise however, dld seem to affect the quality of the fit. Indeed. the VAF obtalned

for a given reconstruction fllter Increased wlth Increasing slice thickness, I.e. decreasing

noise.
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Figure 4.2 Measured PSF

Non-parametrlc point spread func1lon obtalned by Imaglng a thln steel wlre wllh :
(a) fIIter 0, (b) fliler 1, and (C) lliter 4. (d) Filter 4 exhlblts negatlve talls as shown ln the
cross sec1lonal vlew through the maximum. TIlls undershoot cannot be accounted lor
by the Gaus~lan moclel.
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3) As c1early seen ln the cross-sectlonal vlew of the PSF shown in figure 4.2 (d),

the Gausslan model falled to predlct the negatlve values of the PSF obtalned wlth the hlgh

resolutlon fllter, This Is also reflected ln the slightly worse values of VAF compared 10 the

other fllters for a comparable slice thlckness,

4) The G~usslan model falled to converge for filter 4 wlth a slice thickness of 10 mm

and a FOV of 200 mm. It Is possible that the undershoots were lost ln noise for a thlckness

of 2 and 5 mm. However, for 10 mm, when less noise 15 present, the oscillation could be

too strong and/or too few points are avallable for convergence to occur, This last

supposition is supported by the fact that convergence did occur when the number of pixels

was increased by a factor of 16 (reconstruction FOV = 50 mm).

5) Because the Gausslan functlon is Inherently positive, it cannot model

undershoots observed wlth the hlgh resolutlon filter. In contrast, the damped coslne model

is able to predlct these negatlve values due to the presence of the coslne term.

Table 4.2 compares the parameter estlmates obtalned by t1ttlng both models to the

same hlgh resolutlon PSF, Although the improvement ln fit was only marginal wlth regard

to the VAF (0.43%), It has very signlficant effects on estlmates of the MTF and resolution,

as will be dlscussed below.

It Is important to note that that estlmates of P. and p vobtalr ." j wlth the damped

cosine model were lower than for the Gausslan model which lmplies a slower decay rate.

This Is due to the presence of the cosine term which acts concurrently with the exponential

term to dampen the PSF.

6) Both models predicted lhe same position of the maximum. represented hy

parameters t. and tv. Furthermore, the results of the positional accuracy test, in whlch the

wlre was Imaged at different locations, Indlcate that for a 200 mm FOV (pixel slze of 0.625

mm), the difference between the measured and estimated wlre position was no greater

than 0.013 mm or about 2% of pixel wldth.

ReQeatabUity of Gausslâ" paramete(S' Table 4,3 presents the results of the repeatabllity

test, in whlch the wlre was Imaged 16 tlmes under the same conditions,The standard

devlations of ail parameters were very smail indlcatlng that the parameter estimates were

rellable. It should be noted that the values of Px and Pv dlffered by a small but statlstlcally

slgniflcant amount (Ievel of signlficance smaller that 0.01). This difference suggests that

the PSF was sllghtly wlder ln the row direction than ln the column direction ~t the glven

position of point source for whlch the data were collected, I.e. approximately 51.3 mm

above the center of the FOV (see figure 4.1)
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parameler unlts gaussian damped coslne

model model

N (CT number) 2990 2886

Px (pixel-') 0.246 0.174

(mm-') 1.577 1.116

lx (pIxel) 16.09 16.09

dx (rad/pixel) 0.213

(rad/mm) 1.364

Py (plxel-') 0.256 0.1tl7

(mm-') 1.638 1.197

ty (pIxel) 16.05 16.05

dy (rad/pixel) 0.216

(rad/mm) 1.384

., VAF (%) 99.45 99.88,
....

TABLE 4.2 Comparlson 01 parameters lor Geussian and damped coslne models

(fllter 4, th;ckness= 10mm, FOV=50mm, 31x31 reglOn)
"

N Px lx Py Iy B

(CT (plxel-') (mm-') (pixel) (pixel-') (mm-') (pixel) (CT
number) numbar)

WITHOUT
B

meen 1319 0.7050 1.1280 8.2784 0.7178 1.1485 8.1336

standard 3 0.0010 0.0016 0.0598 0.0009 0.0014 0.0218
devlatlon

WlTHB

mean 1319 0.7065 1.1304 8.2784 0.7186 1.1498 8.1336 , .4

stancl!lrd 3 0.0010 0.0016 0.0598 0.0012 0.0019 0.0282 0.2
devlatlon

TABLE 4.3 Repeatablllty 01 Gausslan model p~ramelers
(lIIter O. thickness = 1omm. FOV = 2OOmm, 16x16 reglon)
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Parameter B: Table 4.3 also Indicates that parameter B had Iittle influence on the other

parameters. There was no influence on the positlonal parameters at ail and the dlfference

ln shape parameters was less than 0.2%. This behavior Is not surprislng slnce the average

background value, 1.4 CT unlts or about 0.1 % of N, was very close to O.

However. simulations showed that parameter Bbecomes Important as the average

background value drifts away from O. To study thls effect, PSFs were generated uslng the

average values of the repeatability test (parameter B Included to the model).

Table 4.4 contalns the estimates for the shape parameters in the case where Bwas

omltted from the model for a reglon slze of 32x32 pixels. The estlmates devlated more and

more strongly from actual figures as the average background value moved away from O.

Background value N Px Py

(%N) (CT unlts) (CT unIlS) (plxel-') (pixel")

-30 -396 933 .512 .499

-20 -264 1065 .474 .482

-10 -132 1197 .405 .410

+10 +132 482 .109 .109

+20 +264 384 .022 .022

+30 +396 515 .016 .108

TABLE 4.4 Parameler estimaIes obtalned wlth Gausslan model ln absence of B
and wlth non zero background level

(Gausslan model paramelers: N= 1319, Px=0.353 pixel-l, py=0.359 plxel-l)
(FOV = l00mm, reglon slze = 32x32 pixels)

For a given absolute deviatlon trom zero background, estlmates were mur:: 1worse

when the background was positive. This is also Illustrated in figure 4.3 which lIIustrates a

cross-section through the central portion ot the PSF with a background of 132 and -132

CT units.

Furthermore, estimates were much more sensitive to region slze in the presence

of positive background as values ln table 4.5 can altest. This table contalns the shape

parameters estimated under the same conditions as those described in table 4.4 but the

absolute background devlation was kept constant and region slze varled.

The reasons for greater sensltivity to positive background will be discussed ln

section 4.4.1.
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Figure 4.3 Eflect 01 non-zero background on Gausslan model wlthout paramaler B
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B= -132 CT unlts B~ + 132 CT unlts

slze N Px Pv N Px Py

(plxeIZ) (CT unlts) (plxel-') (plxel-') (CT unlts) (pixel- 1) (plxel-')

16x16 1197 .409 .416 1234 .270 .274

32X32 1197 .405 .410 482 .109 .109

48x48 1197 .405 .410 464 .014 .015

TABLE 4.5 Eftect of reglon slze and non-zero background on Gausslan
parame1er eslimales ln absence of B

4 3.2 Modulation transfer function

The manner ln which the reconstruction filter modifies an image is more easily

Interpretedfrom the MTFthan fram the PSF. Figure4.4(a) shows the non-parametric MTFs.

lor positive Irequencies in the row direction, corresponding to the PSFs in ligure 4.2 . Filter

4, the high resolution Iilter, exhibited the highest cut-off Irequency and will thus produce

Images wlth the sharpest edges but atthe cost olincreased noise, as noted ln the previous

chapter. In contrast. lilter ahad the lowest cut-off Irequency and so will produce images

havlng the :nost blur but least noise. Fllter 1 pravides a compromise between these two

extremes.

The Gausslan parametric estlmates 01 the MTF (equation (4.6)) lor lilters aand 1

were very slmilar to those obtained by Fourier translorming the PSF. The difference

between parametrlc and non-parametric estimates was less than 0.01, or 1% olfull scale.

Parametric estimates 01 the MTFs lor Iilters aand 1 are not shown in figure 4.4 since they

cannot be dlstinguished Irom the nonparametric estimates.

The situation was somewhat different lor Iilter 4. The parametric MTF obtained

uslng the Gaussian model (equation (4.6)) was quite different Irom the nonparametric

estimate as shawn in figure4.4(b); dlscrepancios as large as .12 (or 12% olfull scale) were

observed. The MTF estlmate provlded by the damped cosine model (equatlon (4.7)) was

much closer ta the nonparametric MTF with a maximum difference 01 0.05 (or 5% 01 full

scale).
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Figure 4.4 Modulation translar functlons

Modulation transfer functloos aloog the positive fTequency axis ln the row dlractlon. (e) noo­
parametrlc MTFs delermlned by computlng Ihc2D Fourier transform of the l'tIre !.naged by
ail ttne WIers (b) comparlsoo 01 non-parametrlc MTF for fIIter 4 and analytlcally derlved
MTF for both the Gausslan and damped coslne m ,1els.
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4,3,3 ResQlutlQn

Tah!.. 4,6 presents estimates Qf the scanner resQlutiQn Qbtained using the fQur

methQds described abQve and a varlety Qf measurement conditlQns, The first flve rQWS are

based on the FWHM measured either directly from the Image of the steel wire or by uslng

equation (4,8) and the parameters of the Gaussian fit ln the row direction found ln table

4,3, The inverse of the eut-off frequency was obtained either from equation (4,10) based

on the Gausslan model, or read dlrectly olf the non-parametrlc MTF. The HWZC was

estimaieo ;or the high resolutlon filter wlth equation (4,9) derived from the damped cosino

model. The last estlmates were obtalned using the subjective method suggested by the

manufacturer, The wide discrepancies ln estimates are the subject of discussion in section
4.4,2,

filler 4f11ler °RESOLUTION

(mm)

gausslan model (equatlon (4,8)) 1.48 1.04

trom Image FOV = 200mm cenlered 1,88 0,63

FWHM (pixel ~ 0,53 mm) off-cenlered 1,25 1.25
Irom Image FOV=50mm cenlered î.42 1.09

(pixel ~ 0, 15mm) off-cenlered l,56 0,94

gausslan model MTF mtfe=0,1 1,84 1,29

1/fe (equatlon (4,10)) mtfe= 0,05 1,61 1.13
non parametrlc mtfe=0,1 1.82 1.35

MTF mtfe= 0,(15 1.52 1,21

d= 1,36

HWFZ 1 damped cosine model (aquatlon (4,9)) 1.15

perlodlc objects 0,75 0,60

TABLE 4,5 Comparlson 01 resolutlon astlmales
PG: parameter p trom Gausslan model (mm -1)
d: parameter d trom damped coslne model (rad mm- 1)

l/le: reclprocal 01 eut-off Irequency (mm)

..~
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4.4 Discussion

The parametrlc models presented ln thls study dlffer from those proposed ln the

IIterature ln a number of ways: they are non-linear ln thelr parameters. they do not assume

radiai symmetry and they can account for non-zero background. Furthermore. our

damped coslne function can model the shape of the MTF due to the hlgh frequency fllter

throughout the whole frequency range better than the model proposed by Nlckoloff and

Riley (t985).

Differences ln object shape t.an explaln the dlscrepancies in resolution estimates

obtalned with the subjective method compared to the other criteria. The manner in whlch

a method is Implemented and its accuracy are also responslble for variations ln the results.

4 4 1 Parametrjc models

We are not the first to propose parametrlc models to describe the shape of the PSF

or MTF. Indeed. Nickoloit and Riley (1985) also proposed the Gaussian functlon for thls

purpose. However. our approach Is novel in many aspects: it Is non-linear ln its

parameters, It does not assume radiai symmetry, and flnally, a parameter taking the

background value into account was added to the modal. Furthermore, a new model. the

damped cosine function, was created. These points will now be dlscussed in more detai!.

Importance of non-I/near model; The shape of the PSF for the smoothing and edgp

enhancementfilters (filters 0 and 1), and that olthe corresponding MTFs, is weil described

by the Gausslan model. Nickoloff and RII6y (1985) also lormulated a Gaussian modé' but

they assumed radial symmetry and linearlzed their model. arguing that the shlft parameter

only affects the phase term of the Fourier translorm and not Its magnitude. Nickoloff and

Riley proved this daim lor the contlnuous case (see appendlx ln Nickoloff and Riley). We

conducted a serieR 01 simulations to verity ils vaildlly lor sampied data. We generated

varlous PSF uslrg ihe Gaussian model and shlfted the position 01 the PSF by varylng

parameh,rs tx and tv(position 01 the lunction maximum) in Increments 01 10% pixel width.

For Iliter 0 and a slmulated FOV of 200 mm. we lound that parameters Px and Pv were

under-estlmated by 13% when the wlre was dlsplaced by hall a pixel.

Based on these simulations. we concluded that a IInearlzed model can lead to

negatlve biases ln shape parameter estlmates ln the presence 01 sampied data. The blas

Increases as the center 01 the wlre Is moved away from the center of a pixel. This artelact

Is avolded by uslng a non-linear model formulation .
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Hioh resolutjoo fi/teG Even if the Gaussian model explalns over 99% of the variance of the

PSF data obtained wlth the hlgh resolution tilter (filter 4), It fails to predict the negalive

values, Furthermore, examlnation of the MTF reveals that thls model only accounts for part

of its frequency response behavior. The shape of both the PSF and MTF produced by filter

4 are better represented by the damped coslne model.

The Increase ln MTF at higher frequencies exhlblted by the high resolution tiller can

be explained as follows, Equation (4,7) tells us that the MTF Is the sum of Iwo shifted

Gaussians whlch decay more rapldly than does the pure Gaussian modal. Table 4.2

confirms this : values of the shape parameters pare smaller for the damped cosine model.

One must keep in mind that, contrary to the PSF. a decrease in shape parameter causes

a faster decay of the MTF (see equations (4.6) and (4.7)). In the low frequency range, the

sum of the 2 Gaussians results ln a larger MTF. However, the tail of the Gaussian centered

in the negatlve portion of the spectrum has little effect on the sum in the high positive

frequencles (and vice versa). Because these Gausslans decay more rapldly, the MTF is

smaller at high frequencles.

The ellhancement propertles of the negatlve tails ln the mlddle frequency range

and damplng of high frequencles were also noticed by Nickoloff and Riley (1985), who

modelled the impulse response of the high resolution tilter as a pure Gausslan PSF wlth

a damped harmonie oscillation at its edge. Although their model explained the increased

MTF in the mld frequency range, its hlgh frequency behavlor deviated from what couId be

expected. Our damped cosine model explalns the shape of the MTF throughout the whole

frequency range.

Radial Bsymmetey: We expected the PSF to demonstrate radial symmetry, or Isotropy, and

thus antlcipated equal values for Px and PY' Desplte this we found values of Py to be

conslstently greater than Px' ln a theoretical study of the effect of finlte X-ray beam size on

the shift-varlant nature uf CT scanners, Verly and Bra.:ewell (1979) showed that the radial

symmetry, or isotropy, exhlbited by the PSF in the center of the FOV was lost as the point

source was moved outward. They also showed that the degree of anisotropy increased

wlth the distance trom the center of the FOV, Moreover, the PSF was wider ln the angular

than ln the radiai direction when the position of the point source was expressed ln polar

coordlnates.

We believe our models to be sensitive enough to detect this anisotropy. In the tests

outllned previously, the point source was placed directly above the center of the FOV ( see

figure 4.1 ). In such a configuration, the y and x axes correspond to radiai and angular

directions respectively. Thus a value of Py greater than Px Indicates a PSF wlder ln the

angular than ln the radial direction, results consistent with the theoretical predictions of
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Verly and Bracewell. Furthermore, one must bear ln mind that anisotropy does not
preclude axial symmetry: profiles taken through the center of the PSF along a dlameter are
symmetrlc about an axis located at the function' s maximum. but these profiles change for
dllferent dlameters.

Elfec/o(oaramererB' By definltlon, the CT value ofwater Is zero. Therefore. at least in theory,
parameter B could be omitted from the models (equations (1) and (4)) since the wlre Is

surrounded by water. However, ln thlrd generatlon scanners, x-ray scatter produces

cupplng. Therefore. the average background value surroundlng the wlre could change
depending on the position of the wlre and the slze of the FOV.

This situation can lead ta erroneous MTF estimates as experlenced by Bischof and
Ehrhardt (1977). Thelr nrn-parametric MTF estlmates rose slgnlficantly above the value
of 1.0 at low spatial frequencles before regalnlng thelr expected values at hlgher

frequencles. This was due ta negatlve mean CT values for the water bath surrounding the
point sources. Furthermore, they found that the magnitude of the error Increased with slze

of the reglon surrounding the wlre. Subtraction ofthe meanwater bath CT level in the region
surroundlng the Input resu~ed ln proper estlmates. The proper background CT level was
chosen as the one whlch ellmlnated the dependency on array slze. It was evaluated uslng
a statlstlcal convergence method.

Our own results indlcated that the average CT value of the water surrounding the
wlre was 1.4 CT unlts based on estlmates of parameter B. Belng sa close ta 0, ~ had very
IIttle bearlng on the other parameters. However. as with the experlmental study by Bischof

and Ehrhardt (1977). our simulations showed that neglectlng the average background
value can be detrlmental and lead to meanlngless resuits.

The simulations alsu showed that thls trend Is more sensitive ta a positive than ta
anegatlve background level. In the case of least square fittlng, Iwo factors can explaln thls
situation: firstly, ail values of a Gaussian functlon are positive and secondly, the tails of the
functlon tend ta zero. In the case of a negative background, the model concentrates on
the central, positive (and most slgnlflcant) portion fo the data. Because the model

discounts the negatlve values, and Is therefore relatlvely Insensltlve ta reglon slze (see

Table 4.5), It Is able ta track relatlvely accurately the central portion, whlie allowlng its talls

ta fall ta zero. However, the rate of decrease Is greater for the modelled data, I.e. the
modelled PSF Is thlnner. As a consequence, values for Px and Py ralse as the background
becomes Increasingly negatlve.

When the background Is positive, the model must contend wlth the positive talls
whlch competewith the central portion. As a result, the modelled PSF broadens, I.e. values
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01 P decrease. This trend is accentuated not only wlth an increase in background level. but

also with an elonga~ion 01 the talls.

4 4 2 Resolution

Observation of tablEl4.6 reveals that estimates ofresolutlon vary widely depending

on how it is evaluated. Even with a given estimation method. FWHM based methods lor

example, large variations can arise depending on how the method i~ applied. However, the

factor whlch seems to affect he result" most Is the shape 01 the objects on which the

measurements were pertorfT.ed. Indeed, the Ilrst three methods (FWHM, HWZC, and 1/1cl

are based on the approximation of an Ideal impulse whIle the subjective method requlres

a set 01 perlodlc objects slmulating square wave patterns. In !he followlng paragraphs, we

will explaln the intra- and Inter-method differences as weil as discuss the accuracy 01 the

dlfferent measurement approaches. However, we will start by dlscusslng how object shape

can inlluence results.

Effect of abject shapg: Àlthough estimates vary wldely, it Is c1ear that the values obtalned

by imaging perlodic patterns stand apart Irom the other measures derived from the point

object. This discrepancy resldes both in the nature 01 the method and 01 Ine objects belng

Imaged. Figure 4.5 lIIustrates one dimenslonal objects of dlfferent slz,' anr! :;;,:paratlon

along with their frequency content and their Image produced by a low pass system. The

square pegs 01 size L separated by Lare represented by a square wave of period T =2L

(figure 4.5(a)). Thelr Irequency spectrum presents a peak at a Irequency of 2pIT = p/L and

every odd harmonie thereafter. As long as at least one 01 these peaks is located at a

frequency below the imaglng system's cutoff Irequency, the objects will be resolvable in

the Image.

ln figure 4.5(b), the object slze Is reduced to a point and separation distance kept

at L=T/2. Because the Irequency content is now shifted above the eut-off Irequency, the

images 01 the points merge. However, il the distance L Is larger than the Inverse 01 the

eut-off Irequency as in figure 4.5(c), the~' are resolvable.

A simllar argument can be made in the space domain . Because the imaging system

is consldered IInear, the image of a square wave pattern ca" be represented as a sum 01

point sources as IIlustrated in figure 4.6. An explanatlon of the object's resolution cannot

be provided by simply addlng contributions of indlvldual points. Because the point

correspondlng to the falling edge of one period (point 3) and that of the leadlng edge of

the next (point l') (Figure 4.6(a)) are separated by less than the FWHM (or HWZC) , thelr
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Figure 4.5 Effect of obJect slze end separation on resolvablIIty

As long as at Ipast one of the frequancy components Is below the eut-off frequency fe• the
obJects will appear separale when Imaged. (a) ObJects of slze L separated by L formlng a
perlodlc signai of perlod T (b) points separated by perlod T= L (c) points separaled by perl­
od T=2L.
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Figure 4,6 Creatlng a square wave by summlng point sources

A square wave pattern Is constructed by (a) addlng pairs of points (1-1',2-2',3-3') sepa­
rated by a distance equal to the perlod T (b) As long as the perlod Is larger than the system
resolutlon, the points wlthln each Imaged pair are resolvable. (c) The Image of the square
wave Is the sum of Images of pairs of points ln (b)
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Gaussian Images would merge Into a single peak. Therefore. the cycllc nature ofthe pattern

must be explicltly recognized by adding pairs of points (1-1 '.3-3') separated by period

T (Figure 4.6(b)). The total contribution, or image, Is then the sum of the contribution 01

pairs 01 points (Figure 4.6(c)). If T is larger than the FWHM (or HWZC), the objects are

resolvable.

Differences betwBen methods: Followlng this explanatlon, the estlmates 01 resolution lrom

the FWHM or HWZC and those determlned from the periodlc objects can be reconclled.

Forfilter 0, FWHM Is1.48, approxlmatelytwlcethe manufactures clalm of 0.75 mm. Forfilter

4, the measured HWZC Is equal to 1.15 mm whlle the cycllc object separation Is 0.6 mm.

It should be noted that thesefigures of FWHM and HWZC are valld for point sourceslocated

51 mm above the center of the FOV. and allgned ln the row direction. Based on the same

methods, the resolution ln the column direction Is 1.45 mm and 1.13 mm in the column

direction for filters aand 4.

There Is some controversy as to whether resolution should be evaluated as the

reclprocal of the cut-off frequency or half of thls value (Philips Medical Systems. 1988;

Bushong. 1988; Bassano, 1983). The previous example also shows that il can be

mlsleudlng to deflne resolutlon as half the Inverse of the cut-off frequency determlned from

a series of perlodlc objects since the ablllty to dlstlngulsh the objects wlthln the Image

depends not only on thelr separation but also on their shape and size. Because an impulse

exhlbits a fiat spectrum, i.e. il contalns ail possible frequencies. It should be used as the

reference. In thls vlew. resolutlon should be defined as the minimum distance between

point sources whereby they can stll1 be dlscrlmlnated when Imaged.

The Inverse of the cut-off frequency ubtalned from the Gausslan model, equation

(4.10) and non-parametrlc MTF are very slmllar for filter a (1.84 and 1.82 for MTFc=0.10

and 1.61 and 1.62for MTFc=0.05). However, becausethe Gausslan model overestlmates

the MTF ln the hlgh frequencies for filter 4 (see figure 4.4(b)). the cut-off frequency will be

larger, hence the resolutlon poorer than if It were evaluated from the non-parametrlc MTF

(1.29 vs 1.35 for MTFc= 0.1 aand 1.13 vs 1.21 for MTFc=0.05).

Measures of resolutlon based on the Gaussian model. i.e. equatlons (4.8) and

(4.10) result ln the lowest estlmates for the hlgh resolution filter (filter 4). The HWFZ,

. computed wlth equation (4.9) derived from the damped cosine model, and the entry from

table 4.2 ln the row direction, Is more conservative as weil as being closer to the Inverse

of the cut-off frequency evaluated wlth the non-parametrlc MTF. For these reasons. we

recommend the HWZC over the FWHM as a measure of resolutlon for fllters exhlblting

negatlve talls.
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Differences witbin tbe E\,!'HM-based methQd: There is a cQnsiderable variation among

values obtained with the FWHM methods although estimated from the Gaussian model fall

within extreme values measured from the image both for a FOV of 200 and 50 mm. This

results from prQblems assoclated with measurlng the FWHMdlrectly from the Image, If the

center of the wlre Is not allgned with the center Qf a pixel. the maximum CT number will not

correspond to the PSF's maximum value. Consequently, the threshold value chosen to

blnarize the image will be Incorrect, leading to an error in the estlmate of the FWHM.

Slmu:"dons of this situation were carried ;"ut by numerlcally generatlng several Gaussian

functlons and varylng the peak position wlthln a pixel by adjusting parameters tx and ty. The

simulation showed that the FWHM could vary between t .BB and 1.25 mn 1for a FOV of 200

mm, and 1.41 and 1.56 for a FOV of 50 mm dependlng on whether the wlre was centered

on a pixel or not.

Accuracy of measurement metbQds: The parametric and non-parametrlc FWHM

approaches not only differ ln the results they yield but also in accuracy. When the FWHM

is evaluated from ihe image, accuracy Is limlted by pixel size since the measurement is

pertormec1 on a finlte number of pixels. For FOVs of 200 and 50 mm, the accuracy is

therefore 0.625mm and 0.156 mm respectively. Therefore when uslng thls method. it Is

important to use the smallest FOV possible.

On the other hand, the measure of FWHM obtained witll equation (4.B) is limited

by the precision with whlch parameter pean be determined and is thus more accurate.

For example, l!slng entries ln table 4.3, a value c. p=0.7065±0.0010 pixe:l' (cr

1.1304 ± 0.0016 mm-1 ) translates into a value of FWHM = 2.356B ± 0.0034 pixels (or

1.4730:!: 0.OQ21 mm). The samo ievel of accuracy Is to be expected for the HWZC and the

inverse of the eut-off frequency when determlned from model parameters.

For its part, the accuracy of the method based on the periodic objects is limited

by the discrete step between object size, 0.1 mm ln thls study.

4.5 Conclusions

This chapter represented efforts to develop and evaluate parametrlc models of the

PSF. Rotatlonal symmetry was not assumed thereby permittlng a full bl-dimensional

representatlon of the PSF. Non-Iinear numerical methods were used to estimate the

parameters and the average background value was Included in the models. These three

aspects represl'lnt innovations compared to other models of the PSF presented in the

IIterature. A variety of figures Indicate that the proposed models are approprlate and

adequate to represent the PSF.
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These models represent the basis of the work presented in subsequent chapters.

They will be used to:

- quantlty shlft-varlance,

- compare non-parametric PSF estlmates obtained with dlfferent Identification

methods.

- formulate a coordlnate transformation for the shift-invarlant representation of the

PSF, and

-explain the behavior of the thresholding segmentation operator.
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CHAPTEH 5

EXPERIMENTAL DETERMINATION OF CT POINT SPREAD
FUNCTION ANISOTROPICITY AND SHIFT-VARIANCE

5.1 Introduction

CT systems are nelther strlctly Ilnear nor Isoplanatlc. Perhaps because the effects

due to shiff-variance are more subtle and less easlly percelved than those arising Irom

non-Iinearltles (see sections 2.3 and 2.4.3), the Issue 01 shlff-varlance has recelved

comparatively Iittle attention.

Nonetheless the variation 01 PSF shape wlth position has repercussions both on

image restoratlon and segmentation. These issues will be covered in later chapters , but

let us mention that most image restoration algorlthms are dtlveloped lor Isopianatlc

systems. Furthermore, the capability to distinguish, and properly segment neighborlng

edges, depends on the distance separatlng them as weil as the width 01 the PSF. It Is

therelore important to identlly trends ln variation 01 PSF shape and to quantily these

changes.

To our knowledge, only two groups have studled the position dependent nature of

CT systems. Uslng a theoretical approach, Verly and Bracewell (1979) qualitatively

characterlzed the change 01 PSF shape with position. Kijewskl and Judy (1983)

complemented an analytical analysis wllh a series 01 simulations using a method based

on the edge response lunction (Judy, 1976). This method is tlme consuming since both

Ihe position and the orientation 01 the edge object must be modifled to obtain a lull

two-dimenslonal description of the PSF.

The goal 01 thls chapter was to experlmentally measure the shlff-varia'lt as weil as

the PSF symmetry propertles 01 a CT scanner. The experlmental approach, whlch

dlstingulshes thls study trom those prevlously mentloned, enabled us to take a large

number of parameters. both hardware and software, Into account. Furthermore. It

permitted us to quantily the variations encountered.

ln section 5.2 we propose a method, developed h' c'lapter 4, based on the

parametrlc Identification 01 the PSF uslng a thln wlre as Input point source. The use 01 a

wlre dlrectly supplies the two- dlmensional inlormation necessary to analyze the symmetry

01 the PSF, whlle the variation 01 model para l1eters with position provide the c: Jantltative

Inlormatlon sought. Section 5.3 presents the results which are discussed ln section 5.4 and

the conclusions are presented ln section 5.5.

57



.~

...

5.2 Method

The fabrication of a custom phantom was requlred slnce the phantom provided by

the manufacturer was not suitable for the evaluatlon of shift-variance. Two simple

measures characterlzing the shape of the PSF were derlved from the model parameters

obtalned by f1tting the parametrlc models to the Image of each wire ln the phantom. These

measures of shape were expressed ln two different coordlnate systems: a flxed orientation

and rotating frame, in orderto establlsh ifthe system produced a rotating blur. Furthermore.

a number of statlstlcal tests were performed on the data to verlly if scannlng variables

and/or estimation methods slgnlficantly affected resulls.

5.2.1 Hardware

Figure 5.1 shows the custom phantom. It consisted of a 200 mm inside/216 mm

outside dlameter PVC tube and two plexiglass end plates. Enamel wlres, 0.25 mm in

diameter. were threaded through holes drilled in the end plates. They were nut under

tension before belng glueo with epoxy to the outside surface of the plates. The end plates

were fastened to the tube with screws and a layer of silicon between the PVC/plexigiass

surfaces assured awater tlght seal. The phantom was suspended withln the scanner gantry

wlth the help of the standard Philips phantom attachment set. To this effect, a female

adaptor was fastened to the end-plates of the custom phantom.

ln order to avoid artefacts that could arise from an air/metal interface. the phantom

w~~ Iljled witi, dlstilled water. The water was poured through a hole drilled ln the side of the

tube while air was evacuat'3d through a neighborlng hale. Corks were used to seal the

holes.

Sixty one wjres. simulating Impulses. were arranged in 5 concentric c1rcles spaced

approxjmately 17 mm apart. Along a given clrcle, a 22.5 degree angular Increment

separated each wlre. Some of the wlres ln the Innermost reglon were omlttlld ln order to

avoid Interference between neighborlng PSFs.

Images were produced wlth a Philips Tomoscan CX thlrd generation scanner.

Scannlng parameters Included a tube current t'lf 200 mA, voilage of 120 kV. and a sllce

thlckness of 2 mm.

Keeplng these parameters constant, both the Image reconstruction filter and the

scan tlme were varled. Images were acquired wllh scan tlme settlngs of 4.5 sand 9.0 s

maklng Il possible to determlne how the number of vlews. 540 in thp flrst case and 1080

ln the second. affected the shlft-varlance. The phantom was also Imaged wah the

smoothlng (tiller 0) and hlgh resolu1lon (tiller 4) tilters.
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Figure 5.1 Cuslom shlf1-varlant phantom

The phentom conslsts of e water f111!ld PVC cyllnder ln whlch 61 wlres arranged ln
5 concentrlc clrcles slmulate Impulses.

The Imaglng field of viev; (i-OV) w,,:: set to 250 mm, the smallest diameter

contalnlng the whole phant:;m. Each image was subdlvlded Into 9 reglons, and each region

was reconstructed onto u 100 mm FOV with the zoom option. The reconstruction matrix

belng 320x320 pixels, the pixel size was thereby reduced from 0.78125 mm for the 250 mm

FOV to 0.3125 mm.

5.2.2 PSF shape descrjptors

The data contalned in a21 x21 pixel region surrounding the Image of each wire wem

filled to a parametrlc model. We have previously shown (see chapter 4) that the Gaussian

function and the damped cosine function are good m:>dels of the PSF producE'ld by the

smoothlng (0) and high resolution (4) filters respectively. The models are repeated here for

convenlence. The Gausslan model is glven by:

PSF.(x,y) " N e-P.'(x-r.)' e-p,'(y-t,)' + B

while the expression for the damped cosine model is:

P '(x t )' P"(y r )'
PSF.,(x, y) = N e-. -. COs(d. (x - t,» e', -, cos(d, (x· r,)) ,. B

(2)
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where

x
y

N

tx. tv
Px. Pv
dx.dv
B

= positive row direction;

= negatlve column direction;

= maximum value of the function;

= (x.y) coordinates of the maximum;

= shape parameters ln x and y direction;

= normallzed spatial frequencies ln x and y direction (radians/mm)

= average background value.

From these Iwo models. we extracred Iwo simple measures characterizing the

shape of the PSF; gain and resolutlon. Gain was computed by Integrating the volume under

the PSF. Ils expression for the Gausslan model Is:

G
_ N:r, -

P. P,
(3)

and for the damped cosine model:

Gd' = N:r e - 1/4 [(d./p.)' + (d,/p,)'] (4)
P. p,

Resolution wa~ axpressed in terms of the full width at half maximum (FWHM) for

the smoothlng filter. and the half width at first zero crossing (HWZC) for the high resolution

imaglng mode.

Both the Gausslan and damped coslne functlons are separable. Le. they are the

product of functlons of independent variables. x or y. Resolution can therefore be defined

in Iwo orthogonal directions. The FWHM along the x axis is obtalned from the Gaussia'1

parameter Px as follows:

FWHM. =
2(-ln 0.5)'/'

p.
(5)

while the HWZCx• expressed in terms of parameter dx is given by:

HWZC = 2:,
• 4d~

and similarly in the y direction.
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5.2.3 CQQrdinate systems

We previously mentioned that model parameters were expressed in two different

cQordinate systems. TWQ other frames were necessal f to cQmplete the analysis. one to

express the positiQn Qf a pixel and the other the position of the input point sources. Figure

5.2 iIIustrates the relationships between these coordinate systems.

1) The pQsition Qf a pixel in image space was given by its row and column indices

(I,j). The origin Iles in the upper left hand corner of the image with Ilncreaslng downwards

and j '" the rlght.

2) The position Qfthewlres could have been obtalned in the i-j frame, but because

the acquisition system rQtates about the center of the FOV, It was more natural to express

wire pQsltion in a fixed polar coordinate system (R, e). The orlgin Qf thls reference frame

colncldes wlth the center Qf the imaglng FOV.

3) Model parameters were presenled in a local, fixed orientation carteslan system

(x,y). The x axis cQrresponds to 1> cQnstant row ü) whlle y points in the negative constant

column direction (-i) Th"re exlst one local coordlnate system for each input point source

4) The model parameters were alsQ expressed ln a local, rotating cartesian frame

s-t, where s is Q:lented in the radial direction and t, tangentlally. As we will see ln sections

5.3.1 and 5.3.2, the comparison of parameter behavlor in the x-y and s-t frames enabled

us to verify if the system produced a rotating blur, as predicted by Verly and Bracewell

(1979).

Whlle cQmputing the rnodel parameters in the x-y system was trivial slnce the axes

allgn wlth the rQW and cQlumn directions, determl[l;"!g thelr values in the s-t system

requlred more effort. Three methQds were used to determine the model parameters in the

s-t coordinate system:

1) Ellipse methQd. If the PSF exhlblts radial symmetry, its cross-section Is circular

and the resolution along the x, y, sand taxes is equal. However, If the PSF possesses an

axis of symmetry without being iSQtropic, the PSF cross-sectiQn is e1llptical with the minor

and major axes cQrresponding tQ the sand taxes respectively. The length of these axes

can be deduced from the length Qf an arbitrary set Qfaxes. Therefore, given FWHMx,

FWHMy and the angle between x-y and s-t coordlnate systems, FWtiMs and FWHM, (or

HWZC) can €aslly be determined. Figure 5.3 iIIustrates the prlnclple.

The length of the axis p, rotated from the major axis a by angle" is given by:

p' = r' s'
r' sin'" + 5' cos'"
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Figure 5.2 Relatlonshlp between coordlnate systems

Th~ position 01 an Input point source Is dellned ln polar coordlnates (R,~) whose ml­
gin Is llxed ln the center (C) of the Imege. Model parameters are glven elther ln a local
rotatlng (s-t) or local lIxed orientation frame (X-y). Row and column Indices (1-)) de­
lIne the position of a pixel ln Image spece.

By delinition. the angle between the x and saxes is e. the angular position 01 the

Input point source, Therelore. the angle between the t and x axes Is OIx = n/2-8 • and

between t and y. OIy=n-e. Replaclng these values ln equatlon (7). and making use 01 the

reductlon formulae for clrcular functlons, glves:

(

• •FWHM • = FWHM. FWHM,
• FWHM.' sln'(11 ) + FWHM,' COC'(II )

• •FWHM • = FWHM. FWHM,
, FWHM. • COS'(II ) + FWHM,' sln'(11 )
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(10)

(11 )

HMy= 1'2

1+-----.1 FWHMx = l' 1

Figure 5.3 Estlmatlng the Gausslan shape parameters ln the 3· t coordlnate system Irom values
deflned ln the x-y system

The shape 01 an ellipse Is deflned by the length 01 mlnor and major axes (FWHMs.
FWHMt). Glven these dimensions, the length 01 a set 01 normal axes (FWHMx,
FWHMy) can be datermlned. and vice versa. If the orientation (8) between them is
known.

From these!Wo equations, FWHMs and FWHM1are isolated:

FlVH~ '_ FIl'HM. 'fll'HM, 'Icos • (II ) sin' (II ) 1
l, fWHM, 'sin '(II) - fll'HM, 'cos'(ll )

, "
flI'HM ' _ flVHM, fll'HM,' sin' (II )

, flVHM, , - flVHM, ' co'(11 )

This approach Is not valid for points with an angular position 8= (2n + 1)11/4,

n = 0, 1.2.... N"":~jng that sln2((2n +1)TT/4) = cos2((2n + 1)TT/4). equatlons (8) and (g) clearly

show that the length of the axes in the x and y directions are eql'al. Therefore the solution

collapses slnce the denominator of equatlon (10) becomes 0,

2) Image rotalion, By rotatlng the image, the sand taxes can be made to coinclde

wlth the column and row directions respectlvely, However. If the rotation angle 8 15 not a

multiple of TT/2 radians, the image must be resampled slnce the new coordlnates along the

s-t axes do not necessarlly fall on the original x-y pixel grld (Parker et al.. 1983). Although

Implemented ln one step, resampling Involves !WO processes: Interpolalion (to form a

contlnuous Image tram the dlscrete one) and samDllng (the continuous image to obtaln

a new dlscrete representation). Two interpolation tunctions were evaluated: nearest

nelghbor and hlgh resolutlon cublc splines. Spline Interpolation was Implemented using

the algorlthm ln Keys (1981).
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3) Change of model coordjnates This method consists of replacing the x and y

variables in equations (1) and (2) by sand t. This requires that the pixel position be

recomputed along the s-t coordlnate system accordlng to:

s = (j -Iol cos 11 + (/0 -1) sin 11 (12)

t = - (j-lolslnl1 + (/0 -l)cosl1

where (Ip,jp) areth\~ row and column coordinates of the upper left hand corner of the 21x21

reglon surrounding the Image of the wire.

5.2,4 Statjstjcal tests

A statlstical test was performed to determlne If the methods of estlmatlng the model

parameters ln the s-t coordlnate system were equlvalent. The same approach was taken

to verlly If variables such as scan tlme and reconstruction fllter slgniflcantly affected the

shape ofthe PSF.

A Hest was performed when values were compared Iwo by Iwo. If the quanlitles

were positlvely correlated, the data were paired, thereby Increaslng the effectlveness of the

experlmental design. When the experlment Involved more than Iwo samples, a one-way

layout F-test, or analysls of variance, was used.

ln ail cases, the assumption that a given treatment or variable r,ad no effect on the

quanlity tested constituted the null hypothesls Ho. Dependlng on whether It was assumed

that the treatment ylelded dlfferent, smaller or larger results, a Iwo-sided test, ln the flrst

case, or one-slded test, as with the last Iwo alternatives, was requlred. Unless Indlcated,

the level of slgnllicance Q was set at Dm, which means that the probablllty of rejectlng Ho
even though It was true Is equal to 0.01.

Except for the palred test, data were assumed Independent. F'Jrthermore, the

random errors corrupting the data were expected to be normally distrlbuted, wlth zero

mean and constant variance. The assumptlon of normality can be relaxed without strongly

affectlng the test. For more detalls, the reader is invited to consult Freund (1981) and Rlce

(1988) .

5.3 Resulta

Our resuits show that the pattern of shlft-variance Is greatly slmplilied when

expressed ln the rotating s-t compared to thelixed orientation x-y coordlnate system. They

also demonstratr, that the system does produce a rotating blur. Furthermore, a comparlson

of the resolutlon along the radiai and tangential axes of the rotating frame indlcate that the

PSF Is not radlally symmetric throughout most of the FOV. Table 5.1, to which we will refer

throughout thls section, summarlzes the results of the statistical tests.
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quantny lesled variable lype of tesl ahemative hypalhesis conclusion

direc1ian 51 <Rc<68 mm (1.31

radial symmelry (resalu1ian alang Iwo sided Hest FWHMs(Rj) = FWHMt(Rj) 34<Rc<51 mm (21

s axis.vs. 1axis) similarly lor HWZC 17<Rc<34 mm (4)

mehlads la abtain madel Iwa-sided F-lest acrass methads yield dilferen1 resuhs ail mP.lhads are equivaJenl
parameters in s-1 syslem methads

presence at absence 01 unpaired ane-sided FWHM + B(R,) < FWHM_B(RI) 6B<Rc<85 mm (1)

parameter B I-Iest 51 <Rc<68 mm (21

resalu1ian scan lime paired Iwa-sided Hest FWHMs.4S(Rj) = FWHMs.9.0{Rj) no ellec1 in s direc1ian
lor s direc1ian

FWHMl4 s{RJ > FWHMl90{RJ
paired ane-sided Hest 51 < Re < 68 mm in t direc1ian

lor t direc1ian similarly lar HWZC

liher unpaired one sided t- FWHM(RJ > HWZC{Rj) Ho rejec1ed throughou1
test mast 01 the FOV

TABLE 5 1 Summary 01 slallstical tests



J>:'~ I;'~' F",

quantny tested

Gain

variable

presence of absence of
paraméter B

scan lime

liner

radial distance

type of lest anemalive hypolhesis conclu3ion

unpaired one-sided Gain + alRj) < Gain_aIR;) 51 <Rc<68 mm 11.21
Hesl

unpaired two-sided Gain4.5IRj) = GaillgolRj) n) clear pattem
t-test

unpaired one-sided GaiIloIR;) < Gain4lRj) Ho reject throughout
l-test the li91d 01 view

two-sided F-test Gain(Ri) = GainlRj) no delinilive trend
across radial distance

i=j

TABLE 5.1 Summary 01 slalisticallests (continued)

Re: crilical distance; for R< Re, accept Ho, lor R> Re, reject Ho
(1) filter O. scan lime of 4.5 s; (2) finer O. scan time of 9.0 s

(3) filler 4, scan lime 4.5 s; (4) liner 4, scan lime of 9.0 s



5.3.1 X-Y coordinate system

Figure 5.4 illustrates the variation of FWHM in the row direction within the FOV.

These curves arevalld forthe smoothing filter. a scan tlme of 4.5 sand parameter B absent

from the Gaussian mocal. Moving from the center outward. resolution. which is inversely

proportional to thEI r-WHM, decreases. One can also dlstinguish an increasing fluctuation

with angular position as the radial distance Increases.

The relationship between FWHM along rows and columns for points located on the

outermost circle Is presented in Figure 5.5. The scanning and modelling conditions are the

same as those for the data shown in the previous figure. These quantities are 180 degrees

out of phase. Indic" :ing that resolution is different ln the row and column directions in most

of the Image. Furthermore, it demonstrates that the PSF Is radially asymmetric. since

isotropy requires that Px ap'J PY' hence FWHMx and FWHMy, be equal.

Based on the previous argument, It would seem that the PSF is radially symmetrlc

for e= (2n + 1)1T/4, n = 0, 1,2... slnce the two curves Intersect at these points. It was

previously shown however, that if the cross-section of the PSF Is elliptical, the length of

orthogonal axes angularly dlsplaced by (2n +1)1T/4 with respect to the major-mlnor axes

are always equal, glvJn any ratio of minor to major axis length.

5.3.2 $-T coordinate system

The values of resolution in Figure 5.5 were used as data to evaluate the different

transformation methods: ellipse geometry, Image rotation with nearest neighbor and high

resolutlon spline Interpolation, and change of model coordlnates. As shown in figure 5.6

(a) and (b), the methods appear slmilar on a qualitative basls. A two-sided F-test,

presented in table 5.1 under the topic of resolutlon, conflrms this daim. Although these

methods are stalistically equlvalent, the ease of Implementation and the time required to

perform the transformation varies greatiy. The method based on the change of model

coordinates, belng the slmplest and qulckest, was applled to ail further analysis.

Figure 5.6 (cl lIIustrates the FWHM ln the s-t coordlnate system obtained using

the change of model coordlnates method. The cycllc dependance of the FWHM on angular

position is no longer observable, suggesting that tlle Imaglng system does produce a

rotatlng blur. To further verity this posslbility, the basic statlstlcs (mean and standard

variation) of 16 wires arranged ln a clrcle were compared to those obtalned by Imaglng a

wlre ln a constant position 16 tlmes. The single wlre ln section B of the Philips performance

phantom (see figure 3.1) provlded the data for the former tent. Since thls wlre was located

51.3 mm dlrectly above the center of the FOV, the 16 wlres located at a radial distance of

67



• R = 85 mm • 51 mm Â 17 mm

1.8

1.7

f 1.6
:;;

~ 1.5

1.4

1.3
0 90 180 270 360

angular position (degrees)

t'lgure 5.4 Variation 01 resolutlon along the x axis
(lilter 0.4.5 s. parameter B absenltrom Gausslan model)

The resolutlon ln the row direction varies slnusoldally wlth angular position. As the
position 01 the Input point moves closer to the center 01 the lleld 01 vlew. the ampli·
tude 'l' the variation decreases.

1.8,------------------,

36027018090

1.4 L- _

o
angular position (degrees)

.- Figure 5.5 Resolution along the (a) x and y axis and (b) sand taxis lor polnls located al a radiai
dlslance R =85 mm (1lIter O. 4.5 s, parameter B absent trom GouGGI:;m model)

The resolutlon ln the row and column directions are both slnusoldal, coupled and
180· out 01 phase.
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(a) 1.8 -----

Ê 1.7.s
:!: 1.6 + change in coordinates
J:

à: Â rotation - nearest neighbor
1.5 • rotation - spline

1.4
x ellipse
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(b) 1.8
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Figure 5.6 Comparlson of methods 10 obtaln shape descrlptors Is s-I coordinate syslem
(filter 0, 4.5 s. parameler B absent from Gausslan model)

The lou,' n lethods used to obtaln the model parameters ln the local rotallng frame are
statlstlcally equlvalenl for (a) radiai direction (s axis). and (b) la,;genllal direcllon (t
axis). (c) resulls for change of coordlnales method. Expressing t~" mOr1Gi fJarame·
ters ln a local 'otatlng coordlnate syslem decouples the resolullon estimaled ln Iwo
perpendlcular dlrecllons. Furthermore, resolutlon Is no longer a funcllon of angular
poSition.
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51 mm ln the shift-variance phantom were used in the other case. The results are com·

pared in table 5.2. Although there is more variation for the data coming from the shift-varl­

ant phantom an unpalred two-sided Hest concluded that there is no statistlcal dlfference

in the mean values between the two experimental designs.

test radial direction

mean standard
devlation

tangentlai direction

mean standard
devlation

same wlre Imaged 16 tlmes

16 wlres arranged ln a clrcle ln
same Image

1.451

1.439

0.002

0.017

1.476

1.476

0.002

0.028

Table 5.2 Statlstics for points located at a radial distance of 51 mm

5.3.3 Effect of parameter B

Because the wires were placed ln water. the CT number of the pixels surroundlng

the PSF should average O. However, the cupping artefact due to x-ray scatter. causes a

depression of CT values in the center of the FOV. whlle inflating values at ils periphery.

ln Figure 5.7, the average background value surrounding the points forming a circle

Is plotted against radial distance. The four curves represent different combinalions of

Image reconstruction filler and scan time. In ail cases, the background values Increases

sllghtly movlng from the center of the FOV outward.

Figure 5.8 (a) compares the FWHM obtained when adding or omlttlng parameter

B from the Gausslan model for a f,can time of 4.5 s. Parameter B seems to have no effect

ln the center of the field of vlew, but as radiai distance Increases, the values obtalned with

parameter B appear lower.

ln a palred t-test. the null hypothesis. whlch states thatthe expected value of FWHM

computed ln the presence or absence of B are squlvalent. was tested against the alternative

hypothesis of the FWHM computed ln presence of parameter B belng smaller. The results

reveal that values of FWHM computed wlth param&ter B added to the model are Indeed

lower but only for points located beyond a crltlcal distance Rc. At the 0.01 level of

slgnlficance. the crltlcal distance Is located between 51 and 68 mm for a scan time of 9.0.

and between 68 and 85 mm when the number of views Is halved. However. if the level of

slgnlficance Is relaxed to 0.03. 51 < Rc s 85 mm Irrespective of scan lime.
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The effect of parameter B on gain is i1lustrated in figure 58 lb). The omission of

parameter B results in an increase of the gain estimates with radial dist::~,,,,, ~ast Re.

51 < Re s 85 mm, confirmed by a one-way layout F-test across the re:;lal distance (Ievel

of significance=0.01). This statement is valid both for a scan time of 4.5 and 9.0 s

+ filter 0 scan lime = 4.5 s

X filter 4 ------ 9.0 s

12
1

~

~ J<li)

8 1-'E 1
:::l 1
1- h 1
Ü h 1
~ 1. 1
'0 4 1
c: 1
:::l 1
0 ;,x...

" ;'Cl
" ;' ;'

.:L. ;' ;'

u 0 "
;' ;'

" ;'
;'

<Il '1-'- - --l" XCO ;'
;'

" ;'

"- ;'

"- _X
-4 "" ...-x-

0 17 34 51 68 85
Radial distance (mm)

Figure 5.7 average background as a functlon 01 radiai dlslance

ln thlrd generallon scanners, X-ray scatter produces an artefact known as cupplng.
The CT values ln the center 01 the FOV are depressed, whlle those ln the outlylng
reglons are overestlmated.

71



(a)

parameter B omltted tram ~ ,odel
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Figure 5.8 Ellecl 01 omlttlng paramFier B tram Gausslan model on (a) resolutlon and (b) gain
estlmates (mter 0, SCf n lime 014.5 s, parameter B added ::l model)

Pasl a crltlcal (;;;.; ',"::e Rc, estlmates 01 gain and FWHM bath Increase as a resull
01 omlt1lng per!I;'. . Btram the Gaussien modal. For a level ot 5ignlflcance '" =0.03,
51 <Rc<6A.
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5.3.4 Effect of scan time

Figure 5.9 (a) i1lustrates the effect o'; doubling the sc,,;; :1111" c>n tll", estimates of

resolution. The estimates of FWHM and HWZC are barely affect€Id in the radial direction.

but increasing the number of views results in a large improvement in resolution in the

tangential direction.

These qualitative observations are confirmed by a paired t-test performbd at

discrete values of radial distance. In the case of resolution estimated along the s axis

(radial). the null hypothesis is tested agalnst the values belng different. However. for the

taxis (tangential). the alternative hypothesis consists of verifying if values of FWHM or

HWZC are greater for a scan time of 4.5. The level of significance is again set at 0.01. The

statistical tests show that changing the scan time has r.D bearing on resolution in the radial

direction either for the smoothing nor the high resolution filter. However. as shown in Figure

5.9 (a). the resolution in the tangential direction improves with a larger number of views pas!

a certain critical radius Re loca:ad between 34 and 51 mm (R > FIe .34 < Re S 51 mm)

The increase is as large as 0.21 and 0.28 mm for the smoothing and high resolution filters

respectively for a radial distance of 85 mm.

No clear pattern emerges when gain is considered. Estimates of gain for both filters

and the two scan times are compared in Figure 5.9 (b). A Hest reveals that. for the

smoothing filter. the estimates of gain are significant!y different only for distances of 68 and

85 mm. while for the high resolution filter. only the values at 68 mm are affected

5.3.5 Effel<t of image reconstruction filter

Of ail the factors examined so far. the image reconstruction filter has the strongest

influence on resolution. Figure 5.1 0 shows the estimates of resolution as a function of radial

distance for both filters considered. The trends are similar irrespective of the filter used to

create the image. However. the values of FWHM obtained with the smoothing filter are

substantially larger than those of HWZC obtained with the high resolution filter. confirmed

by a Hest with level of significance of 0.01.

The influence of omitting parameter Bfrom the models and of scan time are felt past

a given radial distance. However. when the reconstruction filter is considered, the

dlfference ln mean values between the two filiers remains constant throughout the range

of distance examined, For a scan time of 4.5 s. the difference in resolution averaged over

radial distance is about .31 mm both for radial and tangential directions, However. for a

scan time of 9.0, the dlfference is larger in the tangential than in the radial direction with

values of .35 mm ·'.nd .29 mm rE<spectively.
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scan lime = 4.5 s

(a) 9.0 s
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Figure 5.9 Effect of scan tlme on (a) resolullon (filter 0) and (b) gain estlmales (Wters 0 and 4)

Doubllng the number of vlews slgnlflcantly Improves the resolullon ln the tangentlal
re~olullon past a crltlcal radiai distance Re, 51 < Re < 6B. Resolullon ln the radial dl·
rection Is not affected by thls parameler. No clear pattern emerges for the gain.
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Figure 5.10 Effect of Image reconstruction tIIter on (a) resolutlon and (b) gain
(scan tlme 01 4.5 s)

Whlle the Image reconstruction tIIter Is the parameter whlch affects the amount 01 blur
the most, Il has no bearlng on shln-varlance.
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Figure 5.10 (b) compares estlmates of gain for the!wo tilters. As with resolution,

changlng the reconstruction filter significantly affects the gain. A one-slded Hest, where

the null hypothesls Is tested against the gain of tilter 4 being larger than that of filler O.

reveals lhallhe gain produced by lhe hlgh resolution filter Is indeed slgnlficantly larger over

the whole FOV (Œ= 0.01). However, reserve must be expressed for data obtalned with a

scan tlme of 4.5 and ln the viclnity of 85 mm. slnce the level of signiflcance must be

increased ta 0.25 ta arrive at the same conclusion.

5.3.6 Radial symmetry

A PSF produced by the smoothlng tilter and modelled by a Gaussian function is

radially symmetric If the parameters p measured along Iwo perpendlcular axes are equal.

Because the FWHM is directly related ta parameter p. equal values of FWHM in the radial

and tangentlal directions Indicate the presence of a radlally symmetric PSF. The same

argument is valld for the high resolution tIIter based on the HWZC.

Observing figures 5.9 (a) and 5.10 (a). one notices that estimales of resolution

along the sand t axis are simllar ln the center of the FOV. However, past a critical radial

distance, the values diverge. Based on a t-testwlth a level of signlficance of 0.01, Re varies

largely with Ille tiller and number of views used ta create the image:

51 < Uo' s 68 for tilters 0 and 4 and a scan time of 4.5 s,

34 < Ro' s 51 for filter 0 and a scan time of 9.0 s.

17 < Ro' s 34 for filter 4 and a scan time of 9.0 s.

However, if the level of significanceis relaxedto 0.05, we observed a valueof 34 < H, S 51

for a scan time of 4.5 s irrespective of the filter used.

5.4 Discussion

We will open the discussion by explainlng the orlgln of shlft-varlance and of the

rotating blur, This will brlng us ta compare our results wlth those of the theoretical studies.

The effects of scanning variables and of the model parameter B will close the section.

5.4.1 Origin of shjft-yariance

Varlous authors have Identified a number of factors whlch can cause the PSF ta

become shlft-variant: projection misreglstration. allasing and x-ray beam sensltivity.

Kljewskl and Judy (1983) determlned that the mlsreglstratlon of projectlûns leads

ta anisotropy and position dependence of the PSF. They mentioned that scanners most
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susceptible to this type of error were thos~ with continuous detectors. SPECT scanners

with gammacameras as detectors for example. In such systems. the positional information

Is detsrmined by electronic means. X-ray CT scanners on the other hand depend on the

physical positions of discrete detectors and are therefore much less prone to

misregistration.

Joseph et al. (1980) considered the effect of varying the number of samples per

beam wldth on the shape of the PSF. They showed that the PSF would be Isoplanatic if it

were possible to image structures with infinitely thin x-rays. However. projections belng

acquired wlth detectors of finite width and due to the digital nature 0: the data. projections

must be resampled. This can lead to the introduction of supra-Nyqûist frequencies (Parker

et al .• (1983)) and to aliasing.

One of the effects of aliasing. apart from systematic artefacts. is to make the PSF

shifl-variant. The ex1ent of aliasing depends on the distance belween ray samples

decrea~ing the distance. or Increasing the number of rays per beam width. reduces

aliasing. Unless designed with a 1/4 detector offset. JoseiJh (1980) warns that third

generation scanners are particularly susceptible to aliasing since they collect only one

sample per detector.

Although not mentioned by the authors. the type of interpolation function can also

control the e~9nt of aliasing. Using a function with smaller side-Iobes. for example linear

interpolation rather than nearest neighbor. limits the amount of aliasing.

Unfortunately. Joseph et al. did not investigate how aliasing affects the variation of

PSF shape with position. From Iwo illustrated simulations carried out by Joseph (1980).

it appears that aliasing destroys the radial and axial symmetry of the PSF. The presence

of "streamlng tails" can also be observed.

An Important consequence of a flnlte beam width which was not taken into account

ln the prevlous study is that projections car) no longer be represented as line Integrais of

the linear attenuation coefficients. Instead. projections should be represented by strlp

Integrais defined by the source and detector coliimators. Bracewell (1977) and Verly and

Bracewell (1979) showed that the detector response ta a point ~,:urce depends on the

position of that source within the strip. They characterlzed the val !ation by a strip integral

kernel Ko(x.y.R .<l», also known as the spatial response or the pral lie of the x-ray beam.

Figure 5.11 Illustrates the beam spatial response ln the case of non-zero eccentriclty. IF!.

when the mldpolnt of the strip does not coincide with center of the FOV. The PSF of a point

located at (Xc,Yo) Is glven by the Integral over rotation angle cP of Ko(xo.yo.R,q,) convolved

by the apflroprlate apodlzed rho-filter.
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Numerical Integration of the strip integral kernel for the condition of equal source

and detector width and of rectangular shape revealed thatthe PSF, expressed in a rotating

frame s-t, exhibited the following features:

1) the presence of a cratered cone radially symmetric PSF in the center of the FOV.

This is also know'1 as the volcano effect (Joseph et al. (1980)).

2) the emergence of Infinite peaks along the taxis whose separation 15 proportional

to radial distance. In the presence of non-zero eccentrlcity, the infinlte peaks are

transformed into depresslons.

3) the response was strlctly IImlted to a clrcle of radius equal to halfthe beam width.

Allhough the authors did not dlscuss the issue of radial symmetry, this simulation

c1early showed that the Increaslng separation of the peaks along the t-axis destroyed the

radial symmetry that the PSF exhibited in the center of the FOV.

Verly and Bracewell also mentioned that the cross section of Ko(x.y,R.q,)

perpendicular to the y axis 15 composed of trapezolds of equal area. Since the PSF is built

up from a large number of these cross-sections, thelr constant weight assures that the

volume, or gain, of the PSF 15 the same at every point, even if the PSF is shift-variant.
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Figure 5.11 Strlp Integral kemel (a) perspective plot for non-zero eccentrlclty (Verly and Brace·
weil (1979) , (b) beam profile ln x-y plane

l'wo points A end B equldlstant trom the center of the field ofview Cwill create dlfler­
ent responses due to beam profile Inhomogenelly. For a 360 acquisition mode the
respnnses average out slnee both points are Imaged once n~al ine Eouree and once
near the detector, thus re3ulling ln rotatlng blur.
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5.4.2 Orjgjn Qf rQtating blur

TQ understand the Qrigin Qf rotating blur for a 360 0 recQnstruction, let us cQnsider

twQ pQints A and B in figure 5,11 (b), These pQints are equidlstant from the center C Qf the

FOV. FQr a s,;an angle of 0 degrees. A Is located clQser tQ the detector and B near the

SQurce, These:Wo pQints gElDerate different detew . responses due tQ the inhQmQgenelty

Qfthe beam prQfile, If data are acquired in a 180 0 mQde, pQlnts A and B are measured Qnly

Qnce fQr a given (R,q,), and the resulting PSFs will be different. HQwever, with a 360 0

acquisitlQn mode. each pQint is measured twice, Qnce near the SQurce and once near thl>

detector, Because the responses are averaged, the image of the two points, and Qf ail

pQints IQcated at the same radial distance. will be the same,

5.4.3 Sirnilarjties wjth theQretical studies

Our experimental results CQnfirm many theoretical findings. They lead tQ the same

conclusiQns regarding rQtating blur, radial symmetry and the general shape of the PSF.

1) Several experimental results lead to the conclusion that the CT system produces

a rQtating blur. Firstly. the sinusoidal dependance of FWHM on angular position when

expressed in a local fixed Qrientation (x-y) coordinate system disappears when the shape

Qf the PSF is descrll;vd in a local rotating frame (s-t),

SecQndly, the mean value Qf resQlution fQr 16 wires arranged in a concentric circte

is statistir.ally equivalent to imaging a single wire in a CQnstant positiQn 16 times , as shQwn

in Table 5,2. The larger variance for the former case can be explained as fQIIQws, Due to

variatiQns ln radial and angular wire pQsitiQns in the shift-variance phantQm, it is

Improbable that the Input pQint SQurces occupy the same posltlQn withln the beam prQfiles.

Because Qf beam nQn-homogenelty, smail changes in position lead to slightly different

responses. This also expl::lins why the variance in the tangential direction is larger than for

the radial Qrientation, As seen in figure 5, 1O. the slQpe Qf the FWHM as a function Qf radial

distance is larger ln the tangentlai directiQn fQr a scan time Qf 4,5 s, Hence, fQr a given

change in pQsltlQn. the variatiQn ln FWHM will be greater, On the Qther hand, unless the

scanner dQes not reallgn itself properly, the PQsitiQn of the single wire with respect to the

beam profile should remain cQnstant. The variance seen in this case Is largely due to nQise

ln the data,

2)The PSF IQoses Its radlally symmetry as the excltatiQn mQves away frQm the

center Qf the FOV. A direct cQnsequence of anisotrQplcity Is that resolution not Qnly

depends on positlQn, due to the shift-varlance of the PSF. but it Is alsQ a function of

QrlentatlQn. Fortunately, this effect becQmes significant Qnly at a certain critical distance
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Irom the center 01 the image. The largest difference in resolution along perpendicular axes

15 estimated at O. 15 mm. This figure is valid for structures located at a radial distance of 85

mm in an Image reconstructed with the smoothing filler and produced with a scan time of

4.5 s.

3)The stretching ofthe PSF along the taxis predicted by Verly and Bracewell is also

observed for data acqulred over 4.5 S,

5.4.4 Djscrepancies wjth theQretical studies

Despite the similarities described abQve, our resuits differ frQm thQse of the

theQretical studies in a number of points, princioally where discQntinuities in the PSF and

its extent are concerned.

The theoretical studies and the experimental approach presented above share

many similar resuits

1) ln cQntrastto Verly and Bracewell, we observed nQ discontinuities in the PSF (see

Figure 4.2). Several factors can explain this discrepancy. These authQrs attribute the

presence of dlscontinuitles to the breakpolnts ln the trapezoidal profiles along the beam

sp&tial response. The crQss-sectional shape of Ko(x,y,R,<j» largely dependr. on the focal

spot, or source, Intensity distribution and the detection sensitivity distribution. While it is

reasQnable tQ assume a uniform distribution for the detector, the hypothesis of uniform

phQton emlssion has been challenged by a number of authors (Prasad (1979), Joseph et

al. (1980), Verly (1980)), There is no doubt that a Gausslan source distribution (Rathee et

al. (1990)) would lead to a smoother PSF. Bracewell (1977) also concedes that features

such as the volcano effect may nQt be revealed due to limited pixel size or because of the

cQmputing procedure. Furthermore, Joseph et al. shQwed that a finite sampling rate across

the beam wldth tends to flllthe central depresslon and pl'oduce a smoQther PSF.

2) Verly and Bracewell polnted Qutthat the PSFwas limited tQ a circle of radius equal

to hall the beam width, a feature that we dld not observe. Flnite ray sampling is certainly

a key factor ln explalning thls discrepancy. Apart from lessening the volcano effect, JQseph

et al. showed that flnlte ray sampling aiso extends the range of the PSF beyond the beam

wldth. Furthermore, ln theirformulaUon, Verly and Bracewall did nQt consider the effect of

the apodizing function. This factor Is known to greatiy affectthe shape oUhe PSF and could

also be at play here.
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5.4.5 Effect Qf scan time

By cQnsidering the angular pQsitiQn <j> as a continuQus variable. Verly <'nd Bracewell

and Joseph et al. greatly simplified their analysis. HQwever. by doing so. they neglected

to consider the effect of finite view sampllng. Joseph et al. justified their choice by arguing

that the effects of ray sampling and view sampllng are entlrely distinct. Fir.ile view sampling

affects the radius of an error free reconstruction for a given spatial resolution (Joseph and

Schultz (1980)).

Our rasults showed that the shape of the PSF along the s axis was 'lot affected by

increasing the number of views. However. the resolution in the tangential direction

significantly improved past a critical radial distance. The critical distance was estimated

to lie between 51 mm and 68 mm. For points in the outlying regions. changing the scan

time produced a change in resolutlon almost as large as that produced by reconstructing

the image with a different tilter.

It is tempting to argue that increasing the number of views improves sampling in

the angular or tangential direction only. and it is there',ore normal to ses an improvement

only along the t axis. This argument would be valid for a parallel ray geometry but does 'lot

Ilold for a fan-beam configuration. The effect of scanner geometry is best appreciated in

sinogram space as Illustrated ln figure 5.12. For botÎl constructions. the sinogram is filled

up by a series of parallel Iines. each line representing a view or projection. For a parallel

\.Jeam scanner. views are parallel to the line cP = 0 and an increase in view density only

decreases intersample distance ln the angular direction.

HQwever. for a fan-beam geometry. the views fill up the slnogram as a series of

paralleillnes orlented at an anglfJ 1jJ. where ljJ Is the fan angle. Becausethe position of a point

ln a glven projection Is now a funclion of both scan angle and radial position. increaslng

the samplin~ rate of elther one of these variables decreases the intersample distance of

the other. Hence. for a fan-beam geometry. one could Improve the radial. as weil as the

tangentlal resolution by doubllng the scan tlme. However. taklng advantage of the new data

requires an Increase ln processing tlme and storage space. It is possible that the

manufact'Irer. satlsfied with the relatlvely Iittle variation of resolution in the radial direction

compared to the angular orientation. chose only to improve the latter. Despite repeated

raquests addressed to the manufacturer, we wero unable to confirm this hypothesis.

5.4.6 Effeet of image recQnstruc1iQD.fi~

The theoretical studies failed to take the apodizing function into account in their

formulation. Verly and Bracewell argued that Its action can be consldered and added at
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Figure 5.12 Sinogram for parallel- and fan-beam geometry

(a) Aprojection, or vlew, Is composed of a series of IIne Integrais of anenuatlon coeffl·
clent ln the direction of the x-ray beam. For parallel-beam scanners, projections
show up as IInes parallel to <l> = O. The Introduction of new views Increases the num·
ber of samples ln the angular direction but does not affect radiai Inter-sample dis·
tance. Projections are orlented at an angle 1jI for fan-beam geometry. As a result. In­
creaslng the number of vlews also Increases the sampllng rate radlally.
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anytlme on the basls of IInearlty. but that Its effect can be neglected wlthout loss of general­

Ity.

Our experlmental results show that thelr approach was justlfled. Changing the

reconstruction IIIter dld not affect patterns of shlft-varlance. The dlfference ln resolutlon

remalned constant as radiai distance was Increased and estimates of gain were

conslstently larger for the high resolutlon mter. This Is not to say that the effect of the

apodlzlng tilter Is negliglble. Of ail the parameters consldered ln thls study. reconstruction

fllter Is the one that affected the amount of blur the most. However. thls effect dld not depend

upon the position of the Input point source.

5.4.7 Effect Qf parameter B

Simulations have shown (see section 4.4.2) that a positive background introduces

a negative blas to the shape parameters Px and Py of the Gaussian model while a negatlve

background produces a posltively blased estlmate. In both cases, the normallzlng

parameter N Is underestlmated.

Experimentai results show that the effect of omlttlng parameter BIs felt past a crltlcal

radiai distance Rc. For the smoothlng tilter. the critical distance Is estlmated to be located

between 51 and 68 mm. At thls point. the average background Is about 3 CT unlts.

One could be tempted to use the variation of parameter B wlth radiai distance to

quantlfy the cupplng artefact. However. one must keep ln mind that the l'\;i;vllnt of scatter.

and the extent of cupplng, depends on the object composition ar,d !ts slze, or more

specltically on the portion ofthe Imaglng FOVoccupled bythe object.1herelore, the results

presented ln thls work should only be used for slmilar scannlng conditions.

5.5 Conclusions

Uslng a parametrlc system Identification approach. we ·have successfully

characterlzed and quantlfled the shlft-varlant as weil as anisotropie propertles of an x-ray

CT scanner. We also Investlgated the effect of Image reconstruction fllter and tinlte number

01 vlews, parameters whlch had not been considered ln prevlous studies.

When the position Qfthe input point source Is represented in polar coordlnates. the

shape of the Identlfied PSF. expressed ln a local tixed-orlentation coordlnate system x-y,

Is a functlon of both angular and radiai coordlnates. The variation wlth angle Is slnusoldal

and the amplitude Increases with radiai dlslance. However, because the system produces

a rotatlng blur. the positional dependence Is only afunction of radiai distance when the PSF
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Is represented ln a local rotatlng frame s-t. The sand t axes correspond to the radiai and

tangentlal directions respectlvely.

Increaslng the number of views greatly Improves the resolutlon ln the tangential

direction in the outer reglons of the FOV. The only other parameter considered in this study

to have a greater effect Is the Image reconstruction fllter. This result is not surprlslng since

the apodlzing functlon completely modifies the characteristlcs of the PSF. However.

because the changes are constant throughout the FOV. the apodlzlng functlon does not

affect patterns of shlft-varlance.

The radiai symmetry that the PSF exhlblts ln the center of the FOV Is progressively

lost as the Input source moves toward the perlphery. As a consequence. the capacity to

distlnguish closely spaced objects is not only a fu"ction of thelr position but also of their

orientation. This Is particularly true of low scan times where the dlfference ln resolutlon in

the radiai and tangential axes of the rotatlng frame are greater than for the case where a

large number of projections are collected.
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CHAPTER 6
CORRELATION BASED

NON-PARAMETRIC PSF IDENTIFICATION

6.1 Introduction

The use of a thin wire as Input for the non-parametrle Identification of the PSF has

olten been crltielzed in the ilterature (Judy, 1976; Droege and Morin, 1982; Nlckoloff and

Riley, 1985; Ehrhadt, 1986). Since the results of the previous chapters are based on thls

Input, It became Important ta verlfy If these estlmates were vaild,

One posslbillty would have been ta estimate the PSF wlth the edge method (Judy,

1976), However, a large number of edge orientations would be necessary ta generate a

two-dlmenslonal estlmate. Furthermore, ta take advantage of the method, the edge must

be relatlvely long and the Issue of shllt-varlanee can become a problem.

For these reasons, we preferred the correlatlon-based method. Furthermore, this

method has never been appiled ta medicallmaglng systems. This study presents a good

opportunlty ta Introduce thls tool ta the imaglng communlty.

The first goal ofthls chapter was therefore ta estlmate the PSFfrom the Input/output

correlation relationshlp known as the Wiener-Hopf equation, The second objective was ta

compare the non-parametric PSF estlmates obtalned wlth this method wlth those

generated wlth the wire Input,

The followlng section is devoted ta the orlgln of the Wiener-Hopf equatlon and ta

its Implementation ln two dimensions. Section 6.3 contalns a detalled description of the

design of the Input signaI. Section 6.4 explo;es how a number of factors affect the

identification quallty through a series of simulations. Knowledge galned from these

simulations is then appiled ta the experlmental identification ln section 6,5, followed by a

discussion ln section 6.6. Section 6.7 finally concludes the chapter.

6.2 Background

Correlation meihods have been successfully used ta Identlfy the system

characterlstlcs ln a wlde varlety of engineering fields ranglng !rom nuclear power plants

(Godfrey, 1969) to ilnear (Hunter and Kearney, 1983; Kearney and Hunter, 1990) and

non-ilnear physlologleal structures (Marmarelis and Marmarelis, 1978), The underlylng

prlnclples are explalned ln a concise manner by Godfrey (1980) whlle a more detalled

aceount can be found ln Bendat and Plersol (1986) and Marmarelis and Marmareils (1978).
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1
ln this s~ction, we wiil introduce the reader unfamiliar with this approach to the

Wiener-Hopf equation, We will also elaborate on how the equation 15 solved using a matrlx

fo ..mulation. Throughout the text. special emphasis is placed on the 2D discrete nature of

the CT imaging device.

6.2.1 Theory

ln absence of noise, the relationship between the output and the Input for a Iinear,

stetionary, shift-invariant system is given by the convolution Integral:

'" '"
b(x, y) = l fh(x, J') a(x - X' Y-l') dX dl'

-cc -CD

(6.1)

•

where x, y, X, Y independent and continuous spatial variables,
h(x,y): system impulse response or point spread function (PSF),
a(x,y): Input and
b(x,y): output.

ln terms of an Imaging system, h(x,y) represents the point spread function (PSF), whIle

a(x,y) and b(x,y) arethe object under observation and Its Image respectively.ln a two sided,

discrete version, equatlon (6.1) becomes:

1 J

b(u, v) = 6/161' l l h()I. l') a(u -II, V-l')
J,.-Iv--J

(6.2)

where u, v" Il, v are Independent, discrete, spatial variable. The object and image are of

slze K by L pixels and thr PSF 15 assumed to be of finlte size M by N pixels where M= 21 +1

and N = 2J + 1. Changing the variable u to u +1and v to v+ j. multiplying both sides by

a(u,v) and summing ylelds:

1 J 1 J 1 J

l l a(u, v) b(u + i, v + J) = 6/161' l l h(P,I') l l a(u, v) a(u + i - p, v + j - 1')
u--/ v--J Jla-I l' .. -J ua·lv--J

(6.3)

A blased estlmator for the autocorrelation and cross-correlation functions for zero-mean

Input and output signais 15:

'9'....

1 1

C••(u, v) = MN l
u--/

1 1

C.b(U, v) = MN l
U r=_'

J

l a(u, v)
v_·J

J

l a(u, v)
v- -J

a(u + /1. v + 1')

b(u + /1, v + 1')

(6.4)

(6.5)
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Incorporating equatlons (6.4) and (6.5) Into (6.3) ylelds:

1 J

C.b(i,}) = ôuÔV l l h(;/,1') C•• (i - Jl.j - 1')
,,--1 v--J

(6.6)

(

where I,j: Independent discrete spatial variables.
cab: input-output cross-correlation function, and
caa: l'lput auto-correlation function.

Equation (6.6) Is known as the Wiener-Hopf equation. Il states that the

cross-correlation function (CCF) between the object and Ils Image Is equal to the

convolution of the PSF with the object auto-correlation function (ACF). To avold edge

effects during convolution, caa(I,j) must be twice the slze of the PSF. which implies tha!:

1=-M+1,-M+2 0 M-2.M-1=-21.-21+1 0 21-1,21

j=-N+1, -N+2 0 N-2, N-1 =-2J, -2J+1 0 2J-1, 2J

whereas cab and h are arrays of slze Mby N and therefore:

1= -l, -1 + 1 O... 1-1. 1

j=-J. -J+1 0 ... J-1. J

6.2,2 Implementation

Unless the input signal has an extremely simple ACF, a subject whlch will be

dlscussed later, the estimate of the PSF must be obtalned through deconvolutlon of

equatlon (6.6) (Sawaragl et al.. 1985). This can be done by expressing thls equation in

matrlx form:

(6.7)

where CAB: vector contalning elements oflhe cross-correlation function
Cab(I.])

H: vector contalnlng elements of the point spread functlon h (I.j)
CAA: square matrlx contalnlng elements of the auto-correlation

functlon caa(l.])

ln the equatlons above, the terms ~u~v were Incorporated Into matrlx CAA.The

solution for H is readlly obtalned by pre-multiplylng both sldes of (6.7) by the Inverse of

CAA.

(6.8)

(
The main dlfflculty ln estlmatlng the filter Is computlng the Inverse of the matrix

containlng elements of the auto-correlation functlon. The slze and contents of the vectors

H, CAB and matrlx CAA depend on the method chosen to do so.
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1
The system of equation (6.7) can be set up sa that CM Is a symmetric Toeplitz

matrix. The methods of solution using this property are fast and require modest amounts

of memory but are unstable (Doukoglou. 1989). Because of its robustness. we adopted

singular value decomposltlon (SVD) as a mean of Invertlng CM' Uslng this approach. the

arrays H. CAB. and CM are bullt up as follows:

1. H. and CAB are (one-dimensional) vectors MxN elements long constructed by

reading the rows of h(i,j) and cab(I.j) sequentially.

H = [h(-I.-n. h(-I.-I+ 1) ... h(-I.O) .,. h(-q. h(-I+ 1.-/) h(/.I- 1). h(/./) J

(69)

(6 11)

..:,.....
. :.

and slmllarly for CAB'

2. CM Is a (MxN) by (MxN) square matrix of the form:

CAA = [ g:: -~ ~:: ~ ~:: ~:~] (6.10)

CAA -M+1 CAA -M+2 CAA 0

where the element CMI is Itself a N by N square matrix formed with elements of the

ith row of the auto-correlation function caa(i.j):

[

c••(i.O) c•• (i. 1) c••(i. N - 1)]

C i c••(i. -1) ca.(i.O) c••(/.N - 2)
AA =

c••(i. - N + 1) c•• (/. - N + 2) c••(i.O)

The proof that thls matrix arrangement corresponds ta the convolution of equation

(6.6) can be found in Doukoglou (1989).

6.3 Design of Input signai

The quality of the estimation and the robustness of the numerical solution method

largely depend on the input signai auto-correlation function. Ideally. the ACF should be as

simple as possible. However classical signais proved ta dlfficult ta generate. We therefore

had ta design a new signai as weil as an algorithm ta obtain its digital representation.

6.3,1 Choice of input seQuence

The flrst signal ta conslder as a choice for the Input signalls white noise. Indeed.

the auto-correlation functlon for thls type of slgnalls equal ta 0 except for element caa(O.O)

whlch Is equalto the mean square value of the signai 1/12. Inspection of equatlon (6.6) shows

that the PSF Is simply the cross-correlation functlon cab Itself divided by 1/12.
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Il white noise cannot be generated, a suitable alternative is the pseudo-random

binary (PRS) sequence. This sequence assumes one 01 Iwo values, and the switch lrom

one level to the other occurs only at particular. pseudo-random, intervals. There exists Iwo

major dillerences belween the PRS sequence and white noise. In the lormer, the

occurrence of change Is predetermined and therelore true randomness Is not achleved.

Secondly. the PRS sequence Is perlodlc. For example. a PRS sequence generated wlth

an n-stage shlft reglster. has a length equal to N = 2n-1 and a period of NLl.d (Godlrey,

1969). The digit Interval Ll.d Is the physlcal distance separatlng Iwo events wlthln the

sequence. Nonetheless. the ACF of the PRS sequence closely resembles that of white

noise since It conslsts of trlangular splkes 01 width 2Ll.d repeated at every perlod T.

Maklng a phantom based on elther of these signais would have proven aformidable

task. A white noise phantom required a large number of materlals exhlbltlng dillerent x-ray

attenuatlon propertles. Furthermore, the exact spatial variation of attenuation would have

had to be known ln order to compute the correlation functlons.

Only Iwo materials were necessary for the PRS sequence. thereby slmplllying the

construction of the phantom. However. the nelghborlng cells. each cell representlng an

event. were requlred to be square and wlth an area equal to the Image pixel slze. Indeed.

to preserve the blnary character 01 the signal. every pixel had to contaln only one type of

materlal.lfthls condition was not respected, averaging occurred wlth acorresponding pixel

CT value anywhere belween the Iwo extremes representlng a purely blnary signaI.

These difficulties prompted us to design our own Input signal, based on a PRS

sequence. Il conslsts of a series of pseudo-randomly located holes (PRLH) drllled ln

radlopaque material. The position ofthe holes correspond to O's ln aIwo-dimensional (20)

PRS sequence, this 20 sequence was formed by stacklng NROW groups of NCOL

consecutive elements of a 10 sequence as lIIustrated ln figure 6.1. The 10 sequence was

Itsell generated by the NEXUS operator PRBS based on the n-stage shlft-reglster

algorlthm.

6.3.2 Djgttizatjon of input seQuence

ln order to compute the Input-output cross-correlation functlon. the Input signai

had to be digltlzed slnce the output Image was avallable only ln thls form. A digital

representatlon of the PRLH signal Is obtained by laylng a dlgitlzing grld of square pixels

upon the sequence of holes of known size and position.
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NCOL NCOL' NCOL

(a) 0 1 1 .. , 1 0 1 10 0 1 ... 1 1 0D1 0 0 ... 0 1 0

NROW
001
01 1

.1 1 0

.1 0 1

NCOL

(b) (c)

1 Figure 6.1 Creation of Input

(a) Elements of a 10 PRB sequence are assembled Into NROW groups of NCOL
elements ta lorm a 2D sequence shawn ln (b). (c) The zeros ln the sequence
represent hales drilled ln a radlopaque materlai

The digltlzation proce:s is conceptuaily simple: it requir13s computing the area 01

a pixel covered by a hale, or a portion of Il. The abject being binary. the remaining pixel

surface Is occupled by the solid radlopaque materlal. The dlgitized cbject fits into a grld

of K rows and L columns where each grid element. or pixel, is assumed square and of user

defined area A. The upper limit on the diameter of the hale is set ta twice the pixel width

or 2[,4.

The digltization process counts 6 steps, described in the rectangular boxes in figure

6,2. Figure 6.3 defines the geometry ..nd the symbols used in the subset~uentequatlons.

1- lnitializaUon. The abject is assumed ta be a homogeneous black of

plastic. Therefore. the pixel area covered by a hale AH Is Inltiallzed ta 0 for

every grld element:

AH(i,f) = O. i = O. K - 1; j = O. L - 1

gO

(6.12)
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1

Inltlatlallze AH(I,j\ for every pixel

.Ir

-~I lor every hole ln the sequence Il
1

- Ilnd the row and colu:nn Indices of the hole's center (Ie,le!
- asslgn area 01 hOle to pixel (Ie.le)
- determlne If the hole Intersects the bouMary of pixel (le,le!

,
no

Intersection wlth horizontal bourndary?

i. yes

- add As to pixel ebove (or below)
- subtract As from AH(le,je!

~

no AH: hole areaIntersection wlth vertlcel boundary?

1 yes

As: segment area

Ac: comer area

- add As to pixel to the rlght (or left)
- subtract As from AH(le,je!

PJ.
no

Intersection wlth horizontal and vertical boundary?

~ yes

- add Ac to dlagonally located pixel
- subtract Ac from adjacenl segments
- add Ac to A",(le.jel-.

no
last hole?

Jo yes

1 compute average CT number lor every p!xe 1 1

Figure 6.2 Input sequence dlgltlzation algorlthm
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(a)

je

y

(O,L-1)

x

L L
1 1
1 1
1 i

---]-

_L L __
1 1
1 1
1 1
1 1..,---..,-
1 1
1 1 1 1
1 1 1

-1----1----1---"1-
1 1 1 1
1 1 1 1
1 1 1 1

-I----I----I----~
1 1 1 1

i (O,K-1)

(b)

k

x=1 (c)

y=k--~

x=1

k

(d)

x=(R2_y2) 112

y=k

Figure 6.3 Geometry for Input sequence dlgltlzatlon

(a) the algorllhm flrst datermlnes the pixel contalnlng the center of a hole and deter­
mines whlch pixels wlthln a possible 9 contaln a portion of the hole. (b) Il then com·
putes the Intersection points (If any) belween the grld Unes and the hole. (c) the area
of the segment As beyond the horizontal and vertical (not shown) grId Unes. (d) and
the corner area Ac If the hole Intersects both a horizontal and vertical Une.
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2- Position o'hole Bnd intersecUon wjtb oixei boundades. The second step

Is deplcted ln flgure6.3 (a). It conslsts offinding the row and column Indices

(ie.iol of the pixel over whlch a given hole is centered. The equation of the

grid IInes defining the Doundaries of pixel (Ie.iol are expressed in a local

coordlnate system (x,y) whose origin coincldes wlth the center of the hale.

When the dlameter of the hols is limited to Iwic'< the width of a pixel, a

maximum of 4 nelghborlng pixels are affected by a glven hole. However,

dependlng on the subpixellocatlon of the hole's center within pixel (Ie,iol.

any of ils 8 nelghbors can contaln a portion of Il. Not knowing at this stage

how many pixels are involved, the total area of the hole is assigned to central

pixel:

AH(ic.ic) = 1r R2 (6.13)

At this stage. the algorithm also deter.nines If the hole intersects the

boundaries of pixel (Ie,ld (see figure 6.:; (b)). In the general case, a line

y=ax+bintersects a clrcle x2+y2=R2 If D.~ 0 (Tuma, 1987) where D:

D=R2 +R2a2_b2 (6.14)

More specifically. If D > O. the line Intersects the clrcle at Iwo points the

coordlnates of which are:

-ab ± 10
X'.2 =

1 + a2
(6.15)

(6.17)

b ± alO
Y'.2 = 1 + a2 i6.16)

If D=O. the IIne Is tangent to the clrcle anj x1 =x2, Y1 =Y2. Flnally. when

D < O. the Une and clrcle do not Intersect. For a horizontal IIne, f:lquatlon~

(6.14) to (6.16) simplifies to:

y, = Y2 = k D = R2 - k 2 X'.2 = ± 10
and for a verticaillne:

1

X3=X4=/ D==R2_/2 Y3,4=±1O

3- Intersection wjth horizontal bouodaty. If thb hole has been found to

Intersect a horizontal boundary, the araa of the sector As located above or

below pixel (ie.Jolls computed. This surface is shown as the shaded area

ln figure 6.3 (c). and Is given by:
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R2

As = 2(Il-Sinll ) (619)

where ~ Is the angle sub-tending the sector:

li = 2 tan-'(f) = 2 tan-'( IX2-;,1/2) (6.20)

Having been assigned to pixel (ie.!olln step 2, As must be subtracted from

AH(ie,jol and assigned tu lhe pixel above (le-1 ,Jol or below (ie+1.iol.

4- Intersection witb vertical bounda/Y- If the hole Intersects a vertical

boundary, the segment area As located to the right or lef: of pixel (ie.iol is

computed. Equation (6.19) still applies but ~ is now givon by:

fl = 2tan-' ( IYa - ;41 /2) (6.21)

As ln step 3, As is subtracted from AH(ie.Jcl but added to AH(ie,ic-1) or

AH(ie.Je + 1).

....

5-lntersection witb horizontal and vertical bounda/Y- A corner, covering the

surface Ac. Is formed when the hale intersects both a vertical and horizontal

boundary. In general terms, Ac. depicted as the shaded area in figure 6.3

(d), Is given by:

Ac = t Ldx dy

The Integration Iimits vary depending on wherethe corner is located. Forthe

upper rlghi pixel (ie-1 ,ie+1) the IImits are:

k < x < ,fu2 _/.

1 < y < y~

and

Ac = [~jR2_y2 + ~2 sin-'(~) -1 yra
As Is added to the proper diagonally located pixel (le ± 1,je ± 1) and

subtracted from the pixels affected in steps 3 and 4. Flnally, il must be added

to AH(le.Jcl.
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6- Average pixel yalue. Alter steps 2 through 5 have been repeated for every

hole in the sequence, the CT number of each pixel is computed by weighing

the CT number of the radiopaque and the material filling the holes with the

area they respectively occupy:

CT(I,j) = CT,ad;opaque(i,j) (A - A~',j)) + CTH(I,j) AH(I,j)

6.4 Simulations

(6.25)

•
'1,

A series of Simulations were carrled out to fine tune the design of the phantom and

to investlgate the effect of dlfferent Imaglng situations. More specifically, we examined the

influence of the following factors on identification quallty: the slze of the holes and their

separation, the length ofthe PRS sequence, misregistratlon in theform of relative shllt and

rotation between the Input and output signais and cupping. In lhe last simulation, the

performance of our Input signai was compared to a white noise Input.

6,4.1 Metho.d

Figure 6,4 schematically describes how the simulations were performed. The

object a(i,j) was generated using the method presented in section 6.3. In ail cases, the CT

number of the radlopaque material was set to 200 and the materlal filling the holes was

assumed to be air wlth a CT number of -1000. The PSF to be identifled h(i ,j) was modelled

as a Gaussian functlon (see equation 3.1). The parameters N, Px and Py were taken from

table 3.2 thereby slmulating Images reconstructed wlth the smoothlng tilter (tilter 0). In the

remainder of the section, h(I,j) is called the actual PSF. Convolution of the object with the

actual PSF ylelded a simulated Image b(1,j). Uslng the Identification method outlined in

section 6.2, wlth a(I,j) as Input al"d b(Lj) as output, an estlmate of the actual PSF h(I,j) was

obtalned. Flnally, the Input a(i,j) was convolved wlth h(l,j) to generate an estlmated Image

12(1 ,j).

The quallty of the identification procedure was established uslng three quantitative

measures. The flrst Is based on the variance accounted for (VAF) between the output b(l,j)

and the estlmated output 12(i ,j):

/ J

l l (Q(l,j) - b(i,j) )2
;--1 J-~J

VAFo1n = 1 - / J - x 100

l l b2(I,j)
;--/ j--J
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1

,...----'\ 1
Identification >--1
(section 6.2)

VAFout

1

a(i ,j) --r--r---tot h(i,j)

b(i,j)

I---....----.b(i,j)•1
1
1
1

VAFpSf

1
1
1
1

+1------...b(i,j)

~, .."

1 VAFfit

1 ~;.J) 1

Figure 6.4 Schematlc dlagram 01 simulation scheme

Three measures of Identification quality are based on a comparlwn between the
aclual PSF h(I,j) and Ils estlmated non-paramelrlc version D(I.j) (VAFpsf). belween
the Image b(I.j) and Ils estlmale tl(I,j) (VAFouv. and between lhe non-paramelrlc h(I.1l
and paramelric estlmate of the PSF Dm(I,j) (VAFfiV .

The second measure accounts for variations between the actual PSF h(i.il and its

estimate -h(; .j,:

/ J

L L (!J.(i.j) - h(i.j) )2
/~-, /~-J

VAFpsl = 1 - / J X 100

L L h2(i,j)
/--, /--J
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Finally, the Gaussian model was fitted to h(i,j) using the procedure outlined in

section 3.2.2, resultlng ln an estlmated modelled fllter hm(I,j) and tho followlng measure:

/ J

l l (!l(i,J) - !lm(i,}) )2
/2_/ J--J

VAF/j, = 1 - / J X 100

l l !lm 2 (i.})
/--/ J--J

6.4,2 Elfect Qf hQle size and separatiQn

FQr the PSF to be accurately Identifled, the Input object must contaln power over

the range Qf frequencles covered by the system 's mQdulatlon transfer functlQn. This is

controlled by the slze Qf the holes drilled ln the solid materlal as weil as the distance

separatlng the holes. FQr example, the larger the holes and the greater the gap between

them, the more the power Is concentrated ln the lower end of the spectrum.

During thls simulation, a diameterrange from 0.2 mm to 0.8 mm ln steps of 0.2 mm

was Investlgated. The holes were not allowed to overlap and the minimum separation was

set to 100% of the dlameter. This IImlt reflects a practical consideration: the drill bit must

be surrounded by a thln wall of materla!. Without thls support the drill wobbles and can

easlly break.

Ali 2D sequences were formed from the same 1D sequence and digitized onto a

49x49 pixel grld. Wlth a pixel wldth of 0.4 mm, the signais covered a 19.6 mm x19.6 mm

region.

Table 6.1 contalns the results of thls simulation. Wlth values greater than 99% over

the range studled, VAFout was not a good dlscrlmlnator ln thls case and the cholce of a hole

slze must be basad on the other two measures. The Insensltlvlty of VAFout was probably

due to relatively smali error between the output and the simulated output when compared

to the overall signai Intenslty. Values of VAFpsf and VAFfit were at thelr worst for a hole

dlameter of 0.2 mm and peaked for objects created wlth a hole slze of 0.6 mm. Table 6.1

also shows that for thls dlameter, Identification quallty was relatively insensitive to the

separation between the holes. However, over the range studled, the best identification

occurred when the Inter-hole distance was about 150% of the dlameter.

For thls reason, a #73 drill bit wlth a dlameter Qf 0.61 mm, the closest to 0.6 mm,

was selected to generate the holes. Although table 6.1 Indlcates optimal results for a hole

separation Qf 1.0 mm, we nonetheless chose a value Qf 0.9 mm, creatlng a signai wlth a

sllghtly hlgher frequency content. We thereby hoped to generate a single input signai
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dlameler separation VAFouI VAFpsl VAFfiI
(mm) (mm)

0.2 99.52 63.02 83.00

0.2 0.3 99.65 89.64 93.53

0.4 99.43 75.27 89.61

0.5 99.43 75.27 89.61

0.4 99.63 83.16 90.26

0.5 99.88 99.55 99.73

0.4 0.6 99.71 99.45 99.56

0.7 99.42 98.51 99.55

0.8 99.93 95.50 95.63

0.7 99.85 99.07 99.25

0.8 99.58 99.46 99.17

0.6 0.9 99.40 99.24 99.74

1.0 99.22 99.88 99.76

1.1 99.65 98.99 99.48

1.0 99.77 98.93 99.28

1.1 99.56 98.65 99.13

0.8 1.2 99.45 97.99 99.18

1.3 99.73 98.94 99.18

1.4 99.58 98.31 98.75

TABLE 6.1 Effect of hale size and separation on Identification quallty

adequate to Identlty the PSF of the smoothlng and high resolutlon Image reconstruction

fllters, the latter exhlbiting a slightly higher eut-off frequency.

A hole slze of 0.61 mm and separation of 0.9 mm were used in ail of the followlng

simulations.

6.4.3 Effect of sequence length

The length of the PRB sequence, or the number of holes, regulates the slze of the

object.lt must be largerthanthe settling distance ofthe PSF but, on the other hand,lt must

be contained wlthln a raglon where the hypothesis of shlft-varlance remains plausible.
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The performance 01 object created Irom a sequence length 01 8x8 to 64x64

elements, coverlng a reglon 01 8,8x8.8 to 59.5x59.2 mm2 is lound in table 6.2. In ail

cases,the pixel width was equal to 0.4 mm. Results show that Increaslng Input slze lead

to an Improved estlmate.

sequence length objecl slze
(elements2) VAFout VAFpsl VAFflt

(mm2)

8x8 8.8x8.8 80.10 87.83 96.84

16x16 16.0x16.0 90.76 89.69 98.90

24x24 23.2x23.2 96.56 95.91 99.33

32x32 30.4x30.4 98.89 98.47 99.59

64x64 59.2x59.2 99.60 99.37 99.75

TABLE 6.2 Effect of sequence length on Identification quality

However. as figure 6.5 depicts. thls improvement was due to a reduction ln the

amplitude 01 the rlpples surrounding the central peak as the obJect grew ln slze. The central

portion was not affected by sequence length. These rlpples strongly affected the blurrlng

pattern. explalnlng the the large Improvements in VAFout with sequence length. On the

olher hand these rlpples had i1ttle influence when the Gausslan model was litted to the PSF,

hence the large values 01 VAFfil. Thelr effect appeared moderate when the estimated PSF

was compared to the actual PSF as the variation 01 VAFpsf attes!. Nonetheless. these three

measures show that It became Increaslngly dlfflcult to improve the quallty 01 Identification

as the obJect size became larger.

We establlshed ln the prevlous chapter that the PSF was isotroplc and

shllt-invariant wlthln a circular region centered withln the field of vlew. The crltlcal radius

Rc was evaluated at 34 < Rc S 51 mm for the smoothing apodlzlng functlon and

17 < Rc S 34 mm lorthe hlgh resolution filter. These figures are valld for a scan time 01 9.0

s. A signai based on a 32x32 sequence. even off-centered, therelore lits wlthin a reglon

where shlft-varlance Is respected. And wlth ail measures of Identification quallty greater

than 98%. such a sequence Is adequate for our purposes.
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(a) (b)

(c)

VAFoul =90.76

VAFpsf= 89.69

VAFfiI=98.90

(d)

VAFout =98.89

VAFpsf= 98.47

VAFfII=99.59

VAFout =99.60

VAFpsf=99.37

VAFfII=99.75

Figure 6.5 Effect of sequence length

(a) PSF to be Identltled; estlmaled PSF when the obeject Is crealed trom a (b) , 6x' 6.
(c) 32x32. and (d) 64x64 pseudo-random blnary sequence

100



(

(

(

6.4.4 Effect Qf pixel size

Durlng experlmental Identification, the image can easily be reconstructed with

pixels of diHerent sizes uslng the scanner's zoom option. TQ slmulate the effect of thls

Imaging parameter, the object created from a 32x32 sequence with holes of 0.61 mm in

dlameter separated by 0.9 mm was digltized ontQ a series of grids wlth a pixel wldth varying

between 0.305 mm and 0.5 mm (0.305 mm represents the smallest pixel slze that the

dlgltlzation algorithm can handle for a hole diameter of 0.61 mm).

As shown ln figure 6.6, increasing the pixel size had a smoothing effect: the

amplitude as weil as the frequency of the rlpples surrounding the central peak Qf the PSF

decreased as the pixel was larger.

ln principle, this should guarantee an ImprQvement in Identification quality.

However, the PSF is also Increaslngly blurred and small details can be lost. Furthermore,

the PSF Is represented by an ever decreaslng number of pixels. As a resull of these

conflictlng effects, the measures of Identification quality found ln table 6.3 reveal no pattern.

Fortunately, wlth ail values greater than 98.5%, Il can be sald that pixel size Is nQt a crltical

parameter.

pixel wldth VAFout VAFpsf VAFm
(mm)

.305 99.80 99.27 99.47

.350 99.53 99.13 99.58

.400 99.68 99.44 99.73

.450 99.17 99.15 99.n

.500 98.99 98.66 99.67

TABLE 6.3 Effect of pixel slze on Identification quality

6.4.5 Effect of sub-pjxel translation

Proper Identification procedure requlres that the Input and output be aligned. Both

translation and rotation can be responslble for mlsreglstratlon. In thls simulation, we

Investlgated how the shape of the estimated PSF Is aHected by subplxel shift between the

object and Its Image.
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VAFout = 99.80

VAFpst = 99.27

VAFIit = 99.47

(b)

VAFout =99.69

VAFpst=99.44

VAFIIt =99.73

VAFout =98.99

VAFpst=98.66

VAFIIt =99.67

Figure 6.6 Etfect 01 pixel slze

The PSF ln the rlght hand column are estlmates 01 those ln the lelt when both the
obJect and the Image are dlgltlzed Into a grld wllh a pixel width 01 (a) 0.305 mm. (b)
0.400 mm and (C) 0.500 mm
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A reference object, used as Input, was created by dlgillzl;1g a 32x32 sequence onto

a 0.4 mm pixel grid. As with the prev/ous simulations, the dlameter of the holes was set to

0.61 mm and thelr separation to 0.9 mm. Various amounts of shifl were introduced

Independently ln the x and y direction to thls reference object whlch was then convolved

wlth h(i,j) to create the shifted Images.

According to the values in table 6.4, the identification appeared to be at its worst

when the Image was shlfled by hait a pixel ln one dirl3ction and 30 % in another. The resuiling

llstlmated PSF is compared ln figure 6.7 to the actual PSF and the one identltied when the

signais were properly reglstered.

shi" VAFou! VAFpsl VAFlit Px Py tx ty
(% of pixel wldth) (plxel-'l (plxel-'l (pixel) (pixel)

0.0 0.0 99.68 99.44 99.73 0.4596 0.4721 7.9993 7.9997

0.1 0.1 99.64 99.00 99.72 0.4591 0.4725 7.8988 8.0947

# 0.2 0.2 99.57 97.70 99.73 0.4589 0.4739 7.7984 7.1919
~

.'

... 0.3 0.3 99.18 87.08 99.66 0.4611 0.4713 7.6996 7.3310

0.4 0.4 99.23 88.50 99.68 0.4596 0.4740 7.6035 7.4281

0.5 0.5 99.28 89.09 99.69 0.4587 0.4762 7.5080 7.5249

0.5 0.4 99.18 86.65 99.67 0.4587 0.4752 7.5084 7.4279

0.5 0.3 99.08 83.80 99.63 0.4591 0.4741 7.5085 7.3307

0.5 0.2 99.44 93.41 99.71 0.4557 0.4782 7.5094 8.1905

0.5 0.1 99.48 94.03 99.70 0.4553 0.4783 7.5089 8.0935

0.5 0.0 99.51 94.03 99.70 0.4553 0.4783 7.5083 7.9994

meen 0.4583 0.4749

standard 0.0019 0.0025
devlatlon

TABLE 6.4 Effect of subplxel shi" on Identification quality

Values varylng between 99.68 and 99.08 establlsh the relative Insensitivlty of VAFout
to subplxel mlsreglstratlon. This can be explained by the fact that, wlth a resolution of about

1.5 mm, or 3.75 pixels, structures were blurred over a large distance compared to the

amount of shlfl. Small shlfls dld not affect the average CT value of a pixel.
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...

VAFout = 99.68

VAFpst =99.44

VAFfIt=99.73

•
"..

"

VAFout =99.0B

VAFpst=83.80

VAFfit = 99.63

•
"•...

o
c•

Figure 6.7 Etteet ot sub-plxel shlll

(a) PSF 10 be Idenllfled (b) estlmated PSF under Ideel conditions (c) estlmated PSF
wlth 50% pixel shi" ln x (column) and 30% ln y (row) direction
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Wlth values between 99.63 and 99.73, VAFlII ls eVlln less sensitive. This resulted

from the abillty of the Gaussian model ta estlmate the posl\'lon of the peak value even at

subplxellevel (see section 4.3.2). Table 6.4 aisa shows that the amount of shift can be

estimated ta within 3% of pixel width. The small variations of :>arameter Px and Py Indlcate

that the shape of the underlylng Gausslan functlon was not 1110dlfied. The apparent loss

of symmetry shawn ln figure 6.7(c) was slmply due ta a shlft of the estimated PSF with

respect ta Its own grld by the same amount between the Input and output. As a

consequence, when the true and estimated PSF are compared, values of VAFpsI fall offwith

the amount of shlft.

6.4.6 Effect of rotatlQn

The second factor responsible for mlsregistratlon Is rotation. Ta Investigate this

parameter, variaus amQunts QfrotatlQn ,.<l'e substltuted ln the procedure described above.

The rotation was applled about the upper left corner Qf the Qbject and ranged frQm 0.5 ta

5.0 degrees.

Even modest amounts of rQtatlQns have a much mQre severe effect than sub-pixel

mlsreglstration as a cQmparison of tables 6.4 and 6.5 discloses. The dimlnlshing values

of Px and Py wlth Increasing amounts of rQtatlon Indicate that the estimated PSF

prQgresslvely broadened. Furthermore. only the upper left CQrner Qf the abject and image

was prQperly allgned. Ali the other points were translated by an increaslng amQunt as the

distance from that corner and the amount of rQtatlon increased. The variation Qf parameters

tx and ty reffects thls translation which can also be observed in figure 6.8. RotatiQn also

Introduced 1ipples of increasing amplitude. These ripples decrease the ability Qf the f1tting

procedure ta recognlze a Gausslan function and explaln the decrease ln VAFfIt. This factor,

cQmpounded by the prevlous two,ls alsQ respQnslble fQr the rapid fall of VAFout and VAFpsr.

6.4.7 Effect Qf cuppjng

Cupplng Invalidates the assumptlon of statfonarlty necessary fQr the applicatiQn

Qf equatlon (6.6). The effect of cupplng was slmulated by addlng the equatlon of a plane

ta the output. In table 6.6, the plane Is represented by values added tQ the IQwer left (LL),

lower rlght (LR) and upper left (UL) corner Qf the image.

Adding a certain amount Qf drift ln the Image while It is absent frQm its estimated

version will caused a drQp ln VAFou1 proportional ta the severity of the cupplng. A slight

decrease ln the other two measures of IdentlficatlQn quality can alsQ be Qbserved. However

wlth ail values of VAF greater than 98%, thls artefact dld not have a large effect Qn

Identification quallty.
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(a) (b)

(c)

VAFout =99.59

VAFpsf=88.38
VAFfit = 99.87

(d)

VAFout =98.67

VAFpst=36.64

VAFfit = 99.64

VAFout "" 95.50

VAFpsf=36.64
VAFfit = 98.99

Figure 6.8 Elfect of rotation

(a) PSF 10 be Idenlilled. estlmated PSF when Ihe obJect and Ils Image are rotated by
(b) 0.5 0, (C) 1 0

, and (d) 2 0 wllh respect 10 one another
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rotation VAFout VAFpsf VAFfIt Px Py tx ty
(degrees) (plxel-') (plxel-') (pixel) (pixel

0.0 99.68 99.44 99.73 .4596 .4721 7.9993 7.9997

0.5 99.59 88.34 99.87 .4458 .4499 7.6979 8.6741

1.0 98.67 59.64 99.64 .4373 .4400 7.4020 9.3502

2.0 95.50 36.64 98.99 .4006 .4034 6.8217 9.7332

3.0 91.54 21.11 98.09 .3515 .3588 6.2439 10.0906

4.0 87.52 14.36 97.17 .3079 .3157 5.6872 10.4417

5.0 83.94 11.42 95.77 .2584 .2745 5.0408 10.8054

TABLE 6.5 Ellect of rotation on Identification qualitY

CT number added 10 corner

LL LA UL VAFout VAFpst VAFm

0 5 0 99.94 99.88 ge.99

0 5 10 99.67 99.87 99.98

0 5 20 99.12 99.83 99.97.
0 5 30 98.28 99.76 99.96

TABLE 6.6 Ellect of cupplng on Identllicatloo quality

6.4.8 Randoill..Ys. PRLH sequence input

ln thls simulation, we wlshed ta compare the performance of our Input design

strategy wlth a white noise Input. Two abjects were generated, the flrst from a 32x32 PRB

sequence, wlth hales 0.61 mm ln dlameter spaced 0.9 mm apart. and the other conslsting

of zero-mean Gaussian white noise wlth a standard devlation of 1 CT number. Bath abjects

were represented with pixels 0.4 mm in wldth and covered an area of 75x75 pixels.

Table 6.7 compares the quallty of identification for bath Inputs and contains the

parameters of the Ga:.J:lsian fit ta the identlfled PSF as weil as those of the actual PSF we

are trylng ta identlly. Ali values of VAF were lower for the PRLH abject than for the white

noise Input. Wlth larger values for parameters Px and PY' the PSF identlfied wlth the PRLH

abject estlmated a narrower PSF, or overestlmated the modulation transfer functlon (MTF).
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Input VAFout VAFpsf VAFfIt Px Py
(plxel-1) (pIXAI-1)

actual .4522 .4599

PRLH signai 99.68 99.44 99.73 .4596 .4721

white 99.97 99.96 99.98 .4568 .4593

TABLE 6.7 Identification quality for PRLH sequence and white Inpul

Figure 6.9 shows the non-parametric MTF. obtained by Fourier transforming the

non-parametric PSF. The largest difference between the actual MTF and the one estimateci

from the PRLH abject ln 2.4% and 3.7% in the row and column direelions respectively. For

the white input, the values drop ta 1.5% and -1.9%. As a consequence of overestîmating

the MTF, the resolution evaluated with this method will be slightly lower than if they had been

estlmated from a white noise input. The small peaks observed near the frequency of 1

cycle/mm are due ta a large increase of power in the PRLH signal at a frequency of 1.1

cycles/mm. the reciprocal of the distance separating the hale

6.5 Experimental identification

The prevlous simulations provided usefullnsight into the design of the input signal

and into the results we can expect from this technique. In this section we will see how this

knowledge was used ta fabricate the phantom and ta maximize. in the informai sense. the

identification.

.6.5.1 Description of the phantom

Figure 6.10 shows the image of the 150 mm diameter phantom. Ease of

machinablllty and homogenelty motivated the choice of delrin as the plastic support for the

phantom. The position of the hales. totalling 501 in number, was generated wlth a 32 by

32 element PRS sequence uslng a 10 stage shift register algorithm (NEXUS operator

PRSS). A #73 drill was used ta produce hales 0.61 mm ln diameter ta a depth of

approximately 6 mm. A center ta center separation of 0.9 mm between hales guaranteed

structural support ta the drill bit while provlding an adequate signal for identification

purposes. The Input signai covered a reglon of 28.2 mm x 28.2 mm with the lower left hand

corner corresponding ta the center of the phantom.
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Figure 6.9 Influence 01 type 01 Input on MTF

Cross-secllons taken t1yough the center 01 non-parametrlc MTFs (a) ln the row and
(b) column directions. Non-parametrlc MTFs are obtalned by computlng the Fourier
translorm 01 the non-parametrlc PSFs. The signai based on the PRB sequence sllght­
Iy overestlmates the actual MTF WB are trylng ta Identlly. Estlmates obtalned wlth the
white noise Input are Indlstlngulshable tram the actual MTF and Is therelore not
shown.
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•
Figure 6.10 Image 01 PRLH sequence phantom

Apart tram the slgnalltsell, the phanlom contalns a set of allgnment axes cr€'aled by
drllllng a series 01 hales parallel ta the top and ta one of the sldes of the signaI. The
phantom coupled ta the scanner atlachment set via a cusIam adaptar. This adaptor
Is mounted onto the phantom wlth 5 nylon screws Inserted through the large holes
seen at the botlem.

A series of seven holes, also 0.61 mm ln diameter but spaced 12.7 mm spart wei e

drilled parallel to the top edge of the signaI. These I,Jles together with a second series,

parallel to one of the sldes. formed a set of perpendlcular axes provldlng a mean of

rotationally allgnlng the object wlth its Image.

The holes forming the signai Itself as weil as the alignment axes WE're drilled 'Nith

an Excello numerlcally controlled milling machine wlth a positional accuracy of 0.001 in or

25 microns.

Flnally, the phantom was mounted onto a custom adaptor wlth the use of 5 nylon

screws passlng through holes located below the signaI.
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6.5.2 Scannjng parameters

The phantom was mounted to the scanner phantom allachment set via the custom

adaptor and was centered wlthin the gantry. The scanning parameters Included a tube

current and voilage of 200mA and 120 kV. In order 10 minlmlze noise, the sllce thlckness

should be as large as possible. However, because of the shallowness of the holes, this

parameter was set to 2 mm. Shif!- variance was minlmized by using a scan tlme 019.0 s

correspondlng to 1080 views per Image.

Keeping the above parameters constant, the Image of the phantom was

reconstrucled wlth the smoothing (filter 0) and high resoiution (filler 4) reconstruction fillers.

The phanlom was imaged with the smailest FOV compatible with Its slze, namely 160 mm.

A pixel width of 0.334375 mm was obtained by reconstructing the Image onto a 107 mm

FOV uslng the zoom option.

6.5.3 Results

Figure 6. 11 shows the PSF estimaled without any processlng olthe outpul Images.

Values 01 VAFout equal 10 96.77 and 93.93 and VAFlIt of 99. 15 and 98.97 were oblained for

Images reconslructed wlth the smoothlng and high resolutlon fllters respectlvely.

VAFout was computed by comparing the real CT Images on a pixel by pixel basis

to the simulated version generated by convolvlng the Input wlth the estimated PSF.

Simllarly, the approprlate model, either Gausslan for the smoothlng filter and damped

cosine in the case of the hlgh resolution fllter, was filled to the estlmated PSF resulting in

VAFlIt. However becausethe PSFwas not known "a priori", VAFpsfcould not be evaluated.

Slmu!atlons showed that beller results couId be achleved by removing cupplng and

by properly ailgnlng the Image wlth the input obJect. Due to the restrlcted area withln whlch

the signal was concentrated, cupplng was modelled as abl-linear variation in CT numbers.

The equation of a plane, estimated from the CT numbers of the plastic material surroundlng

the output signal was added to the Input, thereby cancelling thls artefact.

The amount of rotation was evaluated as follows. The Gausslan model was filled

to the image of each hole formlng the allgnment axes thereby providing thelr subplxel

location. The Inverse tangent of the slope ofthese IInes, obtalned through IInear regression,

provlded an estlmate olthe angle between the IInes and the dlgltlzation grld. A value of 0.58

and 0.68 for the horizontal and vertical directions resp&ctively averaged 0.63.
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VAFout =96.77

VAFfit = 99.15

(b)

VAFout =93.93

VAF1it = 98.97

Figure 6.11 Experlmentally Identltled PSF wlthout preprocesslng

Experlmentally astlmated PSF for (a) smoothlr.g and (b) hlgh resolutlon tiller. Thase
estlmatas were obtalned wllhOut properl y reglsterlng the Input and output signais
and neglectlng the cupplng artefact.

Fittlng the Gaussian model to the PSF produced wlth the smoothing filter (figure

6.11 (a)), revealed that the output was shlfted by 28% and 30% of pixel width in the x and
y directions respectively wlth respect to the Input.

Figure 6.12 shows the Identlfied PSF obtained after the Images had been properly

processed. Table 6.8 contalns measures of Identification quallty as weil as model shape

parameters. The values of VAFout Increased to 98.79 and 97.95 forfilters 0and 4whlle VAFfit
rose ta 99.29 and 99.39.

fllter VAFout VAFrn Px dx Py dy

(%) (%) mm-1 cycle mm-1 mm-' cycle mm"

smoolhlng 98.79 99.29 1.1867 1.2025

hlgh resolutlon 97.95 99.39 1.2650 0.2344 1.2495 0.2430

TABLE 6.8 Quallty of experlmentalldentlflcatlon
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(b)

(a)

VAFout =98.79

VAFfIl=99.29

(c)

VAFout =97.95

VAFfIl=99.39

2 4 6 8 10 12 14

Figure 6.12 Experlmenlally IdentlllE'd PSFs wllh preprocesslng

PSF obtalned for (a) smoolhlng and (b) hlgh resolutlon Image reconstruction flller.
(c) cross section ln the column direction taken through the centar of the PSF ln (b)
showlng negatlve talls characterlstlcs of thls fIIler. The Input signai was processed
10 match the cupplng characterlstlcs of the Image. as weil as Ils orientation and sub­
pixel locallon.
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6.6 Discussion

Many factors Influence the quallty of Identification. In thls section we will conslder

the influence of the design of the Input signai. noise. non-statlonarlty and mlsregistration.

We will also dlscuss how PSFs estlmated with the correlation method compare with those

evaluated from the wlre input.

6.6.1 pesign of the input sequence

When white noise cannat be employed as an input, many authors suggest uslng

a PRS sequence. If the fabrication of a white noise phantom seemed insurmountable. the

creation of a pure PRS signai would also have proven very Jlfficult. We therefore chose

to bulld a phantom by drilling holes. the position of whlch was based on a PRS sequence.

When designing a PRS sequence. three parameters must be flxed: the signai

amplitude. the digit Interval and the perlod (Godfrey. 1969). To complete the design 01 our

Input signal. Iwo addltlonal factors had to be consldered: the size of the holes and of the

pixels.

Signal ampljturie The amplitude Is governed by the chaice of materlals composing the

phantom. The radlopaque materlal was chosen for Its ease 01 machlnabillty and

homogenelty. Delrln. whose CT number averaged 200, fulflIIed both requlrements. In arder

ta avold x-ray scat1er, test signais are usually imaged in water. However we leared the

formation of air bubbles withln the holes If the phantom had been immersed. We therelore

simply imaged the phantom ln air whose CT number Is very low with a value of -1000.

Digit tatarval The digit Interval. or the distance be!ween adjacent sequence elements was

set to 0.9 mm. the minimum distance be!ween nelghboring holes. The perlod was equal

ta the product of the digit Interval and the sequence length N= 2"-1 where n Is the number

of stages ln the shlft reglster. The signai represented a full cycle of a 32x32 element

sequence generated wlth 10 stages. W!th a digit interval 01 0.9 mm. the perlod was

therefore equal to 28.8 mm.

Perlod Norton (1985) and Godfrey (1969) suggest uslng several short sequences, each

wlth a perlod sllghtly larger than the set1l1ng tlme of the PSF. rather than one long sequence.

ln the former case, several estlmates can be averaged slnce the computation of the

correlation functlons ln done over one perlod. Using thls strategy. useful estlmates can still

be obtalned ln the advent of a breakdown of the experlment.

We were not concerned wlth thls type of problem: If a portion of the Image Is

unusable. the scanner must be servlced. Furthermore. a foreseeable problem wlth the
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approach is that the correlation estimates correspondlng to each perlod must be properly
reglstered prier to averaging. For the estlmates to occupy the same location within the pixel
grld, the perlod must be an Integer multiple ofthe pixel slze. Our simulations (section 6.4.3)

showed that excellent results could be obtalned wlth one large sequence. The determinlng
factor in this case was th"! overall size of the object. For these reasons, we preferred uslng
one large perlod.

Hole s/ze For proper identification. it 15 Important that the input signal contaln sufficient
power at the frequencies over whlch the system operates. The slze of the holes and the
distance between them control the frequency content of the signaI. Simulations in section
6.4.2 showed that the best Identification for the smoothlng fllter occurred when the holes

were approxlmately 0.6 mm ln diameter. Withln the range studied. the separation between
the holes dld not have much influence for thls slze of hole.

Pjxel size The most serlous drawback wlth our Input design 15 thatthe signai was not binary.
The CT value of a glven pixel varled depending on the portion occupied by holes. whlch
ln turn was a functlon of the posltlor. of the holes C'.nd of the slze of the pixel relative to the

holes. If the pixel wldth was smaller than If>!!ï where <\> 15 the hole dlameter, the surface

occupled by the hole ranged from 0% if the pixel fell between holes, to 100 % since the

pixel may be Inscrlbed wlthln a hole. When the pixel slze Increased past <pl lï , the upper

IImit decreased and the probability distribution more closely approximate the distribution
of a real PRB sequence. As shown ln figure 6.13, with adecrease ofthe rlpples with respect

to the central peak. the ACF also became closer to that of a l'RB sequence. Identificatkm
should therefore Improve by Increaslng the pixel slze. But thls must be welghted agalnst

the fact that the PSF will be represented by an ever decreaslng number of pixels as
lIIustrated ln figure 6.6. Unfortunately, there 15 no clear rule governlng the choice of pixel
slze.

6.6.2 Noise

One of the factors explalnlng the better results obtalned for the smoothing fllter 15
that the phantom was tuned to maxlmlze results for thls apodlzlng function. The second
factor 15 noise.

Supposlng that both the Input and output are corrupted wlth additive noise (the pixel
coordlnates have been dropped for ease of notation):

0'1.·:l

Bm=B+m

bn = b + n
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0'

(a)

(c)

(b)

(d)

Figure 6,13 Elleet of pixel slze on ACF of Input signai

ACF of signai conslstlng of holes 0.61 mm ln dlameter separated by 0.9 mm for pixel
wldth of (a) 0.305 mm. (b) 0.4 mm. (c) 0.5 mm and (d) 0.6 mm. The poSition of the
holes Is based on a32><32 PRS sequence. (e) ACF of a real PRS sequence for apixel
slze of 0.4 mm.
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where am: noisy Input
m: Input noise
bn: noise output
n: output noise.

the auto- and cross-correlation functlons become:

CSm Sm = Css + Cam + Cms + Cmm (6.28)

:'../
'1
'4.

Cam bn = Cab + Can + Cbm + Cmn (6.29)

lt is usually assumed that there ls no noise at the Input of the system. However ln
our case, such noise will arise from errors ln dlgltlzlng the Input. The derlvatlon of analytical
expressions for computlng the portion of a pixel occupled by holes and the use of an NIC
machine to fabrlcate the phantom have contrlbuted to keeplng Input noise low. Input nclse
belng so Intimately related to the design of the Input signai, the terms to the rlght of caa ln
equation (6.26), although small, are not equal to O.

Output noise Is due to a varlely of factors resultlng trom the Interaction of x-ray

photons wlth matter as weil as electronic noise at the detectors, analog-to-dlgital

converters etc. Section 2.3 covers thls topic ln more depth. Il is generally assumed that
output noise Is uncorrelated to the Input signai, but this Is not truE' of x-ray CT. As a general
rule, the larger the x-ray att(:lnuatlon of atissue, the hlgher the levElI of noise. Furthermore,
wllh Input noise related ta the Input signai, and output afunctlon ofthe Input, the Input noise

should also be correlated ta the output signaI. Therefore, the only term ln equatlon (6.29)
equal to 0 Is cmn, Inasmuch as it reasonable ta assume that the input and output noise are
unrelated, arlslng from completely dlfferent phenomena.

Input noise Is very crltlcal to the deconvolutlon of the PSF. Errors ln the Input, along
with the compllcated fonn of the ACF, brlng about dlfflcultles during the Inversion of matrix

CM, requlrlng a robust matrlx Inversion technique. Furthermore, Input noise also appears
ln the cross-correlation matrlx. On the other hand, output noise only shows up ln matrlx
CAB, whlch Is multlplled bythe Inverse of CM to provldethe PSF. As a consequence, the
method can tolerate hlgher levels of output noise more easlly than Input noise.

Godfrey (1969) suggests two methods ta reduce the effect of output noise. the tirst
Is to Increase the amplitude of the signaI. Neglectlng Input noise and assumlng that the

output noise Is unccrrelated to the Input, he argues that an Increase of the Input signai by

a factor œ Increases the terms Cab and can ln equatlon (6.29) by œ2 and œ respectlvely,

thereby resulling ln a relative decrease of noise wlth respect to the signaI. Unfortunately
thls manner of reduclng noise cannot be transposed dlrectly to x-ray CT slnce output noise
Is correlated to the Input. Consequently, for a glven signai amplitude, it Is best to use
materlals at the low end of the x-ray attenuatlon scale than ',hose at the hlgh end.
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The second means by which noise can be reduced is by increasing the length of

the input signal. The correlation evaluated at lag (i,j) is the sum, over a given length. 01 the

product ol!wo lunctions, one of which has been delayed by (i,j). The summing portion 01

this operation amounts to averaging. By increasing the: length over which the correlation

is computed, more noise is averaged out 01 the correlation function being computed. This

is the main reason why deconvolution 01 equation (6.6) yields much better results than il

the PSF had been evaluated from equation (6.1) directiy.

It is interesting to note that only output noise is influenced by the choice 01 image

reconstruction filter. For a given slice thickness, the level of noise in images produced with

the high resolution apodizing lunction is approximately 5 times larger than in Images

reconstructed wlth the smoothlng fllter. This higher output noise level incurred when

Imaging the Input with the former filter accounts, together with t'le design of the Input, lor

the lower identification quality. The fact that a fivefold Increase in noise produces only

modest changes in identification quality demonstrates the method's relative immunity to

output noise.

6.6.3 Other factors affectjng jdentjficatiQn Quality

A considerable amount Qf cupplng was present ln the images. Two factors

contributed to this artefact. Firstly, the phantom could nQt be immersed ln water lor lear

of air bubble fQrmatiQn within the hQles. It was therelQre imaged in air. Secondly. the

shallQwness Qf the hQles requlred that the images be taken very clQse (about 2 mm) tQ the

surface Qf the phantom. BQth factors were responsible fQr an unusual amount QI x-ray

scatter leadlng to cupping.

GQdfrey (1969) defined drift as a slow change 01 the output QI a prQcess Irom ils

deslred Qperating pQint. In x-ray CT. cupping prQduces such a variation in mean value with

positiQn. This type Qf nQn-statiQnarlty can be mQdelied by adding a determlnlstic function

d(I,Jl tQ the Qutput. If the variation Qf d(I,j) Is slow, :,en it can be separated frQm the signal.

Bendat and PiersQI (1986) propose 3 methQds to dQ so:

1- digltallow pass filtering

2- pQlynomlal curve fitting and trend remQval

3- shQrt averaglng QperatlQns.

We chose the second QptlQn. Cupping was modelled as a bl-linear variatlQn Qf CT

numbers with pQsltlQn.lts effect was reduced by subtracting the equatlon Qf a planefrom

the Qutput image. The parameters Qf thls equatlon were estimated frQm the CT numbers

Qf the plastic material surrQundlng the signai. However, our slmulatlQns showed that even

ln the presence Qf qulte severe cupplng, the implication Qn Identification was minimal.
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Much more Important than cupping is the effect of input-output signal

misregistratlon. Incorrect alignment belween the Iwo signais can be due to relative shift
and/or rotation. Of these Iwo causes, relative shift is the most benign. The amount of shift
can easlly be estimated since the Identified PSF is shifted by the same amount wlth respect
to Its own ':ligitlzation grid. Furthermore, its shape Is undistorted.

The effect of rotation Is much more severe. Not only does the estimate of the PSF
broaden wi1h Increaslng rotation, but It Is also progresslvely shlfted. Furlhermore, it
Introduces slde lobes of growing amplitude. Unfortu.lately the amount of rotation cannot

be easlly evaluated from the Identlfied PSF i1self as Is the case wlth pure translation. When
the output Is shlfted with respect to the input, ail points wlthln the signai move by the same
amount and therefore affect the Identification ln the same way. However, when rotation
occurs, the relative displacement changes from point to pointand Influences the estimation
proceduie differently. It is therefore Important to provlde a means exterior to the signê.1 to
assess how much the Image Is rotated wlth respect to the object. We dld so by drilling a
series of holes parallel to the top and one of the sides of the signai thus formlng a set of
perpendlcular allgnment axes.

6.6.4 Comparison wjth wire input

Up untll now, we have dwelt on Iss!Jes conceming the correlation method Itself and
have cornpleted the first goal stated at the beginnlng of thls chapter. The high values of
Identification quallty are encouraglng Indicators as to the success of the method. However,
before maklng such a statement, results obtained with the PRLH must be compared wlth
those of the wire Input.

We therefore fitted the parametrlc models (chapter 4) to the non-parametrlc

estlmates obtalned ln this chapter and those of the wlre input. The estimates for the wlre

Input are those correspondlng to points located at 17 mm from the center of the
shlft-varlant phantom (see section 5.4.1). These wlres are the c10sest to the center of the
PRLH signai whlch was located at a radiai distance of 20 mm from the center of the field
ofvlew.

Instead of baslng the comparlson on the model shape parameters, we declded to
USl~ a more easlly Interpreted physlcal quantlty: resolutlon. Estlmates for the smoothlng
1IIter were based on the full wldth at half maximum (FWHM) of the Gausslan model

(equatlon 4.8) whIle the damped coslne model's half wldth at tirst zero crosslng (HWZC)
(equatlon 4.9) was used for the hlgh resolution tilter. Both these estimates are derlved from
model parameters. These parameters were taken from table 6.8 for the PRLH phantom.
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AlthoLlgh not tabulated, measures 01 resolution for the wire input are illustrated in figures
5,9 and 5,10,

Table 6,9 shows that the estimates derlved Irom the PRLH signai are lower than
those 01 the wire,

smoothlng hlgh resolulion

x y x y

PRLH signai 10403 1,385 1,067 1,029

wlre 10407 ± 0,004 1,395± D,Dl 1 1,099 ±0,036 1,Q48±0.019

TABLE 6.9 Estlmates of resolutlon for PRLH sequence and wire Input

It should be noted that the estimates derived from the PRLH signal are lower than

those olthe wire. This Is compatible wlth the fact thatthe PRLH object slightly overestimates
the MTF of the system (see section 6.4.8) or that the PSF derlved Irom this input Is narrower
that the actual system filter.

Nonetheless, ail estimates for the PRLH signal lall wlthin a two-sided conlidence
Interval ofat least gO % bullt around the mean values obtained for the wlre Input. This Implies

that the two methods are equiyalent at a level of significance Ct of 5%, or that the probabllity

of rejectlng this hypothesis even If It is true is 5%. (As a general :ule, the narrower the
Interval. or the hlgher the level of confidence. the lTIure powerful the test, i.e. the lower the

probability of acceptlng the hypothesls when It Is false.)

Therefore. elther both type 01 inputs Identlly a narrower PSF or the dlfference
between the actual PSF and the one estlmated wlth the PRLH sequence Input lalls wlthin
experlmental error encountered with the wire Input. The flrst explanatlon Is hlghly
Improbable. Awire offlnlte slze Is only an approximation of an Impulse and larger estimates
01 resolutlon should be expected. Whl:e the fr~quency spectrum of an Impulse Is fiat, that

of a clrcular object Is equal to 2J, ('lTVd)/1rvd where d Is the dlameter of the wlre. J, the IIrst

order Bessel functlon and v radiai frequency. As the dlameter Increases. the signai Is

progresslvely deprlved of power at hlgher frequencles. As a consequence. the MTF
obtalned from a wlre can only be underestlmated. and the PSF derlved from thls Input Is

wlder than the true PSF.

If the estimates produced by these two inputs are blased ln dlfferent directions, but
that they are statlstlcally equlvalent. we must conclude that these biases are very small and
fall wlthln experlmental error. The estlmates obtalned from the correlation based method
therefore valldate the results ylelded from the wlre Input.
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6.7 Conclusions

We have successfully applied the Wiener-Hopf equation to identify the PSF of an

x-ray CT scanner. The Input consisted of a series of holes 0.61 mm in diameter and spaced

at least 0.9 mm apart. The position of the holes was based on a 32x32 element PRB

sequence generated with a la stage shlft-reglster algorlthm. Once the design of the signai

was flnallzed, the single most Important factor allectlng the Identification quallty was the

proper rotationaJ allgnment of the object and Its Image.

Identification was sllghtly better for the smoothlng Image reconstruction fIIter

compared to the hlgh resolutlon fllter. Two factor are responslble forthls dillerence. Firstly,

the frequency content of the Input was tuned for the former apodlzlng functlon, and

secondly the output noise was flvetlmes lowerfor thls filler. Input noise, whlch compllcates

the Inversion of the auto-correlation matrlx, was the same ln both cases.

Measures of resolution were obtalned by fltting appropriate models to the

non-parametric PSF estlmated with the PRLH and wlre Input. The Iwo sets of estimates

were found to be statlstically equivalent at a 95% confidence Interval thereby valldatlng the

results of the prevlous chapters.

The correlation based method is more computationally involved than other

non-parametrlc estimation methods. It also requlres a more complicated input. However,

once the algorithm Is programmed, and an appropriate phantom bullt. the estimation

procedure Is very simple.

L1ke the wire input. and ln contrast to the edge method. a bl-dimenslonal estlmate

Is acqulred from a single Image. To get the same Information, an edge would have to be

posltloned ln a number of dlfferent orientations. wlth one Image to process per orientation,

thereby Increaslng the processlng tlme.

Another advantage of the method Is Its relative Immunlty to output noise. Whlle thls

may not appear a great benefit for X-ray CT scanners. It could prove helpful for .nuclear

medlclne Imaglng techniques (SPECr. PET) for which the signai to noise ratio Is much

lower.
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CHAPTER 7

COORDINATE TRANSFORMATION FOR ISOPLANATIC
REPRESENTATION OF SHIFT-VARIANT

CT POINT SPREAD FUNCTION

7.1 Introduction

The Imaging process introduces noise, blur and artefacts which IImit the precision

wlth whlch edges can be locallzed. Some of these effects can be counteracted through

Image restoratlon whose goal is to estimate the underlylng obJect from its Image. Image

restoration could therefore be used as a pre-processlng step prlor to segmentation.

The vast majority of IInear as weil as non-linear restoration schemes are designed

for Isoplanatic Imaglng systems. We have shown however, that CT systems, like most real

systems, are shlft-varlant. A number of strategies have been developed for deallng wlth

thls Issue. The most common approach has been to slmply Ignore the problem. Others

discount its Importance, using the hypothesis that the change in PSF properties are small

enough to be Ignored or by argulng that the reglon of Interest is small. These arguments

are often put forward wlthout even measurlng the spatial variation of the PSF.

Yet there exlst methods for handling shift-varlance expllcitly. Of these methods, a

technique known as coordlnate transformation restoratlon Is qulte promlslng and will be

Investlgated hereln. Therefore the flrst goal of thls chaptcr was to develop a coordlnate

transformation sulted to the behavlor of a CT scanner presented ln chapter 5 while the

second was to evaluate thls method.

The chapter Is organlzed as follows. In section 7.2, dlfferent methods for dealing

wlth shifl-varlance are reviewed. Section 7.3 presents the proposed change of coordlnates

both conceptually and in detail. The method 15 evaluated ln section 7.4, whlch is followed

by a short discussion and a conclusion ln sections 7.5 and 7.6 respecllvely.

7.2 Restoration of shift-varlant Images

The fact that most reallmaglng systems are shift-varlant Is rarely acknowledged

when restorlng Images thus violatlng one of the hypothesls on whlch most of the restoratlon

schemes are based. Two notable exceptions ln the medlcallmaglng IIterature are Peters

(1980) and Hon et al. (1989) who recognlzedthe shlft-varlant nature of the Imaglng system.

Nonetheless, ln order to slmplify the restoration task, they assumed that the reglon of

Interest was relatively small compared to the Image and that shlft-invariance couId be
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assumed within that region. However, there are a number of methods for dealing wlth

shift-varlance explicltly and we now present four diifl.1rent methods.

1- The first method is called mosaic formation by Bates and McOonneli (1989).

It conslsts of dlvldlng the image Into zones and conslderlng the image shlft­

Invariant wlthln each zone. The zones are uSUil1ly rectangular ln shape and thelr

area is determlned by the slze of the error one is willlng to tolerate and how fast the

PSF changes.

2- Andrew proposed a matrix formulation of the type:

(7.1)

•
J
•

.,

where l, H and a are matrices cOITI;.>osed of elements of the In:age, point spread

function and obJect respectively. The image (and obJect) are considered to be of

size M by N pixels. Shlft-varlance can easlly be taken Into account slnce the matrlx

H Is composed of sub-matrices descrlblng the local blurring structure for every

point ln the image. This method requlres huge amounts of memory: matrlx Hcounts

65536 rows and columns or over 4295 million elements for a 256 by 256 image.

3- Kalman filtering is also a candidate for shlft-varlant restoration provided that

changes in PSF shape are relatlvely slow. The Kalman fIlter, Iike the Wiener fllter,

Is also a solution to the minimum mean square errer problem. IIls formulated as

a recursive spatial domain algorlthm whlch Is applied point by point or at best row

by row. It requlres a priori knowledge of the Image ln the form of an autoregresslve

model, and of the blurrlng characteristlcs ofthe imaging system (Biemond, 1990).

Though it has been successfully applied to 10 problems, Its extension to 20 js not

trivial. One of the major problems assoclated with thls method is the difficulty of

formulatlng a sultable 20 recurslve model compatible wlth reasonable

computatlonalload. Computation tlme Is generally lOto 20 times greater than with

other IInear methods uslng quadratic dis:ances (Oemomeryt, 1989).

4- The fourth method Is referred t6 as rectification by Bates and McOonnell (1989)

and coordinate transformation restoration by Sawchuk (1974). Compared to the

methods presented above, thls technique requlres only a IImlted amount of

memory and is fast. The approach, lIIustrated ln Flg'Jre 7.1 , conslsts of

transformlng the x-y Image Into a shlft- invariant one represented ln a coordlnate

system u-v through a change of variables u=u(x,y), v=v(x,y). Classlc

shlft-Invariant restoration methods, such as Wienerfiltering (peters, 1980; Ohawan,

1985: Hon et al. 1989; Madsen, 1990; Penney et al. 1990), are then usedtoestlmate
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shift-variant imaging

object(x,y) ... system ~ image(x,y)...
h(x,y)

coordinate transformation

image(u,v) ::.: ....
u = u(x,y) ....
v=v(x,y)

~ shift-invariant restoration estimated object(u,v)
,

inverse coordinate transformation

estimated object(x,y)..- x = x(u,v)
.......

y= y(u,v)

Figure 7.1 principle of coordlnate transformation resloratlon

An Image produced wlth a shJn-varlant system, Is made shlft-Invarlant by an
approprlate coordlnate transformation. A classlc IInear shlft-Invarlant restoratlon
method Is used to obtaln an estlmate 01 the obJect ln the translormed space. The
Inverse coordlnate transformation Is applled, yleldlng the estlmated obJect ln the
original coordlnate system.

the objecl in the transformed coordinate system u-v. The deblurred Image Is finally

returned to the original image coordinates by applylng the inverse coordinate

transformation.

This method has been used to restore optical Images distorted by shlft-variant

degradatlons such as coma aberration (Robbins, 1970; Robblns and Huang. 1972), IInear

and rotatlonal motion blur (Sawchuk, 1972 and 1974) along wlth astigmatism and curvature

of field (Sawchuk and Peyrovian. 1975).

The shlft-variance due to these optical degradations can be expressed as relatlvely

simple equations. The coordinate transformation can therefore be handled with elegant
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analytlcal tools such as the Mellin transform, a close relative of the Fourier transform

(Sawchuk, 1974; Robbins and Huang, 1972; Bracewell, 1986).

For CT systems, the spatial variation ln PSF shape is very slmilar to the changes

seen with a combination of astigmatism and curvature of field. Both exhibit a rotatlng blur,

and in both cases, the isotroplcity of the PSF 15 destroyed as.the distance from .the center

of the field of view increases slnce the PSF stretches more rapldly along the tangentlal than

the radiai axis. Consequently, coordinate transformation, which has been successfully

applled to these optlcal degradations, seems very promising for shlft-varlant restoratlon

of CT Images.

However, the analytlcal coordlnate transformations developed for the optlcal

degradations cannot be transposed directly to CT for two reasons. Flrstly, the analytlcal

expression for the shift-variant CT PSF 15 50 complex it must be evaluated numerlcally

(Verly and Bracewell, 1979). Secondly, thls expression does not take sampllng, whlch

strongly affects the pattern of shlft-varlance, Into account. Both these dlfficulties prompted

us to develop a new algorithm, presented ln the next section.

7.3 Proposed change of coordinates

The proper change of variables 15 dlctated by the nature of the shift-varlance. In thls

section, we will propose a coordlnate transformation based on the experlmental results

obtalned ln chapter 5. We will then state the conditions that must be respected for a proper

mapplng from one.lmage space to the other.

7.3.1 CQQrdinate transformatiQn

Before golng Into the mathematlcal detalls of the transfQrmatlQn, It is wQrthwhlle

explalnlng the concepts. The PSF malntalns the same basic shape throughoU1 the FOV bU1

thls shape 15 progresslvely stretched at a different rate alQng twQ perpendicular axes as the

distance frQm the FOV Increases. The basic princlple underlying the cQordlnate

transformatlQn 15 that the cross-sectlQn at SQme nQn-zerQ value Qf the PSF, say half Its

maximum, should be represented by the S6me number of samples Irrespectlve of the

position of the InpU1 point source.

We will now shQW that the PSF 15 represented byan equal number Qf samples when

It 15 represented in a variably sampled polar coordlnate system. The upper lelt hand portion

of figure 7.2 represents a cross-sectiQn taken through the PSF measured at different

pQsltlons within the FOV in the Qriginal (x,y) image plane. The position of the Input source

15 deflned ln a polar coordlnate system (r,8) whQse Qrlgln cQrrespQnds ta the center Qf
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Figure 7.2 Coordlnate transformation for CT Images

(a)-(c) The rotatlng blur exhlblted by CT scanners suggests a transformation trom a
Cartesian to polar coordlnates. The variation ln PSF wldth thus becomes a functlon
of a single variable: the radiai distance. By varylng the sampllng Increment ln the
angular and radiai directions as a functlon of radiai distance, the PSF can be
represented by an equal number of samples, thus oblalnlng a shlN-lnvarlant
repreaentatlon. (d) Relative orientation of coordlnate systems.
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the FOV. The shape ofthe PSF Is glven elther ln aflxed orientation (X,Y) or a local rotatlng
frame (s,t). The unit vectors sand t poinlln the radiai and tangentlal directions respectlvely.
As shown ln chapter 5, the shape of the PSF varies both wlth radiai and angular position

of the Input point when expressed ln the (X,Y) coordlnate system. More speclfically, thls
variation Is slnusoldal with angular position for Input sources located at a flxed radiai
distance (see figures 5.4, and 5.5). However, because the system exhlblts a rotatlng blur,
the dependence on the angular position dlsappears when the PSF Is expressed ln the s-t
rotailng frame (figure 5.6). From radlally symmetrlc ln the center of the FOV, the PSF
becomes progresslvely wlder ln both the radiai (s) and tangentlal (t) directions. However,
because the rate of change ln the two directions Is dlfferent, the cross-section changes
from clrcular ln the center of the FOV, to ellipticai as the Input source moves outward.

The rotatlng blur suggests that the relatlonshlp between shape and position would

be slmpllfied by a polar coordlnate transformation as shown ln Figure 7.2 (b). The shape
of the PSF Is now a functlon of radiai distance only. The final transformation plane (u,v),
shown ln Figure 7.2 (c), Is obtalned by varylng the sampllng Increment ln the angular and
radiai directions as afunctlon of radiai distance r. The PSF Is thus represented by an equal
number of samples ln the (u,v) coordlnate system satlsfylng the requlrement for

Isoplanlclty. It Is clearly seen from thls explanatlon that the (u ,v) plane Is avarlably sampied
polar coordlnate system wlth the u axis correspondlng to the radial direction and and v to
the angular orientation.

Conceptually, the process Is therefore divlded ln three steps:

1) The first step conslsts of descrlblng the shape of the PSF ln the local rotatlng
frame s-1. As ln prevlous chapters, we summarlze the shape of the PSF by uslng

measures of resolutlon. For example, a PSF modelled by a 2D Gausslan functlon
Is fully characterlzed by the full width at half maximum (FWHM) in two orthogonal
directions. In Chapter 5, we experimentally estlmated the relatlonship of FWHMs(r)

and FWHMt(r) for a varlety of Imaglng conditions. Typlcal curves, obtalned wlth the
smoothing Image reconstruction fllter and a scan tlme of 4.5 s, are shown in Figure
7.3 (a) and (b).

2) To take advantage of the rotatlng blur, the relatlonshlp between shape and

position must now be expressed ln polar coordlnates. Since the saxis corresponds
to the r axis (both 8 and Br represent distances and have the same orientation):

FWHM,(r) = FWHMs(r) (7.2)

The correspondence between angular (8e) and tangentlal (1) variables Is not as
simple. Even If the axes have the same orientation, the former represents angular
Increments whlll:l the later mea~ures distances. However, the expression for the
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Figure 7.3 PSF shape ln rotatlng carteslan (S-I) and polar (r-e) coordlnate frames

(a) Since the. and e, axes are equlvalant. the relatlonshlps FWHM.(r) and FWHM,(r)
are the same. However, even Il tha 1and ea axes have the same orientation, the
dllference ln unlls requlres that (b) FWHMt(r) be manlpulaled to obtaln (c) FWHMe(r)
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(
FWHM ln the angular direction corresponds to the angle subtendlng the PSF ln the

tangentlal direction. From simple geometry, we deduce:

FWHMn(r) = 2 tan-1 FW~~r(r) (7.3)

Figure 7.3 (c) lIIustrates thls new relationship. The decrease of FWHMe(r) simply

Indicates that the angle subtendlng the wldth of the PSF ln the tangentlal direction

decreases wlth radial distance even though the linear wldth Increases.

3) The final (u,v) plane Is obtalned by varlably sampling the polar plane deflned

above. We flrst star! wlth the u axis which corresponds to a varlably sampied 8, axis.

The problem now becomes one of selectlng the proper Increments, and the

solution is contalned ln the relatlonshlp FWHM,(r) as shown ln Figure 7.4. We wlsh

to representthe PSFwith a constant number of samples k across FWHM,. Because

the PSF Is narrower ln the central region than a the edges of the FOV. the

Intersample distance Ar must Increase wlth radiai position if the PSF Is to be

shifl-lnvariant along the u axis. The Increment LJ.r is glven by:

(
Mr) = FWHM,(r)

k

G1ven the Initiai conditions:

n = 0

Un = 0

the function u(r) is constructed iteratlvely as follows:

A ( ) _ ..FW..:..:..:...:H~M"",,(.:.!U'!!..I)ur Un - - k

Un+ 1 = Ur. ... N(Uh)

(7.4)

(7.5)

(7.6)

(7.7)

(7.B)

(7.9)

The relatlonship between the v, or varlably sampled angular. axis and radiai

distance Is obtalned directly from FWHMe(r). If the PSF Is ,,3presented by an equal

number of samples 1across FWHMe:

LJ.Ii(u
n

) = FWHMo(un)
1

Vm = m LJ.9(un)

subJect to the initiai conditions:

m = 0
Vm = 0
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Figure 7.4 Creatlng values along the u axis

Values 01 u are lound Iteratlvely by addlng an Increment t.r(un) - equal ta the FWHM
ln the radiai direction dlvlded by me number 01 samples k - la the prevlous value of
u.

7.3.2 BeQu;rements fQr CQrrect mappjng

The number Qf samples k and 1acrQSS the wldlh Qf the PSF Influences the qualily

Qf the transfQrmatlQn. FQr an Image tQ be unaffected by the cascade QtlQrwarJ and Inverse

transfQrmatlQns, every pixel of the (x,y) Image must be mapped Into the (u,v) plane.

TherefQre, the maximum radiai Increment 6r must be no larger than 1 pixel. Since the

largest Increment occurs atthe Quter edge of the reglon of Interest, the value Qf k Is found

by replaclng 6r(r)=6r(rmax) s: lin equation (7.4):

k ." FWHMr(rm8JI.) (7.13)

The PSF Is alsQ at Its widestln the tangentlal direction at r= rmax. TherefQre, the

value of Ils fQund by equatlng the chord length at distance rmax subtended by 66 to avalue

smaller or equal to 1. This lmplies that:

(7.14)
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Comblnlng equations (7.3). (7.9) and (7.14):

1 ~ tan-1 FWHM,(rmax)/2rmax)

tan-1(1/2rmax)

If rmax Is much larger than FWHMt(rmax), the previous equation simplifies to:

1 ~ FWHM,(rmax)

7.3.3 Aigorjthm

(7.15)

(7.16)

We now have ail the equations to establlsh the algorlthm whlch Is described as a

flow-chart ln figure 7.5. The user starts by selectlng proper values for the number of
samples across the PSF. k and 1. accordlng to equatlons (7.13) and (7.16). He/she must
also f1x the maximum radiai distance. rmax• thereby definlng a clrcular reglon of Interest
flttlng wlthln the original Image. After Inltlallzing variables ln the u direction, the program flIIs
the u-v plane column by column untll the value rmax Is reached.

Fllllng any glven column proceeds as follows. The v variables are flrst Inltialized
accordlng to equatlons (7.11) and (7.12). The x-y coordinate corresponding to pixel
(un.vm) Is then found. glven the following relationshlp:

x = Un COSVm

y = Un slnvm

(7.17)

(7.18)

The CT number corresponding to thls (x.y) pixel Is asslgned to the pixel (un.vm)·

Values are updated (equatlons (7.9) and (7.10)) until they reach a value of 27T. Before

proceedlng te the next column, the values of n and Un are updated (equatlons (7.5) and
(7.8)).

The slze of the transformed Image Is determined by the functlons FWHMr(r) and

FWHMe(r) as weil as the number of samples taken across the w1dth of the PSF. Because
the relatlonshlp between the rand u axes Is Iterative. the number of samples Nu along ths

u axis cannot be determlned ln closed form. Rather. It Is found by addlng the Àr terms until

rmax Is obtalned:

N-1

rmax = l Âf/(r(u,))
1-0

rmax = I FWHM,(r(un))

1-0 k

The total number of samples M along the eaxis Is glven by:
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1
x-y image plane
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select proper values for k and 1

(7.13,7.16)
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(7.5,7.6)

no ~ yes

1
u-v image plane 1 initialize m, vm

(7.11,7.12)

~ no
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compute corresponding point
in x-y plane
(7.17,7.18)

ir

m=m+11 n=n+11

•• 'ir
update vm update un
(7.9, 7.10) (7.7,7.8)

Figure 7.5 Flow chart of algorlthm for coordlnate transformation

(The numbers ln parentheses correspond to equallons)
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M=~
t>l1mln

(7.21 )

(7.22)

Il·

211/
= -=FW."'H""'M""'o"':-(r"7(U-N:7))

It should be mentloned that the functlons FWHMr(r), FWHMe(r) and FWHMt(r)
should be speclfled ln pixels ln equatlons (7.13) through (7.22).

7.4 Evaluation of pro'.Josed transformation

This method ha~ been applied to avariety of optlcally degraded Images. L1ke m(\st
Image processlng techniques. It w:as evaluated with images representlng a real scene.
Whlle thes& Images glve some Informat.ron as to the usefulness of a glven method. they
do not provlde much Inslght Into the rnethod Itself. Furthermore, the evaluatlon Is often
qualitative: a method Is judged Ilccording to the appearance and pleasantness of the
processed Image.

We developed a rather dlfferent approach wlth the goal of quantifylng the evaluatlon
as weil as galnlng a better understanding ofthe method. l rie evaluatlon was based on Iwo
criteria:

1- the PSF must be shift-Invarlant ln the (u,v) plane
2- the original Image must not be affected by the fOnNard-lnverse transformation.

7.4.1 Sjmulated data

Instead of worklng wlth reallmages, we syntheslzed the Image found in figure 7.6
(a). It consisted of a number of Gausslan PSFs located along 3 radiai spokes. The spokes

were orlented at 22.5°.45° and 67.5° wlth respect to a horizontal (x) axis. Although the

pattern of shift-varlance was slmllar to eT data. the changes in shape wlth radiai distance
were much larger than those observed wlth the Philips Tomoscan ex unit (the ratio of Inner
to outer FWHM was about three tlmes larger). The variation in shape Is quantified ln the left
hand portion of table 7. t. Because the system exhlblts a rotatlnll blur and the data are
expressed ln a rotating frame, the values ln Table 7. t represent variations ln PSF wldth wlth
radiai distance along any glven spoke.

We used such ~arge variations for Iwo reasons:
1- If the method can handle large changes ln PSF shape, It will be applicable to

smaller variations.
2- Any error will be ampllfled and more easlly detected.
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Figure 7.6 Evaluation of coordlnate transformation wlth slmulated data
(a) original data ln x-y frame, (b) alter polar coordlnate transformation, (c) ln varlably
sampled polar coordlnate u-v when FWHMe(r) Is plecewlse IInear, (d) ln u-v frame
when FWHMe(r) Is plecewlse constant (the orlgln of the polar and u-v planes Is the
upper left comer).
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Figure 7.6 (Continued)

135



'.-

"

simulated data CT data

(pixels) (mm) (pixels)

R FWHMs FWHMI R FWHMs FWHMI R FWHMs FWHMI

25 5 6 t7.0 1.396 1.381 72.7 5.96 5.89

75 7 9 33.9 1.407 1.412 144.5 6.00 6.02

125 la 13 50.8 1.532 1.453 213.3 6.11 6.20

175 15 18 67.4 1.456 1.532 287.5 6.21 6.54

84.4 1.488 1.636 359.9 6.35 6.98

TABLE 7.1 Data used for evaluatlon of coordlnate transformation

We were able to quantily the evaluation criteria by fitting the Gaussian model (see

section 4.2.2) to the various PSFs in the original (x-y) and transformed (u-v) planes. As

ln prevlous chapters. we derlved the FWHM from the model parameters. By comparlng

the variation of the PSF wldth with radiai distance. we were able to verlly If the PSF was

indeed shift-Invariant ln the u-v plane and thereby substantiate the first crlterlon. The

second standard.whlch states that the original Image must not be affected by the

forward-inverse transformation. was quantlfled by comparing the change of FWHM of

every PSF within the (x-y) plane before and after the cascade of forward -Inverse

-transformation.

The results are lIIustrated ln figure 7.6. Section (b) shows the PSF ln the polar (r-8)

coordlnate plane and demonstrates the rotatlng blur very weil: for a glven radiai distance.

the PSFs are Independent of the angular variable. Figure 7.6(c) shows the Image ln the

(u-v) plane when the functlon FWHMe(r) Is allowed to vary Iinearly wlth radial distance.

Even by vlsuallnspection. It can be seen that the PSF are non isopianatic. contrary to what

could be expected. This situation can be rectlfied, and the anticipated results obtalned, by

aliowlng the functlon FWHMe(r) to vary ln a plecewlse constant manner. This situation Is

shown ln figure 7.6(d).

This phenomenon. whlch has never been reported in the Iiterature. constltutes a

limitation of the method and will be dlscussed ln more depth ln section 7.5.

Table 7.2 presents quantitative results obtalned wlth a plecewlse constant

FWHMe(r). As with Table 7.1, these values are valld for any glven spoke. Application of the

coordlnate transformation for the slmulated data resulted in a large improvement ln

shift-varlance. The FWHM varled by as much as la pixels and 13 pixels ln the radiai and
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tangentlal directions ln the original (x-y) plane. These variations were reduced to 0.24 and

1.18 pixels respectlvely. This Improvement shows that the first criteria is satisfled, and that

the proposed coordlnate transformation does produce a shift-lnvarlant image. Differences

between the PSF width ln the original plane, and alter both forward and Inverse
transformation were applled tothe Image, are no morethan 0.08 and 0.12 pixel forthe radial

and tangential directions respectlvely. These small numbers Indicate that the methad also
complies with the second criteria.

XY UV UV-' criterion 2 (2)

RADIAL 5.00 15.4 5.00 0.00

7.00 15.19 7.00 0.00

10.00 15.16 9.97 0.03

15.00 15.28 15.08 -0.08

criterion 1 ") 10.00 0.24

~

TANGENTIAL 6.00 19.32 6.00 0.00

9.00 18.54 9.00 0.00

13.00 18.34 13.00 0.00

18.00 18.14 17.88 r.12

crlterlon 1 l'1 13.00 1.18

TABLE 7.2 Evaluation resulls lor slmuleted data

Values ln thls table represent FWHM ln the radiai and tangentlal dlreC1lons lor radiai
distances glven ln Table 7.1. (1) maximum dlfference wllhln the column (2) column
XV - colum:t UV-1 .

7,4.2 CT data

r
Allhough the coordinate transformation has been proposed ln the IIterature for the

restoration of nuclear medlcal Images (Hon et al. • 1989) the technique has never been

evaluated el!her for thls type of Images nor for X-ray CT. We therefore evaluated the
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method. uslng the same procedure outlined above. on a second set 01 data representing

the variation ln PSF for a real system. Tne values lound in the right hand slde 01 table 7.1

correspond to the changes observed w:th the Philips Tomoscan ex for the smoothing filter

and a scan time of 4.5 s ( see chapter 5). A pixel slze corresponding to a FOV 01 75 mm

(75 mm / 320 pixels) .....as used to translorm distances and lengths Irom mlIIimeterto pixel.

The results in Table 7.3 and figure 7.7 are valld lor a piecewlse constant FWHMe(r).

They show. for thls particular case. that the Improvement Ir. shllt-Invarlance was quite

small. The change ln PSF width wlth radial distance stayed approximately the same in the

(x-y) and (u-v) planp.,; for the radial direction with values 01 0.38 and 0.37 pixel respectively.

Meanwhlle. there was a sllght improvement in the tangential direction: the maximum

variation ln FWHM changed Irom 1.09 pixel ln the (x-y) planeto 0.22 pixel ln the (u-v) plane.

As with the previous data set. the lorward-inverse translormation dld not affect the data.

Maximum deviatlons were evaluated at 0.08 pixels and 0.01 pixels in the radiai and

tangentlal directions respectively.

7.5 Discussion

The quantitative evaluation procedure was helplulln Iwo ways. We were able to find

a limitation of the coordinat" Iranc'ormation method which had not been reported ln the

lIteratl. rJ. It also gave us the opportunlty to establlsh the uselulness 01 the method wlthout

havlng to perform an actual restoratlon. However. belore dlscusslng these subJects. we

would Iike to brlng up the issue of Interpolation.

7.5.1 Interpolation

It Is hlghly Improbable. durlng the forward transformation. that a given pixel ln the

(u-v) plane corresponds to an Integer pixel value along the x and/or y axes and vice versa

durlng the Inverse transformation. Image vaiIJes must therefore be Interpolated.

Interpolation has a low pass fll'.ering effect whlch can be explained as follows. When

Interpolatlng. one conceptually produces a contlnuous version of the dlscrete signai ln

order to be able to evaluate the functlon at any point. The frequency spectrum of the

(Infinite) continuous function Is bal1c-ilmlted. On the other hand. the spectrum of the

dlscrete slgnalls repeated ai multiples of ~;rfs. where f5 is the sampling frequency. and Is

therefore non band-lImlted. In order to remove the replicates of the frequency spectrum

iniroduced by sampllng. I.e. to reproduce a band-lImlted functlon from a set 01 samples.

the interpolation functlon must have low pass fllterlng characterlstics (Parker et al .• 1983).
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(a)

(b)

Figure 7.7 Evaluation of coordlnate transformation wlth CT data

(a) original datA ln x-y trame. (b) atler polar coordlnate transformation. (c) ln u-v
frame when FWHM6(r) ls plecewlse constant.
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Figure 7.7 (contlnued)
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Xy UV UV- l criterion 2 (2)

RADIAL 5.96 6.69 5.96 0.00

6.00 7.01 5.98 0.02

6.11 7.01 6.14 -0.03

6.21 7.05 6.21 0.00

6.34 7.06 6.42 0.08

criterion 1 (1) 0.38 0.37

TANGENTIAL 5.89

6.02

6.20

6.54

6.98

8.23 5.8~ 0.00

8.01 6.02 0.00

8.23 6.21 -0.01

8.07 6.55 0.01

8.07 6.98 0.00

criterion 1 (1) 1.09 0.22

TABLE 7.3 Evaluation results for CT dala

Values ln Ihls table represenl FWHM ln the radiai and tangential directions for radiai
distances 91ven ln Table 7.1. (1) maximum dlfference wlthln the column (2) column
XV - column UV-l .

This low pass filterlng effect will add to the blur already present ln the Image. In

theory thereiore, the PSF should be broader alter the cascade of forward-Inverse

transformation than ln the original Image plane. The simulation results helped us quantity

thls effect. The last column ln Tables 7.2 â:1d 7.3 express thevarlOl\lon ln FWHM before and

alter the double transformation. These dlfferences are very small even If a nearest nelghbor

Interpolation scheme. the worst case possible as blur IS "oncerned. had been adopted.

The values are even negatlve ln some Instances whlch couId, but should not. be interpreted

as a narrowlng of the PSF as a result of the transformation! These dlscrepancles are

probably due to numerical round-off and to resldual errors ln fltllng the Gaussian model.

The negllglble blurring effect due to Interpolation was possible because great care

was taken to l\13ke sure that every pixel ln the original Image was mapped at least once
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ln the transformed Image. In the evaluation procedure, we minimally satisfied this

requirement. governed by equations (7,13) and (7.16). by taking 15 and 18 sampies across

the FWHM ln the ..adlai and tangentlal directions for the slmulated data set and 6 and 7

samples for the CT data, Indeed these values characterlze the shape ofthp PSF ln the outer

IImits of the reglon of Interest, It Is Interesting to note that these are the values forthe FWHM

found in the u-v plane (seetables 7.2 and 7,3). However, thls is not be surprlsing, and only

confirms that the PSF is represented by an equal number of samples in the u-v plane.

Figure 7.8 demonstrates that fallure 10 satisfy the mapping requirements leads to

the formation of artefacts. These show up as a roughenlng of the edges and a circular

blurring pattern.

7,5.2 LimitatiQns

The evaluation wlth the simulated data showed that the proposea change of

variables can be used to transform a shift-variant rotating blur system into a Isoplanatic

one, We saw however. thatthefunc:tion FWHMe(r), which describes the variation of the PSF

width in the angular or tangential direction, had to be defined as piecewise constant. Figure

7,9 explains why this Is so.

Let us consider the position Qf the endpoints along an axis parailel to the radial

direction in the polar and (u-v) planes, These points are labelled a-d in Figure 7.9. Points

with a given value Qf r map into constant u as wlth points a-c or b-d. The position along

the v axis depends on the angular position of the point as weil as the angular Increment

assoclated with its radial position:

v = fI/M(r) (7.23)

Since tJ.li(rd > tJ.li(r2). the angular Increment decreases wlth radiai distance (see

Figure 7.3 and equation (7.4)), and the distance between points a and c along the v axis

will be smaller than the Interval separating points b-d, Consequently, the PSF in the (u-v)

plane, which should be shlft-Invarlant. is stretched towards the positive v axis. As can be

seen in figure 7,6(b). the phenomenon Is worst near the orlgin of the (u-v) plane (or at the

center Qf the Imag!ng FOV) since the variation of FWHMe(r) is gre:ltest ln that reglon (see

figure 7.3),

HQwever. If the increment ~e Is kept constant over a certain region. or if the function

FWHMe(r) Is piecewise constant, the method ylelds an isoplanatlc transformation. This

corresponds to divlding the polar plane Into strips parallel to the v axis. Wlthln each strlp,

the sampllng Increment is kept constant in the v direction but allowed to vary ln the u
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Figure 7.B Etfect of neglecling minimum mapping requirement

Simulaled image of a femur in (a) original x-y frame (b) aMer fOlWard-inverse
transformation. Fallure 10 meet the minimum mapping requirements resulls in a
rolatlonal blurrlng patlern. (Only the pixels wilhin a circular reglon inscribed wilhln Ihe
image are rnanipulated which explains WllY the image ln (b) is clipped)
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Figure 7.9 Mapplng 01 PSF Irom polar (r-S) to varlably sampled polar (u-v) plane
The posilion 01 a point on the v axis Is Inversely proportlonal 10 the angular
Increment Il.S ar,soclated wlth a glven radiai dlstanca. Because Il.S(rl) > (r2)
when the lunctlon FWHMs(r) varies plecewlse IInearly. the distance between
points a-c Is smaller than points b-d. The PSF appear progresslvely stretched ln
the posillve v axis.

direction. It is also equivalent to dividing the original image plane (x-y) Into concentrie

clreles. Withln each circular band, the sampling Increment Is constant along the t axis but

can change ln the s direction.

Under these clrcumstances, the method becomes very slmilar to the technique 01

mosaie formation. With this last approach however, the image is usually dlvided into

rectangular patches and the PSF assumed constant wlthin each sub-reglon. We saw in

Chapter 5 that the pattern of shift-variance is quite complex when expressed ln a fixed

orlen~.atlon cartesian eoordlnate system. By taklng advantage of the rotatlng blur, and

dlvlding the Image Into concentrle c1rcles, it becomes easier to model the change of PSF

shape wlth position. But most image processlng algorithms are defined over rectangular

domains. One solution for overcomlng this limitation is to represent the image in a polar

coordlnate system slnce clrcular reglons ln the original Image space are mapped Into
rectangular ones. The shift-variance Is further reduced by adding variable sampllng along

the radiai (r or u) axis.

The slze ofthe reglon wllhin which ~e is kept constant depends largely on the error

ln approxlmatlng the true PSF shape in the tangential direction that one Is willing to aecept.
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ft Is also a functlon of the rate of change ln PSF shape. This method will run Into serlous

problems If the shape changes appreciably over the wldth of the PSF. The same comment

applles to mosalc formation.

The coordinate transformation is greatly slmpllfied when the wldth of the PSF ln the

tangentlal direction varies IInearly wlth distance from the center of the FOV. Under such

conditions. the angle subtendlng the PSF along the taxis remalns constant and the PSF

Is automatlcally shifHnvarlant ln the angular direction. Variable sampllng Is needed only

ln the radiai direction (r or u axes).

7.5.3 Usefulness Qf metho.Q

The usefulness of the method fQr real systems depends largely on the pixel size.

the amount of variation ln shape over the distance covered and the application.

The evaluatlon with the CT data showed that not much Improvement ln shift­

variance Is to be expected with this method especially if the variation in resQlution Is ln the

order Qf one pixel or less. However, as the pixels become smaller for a given region of

Interest, the beneflts become more apparent. We alsQ showed that the spatial variation ln

FWHM could be Improved tQ a sub- p!)(allevel. This may not be important If the application

does not requlre thls level of precision. An example would be to conslder the restoration

as a pre-processlng step for a segmentation scheme with pixel accuracy, such as

thresholdlng (Weszka. 1973). However, It mlght prove useful with sub-plxel edge detectors

such as the Nalwa-Blnford l'!alwa and Binford; 1987) or Laplacian of a Gaussian Qperators

(Huertas and Medlonl. 1986).

We showed in chapter 5. that of the factors considered, scanning time. or the

number of projections, affected shlft-variance the most. The proposed method might

therefore also prove useful for the restoratlon of Images reconstructed wlth misslng or a

IImlted number of vlews.

A limitation of the present study Is that we did not demonstrate that the coordinate

transfQrmation can ImprQve the restoration Itself. For example, the Wiener fllter kernells

a function of object and noise power spectra as weil as the Imaglng system's modulation

transfer functlon. Application of the coordlnate transformation will surely modify the

frequency content of these entltles. It Is possible therefore that the performance of the

restoratlon operator could be affected accordlngly. The manner ln whlch the coordinate

transformation affects any glven restoratlon procedure merlts further attention and Is

consldered for future work. However. the study presented here showed that, under the

clrcumstances mentloned ln the previous paragraphs, It is an endeavor worth pursulng.
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Furthermore, the fact that the method has been 5ucc8ssful!y applied 10 optical

degradations Is encouraging.

7.6 Conclusions

We adapted a coordinate transformation method, originally developed lor optical

systems, for an Isoplanatic representation of systems exhibiting a shlft-varlant pattern

similar to 3rd generation CT scanners. The technique cails for a variable sampllng of the

original image ln the angular and radiai directions. The functions describlng the variable

Increment size were expressed in terms of the spatial variation of the system's resolution.

a characteristic whlch can be easily estimated.

We also developed a new evaluatlon procedure capable of quantilylng the

improvement in shift-variance. A substantial amelioration ca~ ue expected provided tha!

the change ln angular Increment be plecewise constant and the variation in PSF be larger

than the pixel slze. The simulation also brought out a limitation of the method whlch had

never been reported ln the Iiterature. In order for the PSF to be isoplanatic in the

transformed plane, the sampling rate in the tangential direction must be defined in a

plecewlse constant manner.

Another point whlch had not recelved any attention in the IIterature Is the issue of

Interpolation. We noticed that the blurrlng assoclated wlth Interpolation can be kept very

smallif a simple mapplng requirement is respected: every point in the original Image must

be represented at least once ln the transformed plane. We mathematically formulated this

requirement wlth two simple criteria. Fallure to meet these criteria results ln a rotational

blurring pattern and a roughening of the edges.

The evaluatlon procedure was used on real CT data and showed that changes in

PSF wldth are small and improvements marginai If one wishes to manipulate the image only

at the pixellevel. However, If sub- pixel image processlng techniques are envlsloned, thls

method can be used to improve shlft-varlance from the order to the pixel to sub-plxel

levels. Nonetheless, the evaluation procedure outi1rled ln thls chapter allows the user to

quantlly the Improvement and assists him/her ln decldlng If It is worthwhile applylng a

coordlnate transformation to improve isoplanlcity.

To slmpllly the restoration algorlthm, It Is common elther to Ignore the problem of

shlft-varlance, or to clalm that the changes ln PSF shape are small enough to be Ignored.

However, before making such a hypothesls, the user should quantltatively evaluate the

shlft-varlance and use a procedure such as the one presented here to substantlate hls/her

clalms.
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CHAPTER 8
RECOMMENDATIONS FOR SEGMENTATION

8.1 Introduction

Before a 3D surface model can be constructed, pertinent information must be

extracted from the Images, I.e. Images must be segmented. Even though accurate

segmentation Is paramount to the elaboratlon of agood 3D model, very IIttle effort has been

devoted to thls task. Il Is not uncommon to flnd articles on 3D reconstruction that do not

even mention how the geometrlc Input Inforrnatlon was obtalned.

The threshold and Laplaclan of a Gal'sslan (LOG) operators are Iwo popular

segmentation schemes, used both ln the context of general and medlcal imaglng. The goal

ofthis chapter was to explore the IImlts of these techniques, based on the shape of the PSF

and on the noise propertles of CT scanners. We also theoretlcally justified certain

experlmental results obtalned with the threshold operator.

General segmentation principles are Introduced ln section 8.2. Sections 8.3 and 8.4

are devoted to thresholding and LOG filterlng respectively. The major results are

summarlzed ln section 8.5.

8.2 Underlying principles

ln mathematical terms, segmentation can be viewed as a procedure that divides

an Image R Into subreglons R" ... Rn such that (Fu and Mul. 1981):

Il

1) U Ri = R (segmer,tation must be complete)
;-1

2) Ri Is a conne-::ted region (a region must be composed of contiguous points)

3) R, n Rj = 0 V i.j i '" j (regions must be disjoint)

4) P(R;) = Tnœ i = 1. n (points withln a reglon share a common property)

5) P(Ri U Rj) = FI/Ise i '" j (separate reglons have dlfferent properties)

One can see !rom thls deflnition that propertles must be clearly deflned if a

segmentation approach Is to be successful. Thes<l propertles can have a purely

mathematlcal formulation but are often complemented by heurlstic criteria. A priori

knowledge can also be used to assist the segmentation process.
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Underlylng most segmentation schemes, although seldom mentloned. Is a model

of the edge. A common model is the step edge: adjacent objects are characterlzed by an

abrupt change ln grey level. This modells weil sulted to the study of the muscolo-skeletal

system wlth CT scanners slnce adjacent tissues are characterlzed by distinct x-ray

attenuatlon values.

8.3 Thresholding

Accordlng to Gonzalez and Wlntz (1987), thresholdlng Is one ofthe most Important

techniques of image segmentation ln general. Its popularlty has been transposed to

medlcal Images. Indeed, thls method Is by farthe most common to ex1ract bony structures

from X- ray CT lr:1ages. Furthermore, many reglon growlng (Rhodes, 1979) and reglon

spllttlng or octree encodlng algorlthms (Meagher. 1982; Koltal and Wood. 1986) rely on

blnary images. This makes us believe that thresholdlng Is also used as a pre-processlng

step for these segmentation algorlthms although the authors dld not mention so expllcltly.

The accuracy wlth whlch a detected edge Is locallzed Is hlghly depended on the

value of the threshold. system's blurrlng characteristics and the spacing between

nelghborlng edges. Thesa Issues will be discussed alter the princlples underlylng the

threshold operalc; h::.~e been presented.

8.3.1 Background

Eouodatioo: The method's appeal resldes ln Its slmpliclty: ail pixels with a grey level or CT

number above a certain threshold are assumed to belong to a glven object. Ali the pixels

belowthethreshold are requlred to representthe background or another object. More olten

than not, the resultlng Image Is blnary. I.e. the segmented pixels can only assume a value

of 1 If they are asslgned to the object or 0 otherwlse.

Most efforts have been directed to select thresholds in an unsupervlsed fashion

(Weszka. 1978; Clos and Sarleh. 1990). Most methods make use of the grey level

hlstogram or graph of the number of pixels versus grey javel. It Is assumed that grey levels

related to dlfferent objects are concentrated about a mean value and form distinctive peaks

or modes. The problem thus becomes one cf chooslng Po threshold that will separate the

dlfferent modes. As ,~ general rule, the threshold Is chosen ln the valleys, between the

peaks. This approach mlnlmlzes the probabllity of mlsclasslfylng a pixel slnce the grey

levels ln these areas are relatlvely unpopulated (Fu and Mui 1981).

Apart from II's ease of Implementation. once the thre:;hold has been Identified, the

greatest beneflt of thresholdlng is its relative immunity to noise when compared to edge
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detectors. (As we will sae in section 8.4. edge detectors rely on derivative operators. These
act as high pass IIIters and therefore amplily noise).

There are a number of dlsadvantages however. Assumptions must be made
regarding the statlstlcal distribution of the grey level hlstogram as weil as the number of
nodes. Secondly, no spatial Information Is used to select to threshold. As a result, there
Is no guarantee that the segmented regions are contiguous. Furthermore, features other
than grey level are Image dependent and can be dlfflcult to Identlly. Flnally, threshold
selection Is dlfflcult ln the presence of fiat broad valley. Thls.sltuation Is common ln X-ray
CT Images of the musculo-skeletal system slnce the X-ray attenuatlon coefficient of bone
Is much larger than the surroundi!1g tissues. We:;zka et al. (1974, 1975) and Rosenfeld and
Davis (19n) proposed dlfferent methods to sharpen the valleys.

Thresho/ds for bone segmentation: Different thresholds, either global or local, have been

proposed ln the medlcallmaging IIterature to separate bonefrom other tissues. Athreshold
Is global If Its selection depends on th6 grey level distribution of the entlre Image. However,
If some property ln the rielghborhood of the plxells Involved, the average for example, the

threshold Is sald to be local.

Vannier et al. (1983) and Artzy et al. (1981) selected a global threshold equal to the
average CT number of bene. This Is equlvalent to placing the threshold at the center of a
peai< ln the hlstogram (assumlng the peaks are symmetrlc). We will show ln section 8.3.2

that thls leads to a blas in the true edge position and is therefore not recommtilnded. More
recently, Toennles et al. (1990) clalmed than any threshold less than the minimum
atten!.:~tlon coefficient of bone and higher than the coefficient of neighboring tissue Is
l\c.ceptable. This Is to say than the threshold can be selected anywhere wlthln the valley.
Whlle thls Is preferable to chooslng the central peak value, the bias ln edge position will
vary dependlng on where the threshold Is chosen wlthln the valley.

An alternative approach conslsts of defining a local relative threshold equal to a
percentage of the dlfference between the maximum and minimum values ln the local edge
profile. Based on a study by Rothuizen et al. (1987), whlch will be dlscussed ln more depth
ln the next two sections, Tiimmler et al. (1989) used a relative threshold of 50% to 55%.

For thelr part, K10tz et al. (1989) emplrlcally chose a value of 60% because, accordlng to
the authors, It best matched visual perception of the edge position.

Accuracy: Fu and Mu! mentloned ln 1981 that evaluatlng any segmentation algorlthm Is
dlfflcult because of a lack of criteria for deflning success apart trom the percentage of
mlsclasslfied pixels. Not much progress has been made slnce then, but we have found IWo
studles cC1rlcentrating on the accuracy of the relative threshold operator.
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Using the high resolulion algorithm on a Si"men Somaton DR3 scanner, Rothulzen

et al. (1987) assessed the accuracy 01 global and local relative thresholding methods, ln

a phantom study, PVC tubes 01 known thickness were scanned in air. One 01 the tubes was

fliled with calcium chloride to simulate trabercular bone. They encountered larger errors

in average tube diameter estimates with the global threshold especially when the

concentration 01 calcium chloride was varied. A 45 % relative criteria which the authors

found "approxlmately optimal" lor tubes with a wall thickness 019 mm underestimated the

average tube dlameter lor a wall thickness o~ 2 mm. For thln walled tubes, a 60% criteria

provided better results.

ln the same study, a proximal lemur was imaged in a variety 01 media and later

sectioned at the corresponding locations. They found that the accuracy 01 the global

criterlon was markedly affected by the bone environment, reglon 01 scanning and the type

01 contour to be detected (Inner or outer). Errors in outer dlameter as large as 3.9 mm and

1.6 mm were encountered lor the diaphysis (shaft) and metaphysls (wlder part at the end

olthe shaft) respectlvely and 3.6 mm and 5.8 mm lorthe inner diameter. The optimal relative

threshold level, I.e. the one for which the errorwas minimal, corresponded to 45% and 50%

for the dlaphysls and metaphysls respectlvely. Relative thresholds resulted in better or

slmliar results when compared to the global crlterlon except lor the Inner contours in the

metaphyseal region where both approaches yielded disappolnting results. The authors did

not provlde any reasons to explaln this observation nor dld they theoretically justily their

results.

ln a more recent but slmliar stlJdy, Sumner et al. (1989) lound thatthe optimum local

absolute threshold varled subst!lntialiy lor the perlosteal (outer) and endosteal (Inner)

contours and depending on the environment surrounding the bone. The authors mention

that the absolute thresholds roughly correspond to a 50% criteria. They also estimated that

the use of an Incorrect threshold lor both surfaces can lead to errors 01 cortical bone

thlckness ln the order 01 30%.

From thls short Iiterature review, we conclude that the value 01 a global threshold

changes dependlng on the materlal surrounding an object and that selecting an Incorrect

threshold can lead to large errors in edge position. A relative threshold 01 about 50%

appears optimal but thls criteria Is affected by the size 01 the abject.

These results are excluslvely lounded on experlmental observations. In the next

section, we will show why and under whlch clrcumstances the 50% relative threshold is

optimal. We will also Interpret some 01 these experimental results ln terms 01 the

characterlstlcs 01 the PSF and the noise properties in section 8.3.3.
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8.3.2 Analysis

Theoretlcal re/aUve thresho!d: We will start by f1nding the optimal theoretical relative

threshold, i.e. the one corresponding to the edge position. Figure 8.1 lIIustrates the edge

profile of a 1D isolated step edge blur'ed bya Gaussian PSF. For a Iinear system and ln

the absence of noise, the relalionship Is given by:

where I(x):
Ib(x):
G(x):

Expanding, we find:

unit step edge located at Xc = a
imaged and blurred step edge
Gaussian PSF of standard deviatlon o.

-~ -(x-u)'

J J 20'J,.(x) =-= I(x) e du
Cl/àr

(8.2)

Since:

ce u~ - 2ux + >?

1 J-I,,(x) = --= c
a/br

Il

du (8.3)

œ

J
-(u.r + bx + c)/

e eX

Il

b2 _ 4ac

=~ fie 4u
2y-;;

(8.4)

equatlon (8.3) simplifies to:

1 t
J,.(x) = -2 Il + elf(~)1

(J ,2
(8.5)

where er/lx): error funetion of x.

The right hand term of equation (8.5) Is the expression for the cumulative

distribution funetion (CDF) of a Gaussian random variable of zero mean and standard

devlatlon o. i.e. cj>(xla). In terms of parameter p or the FWHM used in the previous chapters

to deflne the Gausslan funetion, equatlon (8.5) becomes:

1
J,.(x) = 2' Il + t'rf (px)J

J . 2/-ln(I/2) X
J,.(x) = 2' Il + a} ( fll'HM )J
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(a)

(b)

(c)

~.

Figure 8.1 Blurrlng of an Isolated edge

An Interface between adjacent tissues Is modelled by a step edge. The nolseless Imaga Is glven
by the convolution of the step edge wlth the PSF as shown ln (a) and (b). The value of the edge
profile at a glven position Is proportlonal to the area of th.:' PSF under the step (c). The length L.,
over whlch the edge Is blurred to one slde Is equal to Mlf the wldth ('N) of the PSF
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By consulting tables of the CDF for a Gaussian distribution. one easily verifies that

Ib(O) = 0.5 and conclude that the optimal relative threshold is 50%.

This is readily vlsuallzed in Figure 8.1. The value of the blurred edge profile at a

glven position x Is proportlonal to the area of the P5F centered at x which falls under the

step. At the position x = O. halfthe P5F is underthe step. This is truefor any symmetric P5F.

From this analysls. we concluris that the 50% relative threshold criterion Is optimal

for an isolated 1D step edge blurrel1 by any axlally symmetric P5F.

20 edges: Untll now. we have only considered 1D edges. We now ask ourselves If the

above statement Is also valld for 2D edges? We could turn the question around and ask

If there are any situations where 2D edges behave IIke 1D edges? To answer this question.

let us conslder a stralght 2C Adge e(x.y). Wlthout loss of generallty. let us also orient the

edge vertlcally. I.e. e(x.y) = e(x.O). Neglecting nois"!. the image of the edge will be given by

the convolution of the edge wlth a (2D) P5F:

~ ~

('(.1'. li) • 'l'SF1x.y) = l l r(X.II) /'SF(.I'- X.y- Y) <IX <lY (8.8)

51nce the IImlts of Integration are Independant:

::r.: Ir.

= l ('(X. li) l l'SF(.I' - X.y - Y) dV dX (8.9)

~

= l (·(X.lI) U·F(.I' - X) dX

= 1'(.1'. li) • LSF(.I')

= 1'(.1')' LSF(.I')

(8.10)

(8.11 )

(8.12)

Equation (8.12) tells us that the image of the edge couId also have been obtained

by convolvlng a 10 edge. havlng the same profile as the 2D edge. with the IIne spread

functlon (L5F). Or ln other words. that a stralght 2D edge behaves IIke a 10 edge.

W'?l could also consider a straight 2D edge as one havlng an Infinite radius of

curvature. It Is therefore reasonable to assume that a curved 2D edge couId also be

consldered a 1D edge as long as its radius of curvature was (much) larger that the extent

of the P5F. More work Is requlred to determlne IImits on edge curvature wlth respect to the

slze of the P5F. Research ln thls direction could be gulded by the work of Berzlns (1984)
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who studied the interaction belween the Laplacian of a Gaussian (LOG) operator and edge

geometry (see also section 8.4.1).

Edue intwactioQ: As shown in figure 8.1 (c). the distance Le over which the edge is blurred

to one side Is theoretlcally Infinite slnce the area under the normallzed Gaussian curve is

equal to 1 only for Infinite values of x. However. In a nolsy and quantltlzed envlronment. the

cumulative distribution function rapldly reaches a value which can be consldered equal to

1. The value of Le Is found by looking up the argument of the CDF corresponding to a value

close to 1. For example. given a Gaussian PSF. if a 1% error in step size can be tolerated:

2 /-III( 1/2} L,
If hl } = 0.'!9

. FlVHM
(8.13)

Ih('l1
2/-11I{1/2} 1.,

Fll'HM = 2JJ (814)

For a FWHM of 1.20 mm and 1.50 mm. Le is equal to 1.19 mn. and 1.48mm

respectlvely. Graphlcally, as shawn in figure 8. 1. we can see that Le is equal to halfthe width

ofthe PSF, where the PSF width (W) is defined as the distance necessary for the area under

the PSF curve to be (almost) equal to 1.ln the case of the Gaussian function. W/2 is almost

equal to FWHM , and to the HWZC for the damped cosine functlon. Therefore. as éI rule

of thumb. we can conclude that the distance over which an isolated edge is blurred to one

side is close to the resolutlon of the imaging system. We defined resolutlon earlle,. '1S the

minimum distance separating Iwo point sources such that they can be dislingulshed when

Imaged.

Since edges are blurred over a certain (finite) distancr". ciosely spaced edges will

Interactwith one another. We now ask ourselves how c1oselytwo step edges can be located

before the 50% criteria fails. Figure 8.2l11ustrates the graphie convolution belween double

step edges of varyirg wldth D wlth a normallzed symmetrical PSF of width W.

1) D < W: ln the case where the PSF extenlls larger or equal to the step width (see

figure 8.2 a and b), the whole PSF fits under the step. and the maximum in the

blurred edge profile 15 equal to the height H of the step edge. At the true edge

position (x = 0: x = D), the value of tlle blurred edge is equal to half the step height

H/2. Because the maximum value in the blurred edge profile is a good estimator

of the (unblurred) step height, the 50% criteria is respected.
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(a) W< D

(b) W=D

-LfCl,_ Jl
.'

(c)W/2<D<W

(d) W/2 >D

.ft=1-<P((D/2)!O).n__
Ib(D!2) = H(1-2F)

Ib(D!2) = H(1-2F)

"

••

Figure 8.2 Blurrlng 01 e double step edge

(a) and (b):Whpn Ihe extent 01 the PSF (W) Is smaller than the double step wldth (0), the value 01
the blurre~ <;dga prollle at the true edge position Is equal to hall the slep helght (H). Furthermore,
Ihe maximum ln the blurred adge prollle Is a good estlmator or H and the 50% relative threshold
crlterlo" Is respeeted. W,len W> D, ellher the second (c) or both 01 these conditions (d) are Invall·
dated, and the 50% crllerlon no longer holds.
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2) W/2 < D < W: Figure 8.2 (c) iIIustrates the situation where the width of the step

edge is larger than halfthe PSF width but smaller that its full width, as shown in figure

8.2 (cl. The blurred edge profile at the true edge position is also equal to half the

(unblurred) step height. However, because the PSF no longer fits completely under

the step, the blurred profile maximum is smaller than the step height. Application

of the 50% criteria on the blurred edge will result in a wider step estimate since the

corresponding selected absolute threshold will be lower than H/2.

3) D > W: When the step width is smaller than half the PSF width (see figure 82

d), the situation degenerates even more since the value of the blurred edge profile

at the true edge position is no longer equal to half the step height.

8,3,3 Discussion

One of the implications of the 50% criteria is that the absolute threshold level will

vary depending on the objects in contact. For example, the absolute threshold for a

bone/fat interface will be different than a bone/muscle interface: to respect the 50% relative

criteria, the absolute threshold will be lower for the fat since the CT number of fat is lower

than muscle. This explains why the optimum absolute threshold varied depending on the

scanning environment in both experimental studies presented above. Furthermore, using

a global threshold will lead to erroneous edge location if a giving object is in contact with

more than one tissue type. Local variations in bone density, minerai content etc could

further compound errors for a given interface.

Another consequence is that selecting the average CT value of bone as the global

threshold, a" suggested by Artzy et al. (1981) and Vannier et al. (1983), results in a detected

edge displaced towards to bone side of the interface by an amount comparable to the

system's resolution. Furthermore, because the system is sh, ~-variant, the bias will depend

on the position and orientation of the edge.

We suspect that deviation from theory obtained by Rothuizen et al. (1989) in the

diaphyseal region (45%) might have been due to the choice of high resolution filter as .~

means of formlng the Images. The higher noise values as weil as the over- and

under-shoots produced by the negatlve tails usually assoclated with this type of filter both

hinder the estimation of the minimum and maximum values ln the edge profile. A proper

cholce of threshold comblned with low noise levels such as those offered by the smoothlng

fllter, would IIkely outweigh the limlted resolution gain of the high resolution fIIter, although

thls remalns to be verified.
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The phenomenon of edge interaction could explain why a relative threshold of 60%

was judged optimal by Rothuizen et al. for the thin walled phantom study. By selecting a

higher ~elatlve threshold, they approxlmated the absolute threshold corresponding to half

the unblurred step more closely.

8.4 Laplaclan of a Gausslan operator

The Laplacian of a Gausslan (LOG) operatol is a member of a class known as edge

detectors. These methods are based on the detection of dlscontinuities in the gray level

profiles found in the viclnity of edges. The formulation of the LOG operator combines a

dlfferentlatlon step (the Laplaclan) with (Gaussian) smoothlng. An important Issue to

conslder when Implementing the LOG operator, Is selecting the Gaussian standard

devlatlon. This subject will be consldered after having understood the princlples underlying

edge detectors.

8.4.1 Background

Edge detectors, when based on the step edge model, state that the position of an

edge corresponds to extrema of the first derlvatlve or to the zero-crossing of the second

derlvatlve ln the direction the of gradient (De Michaeli et al., 1989; Clark, 1989; Luncher and

Beddoes. 1986: Torre and Poggio, 1986).

Reguladzatioo: Edge detectors are III-defined in the presence of noise, I.e. the errors

(noise) ln the edge profile are ampllfied. hlnderlng the detection of maxima or

zero-crosslngs. Since the true solution cannot be obtained from the Impertect (noisy) data.

the problem must be regularlzed. A common regularizlng approach is to Introduce a

compromise belween lidellty to the data and fldellty to some a priori knowledge about the

solution (Demoment, 1989). In thls case. the a priori knowledge Is that the solution should

be "smooth". Torre and Poggio (1986) proposed Iwo regularizatlon schemes: fl.:nctlonal

approximation and low pass filtering.

Low pass fllterlng can be pertormed by dlfferenttype offilters. After a rather Involved

analysls, Torre and Poggio (1986) concluded that bandpass fllters. while good regularlzers.

suffer from (theoretlr;al) Infinite support which can lead to Implementation problems. On

the other hand. support IImlted filters are only marginally useful ln reducing the effect of

noise. Minimal uncertalnty filters, such as the Gausslan functlon, offer good regularizatlon

and are optimal ln the sense that they minlmIze the spread of the filter ln both sp'ltial and

frequency domaln. Clalms of optimallty have also been made by Canny (1986) and

Shanmugan et al. (1979). However. Torre and Poggio point out that ln both cases. the
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optimal liIter can be approximated by a combination of Gaussian smoothing and

differentiation.

A very common approach to edge detection is therefore to smooth the the image

. with a Gaussian filter of given standard deviation 0 and then differentiate. We now turn our

attention to how differentiation can be carried out.

Gradient· The gradient V f(x.y) is a first order dlrectional derivative given by:

ra ) [,,] ['\fI llx] J'- f,-,}\x.y = v!, = ,iJ!,ly = ,e. + !e,. (8.15)

Torre and Poggio (1986) mentioned that two direction dependent derivatives are

sufficient to detect ail edges in an image. a condition satisfied by the gradient. Each

derivative. ~x and ~y requires a separate convclution. thereby increasing processing

time. Furthermore. because ~x responds more ~.trongly to vertical .3dges while horizontal

boundaries are detected by ~y. the application of each filter separately results in dlsjointed

elements of edgels. By combining the output of both liIters. edges appear more complete

but are rarely closed. Detection must be followed by a linking procedure. either parallel or

sequential. to Insure edge continuity. We have found no accounts of parallel Iinking

algorithms in the medical image Iiterature but the work of Liu (1977). Herman and Liu

(1979). Artzy (1981) and Udupa (1982) are examples of the sequential boundary tracklng

LaDtaçiao of a Gaussiao; The simplest Iinear. isotropic second derivative operator Is the

Laplacian:

(8.16)

Belng Isotropie. it produees elosed curves. or eurves that terminate at the boundary

ofthe image and therefore ylelds a partloned or segmented image in a single step. a distinct

advantage over gradient based methods.

Furthermore. It commutes with the Gaussian smoothing filler. both operations

belng IInear. Both steps ean even be eombined in a single operation: the Laplac.sn of a

Gausslan filter. Its mathematieal formulal:on is given by:

1
LOG(x.y) = -.,....-

11 "1.0(;

-to<' + )'1

(' 2ai.fuj (8.17)

Its other advantages inelude its ease of Implementation. and its approximation by

the dlfferenee of two Gausslans (Hildreth, 1983; Bomans et al. 1990). It ean also be

represented as a product of one dimensional functlons, a property that ean be used to
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(8.18)

decrease the number of operations necessary for convolution (Huertas and Medioni.

1986). Furthermore. by approximating the output ofthe LOG filter in the vicinlty of an edge

wlth a proper functlon (even linear functions are adequate). the zero-crossing can be

localized wlth sLlb-pixel accuracy (Huertas and Medioni. 1986).

When Implementin(: the LOG operator. the user should be aware of the following

limitations. ft is only when edges are stralght and (Infinltely) long that the zero crossings

of the Laplaclan and the second derivative ln the direction of the gradient coincide. This

can be Inferred from the following equation (Clark. 1989):

,2f = ,~2f + l'fi<1,,2 K

where K: curvature

,l21 .
-,. second derivative in the direction of the gradient,l,,-

This last term Is given by:

It can be seen from equation (8.18) that the larger the curvature. the more the

Laplaclan devlates from <12f/<1,, 2 and therefore the more the detected edge will be

dlsplaced wlth respect to the true edge. Berzins (1984) theoretically studied the magnitude

of error due to deviation of edge models from the ideallnfinite stralght edge and concluded

that the edge displacement could be much less that the filter standard deviation 0LOG under

certain conditions. Concernlng edge geometry. these conditions include:

1) the length of the edge and Its radius of curvature must be large compared to

°LOG·

2) the distance to the nearest sharp corner must be large compared to 6/oLOG

where 6 is the angle of the corner ln radians.

Just as a zero crosslng of the Laplaclan does not always correspond to that of

,l2f/,l,,2 .a zero crosslng of a second derlvative does not always coinclde with an extrema

ln the first derlvatlve. Inflectlon points will be detected by a zero crosslng schenle but will

not affect the performance of extrema based methods. Therefore. more false edges are

to be expected by the former.

Medical /mag;ng fiterature: The LOG operator was recently used on sets of 3D magnetic

resonance Images (Kübler and Gerig. 1990: Bomans et al. 1990). Bomans et al. selected

«:
, 2r,l'f tu"-, =,l,,-

+ !Ji" + fN"
f;+fi

(8.19)
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the "optimal" value for 0LOG' I.e. one that sufficiently smooths noise without unduly

distortlng the edges, on a visual basis. They also used a post-processing step

(morphologlcal operators) to relocate edges more accurately.

Based on vlsual inspection, the authors of both studies concluded that this

segmentation methoc! ylelded 3D reconstrueted Images close to anatomlcal reallty. Kübler

and Gerlg further mentloned that the LOG operator showed slgnlficant differences when

compared to a reglon filling algorithm without mentionlng which method ylelded the most

accurate results. Nor dld they speclly the Gaussian sta~dard devlation ofthe LOG operator

nor the propertles IJsed to control the region growlng algorithm.

8.4.2 DiscusslQn

Canny (1986) and BerghQlm (1987) noted that edge detectors face the confllcting

gQal of prQducing low error rates, i.e. edges should not be missed al,d no false edg~s

detected, while accurately locating the edges. The parameter controllil"g the balance

between deteetion and locallzatlon is fllter slze: the larger the operator. the more noise is

smoothed but the mQre edges are distQrted. This trade-off is governed by the standard

devlatiQn of the Gaussian tiller.

Lunger and Beddoes (1986) described a procedure for seleeting thls parar" ar

based Qn the type Qf edges. thelr Intensity. the amount of blur and sampling considerations.

They also provided a means for estimating the expeeted error (standard deviatlon) of the

zero crossing abQut the true edge. HQwever, thls (.tuc!y was based on the assumptlon of

white Gausslan noise whlch Is not valld for X-ray CT imaQe!' ar.d therefQre thelr analysis

cannot be used for CT images.

We wish tQ pQint out that the choice of aLOG should take intQ account not only the

amplitude Qf the noise but also its frequency distribution. Figure 8.3 shows the estimated

NPS for the smoQthlng, head edge enhancement and hlgh resolutlon recQnstructlQn fIIters

along wlth the frequency structure of the LOG QperatQr generated for dlfferent values of

0LOG' One can Qnly appreciate the slmilarity between the two 9ntitles. ChoQslng 0LOG such

thatthe maximum ofthe LOG cQlncides with the maximum ln the NPS. defeats the purpose

of smoQthlng prlor to detectlon slnce the noise will not be filtered out Qf the signai (It could

even be amplifled). Wlth CT images. the problem of selectlng a value for 0LOG must

therefore not only conslder the balance bet...,een detectiQn and locallzation but also take

the frequency structure of the noise Into cQnslderation. UnfQrtunately. more work is

requlred to evaluate the InteractlQn between these factors slnce thls problem has never

recelved sny attention.
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Figure 8.3 Comparlson 01 noise power spectrum end Irequency characterlstlcô 01 LOG operator

Both the NPS 01 a CT scanner (a) and the MTF 01 the Laplaclan 01 a Gausslan edge detector (b)
exhlblts very slmllar bandpass characterlstlcs. When selectlng the smoothlng lactor 01 the LOG
operator (lTLOG). It Is therelore Important to take the noise characterlstlcs, whlch vary wlth the
Image reconstruction IIIter, Into accounl.
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The phenomenon of edge interaction, which can effect the performance of the

threshold operator, Is even more Important for the Laplaclan of a Gaussian filter. The

"lddltlonal blurrlng action of the Gaussian low pass filler incorporated in the detectlon

scheme is superimposed on the blur already in the Image thereby increaslng edge

Interaction. The user should also keep thls limitation in mlnd when chooslng a value of

°LOG.

8.5 Conclusions

Many of the segmentation methods found in the generalliterature have been used

to provlde data for the reconstruction of 3D models ofthe human anatomy. However, when

Implementing these methods, the characteristics of the Imaging system are rarely, If ever,

consldered. As a resul!, operator parameters are olten chosen emplrically. resulting in

sub-optimal use and/or mlsplaced edges.

We took a closer look at Iwo popular segmentation methods, the threshold and

Laplacian of a Gaussian operators. In doing so, we explicitly took the shape of the point

spread functlon and noise properties Into account. Throughout our analysis, we modelled

the Interface belween adjacent tissues as a step edge. This Is a reasonable assumption

for segmenting structures of the musculo-skeletal system since tissues are characterized

by distinct x-ray attenuation coefficients.

For a one-dimenslonal isolated edge, and symmetric PSF. we showed that the

optimal relative threshold was 50%. This theoretical resull substantiates the conclusion of

Iwo experimental studles which placed the optimal relative threshold belween 45% and

60%.

It Is reasonable to assume that the edge location will be preserved at the 50% level

in Iwo dimensions, provided thatthe PSF is axially symmetric, and that the edge be straighl

or Its radius of curvature Is (much) larger than the extent of the PSF.

One of the implications of this crlterion Is that the absolute :hreshold level will vary

dependlng on the tissues ln contact. Therefore. using a single global threshold wililead to

erroneous edgo location if an object is ln contact with more than one tissue type.

Furthermore. because the system Is shilt-variant. the bias Introduced by uslng a single

global threshold will depend on the position and orientation of the edge.

An edge can no longer be consldered Isolated, and the 50% criterlon falls. when

It Interacts wlth a nelghboring edge. This occurs ~,llen the wldth of the double step edge

Is smaller that the wldlh of the PSF. This distance is approxlmately equal to Iwlce the full

wldth at half maximum (FWI1M) for the Gausslan PSF or Iwice the half wldth at first zero
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crosslng (HWZC) for the damped cosine PSF (I.e. tVlice the resolution of the imaglng

system). This distance varies with the filter used to reconstruct the Image and with the

position and orientation of the edges due to shift-varlance.

The slze of the LOG operator, whlch Is controlled by the standard devlation of the

Gausslan tilter, determlnes the balance between the delaction and locallzatlon propertles

of thls segmentation method. This approach is vaUd ln the presence of white noise.

r .owever, as we polnted out, the frequency structure of the LOG operator and of the noise

ln CT Images are very slmllar. Failing to recognlze this slmllarity can result in noise

amplification, thereby defeatlng the purpose of smoothlng the signai prlor to dlfferentlatlon.

One must also keep ln mind that the blurrlng Inherent to the Imaglng system Is

compounded by ~~e action of the Gaussian smoothlng and that the edge Interaction

distance Increases accordingly.
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CHAPTER 9
CONCLUSION

9.1 Summary

Limitations of the Imaging devlce. such as blurrlng patterns. noise characterlstics

and artefacts. have been largely Ignored when applylng general Image processlng

techniques to medlcal Images. We believe that by gainlng a detailed knowledge of the

characteristlcs of the Imaglng system. we will be ln a beller position to determlne the limits

of the Image processlng algorithms. and to Improve thelr performance.

The flrst objective of thls work was therefore to develop experimental tools to

characterlze the Imaglng system. To realize thls goal we:

- estlmated the NPS ln a varlety of imaglng conditions.

- developed and evaluated parametric models of the PSF.

- experlmentally quantified the shifl-varlance. using the parametric models and an

array of spatially distributed point sources.

- validated the use of point sources. by comparing the non- parametric PSF

estimates obtained with thls input to those found uslng a correlation-based estimation

method.

The second goal was to Investlgate ways of using this Information to process the

Images. We:

-de'leloped and evaluated a coordlnate transformation for shlfl-variant image

restoration.

-explored the IImits of the threshold and Laplacian of a Gaussian segmentation

operators. based on the shape of the PSF and the noise propertles.

9.2 Original contributions

ln the course of the project. we claim the following original contributions.

9,2.1 Pararnetrjc rnodels (Chapter 4)

1l We extended the Gausslan model to Incorporate three new features:

al It Is non-linear in its parameters. The non-linear formulation mlnlmlzes
negatlve blases ln shape parameter estlmates (Px. pyl compared to a
IInearized model. Furthermore. thls approach glves us the opportunity to
track the position of an Input wlth sub-pixel accuracy.
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b) The model does not assume radial symmetry. The comparison of the
shape parameters in!wo orthogonal directions proved useful in quantifying
the anlsotropic properties of the PSF.

c) The model takes the average background value into account. Omission
of thls parameter can lead to positive blases ln shape parameter estlmates
for a negatlve background whlle negative blases can be expected when the
background Is positive. We showed and explalned whythls effect Is worst ln
the case of positive background.

2) We formulated an entirely new model, the damped coslne functlon. This model

descrlbes the negatlve talls observed in the PSF produced wlth the hlgh resolutlon

reconstruction filter. It also explalns the shape of the MTF throughout the whole frequency

range. We also Incorporated the three original features of the Gausslan model to the

formulation of the damped cosine model.

9.2,2 Shjft-varjant study (Chapter 5)

1) We developed and tested a new experlmental method to characterize and quantlfy the

shlft-varlant and anlsotroplc propertles of the PSF.

a) We deslgned and bullt a custom phantom conslstlng of an array of
spatially distributed point sources as Input.

b) We considered the effect of the image reconstruction filter. We thus
experlmentally verlfied the claim that the apodizlng filter does not affect the
pattern of shlft-variance.

c) We also considered the effect of scan tlme. For the particular scanner
used, we observed a large decrease ln shift-varlance ln the tangential
direction while the shape of the PSF was not affected ln the radiai direction.

2) We experlmentally verlfled certain trends predicted by theory. In particular:

a) We conflrmed the presence of a rotating blur.

b) We observed and quantifled the loss of PSF radiai symmetry wlth the
Increase of radial distance from the cellter of the field of view.

c) We observed and quantifled the wldenlng of the PSF ln the tangential and
radiai directions.
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9.2.3 CQrrelatiQn based nQn-parametric identificatiQn (Chapter 6)

1) To Qur knQwledge. we are the first to adapt this method for tile identification of X-ray CT

systems and even tQ medical imaging systems in genera!.

a) We deslgned an input whose auto-correlation function was suitable fQr
the method whlle being physically reallzable. It consisted of a 2D array of
pseudo-randomly located holes drilled in radlopaque materia!.

b) We proceeded to an exhaustive simulation in orderto determine the effect
of the following parameters:

- hole slze
- hole separation
- Qverall slze of input
- pixel size
- sub-pixel translation between input and output images
- rotation between input and Qutput images
- cupping

c) We designed and implemented an algorithm to digitizethe input in such a
way as tQ mlnimize Input noise.

2) We developed a procedure tQ prQperly regis~er the input and output Images in order to

optimize, in the Informai sense, the identiflcatiQn process. The rotation was evaluated by

estimatlng the orientation of allgnment axes with the image raster axes. The capacity of the

parametric models tQ position the input with sub- pixel accuracy was used to evaluate the

residual translation.

3) We validated the use of pQint sources as input for non-parametric estimation by

comparing these estimates to those obtained with the cQrrelation based methods.

9.2.4 CQordlnate transfQrmatiQn (Chapter 7)

1) We developed and implemented a coordinate transformation for the shift-lnvariant

restoration of CT images. The transformation is based on the experimental results of the

shlft-variance study.

2) We formulatf?d simple requirements to Insure that the cascade of forward and Inverse

transformation would not Introduce artefacts into the Image.
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3) We developed a quantitative evaluation procedure. This procedure was beneficial in:

a) delimiting the usefulness of the method,

b) detecting a limitation which had not been reported in the Iiterature.
Indeed. for the PSF to be truly Isotropie in the transformed plane, the
function which descrlbes the variation in PSF width in the tangential or
angular direction must be constrained to vary ln a piecewise constant
manner.

9.2.5 Segmentation (Chapter 8)

1) We theoretically showed that for a 10 Isolated edge. the optimum relative threshold 15

50%. We believe that the notion of 1D edge is valid for 2D edges whose radius of curvature

is (much) larger than the wldth of the PSF.

2) Based on the Interaction between neighborlng edges. we dete.rmlned that thls 50%

crlterion fails when the distance between two edges 15 smailer than ty,ir:e the resolution of

the system.

3) Using these results. we substantiated certain experimental results found in the IIterature

(Rothulzen et al .. 1986) but whlch had not been theoretically justified.

4) We observed that the smoothing parameter of the LOG operator should take the noise

frequency distribution as weil as the problem of edge interaction Into account.

9.2.6 General comments

It should be noted that the numerlcal values concernlng resolutlon. the amount of

shlft-varlance and the noise characteristics are specifie to the scanner on whlch the

experlments were pertormed. We did show however, that most of the trends were

compatible wlth theory, Independently of scanner geometry. It Is therefore reasonable to

assume that the trends we observed would also bevalid for oliler models of X-ray scanner.

Furthermore, ail the Identification tools we developed are sufflciently general to be used

on any X-ray CT unit and even adapted to other medlcallmaglng modalltles.

The only restriction placed on the coordinate transformation for the isoplanatlc

representatlon of the PSF is that the system exhlblt a rotatlng blur. Most modern X-ray

systems. whlch acquire data over 360·. complyto this requlrement. However systems wlth

slow acquisition tlmes. e.g. SPECT scanners. often acquire data over 180· and may not

exhlblt a rotatlng blur.
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The 50% r.':,:;:: ..q criterion for its part is valid provided that the PSF is axially

symmetric. Or, the other hand. the choice of the Laplacian of a Gaussian smoothing

parameter is very application and machine dependent. Indeed. the NPS. which is one of

the factors which should govern the choice of this parameter. is greatly influenced by the

p-filler apodizing function. Since each company designs its own tilters. the shape of the

NPS. hence the smoothing parameter. will vary depending on the scanner with which the

data Is acquired and the filtar used to reconstruct the image.

9.3 Future work

We mentioned in chapter 1 that we are interested in the design and fabrication of

custom-fitted articular resurfacing implants. A flow-chart of the entire project is lIIustrated

in figure 9.1 . It is evider.t from this diagram that the work presented in tnis thesis represents

oilly a small portion of the efforts required to produce an implant. Indeed. we have only

ccnsidered the relationship between the first two steps. imaging and segmentation. In the

remainder of this section. we will list subjects whic:l1 are consldered for fut'Jre work.

9.3.1 Image prQcessjng

We presented a cOQrdinate transformation permitting the isoplanatic

representation of shift-variant images. We mentioned that this method could be used for

the restQration of shift-variant images. It still remains to be shown however. if the method

improves the restoratlon itself. It is concelvable tilat the coordinate transformation could

mQdlfy the outcome of a particular restoratlon method. TherefQre. it would be important

to compare the results of a restoratiQn method implemented with and wlthout the

coordinate transformatlQn.

It would also be Interesting to evaluate the usefulness of image restoratlon as a

pre-processing step to segmentation. Indeed. restoratlQn decreases the amount of blur.

But thls improvement Is most often realized at the expense of increased noise which may

be detrimental to the segmentation operators. and more specifically to edge detectors.

We proposed a relative segmentation criterion based cn a 10 step edge model. We

mentioned that this crlterlon was valid as long as the radius of curvature of the edge Wile

(much) largerthan the extent ofthe PSF. The InteractlQn between the 20 edge and PSF will

have to be examlned more clQsely ln order tQ speclfy this condition more accurately.

We also mentloned that the choice of the Laplacian of a Gaussii:ln smt' r', 9

parameter should takethe shape of the NPS into aCCfJunt. However. morework is r(,r "d

to determine the exact nature of the interaction between the noise characteristics and the

performance of the Laplacian of a Gaussian filtering operator.
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Figure 9.1 Synopsis 01 long term project

9.3.2 RecQnstructiQn

The 3D geQmetrlc recQnstructlon apprQach must be adapted tQ the applicatlQn.
Most algQrlthms have been devlsed ta dlspray the recQnstructed Qbjects Qn a graphic

screen. TQ Increase the speed of dispray whlle limlting the amount of memory. surfaces are
olten apprQxlmated by a set of triangular tlles (Batnitzsky, 1981) or the faces of cubic voxels
(Herman and Liu, 1977; Artzy et al.. 1981). We will nQt only have te dlsplay the geometric

InformatlQn but also use It to generate tOQls paths fQr a numerlcally ccntrolled machine.

(This machine will produc~ the Implant. a mold from whlch the Implant will be cast or even
a positive fQr Investment cas\i~g). New lo:ms of interpQlation, better suited to a computer
!!.sslsted machlnlng environment mllst be adopted.
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An iss~e which has received Iittle attention is that of the amount of data necessary

to build an accurate model. This also brings us to the problem of assessing the accuracy

of the model. The box labelled "precision necessary" in figure 9.1 refers to this topic.

ModeUiag aooroaches; Inherent to the geometric model is the il1terpolation method used

to represent the surfac"! between sample points. We wish to investig:::ta alternative

interpolation functions in the context of kriging. With dual kriging, the interpolation function

is a sum of two terms. The choice of the first term. or drift, is a~bitrary and represents the

expected value, or average behavior, of the variable. The second term relates to 'he l'rror.

It also reflects the spatial correlation that usually exists between the data. Because of lhis

correlation property. kriging often yields superior results w:,en compared to other

interpolation techniques, Furthermore, by varying the form of the two terms, different

interpolation schemes, such as Iinear or spline interpolation, can be generated within the

same mathematical framework.

AmQ/Wc Qtdaca aecesSBey: The accuracy of the geometric model is expected to increase

with the amount of data available.lt is current practice in medical3D reconstruction to scan

the joint with the highest axial resolution and sampling possible. But is ail this data

necessary? Increasing the distance between each image would reduce the amount of data,

the examination time Is shortened. thus reducing the cost of the examination, the risk of

patient movement and total radiation in the case of X-ray CT Furthermore, the image

processing time will also decrease. We are faced with an interesting optimization problem

which, to our knowledge, has never been treated.

Sampling theory offers an elegant solution to the problem of determining the

minimum quantity of data to represent the bony surfaces since it guarantees that a properly

sampled signal ("geometrlc" model) can be Interpolatedto yield the continuous signal. The

sampling theorem states that a signal must be sampled at a rate greater than or equal to

twice the highest frequency contained in the signaI. Fourier descriptors could be used to

uncover the frequency characteristlcs of the bone geometry.

Assessment Qt acc/J~ The methods for assesslng the accuracy of the reconstruction

are scarce and range from visual comparisons (Hemmy and Tessier, 1985), estimation of

surface area and object volume (Udupa, 1981). to comparing the distance between

anatomical landmarks on the object and a machined replica (Wooison et al., 1986). Ali

these methods are based on global measures and therefore give no information on ;0cal

variations between the actual and reconstructed surfaces. At the heart of local errer

assessment Is the probl'lm of spatially registerlng two objects (the reconstructed rnodel

and the physical object) in 3D space. Methods to do so incillde visual inspection (Pietzyk

et al., 1990). the use of markers and/or alignment frames, identification of landmarks on
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both surfaces matched with least-squared algorithms, and alignment of centrûids and

principal axes (moment based method) (Vannier and Gayou, 1988), Precise application of

markers and frames can be difficult, whlJe anatomicallandmarks may not be Identifiable

on both obJects (especially when dealing with 5,nooth articular surfaces) and moment

based methods require a priori definition of corresponding subvolumes, Pellizari et al.

(1989) devised a general algorithm with the intention of circumventing these shortcomings.

However, the surface defined wlth the hlghest resolution must be represented in a special

format and the method is only appl;~able to closed surfaces. Methods used in part

inspection ilnd robotics are most often defined in 20 or deal with depth projection maps

and are Inadequate for thls problem.

The first step ln assessing the accuracy will be to scan limbs wlth the highest axial

sampling rate possible and with different image reconstruction algorithms. The bones will

then be stripped of ail soft tissues and measured with a system having a better resolution

than that of the Imaging device. A coordlnate measurlng machine (CMM) is envisioned for

thls task. The result of these measurements will be known as the "physical model". The

second step consists of developing a general30 registr'ltion algorithm necessary to align

the "physical model" and the results of segmentaiian. Local discrepancies (distance,

variations ln curvature) can then be measured and used to compare the accuracy of

different pre-procerlsing/segmentation/segmentation algorithms.

9.3,3 Fabrication

The cholce of fabrication processes used to manufacture "off the shelf" Implants

Is largely motivated by the implant material(s) and deslred mechanical properties. We will

Iimlt our discussion to metals whlch offer special challenges where manufacturing

processes are concerned, Metals used in orthopaedics for long term applications are 'llther

cobalt- or titanium-based alloys, Hot Isostatic pressing (HIP) (Chandok and Rizzo, 1981),

a derivative of slnterlng, and isothermal pressing, a forging technique where the metal

exhlbits (near) superplastic propertles :Shepp, 1989), are favoured fabrication techniques.

However, a large number of parts must Le produced to write off the hlgh costs assoclated

wlth produclng the matrices.

Therefore, these methods could not be used to produce the customlzed Implant

directiy. However, thsy could be employed to generate near-form blanks, Two options are

then avallable: either both surfaces (Inner and outer) are cllstomlzed, thereby Increaslng

the flnlshlno tlme, or only the Inner surface is personalized. This last option implies thatthe

blanks will have to be avalJable in different slzes, increasing the cost of producing the

matrices,
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Customlzing the surfaces will Involve rnachlnlng. The shell-like nature 01 tlle

implant. the high forces and high temperatures associated wlth conventional (chlp

removal) machining cobalt and titanium alloys (Wilson, 1984) create a challenging

problem, Customlzing efforts found in the literature usually involve optimizing hip implant

stem geometry where the slze and shape of the prosthesis does not create any special

machinlng probJems of the sort, Another question to be considered Is that of posltioning

and c1amplng ofthe workpiece, Electro-discharge (erosion) machining (EDM) could solve

some of the problems foreseen with conventional machinlng and Is considered as an

alternative. Howevel, the use of EDM will require additional surface linishing to remove the

redeposited layer of molten metal which Is detrimental to fatigue properties.

A completely different option consists of investment casting the implant. The

problem in this case is producing the thin shelled positives. Stereolithography. which has

recently been used to produce patterns and/or prototypes (Jara-Almonte, 1990), is an

interesting candidate especially since the data is already available in a slice by slice lormat

However, the problems associated with distortion and the limited accuracy 01 the system

are geometry specifie problems that will have to be dealt with. Alternatively, the positives

could be machined.

9.3.4 Oasien eyaluation

The precision with which the implant should be made to fit the bone (see figure 9 1,

box Jabelleci "precision necessary") must also be determlned. Indeed. an imperfect lit will

lead to undue stress ln both the prosthesis and bone. This problem can be addressed

analytically with a finlte element analysis. Issues such as material slilection and fixation can

also be studied with this method. Furthermore, oncea prototype has baen produced. it can

be tested experlmentally to uncover problems which could not be simulated analytically
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