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Abstract

The rapid growth of medical sciences and technologies created the need to manage data

generated by sophisticated medical equipment (e.g. lab results, vital signs, etc.). This c1ass

of equipment, especially in the modern Inten~ive Care Unit (ICU), emits large quantities of

patient data which medical staff usually records on log sheets.

This thesis presents a database design that allows abstract definition of data types, and

offers a unified view of data ciuring the development phase, distinct levels of data

management and a higher degree of system flexibility. This database model is an

implementation of a database for a Patient Data Management System (PDMS) developed

for use in the ICU of the Montreal Children's Hospital. The PDMS has a variety of

application modules that handle and process various types of data according to

functionality requirements.
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Sommaire

Le développement de la technologie appliquée dans les unités de soins intensifs a permit

une surveillance médicale constante et l'affichage graphique des dc,"nées physiologiques

des patients. Par contre, l'équipement utilisé dans cette surveillance génère une grande et

vaste quantité d'information qui est typiquement enregistrée manuellement sur papier.

Cette dissertation présente un modèle de base de données qui permet l'abstraction des

données et qui en l'appliquant offre une vue uniforme des données durant la phase de

conception du système, de différents niveaux de gérance d'information et un plus grand

degré de flexibilité du système.

Cette base de données est appliquée dans la réalisation d'un Système de Gestion de

Données Médicales (SGDM) pour les unités de soins intensifs de l'Hôpital pour Enlants de

Montréal. L'intégration des données des différents modules du SGDM permettra de gérer

les données médicales telles que les paramètres physiologiques, les équilibres liquidiens et

les données administratives des patients.
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• Chapter 1 Introduction

ln the past two decades computer technology has impacted the practice of medicine in

dramatic ways. The application of this technology may range from the molecular levcl to

the individual patient or clinical Icvel and ultimatcly to a complete health care dclivery

system. lt is now being recognised that computer systems constitute a powerful too\ for

the management of the patient record and the surveillance of patient data.

The advance in teehnology a110wed the introduction of sophistieated monitoring

equipment in the ICU, which led to more detailed and larger amounts of patient data. The

equipment eneountered in a typical ICU is capable of monitoring the vital signs of ail the

patients in the ward around the dock. The bedside monitoring equipment usua11y displays

the data on small screens and does not provide a history of the patient's status. Thus, it

lacks data management capabilities. In a typical non-computerised ICU the medical staff

samples the data from the bedside monitors every half hour and records it manua11y on log

• sheets. 13ter, the log sheets are used to manua11y chart or plot the data into graphs. The

log sheets and the chans are used as analysis tools for the patient's status and arc

eventually archived in file cabinets.

Managing such large amounts of data manually can pose a heavy burden on the hcalth

care staff, and requires long work hours. This system can become inadequate when urgent

and precise action is required. Furthermore, the manual system is prone to human error

and data omission.

•

A computerised, automated data management system can employ a11 the benefits of the

sophisticated medical equipment. What is needed is an integral data management system

that is capable of processing data and information flow in ICUs such as data acquisition,

data storage and archiving, data analysis and monitoring, and communication of critical

data. Moreover, such a system should assist the medical staff in the administrative and

scheduling tasks, for example patient registration, patient medication timetable and

dosage, nursing task planning, scheduling and the like.
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1. Introduction

Th~re are many factors that contribute to the development of a successful patient data

management system. The system must satisfy the functional requirements identified at ils

inception, and be developed according to sorne formai system specifications. Any

application system should have a set of application programs that interact with a database,

in order to be defined as complete [Brown, 1991]. Moreover, the success of database

implementations relies on a formaI definition of the precise semantics of the database

commands, the design methodology, and the data model [Lynngbaek and Kent, 1991)

[Korth and Silberschatz, 1991J.

Intensive care unit management is dependent on the hospital and the "culture" of its

administrators. Every hospital operates its intensive care ward in a specific, if not unique,

manner. Hence, the context and the data representation in a patient data management

system vary from one ward to another. It sometimes varies within the same ward, for

instance a physician could ask for the vital signs data ofa patient to be plotted (in a certain

colour) over a period of time, while another medical staff reviewing the patient's history

could ask for a listing of such information.

Thus, the design and development of a database for an intensive care unit data

management system will be confronted with the following issues: Which database design

method and database mode! should be employed in the design of the system in order to

accommodate the diverse and complex data types, satisfy the functional requirements,

reduce the cost of the database maintainabi1ity and promote the system's fIexibility, ail

while producing a portable and reusable database design?

The following sections will present a historica1 overview ofICUs and will de1ineate the

various types of data that constitute the information administered in an ICU. Finally, the

last section of this chapter will give an overview of this thesis, which presents the design

and implementation ofa database for an ICU patient data management system.

2
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Intensive care units which provide a higher degree of patient care than the rest of the

departments in a regular hospital have witnessed evolutionary changes associated with the

medical and technological progress. The intensive care unit represents a developrnent of

the concept of progressive care where the facilities, equiprnent, and stalT arc grouped

according to the intensity and nature of care that should be provided to a patient, ratller

than according to any other classification, such as one that relates to a disease entity.

As early precursors of the intensive care unit, sorne would credit Florence Nightingale

for the recovery areas ("recesses") in an earlier military conflict more than 100 years ago

[Nightingale, 1963]. Although the origin of intensive care units is somehow indistinct, it is

clear that thcy have been conceived as an extension of existing post-anaesthesia recovery

rooms in order to provide an adequate 24 hour surveillance [Hilberman, 1975].

In 1923 the earliest post-operational neurosurgical recovery unit was devcloped at the

John Hopkins Hospital; soon afterwards in the late 1920s Kirschner designed a post­

operational area for recovery and care of surgical patients [Kirschner, 1930). During

World War II the banle field hospitals of the U. S. Armed Forces introduced pre­

operation and post-operation units, as well as post anaesthesia recovery areas. After

World War II community hospitals were left with an inadequate supply of expert nurses to

keep up with the demands of the individual care of critically ill patients. To allcviate this

problem and to deploy resources efficiently, seriously iI1 patients were groupcd together in

rooms specially organised for the purpose. The advantagcs observed werc rapidly

emulated in larger institutions [Hilberman, 1975].

It was not until the carly 1950s that respiratory care units becarne prominent. They

emerged as a result of spontaneous elTorts, sorne to cope with problems of tetanus and

others to manage the large number of polio patients. At that time rcspiratory units began

to emerge in different parts of the world, one by Reuben Cherniak in Winnipeg, one in

Oxford at the Churchill Hospital by Campton-Smith and Spandeling. another in

Minneapolis by Frederick Van Bergen. Due to thcir efforts and those ofmany others, likc

3
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Eric Nilsson, the older Drinker-type tank respirators were replaced by positive pressure

mechanical ventilating devices [Morris, 1977J,

A considerable contribution to the evolution of intensive care areas came as the result

of the special needs of post-operative cardiac surgery, The growth of coronary care units

is also believed to be a result of experiences gained in post-operative carctiac surgery care,

One of the first coronary care units in a teaching centre was at the University ofToronto,

Toronto also received international acclaim for its acute respiratory care unit developed in

1958 as a group effort between anaesthesia, medicine, and otolaryngology, which is still

an important asset at the Toronto General Hospital [Fairley, 1961].

Indeed, the need for efficiency has a1ways been the motivation for the concentration of

patients and equipment in one arca, These areas are conceived in accordance with the

need to centralise equipment, services, talented people, and to conserve the energies of a

limited number ofpersonnel dedicated to a particular type ofcare. Consequently, we now

have units oriented towards explicit fields of care such as paediatric, neonatal, surgical,

trauma or shock. etc, [Morris, 1977].

1.2 Information in lCUs

Blum [Blum, 1984J identifies three processing elements in medical computing;

1. Data. These are individual elements that can be quantified.

2. Information. This consists ofelements derived from data through analysis.

3, Knowledge. This is the set ofrules which defines the relationships among infonnation

(and. by extension, data).

ln the ICU, medical personnel collect a large amount of data through continuous

monitoring. data sampling. testing. observing and recording the information. In addition,

high demands are placed on the medical staff in the intensive care environment. Unique

skills are required. along with accurate and prompt treatmcnt decisions. In his Textbook

of Critical Care, Weil [Weil et al.• 1989] defines critically-ill patients as patients who

• require complex and time-critical therapies.

4
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Thus, in order to present ail the important facts about a patient's condition and to

facilitate the decision making of the physician, this data should be conveyed in a compact,

organised form, where important events or trends could not be missed. Patients requiring

treatment decisions to be made within minutes are the norm rather than the exception.

Under such conditions physicians need rapid access to ail relevant information concerning

the patient. In practice, unfortunately, the medical record is often not available, not up to

date, or in the case of newly admitted patients, non-existent.

1Weekly Summary~ : Special reporto-Lcl:a1 Record.

1 ~
(#2)

1Round report.
1

Shift report

•
ICU

ManaJ:cment

Computer Chart
(#3)

Clinieal Review
(#t)

and
Archi\'cs

+
... Patient Billinl:

(#4)

1Rc:mote Acces, 1

R..earch Fil.. Communication
(#6) (Other Oept...)

(#5)

FiJ:Un: 1.1: ICU Chan Complc.xity.

A patient chan. aise caIled the patient's record, has regularly constituted the main

repository for a patient's medical data. The Tcxtbook of Critical Care [Gardner et al.,

1989b] discusses the major issues involved in ICU charting stlch as data display and

presentation, data acquisition, and data storage. Figure I.I iIlustrates the complcxity

involved with each of these issues. The patient record must contain ail relevant patient

data as weIl as the action undertaken by the medical personnel. After having becn

acquired, this data should be organised for medical and legai requirements (Figure 1.1, #1

and #2), for use in the administration (Figure I.I, #3) and billing purposes (Figure I.I,

#4). lnterdepartmentai communications within a hospitai are mandatory (Figure 1. l, #5).

5
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The chart data is then properly archived to fulfil the legal requirements, the archived data

is also e.sential for use in research (Figure 1.1, #6).

Thus, the patient's medical record is the main instrument for patient care. A study by

Whitinh-O'Keefe shows that the conventional medical chart does not offcr the adequate

support for proper patient management [Whitinh-O'Keefe et al., 1985]. Bradshaw

[Bradshaw et al., 1984] suggests that this lack ofadequate support is especially evident in

the ICU where advanced techniques of patient monitoring produce large volumes of data

for evaluation and where decisions have to be quickly undertaken, usually at a time when

data arc incompletely understood.

•
Druw;, IV

22%

Observation
21%

Laboratory
33%

Fil:Urc 1.2: ICU Chart Use.

Blood Gas
9%

Monitor
13%

•

Figure 1.2 ilIustrates the different types of data employed in an ICU, as well as their

percentages of use in an ICU Char!, according to a study condueted by Bradshaw

[Bradshaw et al.. 1989]. This study showed that 33% of the physician's treatment

dccision weight relies on laboratory data. 22% on fluids balance data. 21% on clinical

observations and finally 13% on bedside physiological monitor readings.

6
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In the follo\\~ng subsections we will examine sorne of the data types that constitute the

ICU information and the patient medical record. a comparison will be also drawn between

handling each data type manually or via computerisation.

1.2.1 Physiological Monitoring Systems

In many cases the patient's parameters monitored by the bedside physiological monitors

are not automatically recorded in the patient's chart. The nurse takes readings at one hour

or half hour intervals and enters them into the paper chart [Collet el (II.. 1989].

Transcription errors occur or scraps of paper that are used to temporarily hold information

are misplaced or forgotten [Hendrickson el al.• 1991]. [Nolan-Avila and Shabot. 1987].

[Soontit. 1987], [Staggers, 1988]. Hammond el al. [Hammond el al., 1991a] report that

nearly one third ofail errors in an ICU involve mistakes in charting or rc1aying information

between shifts. Furthermore. relevant data of events that could occur in an interval

between IWO readings is losl. Therefore the automatic acquisition of physiological data is

seen as a primary goal. When McDonaid el al. [McDonaid el al., 1988] devc10ped their

Regenstreif Medical Records System they started with laboratory results and vital signs,

in their opinion the easiest type of data to capture. Milholland [Milholland, 1988]

references many ofthese computer-based monitoring systems.

Dasta [Dasta, 1990] mentions the importance of computerised data acquisition in ICU

wards, where a computer-based system can interface direetly with the instruments and the

data can be colleeted and stored in its native eleetronic form. This is bound to eliminate

the burden and errors in data transcription.

Collet el al. [Collet el a/., 1990] deseribes a Trend Analysis module in a PDMS which

analyses cardio-vascular data from physiological monitors in order to generate an early

warning alarm. Trend patterns are recognised and analysed by a multilevel expert system.

This Trend Analysis System recognises and considers relationships among the different

parameters. Andreoli and Musser [Andreoli and Musser, 1985] criticise many monitoring

systems for their inability to comprehend such relationships.

7
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Subramanian [Subramanian, 1989] describes a microcomputer-based obstetrics

information management system that monitors an eight-bed unit continuously. Analogue

information from a fetal monitor is digitised and stored in an IBM personal computer.

Waveform information can be displayed on a central monitor for ail eight beds

simultaneously. The University of Louisville Medical School [Strickland Ir., 1991] has

devcloped an information management system to assist in the monitoring of patients with

severe head injuries. It supplements the monitoring done by the ICU nurses and

concentrates on the recording of the brain functions. Several other examples of

computer-based medical systems can be found in the literature, Nagel and Smith [EMBS,

1991] in the IEEE Engineering in Medicine and Biology Society Annual Conference,

Bankman and Tsitlik in the IEEE Symposium on Computer-Based Medical Systems, and

other conferences have sessions dedicated to automatic medical data acquisition. Alesch

[Alesch el al., 1991] describes a system based on a PCIAT which controls 64 para1lel data

acquisition channels for recording data readings from neurological monitors. Aukburg el

al. implemented a system for automating alarm data acquisition in a post anaesthesia care

unit [Aukburg el al., 1989].

Tachakra el al. [Tachakra el al., 1990] and Kari el al. [Karl el al., 1990] presented, in

two oftheir articles, an eva1uation and comparlson of computerlsed systems versus manual

data management systems. In these articles, studies demonstrated that the computerlsed

procedure of data acquisition and storage generates significant savings in time and

personnel workload, and also enhances the data accuracy.

1.2.2 Drugs. IV, Blood Gas, and Observations

ln an ICU the f1uid balance of the patients must be constantly monitored. F1uid balance

accounts for the patient's f1uid intake (ingesta) and f1uid output (excreta). The nurse takes

periodic measurements from infusion pumps, urine bags, blood gas, injected or lost blood,

as wel1 as other gastric or f1uid measurements and enters these numbers into the f1uid

balance chan. Medications are also entered here. Running totais must be ca1culated and

abnorma1ities noted. F1uid balance sheets are often difficu1t to read; in many cases they
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contain cumbersome erased and re-recorded values and calculations. The calculation of

running totals is prone to human error, and constitutes further tedious stail' workload.

Observations and tasks required to care for the patient are scheduled and planned in a

"nursing workload measurement scoring sheet". These sheets contain tasks such as the

initial assessment of the patient and reassessment. meeting the patient's care needs, and the

planning and carrying out of interventions to meet those needs. The aforementioned tasks

are divided into eight categories: respiration, nutrition and hydration, c1imination, personal

care, ambulation, combination, treatments and diagnostic procedures [Roger el al.. 1992].

Creating a nursing care plan is one of the activities of a nurse in the ICU, an activity that

requires a considerable amount of time for preparation and follow-up.

The fluid balance measurements and the generation of the care plans as well as the

measurement of nursing workload are ail suited for computerisation. Computer-assisted

care plans have the potential to decrease the time spent creating care plans and measuring

nursing workloads. They improve the quaIity of the care plan. institutionalise standards of

intensive care and perform the role ofa reminder process for critical tasks [Allen. 1991].

In a study of data management systems conducted by Hammond el al. [Hammond el

al., 1991a, Hammond el al., 1991b], results showed that the use ofccmputerised systems

in care units not only reduced non-nursing related work, but also improved the quality of

the clinicaI information and the information recaIl by the medical or administrative staff.

Indeed, this leads to a significant improvement in documentation flowsheets both in terms

of quantity and accuracy which in tum have quaIity assurance impacts, as weil as

enhancing patient care.

1.3 Medical Infonnatics

This section presents a definition of a Database Management System and then extends it

to a MedicaI-Based Data Management System. It will aIso describe medicaI-based

systems in the context ofintensive care units.
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1.3.l. Medical Information Systems

Many difTerent definitions of a Data Management System (OMS) could be found in the

Iiterature; nonetheless, they ail agree that data management consists of everything that

occurs to data from the process of defining what is to be collected up to its analysis. A

Data Base Management System (DBMS) is defined by King [King et al., 1984] to

generally inc1ude the following functions;

1. Define and restrict the data objects to be stored and organised according to a

predefined database structure.

2. Check the consistency of entered values with the object definition and the contents of

the database.

3. Edit previously-recorded values.

4. Create subsets ofthe data objects characterised by a query.

5. Control access to the data.

6. Allow data retrieval in different types offorms.

Kriewall and Long [Kriewall and Long, 1991] identify three categories of computer­

based medical systems; control/ers such as drug infusion systems or artificial hearts,

diagnostic tools such as blood pressure monitors or ICU monitors, and information

managers that handle networks or interfaces. Andreoli and Musser [Andreoli and Musser,

1985] distinguish three types of computer applications for patient care: patient monitoring

computer systems, medical information systems and computer assisted diagnostic systems.

Over the past sixteen years, a large number ofPatient Data Management Systems have

becn developed and installed in hospitals. Many of these installations have been in the

Intensive Care Unit (ICU). Gardner [Gardner et al., 1989a] identifies four functions of

computers in an ICU setting:

1. Physiological monitoring

2. Computers that facilitate the timely and accurate communication of data among

multiple hospitallocations and departments.
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3. Management ofmedical records.

4. Expert computer systems to aid in patient care decision making.

The following section will present an overview of patient data management systems in

leUs, the challenges that such systems encounter and the researeh orientation of this

specifie field.

1.4 Data Management Systems in leUs

In an intensive care unit integral and comprehensive documentation of diagnostic and

therapeutic patient data is a crucial prerequisite for assessing the patient's physiological

condition as well as deciding on treatment regimes.

Furthermore, in an leU more variables such as vital signs and events must be observed,

documented and evaluated. A study condueted by [Thull et al., 1993] shows that a nurse

spends up to 30 percent of his time kecping documentation up-to-date and that during a

visit a physician typica\ly spends up to 50 percent of his time evaluating and updating

documentation.

A computerized data management system for such an environment is an adequate

solution for reducing the time spent on managing leU documentation and for helping the

leu medica\ staff focus on other important patient care tasks. However, the work in

computerised leU information management systems has just begun, model-based

monitoring and management systems are in their infancy and no clinica\ systems yet cxist

[Mora et al., 1993]. "Off-the-shelf' cIinica\ or hospitaI management software packages

ignore the data management aspect of an leU because the information management

requirements of such an environment differ trom one hospital to another. Thus, the

development ofa common software package that aids in managing leU information seems

aImost impossible and very expensive, trom an industry point ofview.

Therefore, most patient information systems similar to the PDMS resorted to design

research and eustom development for implementing computerised data management
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systems in ICUs. An important aspect in any ~esearch undertaking is to identify the

fundamental questions to be answered.

Considerable efforts are still expected in the acquisition of on·line data, not only in the

form of signaIs, but also the registration of actions, change of settings in the monitoring

devices, etc. [Mora et al, 1993]. Work is being focused on the feature extraction and

trend analysis blocks in order to deal with noise and unreliable patient information. Most

intelligent patient monitoring systems assume that this block is somehow solved, but

practical implementations show a different story [Collet et al., 1990, Moret-Bonillo et al.,

1993, Dawant et al., 1993, Watt et al., 1993].

Another direction is the design of generic prototypes, such that a monitoring and

management system can be customised for specifie applications such as anaesthesia or

neonatal surveillance [Mora et al., 1993]. This research dea\s with the identification of

domain-independent concepts for databases that can be restructured in an adaptable

architecture [Sukuvaara et al., 1993, Dawant el al., 1993].

The next section will describe projeets that are similar to the PDMS and discuss some

of the challenges they have encountered. It will also delineate the functional differences

between these projeets and the PDMS.

1.4.1 Similar Work

The PATRICIA project at the La Coruna university, in Spain, used a semantic-based

methodology to implcment an intelligent monitoring system in the ICU (Moret-Sonillo et

al., 1993]. The PATRICIA system has been designed to provide the following functions:

(1) monitoring and data acquisition, (2) interpretation of that information, (3)

establishment of diagnosis ac~r:iillg to the patient's condition and (4) prescription of

thCl'lljlCUtic guide\ines.

(Moret-Bonillo el al., 1993] describes the following main cha11enges encountered

during the design and deve\opment ofthe PATRICIA system:
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1. diversity of information source~, as c1inical information and data usually come l'rom

different sources.

2. handling of raw electronic data, as parameters are obtained l'rom electronic equipment

connected to the patient.

The SIMON project [Dawant el al., 1993] employed a Modcl·Based design in order to

acquire, analyse and interprct monitoring signais data as pan of an intelligent patient

monitoring system. On top of the aforementioned issues eneountered during the

development of the PATRICIA system, deve10pers of the SIMON system identified the

following challenges:

1. the dynamie nature of the design and implementation proeesses.

2. the limitation in computing resources.

The Patient Data Management System (PDMS) project, under way at McGiIl

university, offers functionality that is similar to the PATRICIA and SIMON projeets in the

domain of patient data monitoring. However, the PDMS offers database management of

signal data, sueh as look-up, patient history review and patient data archive. Moreover,

the PDMS offers a more integrai ICU information management system that handlcs

nursing care plans, patient fluids balances and patient admittance records.

The database aspect of the PDMS renders the system useful not only in the ICU

environrnent but also outside of that context. The query management facility of the

PDMS can help detect any common patterns in patient diagnoses such as epidemics; it can

also produce ad hoc statistics repons. Funhermore, the data stored or archived in the

PDMS database can be used in case-study simulations.

1.4.2 The PDMS approach

The direction of the PDMS project is to design. as much as possible, a generic integrai

prototype for patient data management systems in ICUs. The PDMS also addrcsses the

issue ofon-Iine electronic data acquisition.
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Thc PDMS database is only one aspect of the PDMS project, nonetheless an.important

one. This thesis addresses the problem of designing and developing a database for the

PDMS as weil as the methodology used in that process.

Using a c1ear and concise method in the design of a database for a patient data

management system we can avoid many of the software development problems, such as

the expensive cost ofcoping with changes in the system, high cost of maintenance and the

difficulty in cxpressing the design. Employing a software engineering approach in the

design ofthe database has the following advantages:

• Using a model-based design, the problem is tackled at an abstract level that renders the

solution domain-independent and adaptable to more than one environment.

• With such a database design model, we can test the database for faults and

accommodate changes in the system before actually building the database.

• The design mode1 can be used as a communication tools that effeetively conveys the

• database design betwccn designers and programmers.

• Such an approach is highly recommended in large or complcx systems, database design

models reduce complexity by separating out a small number ofimportant things to deal

with at a time.

• Such a model serves as the blue print of the database, it reduces significantly the time

that a database administrator or maintainer spends in understanding the cause of the

problem and amending it.

As we can conc1ude from this chapter, managing information in the Intensive Care Unit

(ICU) is a complex and diflicult process, yet also delicate and essential to the survival of

patients. The information generated or handled in the ICU is charaeterised by its diversity

and large quantity. In a typical intensive care environment, information varies among the

administrative, the pharmaceutical, medical records, patient parameter data, scheduling,

and many other types.

•
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The success of building a database for a PDMS in an ICU relies particularly on the

database design. This thesis presents the design and implementation of such a database.

Chapter Two describes the patient Data Management System (PDMS) for which the

database is buill. Chapter Three allempts to answer the following question: Which

database design mc~hodology is best suitable for the PDMS? Furthermore. which data

modelling technique belter ensures the domain abstraction and portability of that database

design? It a1so presents an overview oftwo schools ofthought for data modelling. as weil

as a survey of current database modelling techniques. Chapter Four applies the chosen

technique in the design of the PDMS database. Finally. chapter Five discusses the results

of the database design implementation.
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This chapter describes the Patient Data Management System (PDMS), a research project

being developed at the McGiIl Research Centre for Intelligent Machines (CIM) in

cunjunction with the Paediatric Intensive Care Unit of the Montreal Children's Hospital.

The tirst section of this chapter will outline the hardware and software platforms of the

PDMS. The following section will discuss the functionality of the PDMS by presenting an

overview ofthe difTerent modules of the system.

2.1 PDMS Hardware and Software Platforms

In the paediatric intensive care units of the Montreal Children's Hospital, physiological

bedside monitoring is based on a Hewlett-Packard CareNet system. The CareNet system is

composed of fourteen HP 78534A physiological bedside monitors. The monitors are

capable of smoothing measured parameters, real-time display of measured data and a1arm

• generation. These monitors are Iinked in a star configuration local arca network to a

HP78581A Network System Communications Controller. One of the monitors Network

ControUer branches is connected to an HP78588A Careport. This unit provides a

programmable interface between the network controUer and a host computer system. The

function of the Careport Network Interface is to translate the proprietary network

messages and signal formats to the standard RS-232C messages which can be understood

by the host computer (Figure 2.1).

The host computer system at the hospital presently consists of a 486 mM PC clone

with 16 Megabytes ofRAM memory, and a 300 Megabyte hard disk. The display consists

of a high resolution 8514/A adapter which has a resolution of 1024x768 pixels. A colour

printer. the EPSON LQ-2550, provides the colour printout of the PDMS screens in

addition to printing out the required forms and reports for the nurses. Soon, it is envisaged

to extend the number ofcomputers by linking them in a Token-Ring Local Arca Network.

•
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Fi".rc 2.1: PDMS Nctwork Configuration.

•

The PDMS is being developed for an IBM PS/2 nctwork of computers running the

OS/2 multitasking operating system version 1.3 and 2.0. OS/2's Presentation Manager is

used to develop a window-based consistent user-fiiendly interface. The window interface

together w;th a high resolution screen (1024x768x256 colours) enhance the multitasking

feature of OS/2™, where multiple modules of the PDMS can be invoked concurrently.

For example, severa! trends can be displayed on one workstation for ana1ysis while

another workstation or window could be reviewing fluid balance data sheets. The database

is designed to be spread over different sites on the computer network. Files are

distributed according to the location of their most frequent use and the type of data

contained in them. The mM Communication Manager provides remote file access,

ensuring the database distributivity. Due to the multitasking facilities in OS/2, the PDMS

is deve10ped in a modu1ar fashion.

2.2 The PDMS Functions and Modules

•
There are eight genera! categories of funetions carried out in an lCU: patient admission,

cardiovascu\ar monitoring, fluid balance monitoring, the preparation of nursing care plans,

the measurement of nursing workload, the request of laboratory tests and entry of
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laboratory results, and the request of pharmaceuticals. Each functional category will be

described along with the corresponding PDMS module.

The PDMS is build in a modular software architecture. The modules which are

currently implemented under the present version of the PDMS are:

• The Data Link Control/er (DLC) acquires and stores the vital signs data transmitted by

the network ofbedside monitors in real-time mode. Data acquisition is done through a

seriai RS-232C Iink to the Careport [Fumai et al., 1991).

• The Trend Display Module interactively displays patient vital signs data and alarm data

in graphical trends on a CRT, using combinations of colours and symbols [Fumai et

al., 1991).

• The Fluid Balance Module saves and computes ail substances taken in (ingesta) or put

out (excreta) by a patient, in a spread-sheet format. A user speech interface for the

f1uid balance module has been developed [petroni et al., 1991].

• The Patient Registration Module manages the administrative information sueh as the

address ofa patient, previous diagnostics, hospital identification number, and the like.

• The Trend Analysis Module is a multilevel expert system. This module performs

appropriate analysis on the real-time data, scanning the trends for critical combinations

and transmitting messages in case oftriggering [Collet et al., 1990).

• The Nursing Workload Scheduler Module focuses on improving the process ofnursing

care plan generation, workload measurement and workload scheduling [Roger et al.,

1992).

2.2.1 Patient Admission

The Registration Module manages the administrative information of the patients upon

their reception to the ICU. This information consists of the admission date and the

discharge date. The patient registration module handles aIso general information about a

patient such as: name, age, sex, address. telephone number, hospital identification number,
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ICU bed number, treating physician, diagnosis, etc. This module gives the user control

over network activities such as collection of data ofa bed from the network.

2.2.2 Cardiovascular Monitoring

The Data Link Controller (OLC) module is responsible for interfacing the PDMS with the

CareNet bedside monitors through the Careport interface. The DLC manages the gathered

data for easy access by other modules, and it stores the information in the PDMS database

for future consultation and archiving purposes.

The main tasks of the DLC are to acquire the physiologica\ parameter values from the

bedside monitors every two seconds and to store them into circular queues. The .w:crJ/ldv

data is averaged 'Nery minute, and these values are inserted in minute queues. The

minute values are in tum averaged every half hour and stored into the half hour queues.

AIl the queues are located in shared memory. These values can then be accessed by the

Trends module for graphica\ trend display.

The sampling rate of the DLC data acquisition from the Careport interface (every two

seconds) is chosen because it appears to be adequate for present needs and lies within the

operational constraints of the equipment available at this time. Moreover, a1arm messages

may be transmitted by the Careport to the DLC as they occur (asynchronously). The

different funetions of the DLC such as parameter values averaging, acquisition and

transmission ofdata are implemented as distinct processes or threads.

The vital signs of the patient are monitored in the ICU through both, the Hewlett­

Packard CareNet System (for example, blood pressure) and the nursing observation (for

example, pupil size). The Trend Display m()ll'Jle displays the vital signs monitored by the

CareNet System on the 8514/A colour monitor of the personal computer. The user can

interactively select which types ofparameter to display at the same time on the screen, and

thus be able to observe the correlation among these parameters. Vital signs data can be

displayed in real-time for a remote site, or can be retrieved from the database. Since only

19



•

•

•

2. ThePDMS

a limited quantity of data can be viewed on the screen, the screen appears as a sliding

window which can be used to display any part of the trend data.

A Vital Sign Monitoring System is developed to complement the Trend Display

Module. This system performs appropriate real-time analysis by scanning the trends for

critical combinations. lt generates wamings about slowly varying trends or short interval

disturbances [Collet et al., 1990).

2.2.3 F1uid Balance Monitoring

Patients must be monitored for their fluid balance. Fluid balance accounts for the patient's

fluid intake (ingesta) and fluid output (excreta). This has to be monitored because of the

effect the balance has on blood pressure, dehydration, pooling, drowning or thrombosis.

The nurse periodically reads measurements from infusion pumps or urine bags, and record

these figures onto the fluid balance sheet. Running totals must be calculated and

abnormalities noted.

The F1uid Balance module enables the entry, calculation and correction of the volumes

of ail the fluid intake and output of a given patient. The user interface of the F1uid

Balance module replicates the paper fluid balance chart used in the ICU. The

computerised chart is set up as a spreadsheet and key combinations are used to navigate

through the chart. The interface was developed using OS/2's Presentation Manager.

In order to avoid the cumbersome manual navigation and data entry in the F1uid

Balance module, a speech interface has been developed. The interface uses both speech

recognition, for data entry and module operation, and speech generation, for feedback,

verification of spoken commands, and audio prompting that provides an "eyes-free" and

"hands-free" means of directIy entering fluid balance data at the bedside and at a distance

from the PDMS console (petroni et al., 1991).
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2.2.4 Measurements of nursing workload

Regularly, the nurse prepares a nursing care plan for a patient upon admission to the ICU,

and updates it as the patient's state requires. Once the care plan has been filled out the

nurse must assign a score to the plan.

The Nursing Workload Manager also called the NlIr.\'il1g Care Plan module focuses on

improving the process of nursing care plan generation. workload measurement and

workload scheduling. The Nursing Workload Manager will generate nursing care plans,

automate PRN workload measurement scoring, schedule nursing activities and set up fluid

balance chans by integrating with the Fluid Balance module described Section 2.2.3

[Roger et al., 1992].
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The conventional wisdom in software engineering holds it as self-evident that a system

design must be described in three dimensions: those ofprocess, control (or dynamics) and

da/a. The process mode!s are usually described by dataflow diagrams (DFDs), such a

diagram depicts ail the processes found in the system and the data types or elements that

are transferred among them. The con/roi models are described by an entity life notation or

state diagrams, such a diagram depicts the life cycle or the transformation phases that the

system's entities undergo during runtime. Finally, the da/a domain corresponds to logical

data models which depiets the data elements managed at different levels or parts of the

designed system [DeMarco, 1978][Yourdon and Constantine, 1979][Gane and Sarson,

1979].

Data-centered approaches to software engineering begin with the data mode!. Data is

more stable than process or control functions and so data-centered approaches are to be

preferred in most cases, since they intend to produce coherent system designs and highly

integrated systems [Rumbaugh, 1991].

A data model is a set of concepts that cao be used to describe the structure of a

database. The structure of a database cao include definition of data types, relationships

and constraints that should hold for the data.

Why data modelling as a tool to database design? Determining correct, consistent and

complete information is a difficult and challenging task [Kim and March, 1995]. A

database model serves !wo main purposes during the design process:

1. Build a concep/ual (represen/a/ion) ofthe enterprise reality. This mode! serves as a

communication vehicle between the database designers and the users.

2. Design valida/ion before implementa/ion. Before concluding that the model is

correct, consistent and complete, it must be validated. Validation of a data mode! bas

!Wo aspects: comprehension and discrepancy checlcing. Users must understand the

22



•

•

3. Design Approach

meaning of the model and they should also be able to identify any discrepancies

between the model and their comprehension ofreality.

Hence, the data mode! has a large impact on the design, implementation, and the elTort

required to develop the PDMS database. This chapter will present an overview of the

approaches available for constructing the data mode! of the PDMS database. The second

section will discuss the current data modelling practices. Finally, this chapter will compare

the most currently applied data modelling techniques and choose a method for developing

the PDMS database.

3.1 Data Modelling Approaches

Data modelling approaches can be categorised into two main schools. The lirst school,

called the rule-based school, considers that the problem dom\lin cannot be solved

independently from the user and therefore promotes subjectivity in data modelling. The

rule-based approach to data modelling analyses and models the organisational rules that

govern the rea1 world rather than the facls about the real world. The second school,

called the fact-based school, promotes objeetivity in data modelling and solves the

problem domain by concentrating onfacts only.

ln the following sections we will present a brief overview of both schools and explain

how a rule is perceived by the rule-based school and how a fact is perceived by the fact­

based school ofdata modelling.

3.1.1 Rule-Based School

The rule-based approach to data modelling is derived from a combination of foundation

concepts found in disciplines such as the philosophy ofnatural speaking, the herrneumitica1

philosophy and pragmatics [Goldkhul and Lyytinen, 1982].

The basic view ofthe rule-based school is that the information system interpretation of

the data must be consistent with the meaning that this data conveys when interpreted

• according to certain human rules which apply in rea1 world situations. This view regards
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information modelling in terms of social actions or behaviour where language is the

mediating force. Since social actions are perceived in terms of communication [Goldkhul

and Lyytinen, 1982], this view revolves around the need to model the social interaction or

activity that occurs in an organization. In particular, the information model should model

the rules that govern this social interaction.

Therefore, language is studied as an important category ofhuman action and becomes a

social artifact whose primary function is to support human interaction. In this case, data

modelling is concerned with interpreting meanings from the user's business language into

a formai language [Hirschheim, 1985]. An information system is, therefore, considered to

be a "formai linguistic system for communication between people which support their

actions" [Goldkhul and Lyytinen, 1982, p. 14]. Hence, the linguistic view or language

action view of the rule-based school sees an information system as a technical

implementation of a social organi::ation or a social system where a formai language is

maintained, handled and transmitted using information technology [Goldkuhl and

Lyytinen, 1984]. Since information has limited capabilities in modelling human behaviour,

according to this belief, data modelling is regarded as a study of message meaning

expressed in speech acts [Lyytinen and Lehtinen, 1984].

Another view in the rule-based approach to data modelling is the social organi::ation

view. This view models information systems after a social or business institution. It

identifies classifications and types of acts and actors which compose the system. The

issue, here, becomes decision-taking; what decisions are made, by whom and for what

reason [Huber, 1983]. This belief extends the language action view to the social

institution where information modelling forms an activity by which a communication

organization is created and maintained [Zmud, 1979].

3.1.2 Fact-Based School

The fact-based approach to data modelling is widely adopted in the database design

industry. It bas been extensively researched over the past two decades. This implies that

24



•

•

•

3. Dcsign Approach

the database design and modelling community has a better undcrstanding of thc strcngth

and limitations of this school.

Data modelling in the fact-based school cmploys methods and tools dcrivcd from

analytical philosophy and logic concepts. The fact-based approach is bascd on conccpts

which are related to a given facto These concepts mainly assign a spccific attributc or

relationship to an entity that exists in the real world [Kcnt, 1983].

In the fact-based school, afact is considered to be a state ofatTairs of an cntity. Hcncc,

it is possible to assert or deny that facto Facts can concern an cntity as wcll as a group of

entities and entity-types such as the employees ofa compallY and car-mall/lfact/lrers. In

current data modelling techniques. the entity groups and entity-typcs a'c rcferrcd to as

entity c/ass or object c/ass. The fact-based school denotes prevailing facts as information.

General facts that describe what is acceptable and what is necessary in thc problcm domain

are denoted as cOllstraillls.

The fact-based school attempts to model objects found in the rea1 world as intcr-relatcd

data entities. These data entities along with their relationships constitute thc information

system. This is the main reason why most current fact-based data modelling mcthods rcfcr

to these entities as objecls [Shlaer and Mellor, 1992].

There are !WO types of entities used in the fact-based approach, cOllcrete and abstracto

Concrete entities are physica1 objects mapped from the rea1 world such as a car or this

table. On the other hand, abstract entities are not tangible objects, yet they could be

concepts or ideas that exist in the rea1 world such as a car-ownership.

In this case, a data model is a conceptual schema that represents the solution of the

domain problem or the information system. The model defines the entities of that domain

and which fucts hold for each entity. Therefore, the data model represents these entities

and fucts in constructs of formai language or linguistic objects known as sentences or

assertions [Bacman, 1960] [Chen. 1976]. An exarnple of such assertions would be a car

is ownedby a person or a person must have a first and last name.
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3.1.3 Rule-Based vs. Fact-Based Approaches

ln the rule-based approach, the focu. is on reconstructing or modelling a set of rules that

promotes understanding of the social world. Data modelling in the rule-based approach is

regarded as a mcans to understand communication in the information system and

reconstruct rules that govern il. These aspects make rule-based data modelling a complex

and difficult approach [Lyytinen and Lehtinen, 1984].

However, data modelling in the rule-based approach is an important tool for

organizations. It helps to understand and leam about the organization's communication

practices, and to discover and resolve any discrepancies in the organization

communication system. This approach also emphasizes the study of the mechanism by

which the use of language initiates, empowers and controls organizational behaviour

[Goldkhul and Lyytinen, 1984].

On the other hand, the main focus of the fact-based school is designing a data

modelling method which would c1early and most important objectively describe the states

(denial or assertion) ofa reality or a real facto

In the design ofthe PDMS database we adopted a faet-based data modelling technique

because ofthe following reasons:

• The rule-based approach to data modelling is complex and difficult to apply faet-based

information. Therefore, the time and effort required to design and implement the

database would be colossal.

• The rule-based approach is not widely used by the database design community. This

means that there is more to leam about the limitations and the tcchnical capabilities of

the rule-bao;ed school, whereas in the fact-based school, the opposite is true.

• Literature about rule-based modelling methods, tools and techniques is scarce. The

major emphasis in the information systems research community has been on faet-based

approaches. This explains why the majority of the data modelling methods and tools

• used in the industty belong to the fact·based school.
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• Another point to consider is the design or model portability. A rule-based modc1 is

dependent on the rules, the human social interaction and the "business culture" adopted

in the modelled organization. This renders the modc1 very specific and almost non­

reusable by similar organisations. On the other hand, a fact-based modc1 modcls only

the business facts managed by an organization. Hence, a fact-based modc1 could be

adopted by organizations that manage similar business facts.

• Finally, the modelling and storage of concrete fact-based data as is generated in an

ICU environment is c1early, even at the intuitive level, more suited to implementation

using fact-based methods.

ln order to render the database design model of the PDMS reusable and more flexible,

we need to carefully consider the aforementioned issues. Using a fact-based database

modelling technique ensures that the designed PDMS database mode! could be used for

another ICU, or extended by another deve!opment group. A1though a rule-based model is

cao also be extended, the resources capable of extending a rule-based model are scarce

• due to the industry's Jack of expertise in this domain.

Moreover, the aim of the PDMS database is not to mode! the social behaviour of an

ICU but mainly to manage its daily data.

3.1.4 Fact-Based Database Models

Faet-based data models cao be c1assified into four categories [Brodie, 1984]:

1. Primitive data models, which are essentially sequential files.

2. Classica\ data models, such as the network, the hierarchical and the relational data

models.

3. Semantic data models, which are designed to provide more expressive concepts in

order to capture more lacis than the c1assical data mode!s; for example, the entity­

relationship (ER) data mode!.

•
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4. Special purpose data models, which are more application-oriented. They present an

evaluation of the semantic data models applied to panicular software applications such

as VLSI and CAO/CAM; for instance, object-oriented methods.

The c1assical and semantic data models apply to databases, thus they are also referred

to as datahase modeL~ [~Karra and Zodnik, 1987]. In the following sections we will first

overview cach of these catcgories. Then, we will explain the selection of the database

modelling technique best suited for the design and implementation of the PDMS database.

3.2 Historical Aspect of Database Technology

If we can skip the plug board programming period, the beginning of data storage was the

seqllenlialfile. A scarch program had to rcad through a file from the beginning until the

required record was matched and then the tape had to be rewound in preparation for the

ncxt file access. As more sophisticated data storage devices such as drums and disks

emerged, programming languages were cxtended to include statements enabling direct

• access - called random access. in contrast to the sequential access required of magnetic

tapes. This soon led to the realisation that access speed could be enhanced by hashillg or

storing index files.

The existence ofindexed files made il possible to conceptualise a structural relationship

among these files that would capture sorne of the application or the real world structures.

Since most of the real world's organisational models are structured on the basis of the

c1ass membership notion, the world's first database produets imposed a hierarchical

structure among their files. Hierarchical databases such as mM's Information

Management System (IMS) were both popular and efficient. However, many business

rc1ationships did not fit into ncat hierarchies and more general networks often emerged

from the investigations of systems anaIysts. Few carly documents which describe IMS

exist: however, Date (Date, 1986] presents IMS as an example of hierarchical systems.

Network systems were ncarly as popular and ncarly as efficient as their hierarchical

ancestors. Both types of databases depended on fixed pointers and were very difficult to

• change and extend in response to business reorganisation. AIl the aforementioned

28



•

•

•

3. Design Approach

database products were developed in response to practical needs \vithout the benelit of

formai theories such as the hierarchica/ data mode/ or the l1el\l'ork dala mode/. [t was

not until [969 that the Bachman diagram (Bachman, [969] was introduced by Charles

Bachman, one of the originators of the network model of information. [n 1971, the

network mode[ structures and language constructs were delined by the Conference on

Data Systems Languages committee (CODASYL), hence it is often referred to as the

CODASYL network mode!. The CODASYL network data model was rcvised in 1978

and [981 to incorporate more recent concepts. [n this respect, object-oriented

programming seems to be repeating a part of the history of databases as an ad hoc

technique lacking a formai theory.

The next significant development was the introduction of the first formaI data model,

Ted Codd's relational model of data (Codd, 1970). [t was based on the first-order

predicate calculus (FOPC) and, equipped \vith this theoretical basis, it supported a

relationally complete, non-procedural enquiry language. The de facto standard now

established in the industry for relational data definition and manipulation, SQL, is looscly

bascd on the relational calculus.

It was soon realised that that the relational model was not the only possible formai

model, and that other models might retain certain advantages.

3.3 The Relational Data Model

Since the implementation platform provided for the PDMS employs a re1ational databasc

manager and since relational databases form a large part of the current database praeticc.

we \viU briefly review the main ideas ofthe relational mode!.

As we have already mentionecl the relational model was motivated by many aims.

among them the desire to use formai methods in databasc design, enquiry and updatc, and

the desire to be able to prove the correetness of programs based on non-procedural

descriptioDS.
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The relational model consists of two intrinsic and two extrinsic parts. The first intrinsic

part is a structural part which uses the notions of domains, n-ary rela/ions, al/ribu/es,

/uples and primary and foreign keys. The second intrinsic part is a manipulative

component whose main tools are relational algebra and/or calculus and relational

assignments. The first extrinsic part deals with integrity with respect to both entities and

references. The second extrinsic part is the design component consisting of the theory of

Normal Forms [Date, 1981][Ullman, 1981][Elasmri and Navathe, 1989). These following

sections will briefly overview the aforementioned relational model concepts.

3.3.1 Intrinsie Structural Part

Mathematically defined, a relalion is any subset of the Cartesian product ofalilists of sets.

Given a list of sets AI, ... ,An, their Cartesian product is the set of all lists or bags· of n

e1ements of the Ai where there can be only one element in the bag from each Ai. Such a

bag is called an ordered n-tuple, or just a /uple. The relation is sometimes called n-ary if

there are n attributes (Figure 3.1 (a». Each Ai is called a domain when viewed as a set of

elements from which an attribute may take its values and an al/ribUle when viewed as a

label forthat set (Figure 3.1 (c». An equivalent notion is that ofa table, and it is the most

commonly used in the context ofcomputers because ofils strong physical analogy. A table

is composed ofrows and columns, where the columns represent the at/ribules of the table,

and a row. called a Iuple, represents the rela/ionship among the attributes (Figure 3.1 (b».

The next Icvel ofstructure in a database deals with the relationships between relalions.

Chen [Chen, 1976] uses the terminology entity-relalions and relationship-relations to

distinguish the IWO types of relations, both of which must conform to certain integrity

constraints. Furthermore, the relation must be in tirst Normal Form; that is, the attribute

values must not be complex structures such as repeating groups or lists, but must be

atomic data types such as integers and strings. The relationships-relations have (WO

properties, multiplicity and modality. This level of structure is added to the relational

1 A bag is a list whcrcin clements may bc n:pc:atcd. as opposcd to a set whcrc rcpctition is prohibitcd
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model and is not strictly a part of it. Integrity. multipticity and modality constraints are

nonnally coded in the application and usually in an exogenous procedural language. This

part of the theory is often referred to as the cxtendcd rclational analysis (ERA).

Patient(Name. Sex. Birth_Date. Bed_Numbcr)

PriL~ \
Foreign Key

(a) A 4·ray relation with its four atlributcs.
one primnry kcy and one forcign kl.:Y.

Nnrnc Scx Birth_Datc Bcd_Numbcr

John Doe M 22110/94 5
S. Bloc F 27/06/93 9

(h) Sorne tuplcs from the Pnticnt relation.

(c) The domnins of the four attributcs.

Fis:urc 3.1: Rclational Madel.

3.3.2 Intrinsic Manipulative Part

The relational model has two essential manipulative methods. These two methods are

known as the relational algebra and the relational calculus. A manipulation language is

said to be re/ationa/ly complete if any possible operation over the database may be

prescn"bed within a single statement of the language. A language permitting all feasiblc
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operations over a database, but in more than one statement, hence a procedural language,

is operationally defined as a relational algebra.

The first method to emerge with Codd's original paper was the relational calculus,

which is a retrieval and update language based on a subset of the first-order predicate

calculus. The alternative approach to a single statement of predicate calculus is to regard

enquiries and updates as a sequence of algebraic operations. Relational algebra is based

on four primitive operations: selection, projection, join and union. The selection operation

yields those tuples (rows) that satisfY the predicate or the selection condition. For

example, we might wish to select ail patients that are born before a certain date (Figure

3.1 (b». On the other hand, the projection operation selects columns from that table and

discards the rest. The join of two relations A and B over a relational operator "p" is

obtained by building ail the tupies that are the concatenation ofa tuple from relation A anè

a tuple from relation B such that "pu holds for the attribute specified without duplication.

If two tables have the same attribute, their union may be formed by appending them

together and removing any duplicates in the primary key. This account of reiational

algebra has been simplified for brevity; for greater detail one may consult [Elmasri and

Navathe, 1989] and [Date, 1981].

Severa! hybrid languages based partly on relational algebra exist, the most notable

being those based on the IBM System-R language, Structured Query Language (SQL).

SQL was initially derived from the motivation to produce a "structured" language. Later,

it was found convenient to add into it most of the power of algebra and caIculus. SQL is

highly redundant and an inelegant language. However it has become the de facto industry

standard, main1y because ofits simple and convenient structure.

3.3.3 Integrity & Normal Fonns

Before we turn to the design companent of the reiationai mode, we need to define the

concept of keys. A primary key is a set of one more attributes of a relation, whose value

uniquely identifies tuple instances of that relation. A foreign key is an attnèute wlùch is

• the primary key of sorne other relation. The integrity ru1e specifies what happens to
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relations related through foreign kcys when a table is subjeet to dclete or update

operations.

5th or Projection-Join Nonnal Fonn (5NF)
1

4th Nonnal Fonn (4NF)
1

Boyee-Codd 3rd Nonnal Fonn (BCNF)

~
3rd Nonnal Fonn (3NF)

1
2nd Nonna! Forro (2NF)

1
!st Nonna! Fonn (!NF)

Fil:Un: 3.2: The hierarehy or Normal Forms.

Nonna! Fonns are mIes developed to avoid logical ineonsisteneies in table update

operations. Each Nonna! Fonn prohibits a fonn of redundancy in table organisation that

could yield inconsistent resu!ts if one table is updated independently of others. There arc

multiple levels ofNonna! Forros, with each higher level Nonna! Fonn adding a constraint

to the Normal Fonn directIy below it(Figure 3.2).

We mentioned earlier that relations must be in tirst Nonna! Fonn. In fact, this

condition lies at the bottom ofa the hierarchy ofNonna! Fonns as shown in Figure 3.2, of

which the most important are the Third or Boyce-Codd Nonna! Forros. The theory of

Nonna! Forros is merely a way offormalising the common-sense notion of"good design".

The notion of a good normalised database design will be explained in Section 4.3 (Tcsting

for 3NF and BCNF).

To facilitate the definition of the various Normal Forros we will tirst define what is

meant by one attribute being functionally dependent on another. An attribute is

junctiona//y dependent on another attribute if and only if each value of the second one

• uniquely determines the value of the first. Functional dependencies express conerete
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relationships in the real world and require an understanding of the application. Functional

dependencies generally cannot be discovered by an automatic process, only by a skilled

systems analyst.

The First Normal Form, or 1NF, insists that the attribute value entries are "atomic";

that is, there are no "repeating groups" or lists, and values must be primitive data types

rather than pointers. The Second Normal Form, or 2NF, says that tuples are uniquely

defined by a primary key. The most useful form of 3NF, the Boyce-Codd NF, says that

every determinant is a candidate key. In other words, every string of attributes that

uniquely identifies a tuple eould be the key. 4NF helps to avoid redundancy and 5NF

prevents what are ca1led lossy joins; that is, if two (or more) relations are joined and

decomposed to the original form no data are lost [Ul1man, 1981].

The theory ofNormal Forms is an aspect of"bottom-up" design and is complementary

to top-down design methods. It is not, necessarily, a part of the relational mode!. The

whole theory of integrity is also not part of the mode!. This theory, as well as the

• relational Normal Forms will be used and discussed in more detail in Chapter 4.

3.4 Semantic Data Models

Semantic data mode1s started with Abrail's [Abrail, 1974] binary relational mode!. The

schemata of the binary mode1 are essential1y semantic networks restricted to classes.

Chen's notation [Chen, 1976] was introduced original1y as a notation for design. It had

quite different goals than the re1ational mode1, which attempts to separate the physica1 and

10gica1 description of data and develop powerfu1 non-procedural enquiry languages.

Semantic data models were intended to al10w the mode!ling of re!ationships and integrity.

Modern scrnantic mode1s intend to introduce very sophisticated means of hand1ing

inheritance. instantiation and subtyping. The genera1 idea is to be able to mode! data at

high and low leve1s ofabstraction and to capture as much meaning as possible.

•
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3.4.1 The ER Model

The Entity-Relationship (ER) model was first described by Peter Chen in 1976. The Chen

basic ER model uses rectangles to specify entities, which are somehow analogous to

records. It also uses diamond-shaped objects to represent the various types of

relationships, which are differentiated by numbers of letters placed on the lines connecting

the diamonds to the rectangle (Figure 3.3). Figure 3.3 mode1s the following facts:

Assertion 1: Every patient has one or more admittance records into the ICU.

Assertion 2: A patient is characterised by a name and a gender.

Fil:Ure 3.3:A patient (entity) bas (relationship) rnany admittance records (entitics) in an leu.

ER models have IWO goals, to enforce business rules like referential integrity and to

classify relations into types. The ER model has proven very useful in the field ofdatabase

design. It represents the structure ofthe database in a simplistic and intuitively appealing

fashion. The ER model plays a significant role in the construction of abstract and logical

database designs, it aise provides a suitable basis for enabling database designers to get an

intuitive grasp ofthe real world. Since the original definition ofentities and relationships,

the ER model has undergone a varicty ofchanges and extensions [Teorey et af, 1986].

The basic ER model consists of three basic constructs or classes of objects: cntities,

allributes and refationships.

Entities

Entities are the principal data object about which infonnation is to be collected. An entity

usualIy denotes a concrete or abstract object found in the domain we are modelling (or the

real world), such as a patient (a persen) or an admittance sheet. A particular occurrence

• ofan entity is calIed an entity instance or simply an instance.
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Attributes

Attributes are characteristics of entities or relationships; they provide details about them.

A particular occurrence of an attribute within an entity or reIationship is called an allribute

value. The attribute construct for the ER model is an ellipse with the attribute name

insidc, as shown in Figure 3.3.

Thcre are two types of attributes: identifiers or descriptors. An identifier (or key) is

used to uniquely determine an instance of an entity. This often referred to as the

identification concept. For instance, an entity name uniquely identifies the class or entity

group. This means that the database system must have a mechanism that distinguishes

entity instances by their identifiers. Therefore, every entity, reIationship or any other type

ofconstruct in an ER modeI must have a unique and distinct name.

A descriptor (or nonkey attribute) is used to specify an nonunique characteristic of a

particuIar entity instance.

Relationships

Relationships represent real-worId associations among one or more entities. A particuIar

occurrence ofa relationship is called a relationship instance. ReIationships are described

in terms ofdegref'. connectivity, cardinality, allributes and existence.

Degree ofa Relationship

The degree of a relationship is the number of entities associated in the relationship. For

instance, a binary relationship is a special case where the degree ofthe reIationship is 2. A

temary relationship is ofdegree 3. Consequently, an n-ary reIationship is the general form

for any degree n relationship.
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Connectivity and Cardinality of a Relationship

The connec/ivity of a relationship describes the mapping of the associated entity

occurrences in the relationship. The values for conneetivity are either one or many. The

actual number associated with the connectivity is called the cardinality of the relationship

connectivity. Cardinality describes the constraints on the number of entity instances that

are related by a relationship. The most common cardinalities are one-to-onc, onc-Io-many

and many-to-many. Figure 3.3 shows a one-to-many binary relationship, the number 1

indieates the one side of the relationship and the letter M indicates the many side. M is

sometimes replaeed by N or P or it could simply indicate a number such as 2 or 3; in this

case the cardinality of the relationship would a l-to-3.

Attributes of a Relationship

Attributes can be assigned to entities as well as re1ationships, as shown in Figure 3.3.

However, unlike what is shown in Figure 3.3 where at lcast one side of the relationship is

a single entity, attributes are seldom assigned to one-to-one or one-to-many binary and

ternary relationships because. Therefore, attributes are mainly assigned to many-to-many

relationships.

Existence of a Relationship

In sorne cases, the existence ofan entity may depend on the existence ofanother. This is

called existence dependency, or simply existence. Existence of an entity as part of a

relationship can be either op/ional or manda/ory. If an instance of the one or many side

entity must a1ways exist in order for the entity to be included in the relationship, then it is a

manda/ory existence. When the instance of entity does not need to exist, the existences is

considered op/ional. The representation of optional and mandatory existence vary from

one notation to another. For example, in Chen's notation an optional existence is

represented by a 0 on the relationship line.
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3.4.2 Extended ER Models

As computers, programming and database implementation techniques advanced, the first

ER model introduced by Chen failed to capture the intent of database designers during

complex applications development. It lacked substructure presentation for entities and

relationships. Smith and Smith [Smith and Smith, 1977] showed that the relational model

was insufficiently expressive to capture the comprehensiveness of an Entity-Relationship

(ER) mode!. This c1aim is evident from research that supports the extension and the

replacement of the ER mode!. This research provided several semantically richer

extensions to the basic ER model, sorne of them with similar names. The extended entity­

rclationship model, EER, introduced by Teorey e/ al. [Teorey e/ al., 1986] includes new

constructs to the ER model or notions which differentiate generalisa/ion and subset

hierarchies (~7Ipertypelsllbtype). The enhanced entity-relationship model, also EER, was

introduced by Elmasri and Navathe [Elmasri and Navathe, 1989] with the aim of being a

superset of most other ER proposais. It introduced the concepts of S1lbclass and

~71perclass. and the re1ated concepts of specialisa/ion and generalisa/ioll

(aggrega/ion/associa/ion), as weIl as the mechanism ofattribute inheritance.

In order to achieve their goals. Teorey et al. and Elmasri and Navathe especially, were

forced to introduce classes or abs/rac/ classes into their EER models much in the manner

of object-orientation. It is instructive that these authors seem driven inexorably towards

this introduction ofclasses. Possibly this indicates that the notion ofabstract classes with

inheritance is canonica1; i.e. a "best" way of handling higher-order notions about entities

and concepts in a data modelIing context [Graham, 1994].

Hence. the most important concepts or constructs that were introduced as

enhancements or extensions to the ER model are: classification, instantiation,

specialisation, generalisation, aggregation and association. These are discussed be10w.

Oassilic:ation and Instantiation

The proccss of classification invo1ves grouping simi1ar objects into object classes. In

many cases, groups of objects share the same types of attnDutes and constraints,
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classifying objects helps in defining their properties. /nslanlialiol1 is the inverse of

classification and refers to the generation ofan object of a certain class.

In the EER model, entities are classified into entity types according to their structure

and basic attributes. Moreover, entities are c1assified into subclasses and categories based

on additional similarities or differences among them. Objects that are relationship

instances are classified into relationship types. Hence, entities, subclasses. categories and

relationships are the different types of classes in the EER model [Elmasri and Navathe,

1989].

Generalisation and Specification

Specialisation refers to the concept of classifying a c1ass of objects into more specialised

subclasses. Generalisation is the opposite; it refers to generalising several object classes

into a higher level ofabstraction which includes the objects in aIl these classes.

Skill

Projcct

Location

Tc::ehnician

Work
Sll11ion

Ha...._
Allocalcd

Figure 3.4: An EER data modc1 showing binary. tcmary rc1:ltionships and inhcritancc (the thick arrows).

The EER models use the concepts of subclasses and object classes categorisation in

order to model specialisation and generalisation. For exarnple, Elmasri and Navathe

[Elmasri and Navathe, 1989] use a relationship called IS-A-SUBCLASS-DF between a

subc1ass and its super class in order to modeI generalisation and specialisation. Moreover.

sorne EER models employ the subclass and superclass concepts in order to model attribute

inheritance between object classes. For example. the typical EER model shown in Figure
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3.4 uses thick arrows to indicate that Technician, Manager and Engineer arc subclasses of

the superclass Employee.

Aggrcgation and Association

Aggregation is an abstraction concept used for building objects from their component

objects. It is the parl-whole or parl-oj rclationship in which objects representing the

components of something arc associated with an object representing the entire assembly.

This type of relationship between the primitive object and its aggregale objects is often

referred to, in an EER model, as the /S-A-PART-OF or /S-A-COMPONENT-OF. One

common example is the bill·of-materials or parts explosion tree.

On the other hand, association is used to associate several independent classes. In an

EER model this rclationship is often referred as /S-ASSOC/ATED-WITH. For example, a

company is not an aggregation of its employees, since company and person are

independent object classes of equal structure and therefore a person is associated with a

company. Arguably, an aggregation is a special trom of an association, not an

• independent class.

3.5 Object Oriented methods

The carliest work in computing goes back the late 1940s and it was exclusively concerned

with what we now think of as programming. Only later did a conscious nccd for design

and analysis tools arise. Similarly, it is object-oriented programming that tirst attracted

attention and only recently have object-oriented anaIysis and design become major areas of

interest.

Dyke and Kunz [Dyke and Kunz, 1989] claim that the designers of the Minutem missile

used rudimentary object-oriented techniques as carly as 1957. The history of object­

oriented programming seems to start with the development of the discrete event

simulation language Simula in Norway in 1967 and continues with the development of a

language that almost makes a fetish of the notion of an object, called SmaIltaIk, in the

• 19705. Samlltak was largely developed at the Xerox Research Centre in Palo Alto.
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The 1980s showed an explosion of interest in the user interface (VI), which became the

neX! phase of object-oriented programming [Larson, 1992]. Object-oriented programming

supported the development of such user interfaces. Also, from the mid-1970s onwards,

there was considerable cross-fertilisation between object-oriented programming and

artificial intelligence (AI) research and development, leading to several useful extensions

of AI languages, especially LISP [Winston, 1984].

As object-oriented programming began to mature, interest shifted to object-oriented

design and analysis methods where researchers discovered that reusability and extensibility

can be applied to designs and specifications as weil as code. Prieto-Diaz and Freeman

[Prieto-Diaz and Freeman, 1987] and Sommerville [Sommerville, 1989, 1992] have

argued, in more general software engineering terms, that the higher Icvel of rcuse, the

greater the benefit.

3.5.1 Object-Oriented Modelling

Object-oriented prograrnming and database design incorporated many new idcas as weil as

well-estab1ished concepts such as information hiding into a coherent set of rules for data

structure and data operations, including data abstraction, object communication through

messaging, encapsu1ation of data structure and behaviour into the same objeet and sharing

ofdata structure and code.

Object-oriented modelling and design methods inherited the aforcmentioned concepts

from object-oriented databases and programming [Won, 1990, 1995]. Moreover, the

objeet-oriented approach is characterized by the following four concepts: identity,

classification, polymorphism and inheritance [Rumbaugh el a/., 1991]. The following is a

presentation ofthese idcas and concepts:

• Objects. The basic unit of construction, be it conceptualisation, design or

programming, is an abstraction of the rea1-world entities, much in the manner of ER

modelling. Objects that exhibit common attributes, instances or behaviour are

organised into classes.
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• Ob}l!Clldelllily. The object is uniquely identified in the system by an abjeci identifier

which is independent from its attribute values. Hence. any attribute of the object can

be updated without destroying its identity.

• l~i,cap.l7llalio". The data structures and methods that manipulate the data of the

object are hidden from the outside world and do not have to be known in order to

access the object's data values or to invoke its methods. The melhod~ associated with

an object are a predefined set of procedures that manipulate the data of the object,

they are also referred to as the slale or the behaviaur of the object. The only way to

access the object's state is to send a message that causes one of the methods to

execute.

• Messages. Objects, classes and their instances communicate by message passing. This

c1iminates data duplication and ensures that changes to data structures encapsulated

within an object do not propagate their effect to other parts of the system. Messages

are often implcmented as function caUs.

• II/heritaI/ce. Instances are capable of inheriting the features of the classes they belong

to. This concept is also extended to classes, and known as class hierarchy, where

classes are arranged in a hierarchy in which each c1ass inherits ail of the attributes and

methods of its ancestors. Moreover, this concept allows object-oriented methods to

construct compiL'X abjects, which is the ability to define new composite objects from

previously defined objects in a nested or hierarchical manner.

• Polymarphism. The ability to use the same expression to denote different operations

is referred to as polymorphism. For example, when the message "add 1» is sent both

to a bank account and to a list of reminder notes; the same message should produce

different results. lnheritance is a special kind of po!ymorphism that characterises

object-oriented systems.

35.2 The OMG Abstraet Object Model

The Object Management Group [OMG. 1993]. a consortium ofobject technology vendors

and interested parties, have defined a high-!eve! reference mode! for object-oriented

anaIysis and design. The OMG abstract data mode! is not a method, rather a framework

42



•

•

•

3. Design Approach

within which object-oriented software engineering methods can be evaluated. Figure 3.5

iIIustrates that reference mode!.

The OMG special interest group (SIG) who devcloped the reference modcl considered

over 30 methods and none of them were excluded by the result. The need for the object

model arose because of large variation in mcaning given to terms like "object" and

"method" in the literature. Does "object" mean an instance of an object or a c1ass of

objects? The object model now declares that abject ~vpe shall be the correct term for

c1ass. Methods are defined as the implementation of opera/iol/s. Appendix A contains a

table which summarises the terminology of the object modcl and the various specialisation

relationships between terms. However. designers will continue to say "object" for shon.

just as data modellers say "entity" for entity type.

LifcCyclc

1 Stl':ltcgic modclling 1 f\
Objeet

~ 1 Anolysis modclling ~ Full
dclinilion

modclling 1 Design modclling ~ of ''Yst<'I1l

~ 1 Implement.tion modclling 1 \.

Fil:Urc 3.5: The OMG rcfercncc mode!.

Qbject modelling provides a set of terrns and concepts for respecting everything within

the scope of analysis and design as an object. It defines standard terms. Strategic

modelling covers enterprise and b.•::ness modelling. requirements capture and

development planning. Analysis modelling covers the process of obtaining a description

of the problem domain. Design modelling consists of adding non-public information to

c1ass specification and producing a solution to sorne panicular problem inch.ding system

objects. Implementation modelling consists of the physicai design and involves designing

modules. the distnoution strategy and consideration of the software and hardware to be

used.
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After comparing Il semdll:ii.: data modcls, Biller and Neuhold [Biller and Neuho!d, 1977]

conclude that there arc essentially two types of data modelling formalism, entity-allrihute­

relationship (EAR) and ohject-re/ationship (OR) mode!s. Proponents of each c1aim that

their modcl generates "better" design representations than the other [Everest, 1988].

• 3.6 Object Modelling vs. EU Modelling

3. Design Approach

•

Kim and March (Kim and March, 1995] presented an empirical study that compares

two popular semantic fact-based data models: the EER model and the Nijseen information

uflalysis method%gy (NIAM) an object mode!. The NIAM model (Nijssen, 1977] is

based on the carly binary modelling work by Abrai! [Abrail, 1974] and Senko [Senko,

1976]. 1t is widely used in Europe and Australia and is considered, along with the ER

approach to be among the major approaches used internationally [Kim and March, 1995].

The study conducted by Kim and March was more of a context-sensitive empirical

rescarch in the data modelling area, with strong emphasis on external validity. In other

words, the study examined the effects of EER and OR modelling on designer's

performance in developing data models and, more importantly, on user's performance in

validating data models.

The conclusion of that study showed that the EER and the OR mode1s developed by

analysts were significantly different in terms of their semantic quality but were not

significantly different in terms of their syntactic quality. It also showed that the

performance of designers and of users was subjective, depending on whether designers

and users were familiar with a structured or object-oriented approach. However, this

study also implied that in the case of modelling a database schema an object mode! has

more to offer in terms of efficiency and design semantics than an EER mode!, and users

can 1earn and comprehend an object model just as weIl as an EER mode!.

3.6.1 Current EER and OR

The object mode!, currently 1ooming, combines many of the fcatures and benefits of the

• relational and the EER models. Arguably, it is aIso the location ofa convergence ofideas

44



•

•

3. Design Appronch

From semantic data modelling. artificial intelligence and object-oriented programming.

design and analysis.

An al/ribute of an object, in an object-oriented design method. is a descriptive property

of an object in the same way an attribute describes an entity in an ER mode!. An abject

instance is a single occurrence of an object class, much like an elltity instance. An

association between two object classes, in the object-oriented modelling approach. is an

abstraction of a link that exists in the rcal world between these two objects. Similar to the

EER models, object-oriented models are expressive enough to capture the semantics of

classification, aggregation, association and class identification.

Associations in the object model are abstracted in the same manner as in the EER.

however the constructs used in depicting the model diagram are dilTerent. Associations in

the object model are usually shown by a straight Hne between the two object classes it

connects (Figure 3.9).

Object models use the concept of multiplicity, which is similar to the cardinality and

connectivity of entities in an ER mode!. Multiplicity allows the designer to specify an

association between an explicit number of any object instances with another object

instance, such as one-to-one, =ero-to-many or 2-t0-3 (Figure 3.9). Object mode1s also

allow the naming of associations as weil as the naming of roles of cach object class in the

association (e.g. Figure 3.10).

However, the main dilTerence between these two models lies in modelling the

behaviour of an object class. The ER or EER models are weak in capturing the

behaviouraI aspect of objects. The object-oriented approach views classes (or types in

EER) as a collection of methods. The EER model, on the other hand, is limited to

regarding classes (supertypeslsubtypes) as relationships among objects (entities), and

ignores the dynamic behaviour ofthe object.

Another difference between EER models and object-oriented models is the

representation of complex objects. Since object-oriented models emphasize behavioural

• abstraction, the a=t is on the inheritance of encapsulated methods. Conceptually, the
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encapsulation concept allows an object, in an object-oriented model, to store both

attributes which themselves can be comple" objects and methods together.

3.6.2 The PDMS Database Modelling Approach

For this initial design of the PDMS database, there is no considerable advantage in using

an EER database modelling over an object-oriented one. Both methodologies provide

casy constructs that convey the database schema in a c1ear and concise manner. They both

provide methods that detect inconsistencies and discrepancies in the design. Moreover,

both techniques allow classification and inheritance of data, which reduces data

redundancy, as weil as mapping techniques from the semantic design model to relational

table model, since the PDMS database is being implemented on a reIational pIatform.

Howcvcr, if we consider the extension (future versions) and the reuse of the designed

database modeI, an object-oriented design methodology has more to offer than an EER

data modelling approach. The modelling and encapsuIation of the object's dynamic

• behaviour, in an object-oriented method, do not only reduce data redundancy but also

reduce the amount of code that interaets with the database by promoting code reuse.

Moreover, encapsuIation in the database design model yieIds code modules that are easy

to implement and less expensive to maintain.

Another aspect to consider is that object-oriented analysis and design methods offer a

more integral approach to system design. Most ofthese approaches contain three separate

notions for modelling data, dynamics and process (Coad and Yourdon, 1991, 1991a]

(Rumbaugh. 1991]. Such a method cao be used not only as a modelling technique for the

PDMS database, but as an integral method that cao be used in the design of the entire

system. which rcsults in a more coherent system.

•
Recently. severa! famous designers in software dcvelopment methods have produced

objeet-oriented extensions to conventional systems anaIysis and design methods, the most

noticeably of these being; objeet-oriented anaIysis (OOA) and objeet-oriented design

(000) by (Shlaer and Mellor. 1988]. by (Coad and Yourdon, 1991. 1991a] and by [Wiess
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and Page-Jones, 1991], Object Modelling Technique (OMT) by Rumbaugh el al.

[Rumbaugh el al., 1991], 000 by Booch [Booch, 1991], object-oriented structured

design (OOSO) by [Wasserman el al.. 1989]. Many others have also contributed. 11 is

widely agreed that that these methods are ail more or Icss incomplete and it should be

noted that they are not so much methods as suggestions for methods. A comparison of

object-oriented methods can be found in [Fichman and Kemcrer, 1992] and [Graham,

1994].

ln order to employ the most suitable object-oriented methods in the design or the

PDMS database, the next section examines sorne of these suggestions or methods. ail

while focusing on the database design aspect of these methods. The methodolo!:,'y

required should be able to satis!)', among others, the following principal three

requirements:

1. To provide easy construets for grouping. building and encapsulating object classes,

2. To provide mapping technique !Torn an object modelto a rc1ational (table) modc1,

3. To, as c10sely as possible, result in a 3NF or higher relational mode\.

3.7 Object-Oriented Analysis Methods

ln fael, there is a genera! problem in distinguishing object-oriented design mcthods from

object-oriented ana1ysis methods which is not the case for conventional methods.

Therefore, we will present the database design aspect of these suggcsted methods rather

than discuss the entire system design approach and methodology.

3.7.1 ShlaerlMeilorOOSA

One ofthe carly object-oriented ana1ysis examples is due to Shlaer and Mellor [Shlaer and

Mellor, 1988], but this method could not rea1ly be considered as object-oriented for

severa! rensons, mainly due to the absence ofany inheritante notation. However, in a later

book Shlaer and Mellor [Shlaer and Mellor, 1991] included inheritance in their data
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modelling technique through entity subtyping as weil as the idea that methods could be

discovered by modelling the life cycles of entities with state transition diagrams.

The /irst step in Shlaer and Mellor's method is the detinition of objects and their

attributes. The entity modelling notation descended from the WardlMellor notation. The

next step stresses the detinition ofobject life histories by using Moore style state transition

diagrams.

LICENSE
"'iecnsc_nbr ,.(Me:M)
·durnlion

, 1
CMANUFACTURER v./' .......... SOFTWARE

"Mfr_Nbr
" ....... V ,r/ "Narne_Version

'(other attribut",,) '(other attributes)

FiI:UI'e 3.6: ShI.crlMcllor notation -tcmal)' conditional rclationship.

Shlaer and Mellor employ the same n-ary entity-relationships used in any extension to

the ER model. However. they present another extension to the muitiplicity and cardinality

of the ER mode1 to include the notion of conditional re1ationship. In an unconditional

re1ationship every instance of each object participates; in a conditional relatiC'nship there

may be instances of the object which do not participate in the established entity­

relationship (Figure 3.6).

Shlaer and Mellor's methods is simple and easy to implement, it is strong in capturing

the life cycle ofan object. It is attractive to some designers because it introduced the idea

of detining reusable domains. However. this method does not encapsulate the behaviour

of the object in its data model; instead. the state of the object is detined in a life cycle

diagram which depiets the methods that access the object, such as "get abject' or "put

ahject". The method is strongly influenced by reiational design: objects are in the first

Normal Form and object identity is not a natura! feature of OOA Shlaer and Mellor's

data modelling technique can be viewed as an extension of the ER model and does not fit

the profile ofa complete object-oriented data modelling method.
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3.7.2 CoadlYourdon

Coad and Yourdon [Coad and Yourdon, 1990, 1991, 1991a] introduced a less c1umsy

notation than that found in ShlaerlMelIor or most of the object modelIing techniques.

They shifted the focus very much to analysis as opposed to design. In the second edition

of their book, Coad and Yourdon responded to the criticism that they had failed to

distinguish classes and instances by drawing a grey out1inc around the c1ass notation to

indicate its physical instance. ifit has any instances (Figure 3.6) [Graham. 1994].

Defining object classes and attributes. in CoadIYourdon's rnethod. has the sarnc

consideration as any data modelling exercise. The databasc designer can take advantage

ofinheritance, and multiple inheritance ofattributes and methods is notationally allowed in

the second book edition. The second edition also made a distinction among three types of

aggregation: part-whole. container-contents and collection-members (Figure 3.7). Such a

specific relationship among classes may be confused with composite structures, thcrc also

may be other important structures required in a specifie application. For cxample, sorne

medica1 database might be concerned with a kill.'ihip relationship for inheritcd discasc.

Group

Type
Rc:.-ponsibility

Manll~cr

;." AKO; Employee ;::

::(~~>:::;~~::::;~;:::::;:::;:;8~::::.:·:8::~:;:::r.:;:;:::-q}~~:

:"; Employee: ,:.,

'::.:) AFO: Group ;.;; [>
r': Name :::-++11--"
:) M~thods

d:""-6~;

r;;=:'1
~tb~~d0}

Fi"an: 3.7: Inheritancc and composition hierarchy in CoadIYourdon
notation. AKO= A Kind Of. APO = A Part or

Influenced by the relational model, the CoadIYourdon approach insists that attributcs

should be a/amie, which is contradictory to a main object-oriented concept. modclling
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complex objects. They also discuss normalisation and the use of keys rather that object

identity.

3.7.3 OMT

The Object Modelling Technique (OMT) is widely regarded as one of the most complete

object-oriented systems analysis method published to date [Graham, 1994]. OMT was

introduced by Rumbaugh and his colleagues at General Electric [Rumbaugh et al., 1991].

It breaks down into three main phases or activities: analysis, system design and object

design. OMT has strong roots in traditional structured methods and offers an extremely

rich and detailed but complicated notation.

As mentioned at the beginning of this section we will concentrate on the object

modelling aspect of the studied object-oreinted methods. The first step in OMT is to build

the object model (OM), which consists of diagrams similar to those of CoadNourdon but

contains a much richer notation. The notation is fundamentally that of an EER modelling

• with methods (operations) and other annotations added into the entity icon (Figure 3.8).

Cla...:

CIa.... Nomc

.ttributc

.ttributc;d.t._type

.......
opc:rntion
opc:rntion(nrJist}=rcturn_typc

In.tanc..:

(Cl.ss Nomc)

.nributc_nomc = v.luc

.nributc_nomc = voJuc

Fil:U'" 3.8: Cl:Jsscs .nd instonccs in OMT.

The basic data modelling notation of OMT is shown in Figures 3.8 to 3.12. Note in

Figure 3.8 that attributes are typed and operations given argument lists and return types,

and that instances have round corners and bracket names.

•
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• f Cla••

~ C10ss

q Cla••

1+ 1 Cla.....

1'2.4[ Cla.....

Exactlyone

Many (zl,."t'o or more)

Optionnl (z",.,-o or more)

One or more

Nurnerieally s(1<.'Cilied

•

•

(Ordercd)~
- Cla...,.----
Fil:Urc 3.9: Associations in OMT.

Figure 3.J0 shows that trenay associations are allowed but associations with attributes

are often expanded into first-class objects. Associations are annotated with roles and may

have a qualifier. The latter is occasionally useful.

Classification structures are shown in Figure 3.1 1. from which it can be deduced tha!

the notation is richer than that ofCoadNourdon in expressing exclusivity and optionality.

Association Name

role .\ role ·2
Clas:;· A

"YOle.3

Clas.<· B

CI...<- C

A.!Sociation Name
Class-A \ )

Clas.<· B

link allributc
.....

Fi".rc 3.10: Tema!)' associations and associations wilh allributcs in OMT.
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Supcrclnss (b)

....
Subclnss·A Subcloss-B

Supcrclnss (c)

A discrirninntor

Subclos!l-A Subclnss-B

FiJ:Urc 3.11: Classification in OMT.

(a) More subclasscs c.'Cist. (b) Subclasscs have overlapping (non-disjoint) rnernbcrship.

Cc) The discriminalor is an attributc whose value discriminatcs bctwccn classes.

FiJ'ln: 3.12: Aggrcg:ltion (composition) in OMT.

Composition structures are shown in Figure 3.12. A particularly strong feature of

OMT is the ability to represent recursive composite structures.

Rumbaugh et al. [Rumbaugh et al., 1991] presents sorne heuristics for implementing

object-oriented designs in relationaI databases and in conventional languages. The

guidelines given for relational database implementation are as follows:

• Objects are identified using primary keys, preferably database engine-generated

surrogates.

• Classes are tables and instance tupies.

• Associations are tables.

• Inheritance links are shared with a secondary index.
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Generally, third-generation relational databases such as Ingres and Sybase give better

facilities for object-oriented modelling; however, the above guidelines work for most

database products.

OMT covers more issues than most other methods but it remains incomplete in sorne

areas and it is very complex to learn and use the notations. The emphasis on state

transition diagrams in OMT reflects its real-time modelling background. On the other

hand, unlike sorne other methods that employ state transition diagrams such as

Shlaer/Mellor, OMT allows to mode! the methods (operations) within its basic c1ass

notation according to the encapsulation concept.

3.7.4 OMT in the PDMS Database Design

Among the reviewed object-oriented analysis and design methods, OMT seems to satislY

the requirements presented in Section 3.6.1. The Rumbaugh et al. approach (OMT) uses

two other types of models in addition to the object mode! in order to describe the design

• of an information management system. The lirst one is the dynamic model, which

iIIustrates the dynarnic and control aspect of the system such as the changing states of an

object, using a state transition diagram (STO). The second type of model is the functional

or process model which describes the transformation of values that occur during system

execution, using data f10w diagrarns (DFD).

Such types of models are not found in the extensions of the ER mode!. They are not

even found in sorne object-oriented system design methods. Triggering, or the

propagation of operations from one object to another, is also delined in this methodo!ogy

in the form ofabject messages.

Moreover, OMT was considered for the design of the PDMS database because it

offered object-oriented modelling techniques for relational database implementations.

This aspect renders the object mode! of the PDMS more flexible and extendible, while

providing 3NF or higher realizable relational data tables.

•
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Figure 4.1 iIIustrates the architecture proposed by the ANSI/SPARC commitlee on DBMS

for a family of rclated database applications. The basic idea is that database design should

comprise three layers: the external, conceptual and internaI schemas. The external schema

is an abstraction of the global conceptual model, it isolates applications from most changes

in the conceptual mode!. The conceptual schema is a database design that integrates

related applications and hides the peculiarities of the underlying DBMS. The conceptual

schema contains what is known as mela-dala. Meta-data is data that describes other data.

For example, the definition ofa class or a database table is meta-data. The internaI schema

deals with the limitations and features of a specific DBMS, it consists of actual code

required to implement the conceptual schema or mode!.

-,, cxtcmal
, schema
, lover, .,

-,,
1
1
1

_1

-: interna!
, schema
: loyer

--'

Application nApplication 1 Application 2
1 1 1 -

Extcmal Extcmal External
schema 1

.........
schema 2 scheman

-
-

Conccptua! Schema
1

--
Int~.,."al .......-_ ....... InternaI
Schema 1 Schemam

•

Fil:Un: .u: ANSIISPARC thrcc schema architecture.

•

The PDMS database design uses Rumbaugh's OMT for designing both the external and

conceptual schemas, and OS/2's Database Manager specific code to create the internai

schema. When used for a relational database implementation, OMT refers tO these three

layers of the database design as the high, middle and law levels. The initial high-Ievel

object model is successively converted into relational tables and then into the low level

DBMS Data Definition Language (Figure 4.2).
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Fi::urc 4.2: Design LC\·cls.

Employing the OMT to design the PDMS database guarantees that the tables of the

relational data model will be in the Third or Boyce-Codd Normal Form.

4.1 The PDMS Database Object Model

The tirst step in the design ofthe PDMS database is describing its high Icvel object mode!.

This step is also used to analyse the information or data which requires processing in the

considered ICU. As suggested by the OMT. this phase will consist ofgrouping the similar

data elements types. managed in the ICU. under respective object classes and then

establishing the necessary or appropriate relationships types betwecn these classes. For

this prototype version of the PDMS. the object model is mainly composed of binary

associations and aggregations betwecn six different superclasse: as i1Iustrated in Figure

4.3. Patient. Parameters. Admittance. fngesla. Excreta and Nep. The OMT graphil'3l

notations used in Figure 4.3 to depict the PDMS object mode! have already becn cxplailled

in Section 3.7.3.
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Fil:U'" 4.3: The PDMS Object ModcJ.

Upon admission into the ICU of the Montreal Children's Hospital, the patient is

registered into the system. The registration procedure consists ofrecorcling the name, sex,

binh date, address and phone number of the Patient. Then, an Admittance record is

ereated for that patient.. which consists of the assigned bed number, the principal treating

physician, the time and date of admission and eventually the time and date of discharge.

Since a patient may be admitted more than once into the ICU an one-to-many association

exists between a single patient and the corresponding admittance records, depending on

the existence of the Patient.

During his or her stay in the lCU, the patient will be monitored by electronic

equipment. This equipment generates electronic data such as the patient's hean beat rate
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and respiration rate. It also measures and generates data for about fi fty other vital sign

parameters. The set of eleetronic data attributes is identified in the system by the

Parameters object class. The PDMS has a requirement for storing ail this electronic data

in a real-time fashion, since this data needs to be plotted in real-time graphical charts. It

also needs to be analysed and monitored by an expert system module that detects and

warns about any alarming data value [Collet, 1990]. Since these may be up 10 one

parameter recording per second related to the patient, there exists an one-to-many

association between the Patient and the Parametlm' object classes, depending on the

existence of the Patient.

Another set of data that is gathered manually in the ICU is the volume of ail fluids

extracted or injected from and into the patient's body. This data set is identified in the

system as the FIl/id Balance object class. Since the fluid balance is the recording of ail

injected and extracted fluids, we have divided the fluid balance object class into two objcct

classes, Ingesta and Excreta. Since the patient may be associated with more than one

Fluid Balance sheet, the relationship between the Patient and the Ingesta and Excreta

object classes is an one-to-many association, depending on the existence ofthc l'atiell1.

The Ingesta class defines the volume data of all injected fluids and is composcd of

many instances of two subclasses: IV (Intravenous) and InGastric object classes. The IV

object class groups the data attributes ofall the fluids injected into the patient's body in thc

form of an IV. The InGastric object class groups the data attributes of all the medication

injected into the patient's body in the form ofa gastric fluid. Hence, thcre exists a one-ta­

many aggregation relationship between the Ingesta and the IV classes, as weil as between

the Ingesta and InGastric classes.

nIe Excreta class defines the volume data ofall fluids extracted from the patient's body

and is composed ofmany instances of four subclasses: Blood, Urine, ExGastric and Stool

object classes. The Blood object class groups the data attributes of all the blood balance

in the patient's body. The Urine object cIass groups the data attributes of the quantity of

urine that was released from the patient's body at a certain time and date as weil as the

• cumulative quantity to date and time. It also groups the attributes that define the
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characteristics of the urine such as the amounts of sugar and S.G. that were measured.

The I-:XGastric object c1ass groups the data attributes of the measured abdominal girth of

the patient. The Stool object class groups the data attributes of the patient's stool. Hence.

there exists a one-to-many aggregation between the Excreta c1ass and ail its subc1asses.

Each patient in the leU is associated with a NI/rsing Care Plan. This plan may vary

according to the patient's condition and the treatment requirements. The data attributes

set that compose the NI/rsing Care Plan is identified in the system as the NI/rsing Care

Plan (Nep) object c1ass. Since the NI/rsing Care Plan varies over time, and since more

than one plan couId exist for a single patient, there exists an one-to-many association

between the Patient and the NCp object c1ass, depending on the existence ofthe Patient.

The Nep c1ass is composed of many instances of the following sub-c1asses: Task,

Medication and SolI/tians. The Task object c1ass represents the information about the

tasks that the nursing staff has to perform. Each task is identified by a Task NI/mber or

Identifier and weighs a certain number of points. These points are used to measure the

• global load or effort associated with a certain care plan, it is also used to measure the

individual nursing staff load. The Medication c1ass represents the information about the

type ofmedication that should be administered with this care plan, as weil as its frequency,

volume and means ofadministration. The Soll/tions c1ass represents the information about

the solutions that should be administered with Ihis care plan as weil as their name, type,

frequency. volume and means ofadministration.

4.2 The PDMS Database Table Mode!

The middle level table model contains generic, DBMS-independent tables. The motivation

for the middle level is to decouple the general problem of mapping objects to tables from

the specifies of each DBMS. The middle level or the table model is wordier and less

effective al conveying the overall structure of the database model than the high level.

However. using the mapping notations suggested by Rumbaugh el al., the middle level

conveys more details. and facilitates the generation of the Data Definition Language in

•
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order to physically implement the database, This improves documentation and eases

design portability,

In order to map the object modc1 to the table model. we can choose among several

mapping alternatives, For example, there are two ways to map an association to tables

and four ways to map a generalisation, Howcver. since the relationships in the PDMS

object modc1 are ail associations or aggregations, Section 4,2,2 will concentrate on the

procedure which maps associations from the object modc1to the table mode!.

The middle Icve1 is one step closer to the physical implementation of the database than

the high lcvel object model, it conveys more specific detail about the altributes of each

class and the domains to which each attribute belongs. Such details aid the programmer ta

dcvelop code that creates the database tables, cven without any understanding of the

global system mode!.

The low lcvel is the data definition of the target DBMS, This Icvc1 contains the actual

DBMS commands that create the tables, attributes, and indexes, The 10w-levc1 considers

DBMS specifics such as location of the tables within the database, and choice of

performance tuning mechanisms, It dea1s with the arbitrary restrictions such as size

limitations.

The following two sections will present a genera\ procedure or algorithm which is

employed in mapping the object model of the PDMS into the table mode!. The mapping

procedure will be detailed in a step-wise fashion. Moreovcr, these sections will a1so

explain the graphica1 representation ofthe middle Icvc1 table mode!.

4.2.1 Mapping Object Casses to Tables

STEP 1: For each c!ass C in the abject mode/. we create a re/atioll R which includes ail

the allributes ofC.

STEP 2: If the designer chose ta identify the abject hyan ID. then the ID must hecome a

non-nu// allrihute ofRand its primary key (for example. "Patient.PatientJD··

in Figure 4.3). Otherwise. the key attrihutes ofC hecome the primary keyfor R.
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There arc benefits for using IDs. They arc immutable and completely independent of

changes in the data value and physica!!ocation. The stability of object IDs is panicu!arly

imponant for associations since they refer to the object. This can be contrasted with the

referring of objects by name, where changing a name requires the update of many

associations. IDs provide a uniform mechanism for referencing objects.

On the other hand, IDs have disadvantages. Generating IDs is a nuisance, for which

RDBMSs provide no inherent suppon. Therefore, in the design of the PDMS object

mode!, we were careful as to which c1ass should benefit of an object identifier. This

decision was based on the type ofassociation bctween two classes, as will be described in

Section 4.2.2.

Graphically, a c1ass is usually ponrayed by a table (Figure 4.4), whose title is the name

of the c1ass which eventually will become the name of the database table. The table

contains five columns that list the following:

• The first column defines the name ofeach attribute defined in this c1ass.

• The second column defines whether this attribute can contain a null value in the

database; i.e., is it mandatory for this attribute to contain a value when insened in the

database?

• The third column indicates whl;;.her this value should be unique in the database. This is

uscd in order to preserve the rejerenlia/ inlegrity (see Section 4.4.1) in the database.

• The founh column defines the domain for which this attribute belongs; for example. an

attribute can be an integer, a character. etc.

• The last column indicates the size in bytes of that attribute. If the columns contains

the value Mdllt", this indicates that the programmer may use the dcfault database

system type size for the considercd attnoute.

The table model a1so indicates, next to cach table, the candidate kC)'S and the sclectcd

primary key ofthat table (see Section 4.4.1). as weil as its frequenùy aecesscd attributes.

It i.~ also suggestcd that table indexes should be defincd at this design level. Ir.dexes are

typica11y used to speed up the access to a table. If an index is used by the Database
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Manager to process a query. specific rows can be located faster with an index scan than a

table scan. Index files generally are small and require less time to read than an entire table.

However. the use of indexes has disadvantages. The various access paths that the

Database Manager can choose suggests that indexes reduce access time significantly.

Each index takes up a certain amount of storage depending on the size of the table and the

number of attributes included in the index. Hence, in the case of the PDMS database

model each insert operation performed on a table requires additional updating of each

index on that table. And since the PDMS database model requires intensive insert

operations. especially in the DLe module. the system performance can deteriorate.

A better solution would be to define primary keys wherever they apply. Since each

primary key has a unique index it reduces the overhead of maintaining and managing extra

index tables or files. This solution proves to be ideal in the case of the PDMS database.

Since the candidate index on ail the data modc1 tables is the PatielllJD attribute. which is

also part of ail the primary table keys. Therefore. we relied on primary keys to perform

the table indexing.

4.2.2 Mapping Binary Associations to Tables

ln general. an association may. or may not. be mapped to a table. It depends on the type

and multiplicity of the association and the database designer's preference!' in terms of

extensibility. number oftables. and performance trade-offs.

A many-to-many association always maps to a distinct table. This schema satisfies

Third Normal Form. On the other hand, and since we are mainly concemed with one-to­

many associations. there are !WO options of mapping one-to-many associations to tables.

We may create a distinct table for each association or bury a foreign key in the table of the

many c1ass. The advantages ofmerging an association into a c1ass are:

• Fewer tables.

• Faster database performance due to the fact ofnavigating less tables.

The disadvantages to that approach are:
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• More complexity; an asymmetrical representation of the association complicates

search and updates.

• Less design rigor; associations are between independent objects of equal syntactic

weight. It seems inappropriate to contaminate objects with knowledge about other

of'ljects.

Howevo:r. since in our case real-time response is a crucial design element and since the

aforementioned disadvanlages can be earefully resolved in the application module

surrounding the database. in other words the behaviour of the object class. we opted for

mapping one-to-many associations as foreign keys in the table ofthe many class. Another

factor that played a role in that decision is the fact that all associations in the PDMS object

model are one-Lo-many. Hence, if we translate them all in the same manner. we promote

consistency throughout the database design and. in particular. in the modules that access

cach table. which reduces the complexity ofsearch and ùpdates. This was implemented by

making sure that the buried key should become a non-null attribute of the primary key of

the many class.

STEP 3: For each one-to-many association with existence dependency between a one

c1ass CI and a many c1ass Cm. the primary key KI ofthe relation RI (table ofCI)

should be added as an attribute ofRm (table ofCm).

STEP 301: KI shouldnot be null andshould be an attribute ofthe primary key ofRn..

STEP 4: For each one-to-many aggregation repeat STE? 3 andSTE? 3a.

STEP 401: Make sure that no attributes ofRJ are replicated in Rm except the primary key

ofRI.

STEP 4b: Make sure /ha/ no a/tribu/es ofRm are replica/ed in RI.

As aforementioned an O1ggregation is a special type of association. But since in an

O1ggregation relationship the subclasses compose the abstract notion ofthe assembly object

class, and in order to ensure design integrity. the attnbutes between the superclass and the

• subclass should not replicated, except when mapping the relationship trom ~he object
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model to the table model (step 4a). In this context, an aggregation allows the inhcritance

of attributes between the "super" and the "sub" classes. Hcnce, steps 4a and 4b enforce

these design guidelines.

4.3 Testing for 3NF and BCNF

Normalisation of data can be viewed as a process in which unsatisfactory relation schemas

are decomposed by breaking up their attributes into srnaller relation schemas that possess

desirable properties. Hence, Normal Forms can be cOl1sidered as tools that provide the

database designer with a series of tests that can be carried on inàividual schemas so that

the relational database can be normalised to a desired degree. When a test fails, the

relation violating that test must be decomposed into relations that meet the normalisation

test [Elmasri and Navathe, 1995]. Date [Date, 1986, pp. 390-391] has formulated the

successive decomposition process as a set ofrules.

The higher levels of normalisation are important for database designers because they

make the structure of the database casier to understand and they reduce data anomalies.

Hence, a database schem:. design in 3NF and higher is considered to be a "good design".

Normalisation beyond 3NF is rarely done in praetice. A1though BCNF and 4NF are less

rare then SNF, they are still highly theoretical in nature (Miura, 1991]. Usually, a relation

in First and Second Normal Form exhibits certain anomalies with respect to insertion,

deletion or updates oftuples, whercas a relation in Third Normal Form does not have such

problems. Consequently, a relation in 3NF or higher is preferred.

The goal of the design a1gorithm presented in this section is to test whether cach

individual relation in the PDMS table model is in 3NF or BCNF. Otherwise, ifa table fails

to be in 3NF or BCNF, we will discuss th..: ~lternative procedures a.'!'ilable to amend this

situation as weil as their design im;:;iications. Hc.wever, before discussing the a1gorithm,

wc should present some concepts '.:r terminology tllai ~vill be extensively used throughout

this exercise.

4.3.1 ReferentiaI Integrity Constraint
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[n general, a relation or a relation schema may have more than one key, and each of these

kcys is referred to as a candidate kcy. It is common to designate one of the candidate

keys as the primary kcy. The entity integrity constraint dictates that a non-primary kcy

can be null, but a primary kcy value cannot. This is because the primary value is used to

identify individual tuples in a relation.

An attribute is called a prime allrihute of a relation if it is a member of any candidate

kcy or the primary kcy of that relation. An attribute is called a nonprime attribute if is not

a prime attribute [Elmasri and Navathe, [995].

The referential integrity constraint is specified between two relations and is used to

maintain the consistency among two tuples oftwo relations. For example, in Figure 4.4,

the attribute PatientJD in the Admittance relation is used as a forcign kcy part of the

primary. in order to maintain a consistency between a tup[e from the Patient relation and a

corresponding tuple in the Admittance relation.

• 4.3.2 Functiona[ Dependencics

Consider two sets ofattributes X and Y that are subsets ofR, R being the single universal

relation which contains ail the attributes in the database, R={Al, """' An}. A functional

dependency between X and Y, often denoted X~Y, specifies a constraint on the possible

tuples that can forrn a relation instance r of R That constraint states that for any two

tuples tt and 12 in r such that tl of X equals 12 of X, tl of Y must aise equal 12 of Y,

denoted tt[X]=t2[X) => tl[Y)=t2[Y). This means that the values of the X component of a

tuple uniquely (or functional[y) determine the values of the Y component. The terrn

Functional Dependency is often abbreviatcd by FD and the set X is referred to as the left­

handside ofthe FD, while Y is the right-hand side [E[masri and Navathe, 1995].

•
In other words, X is a candidate kcy ofR, if there exists a constraint on R which states

that there cannot be more than one tup1e with a given X value in any instance r of R,

which implies that X~Y for any subset ofattnoutes Y ofR Note that ifX~Y, this does

not necessarily imply that Y~X
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4.3.3 Normal Forms Based on Primary Keys

Sinee the table mode! of the PDMS is based on primary keys, as deseribed in Section

4.2.1, the definitions of the Second and Third Normal Form presented here will be based

on the FD and primary keys ofa relation.

As aforementioned in Section 3.3 a relation is in 1NF if the domains of a11 its attributes

include only atomic values. In the proposed database design, we begin testing for Normal

Forms by observing the faet that all the relations of the PDMS table modc1 arc in INF.

Elmasri and Navathe [Elmasri and Navathe, 1995] provide a definition of 2NF based on

the concept offu11 funetional dependeney. A FD X->Y is aful/funclional dcpcl/dcl/cy if

the removal ofany attribute A trom X means that the dependeney does not hold any morc.

A FD X-+Y is a partial dependency if for sorne attribute A E X. (X - {A})->Y. A

relation is 2NF ifevery nonprime attribute A is fu11y funetiona11y dependent on the primary

key ofthat relation.

• If a relation schema R is not in 2NF. R can be further normalised by decomposing it

into a number of2NF relations where nonprime attributes are associated only with the part

of the primary key on which they are fu11y dependent. In any case, 1NF and 2NF arc not

considered good relational designs. As we mentioned in chapter 3. it is best to have

relation schemas in BCNF. However, ifthat is not possible, 3NF is acceptable.

[Elmasri and Navathe, 1995] also provides a definition of 3NF based on transitive

dependency. A FD X-+y in a relation is called transitive if there is a set of attributes Z

which is not a subset of the primary key or does not include the primary key of that

relation, and both X-+Z and Z-+Y hold. According to Codd's original definition, a

re!ation is in 3NF ifit is in 2NF and none ofils attributes are transitively dependent on the

primary key.

•
Boyce-Codd normal trom is strieter than 3NF, every relation that is in BCNF is already

in 3NF. However, the opposite is not necessarily true. A relation R is in BCNF if it is

aIready in 3NF and whenever a FD X-+A holds in R, where A is an attribute ofR, then X
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is a candidate key ofR. Accordingly, ifa FD X~A holds in R where X is not a candidate

key and A is a prime attribute, then R is 3NF rather than BCNF.

4.3.4 Normal Form Testing Aigorithm

The testing algorithm for Normal Form presented in this section will be applied to the

table model of the PDMS described in Sections 4.4 through 4.1 I. However. in order to

reduce repetition. the details of applying the NF test aIgorithm will only be considered for

three sample tables, namely the Patient, IV and Blood tables. For the remaining relations,

we will simply state the NF test algorithm outcome.

Assuming that the designer has aIready verified that aIl attribute domains of the PDMS

table model are atomic, the aIgorithm will not test for 1NF.

Testing for 2NF and 3NF:

STEP 1: ifthe primary key ofthe considered relation R is composed ofa single attribute,

then R is in 2NF andjump to STEP 4. because every nonprime key is evidently

fully junctionally dependent on the primary key.

STEP 2: Otherwise, let B·{A,. ....Ad be the set of nonprime attributes of R and let

X={Ar.....An} be the primary keyofR.ifthere cxits an A, c B SI/ch that the FD

(X-Ak)-+A, holds. where Ak cx, then stop since R is not in 2NF. Otherwise

contimlC (STEP 3).

STEP 3: Do STEP 2 for every attribute Ai c B. if STEP 2 passes for every nonprime

attribute then R is in 2NF. At the endofSTEP 3. ifR is in 2NF then contifTUe to

STEP 4 which testsfor 3NF.

STEP 4: Let G(AJ be the set ofail the left-hand sides ofail FDs Z-+A, in R. G(AJ={Zr•

.. .•Zn}. ifthere exists a Z SI/ch that Z tZ X and X tZXI. and the FDs X -+Z and

Zi-+A, hold. then R is not in 3NF. Otherwise. continue testing (STEP 5).
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STEP 5: Do STEP -1 for every nonprime allribute Ai E B, ifS'lEP -1 fails for any Ai E B.

then R is not in 3NF and STOP. Othenvise. Ris in 3NF and continue testini:for

BCNF (STEP 6).

Testing for BCNF:

STEP 6: Let A, be an allribute ofthe relation R. A, ER '(AI.....Anl. Let G(AJ be: the set

ofal! the left-hand sides ofal! FD Z,-+A, in R, G(A,) ,- {ZI, .. ..Znl. Ifewry Zi E

G(AJ is a candidate key ofR continue (STEP 7), othenvise stop sillcc R is not in

BCNF.

STEP 7: Do STEP 6 for every allribllle A, ER. ifSTEP 6 fails for any A, E R. then R is

not in BCNF and STOP. Othenvise. Ris in BCNF.

The following sections will describe the middle leve1 table model of cach of the PDMS

modules, using the aforementioned methodology and test the resulting table model for

BCNF and 3NF. The testing exercise is also an opportunity to veritY that indeed

• employing the OMT for the design of the PDMS database will result in 3NF. or above.

relation schemas. First, we will describe the tables managed in the rei:istration module

and test them for Normal Forms. Then, we will follow the same presentation approach for

the fluid balance module, the nursing care plan module and the data link contml!er

modules.

•
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The registration module manages two types of information; the first c1ass is genera!

information about the patient such as name, sex, date of birth, address, etc. The second

c1ass of information describes admittance information about the patient such as the date

and time the patient was admitted into the ICU, the date and time the patient was released

from the ICU, the patient's bed nurnber, etc.

• 4.4 Registration Tables

4. Design

•

•

The data represented in the first c1ass Patient (general patient information) is used by

ail the other modules of the PDMS. Therefore this c1ass has been moved to the highest

level ofhierarchy in the object model, Figure 4.3. Hence, the data ofthis c1ass which is

specifie for cach patient can be inherited by ail the modules rather than being replicated

and copied throughout the tables of the PDMS modules.

Figure 4.4 shows the mapping between the high !evel information mode! and the middle

levcl information mode! ofthe Patient c1ass:

• Patient.PatientJD: indicates the ID number given to the patient. Domain: Seriai

number. This object identifier shou!d contain a unique not null value.

• Patient.First_Name: indicates the first name of the patient. Domain: Long name,

String ofcharacters.

• Patient.Last_Name: indicates the iast name of the patient. Domain: Long name,

String ofcharacters.

• Patient.Birth_Date: indicates the birth date of the patient. Domain: Date,

formatted as such "DD-MM-VYYY".

• Patient.Sa: indicates the sex of the patient. Domain: Set of two single characters

(M. F).

• Patient.Address: indicates the address of the patient's residence and/or any other

addresses where the patient could be contacted. Domain: String ofcharacters.

• Patient.Phone: indicates a telephone number where the patient can be reached.

Domain: Integer, Number, e.g. 5143989394.
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FiWJre -lA: Palient & Admitt:lncc Data Classes.

The Patient class is accessed by application modules that can only perrorm inscrt,

update and retrieve data operations on it, based on its primary table key. Thercfore, in the

case where the patient changes phone numbers the staff can update the patient's record in

the Patient table.

The second class of data, Admittance, used in the Registration Module has

administrative as weil as historicaJ purposes. The data represented in this c1ass rcvcals

information such as the date the patient was admitted into the ICU. the date the patient

was rel~.ased from the ICU, the diagnosis, and the name of the trcating physician. This

information serves as a patient history. and could aise be used by the accounting

department.

Figure 4.4 shows the mapping between the high leve1 infonnation model and the middle

level information mode1 of the Admittance class. Since there is a one-to-many association

betWeen the Patient class and the Admittance, the key anribute of the Patient c1ass.

Patient_ID, bas been inserted as a foreign key and used as a part of the primary key orthe
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AdmillunCt' c1ass when applying the mapping algorithm betwe~n the object model and the

table mode!. This serves weil in choosing the primary key of the Admillance relation.

Since a patient may be admitted more than once into the ICU, the primary kcy should be

able to identi1)' which admittance is in question: the tirst, the second or the "Nth" one.

Therefore, the primary kcy of the Admillance relation is a combination of the PatielltJD

and time and date ofadmittance attributes (Figure 4.4):

• Admillance.l'atielltJD: indicates the same value as l'atiellt.l'atiefllJD. The

purposc of duplicating this attribute in the Admillance c1ass is to establish and

maintain the relationship as dcscribed in the database object mode!. Domain: Seriai

number, not /lniq/le in this table in order to allow multiple entrics or records of

admittances for the same patient which satisties the one-to-many association

relationship between the Patient and the Admillance c1ass.

• Admillance.Date_rimeJn: indicatcs the time and date the patient was admitted

into the ICU. Domain: TimeStamp.

• Admillance.Bed_Nbr. indicates the CUITent bed number assigned to the patient in

the ICU upon admittanc;:; this value may change if the r~t;ent is re-assigned to

another bed. Domain: Integer, Number.

• Admittance.Doctor: rcpresents the name of the primary physician who IS

responsible for the patient's treatment. Domain: String.

• Admittance.Date_Time_Out: indicates the time and date the patient was discharged

ITom the ICU. Domain: TimeStamp.

The application modules using the Admillance table are designed to perform record

insertion. update and retrieval according to the primary key of the table. Thus, if the

patient's physician changes, the staff can update that attribute in the patient admittance

record.
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4.4.1 Registration Tables NF Testing

Applying the NF testing algorithm of Section 4.3.4. we will begin with testing the !'(l/IL'III

relation schema for BCNF. Rr={Patient_lD. First_Name. Last_Name. Birth_Dale. Sex,

Address, Phone j. The set Br of nonprime attributes of RI' is 1Birth_Dale, Sex, Address.

Phone}.

STEP 1

Since the primary key of Rr is composed of a single attribute, Rr is in 2NF. Ncxt we

will verify whether Rr is in 3NF.

STEPS4 and 5

The attributcs that belong to Br are not functionally interdependent; that is, they are ail

functionally dependent on the patient. Moreover, we cannot say that any attribute in Br is

functionally dcpendent on Last_Name, Firs!_Name or the combination of both for the

following rcasons:

• G(Birth_Date) = {Patient_ID, (patient_ID, Last_Name). (Patient_ID, First_Name),

(patient_ID, First_Namc. Last_Name)}.

More than one patient tan have the same name but dilferent birth dates. Similarly

two people bom on the same date do not neccssarily have the same name.

In both cases, tl[X)=U[X) docs not imply tt[Y]=u[Y] (see Section 4.3.2), hence

we don't have functional dcpendencics betwccn Rirth_date and any other

attribute than the primary Key.

• G(Sex) = G(Birth_Date).

More than one patient tan have the same name (first and ~ or both) but

different §eX, therefore tl[X]=U[X] àocs not imply tt[Y]=u[Y].

• G(Address) = G(phone) = G(Birth_Date).

It is not rare that two people with the same name live under the same civic

address and use the same phono: nurnber. This case is common with children that
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have similar names as their parents, such as Joe Doe and Joe Doe Jr. Hence, the

Address and Phone attributes cannot fum.:tionally depend on {Last_Name,

First NameJ. Similarly, we cannot be sure that {Address, Phone} -)

(Last_Name, First_NameJ.

Hence, Rp is 2NF and has no transitive dependencies. Thus it is in 3NF. Now, we

should continue with the algorithm and test Rp for BCNF.

STEPS 6 and 7

• G(First_Name) = {Patient_JD, (Patient_ID, Last_Narne)}.

The patient's tirs: name is fun~ionally dependent on the patient's ID or on the

combination (If the patient's ID and the patient's last name. The First_Name

cannot be funetionally dependent on the Last_Name because we may have more

than one patient with the same last name.

Hence, in this case, 11 [X]=t2[X] does not imply 11 [Y]=u[Y], which contradiets the

concept offunetional dependency (sec Section 4.3.2). Similarly, the Las/_Nome

cannot be funetionally dependent on the Firs/_Nome.

Examining the table model of the Patient table, we notice that every left·hand side

that belongs to G(First_Name) is a candidate key. Therefore we continue the

algorithm by building GCLast_Name).

• G(Los/_Name) = {Patient_ID, (patient_ID, First_Name)}.

Since every Xi E GCLast_Name) is a candidate key we will continue.

• G(Birth_Da/e) = {Patient_ID, (patient_ID, Last_Nalne), (patient_ID, First_Name),

(patient_ID, First_Name, Last_Name)}.

The birth date is funetionally dependent on the patient. Every Xi E

G(Birth_Date) is a candidate key, hence we will continue.

• G(Sex) = G(Ackiress) = G(phone) = G(Birth_Da/e).
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Obviously the SCX, address and phone number are functionally dependent on the

patient. Since every Xi E G(Scx) E G(Address) E G(Phone) E G(Birth Date) is

a candidate key, the algorithm finishes "successfully". Therefore, .he /'''tilt/ll

relation is in BCNf, and wc will not test this relation schema for any other

Normal Form.

Applying the same algorithm on the Admit/anclt table, wc can deduce tha. i: is also in

BCNf.

4.5 Fiuid Balance Tables

The F1uid Balance Module manages information concemed with the volumes of ail OuiJs

injeeted into and extraeted from the patient's body.

Data in the F1uid Balance Module is captured manually or through a voice activated

user interface (petroni, 1991], in a spread-sheet like format. The Fluid Balance Module

spread-sheet management program calculates, balances and corrects ail the entered

volumes :Iata before it commits them to the database.

Data in the F1uid Balano:e Module is divided into two major classes, fl/]:It.•!:: and

Excreta. Theses classes are considered abstract classes. An abstract c1ass is a c1ass that

has no direct instance but whose descendent classes have direct instances. On the

contrary, a concrete c1ass is a dass (hat is instantiable or one that cao have direct

instances. Designs frequently use abstraet classes in order to convey subordinate classe.

that participate in the same association or aggregation. Sorne abstraet classes appcar

naturaIly in the application, such as the Ingesta and the Excreta classes.

Being abstraet classes, the Ingesta and Excreta classes will not be mapped onto a

database table in the middle leve1 layer of the design. Moreover. the association

relationship between the Patient classes and both the Excreta and fngesta classes will be

translated onto. or inherited by, the descendent classes of the laters. Therefore, in the

middle leve1 mapping, the aggregation between the 1ngesta class and its descendent classes

• wi11 be converted into association re1ationships between the Patient class and 'hose
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inJ.:estu descendent classes. Similarly. the relationships between the Patient class and the

Excreta c1ass will be translated into association relationships between the Patient c1ass and

the descendent classes of the later. Those relationship translations are iIlustrated in

Figures 4.5. 4.6. and 4.7.
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Fi".n: 4.5: Ingcsta - IV & InGastric Classes,

Figure 4.5 illustrates the application of the mapping algorithm between the object

model and the table model ofthe IV c1ass:

• IV.Patient_ID: indicates the same value as Patient.PatientJD. The purpose of

duplicating this anribute in the IV cIass is ta establish and maintain the inheritance

relationship as described in the database abject mode!. Domain: Serial number. this

attribute is not defined as unique in arder ta allow the insertion ofmultiple Ingesta­

IV records for the same patient. This satisfies the one-to-many association

reIationship betWeen the Patient and the Fluid Balance abject classes, since a single

patient~ have many fluid balance sheets during bis stay in intensive care.

• IV.IV_Nbr. indicates the number of the IV given ta that patient on a certain day.

Domain: Integer.
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• IV.Body_Part: indicates the part of the patient's body where the IV is injectcd. For

example. left arm or left leg. Domain: String ofcharacters.

• IV.Level: represents the level of the IV in millilitres at a given time. Domain:

Volume expressed as string ofcharacters.

• 1V..4c/IIa/Jntk: indicates the actual volume of IV injectcd in the patient's body.

Doma;~: Volume expressed as string ofcharacters.

• IV.DesiredJntk: indicates the desired volume of IV tha! is supposed to be injectcd

in the patient's body. Domain: Volume expressed as string ofcharacters.

• IV.Date_Time: indicates the time and date the injection and measurements

operations occurred. Domain: Time Stamp.

Applying the mapping algorithm between the object mode! and the table modcl. Figure

4.5 illustrates the middle level table modcl of the II/Gastrie c1ass:

• II/Gastrie.PatientJD: indicates the same value as Patie1l1.Patie1l1JD. The purpose

of duplicating this attribute in the II/Gastrie c1ass is to establish and maintain the

relationship as it was described in the database (,oject mode\. Domain: Seriai

number, this attribute is not defined as /ll/ique in order to allow the insertion of

multiple Ingesta - InGastric records for the same patient. This respects the one-to­

many re!ationship between the Patient c1ass and the II/Gastrie c1a~s.

• II/Gastrie. Type: indicates the type of the gastric lluid injceted into the patient's

body. Domain: String ofcharacters.

• II/Gastrie.Leve/: indicates the level of ail gastric lluids injceted into the paticnt's

body at a givcn time. Domain: Volume expressed as string ofcharacters.

• II/GastrieAmo/lnt: indicates the amount of gastric lluid injcetcd into the patient's

bodj' at a givcn time, Domain: Volume expressed as string ofcharacters.

• InGastrie.Date_time: indicates the date and time the injection and measurements

operations occurrcd. Domain: Time Stamp.
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FiJ:U1"e 4.6: Blood & Urine Classes.

Figure 4.6 ilIustrates the mapping between the high level information model and the

middle level information model of the Blood object c1ass, again using the' mapping

aIgorithm between these two levels of the database design:

• BloodPatient ID: indicates the same vaIue as Patient.Patient ID. This attribute is- -
aIso duplicated in the Blood object c1ass in order to establish and maintain the

relationship between the Patient and the Blood classes, as it is described in the

da~base object mode!. Domain: Seriai number, this attribute is not defined as

unique in this table, in order to aIlow multiple insertions ofExcreta - BloOO records

for the same patient.

• Blood Total Loss: indicates the total volume of the blood that has been lost from

the patientts body at a certain time and date. Domain: Volume expressed as a string

ofcharaeters.

• Blood. TotalJnrake: indicates the total volume of blood that was injected into the

patient's body at a certain time and date. Domain: Volume expressed as a string of

characters.
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• Blood.Total_BalanCf!: mainly represents the ditTerence between the TotaUntake

and the Total_Loss attributes, and indicates the balance of blood in the patient's

body at a certain time and date. Domain: Volume expressed as a string of

characters.

• Blood.Date_Time: indicates the time and date the aforementioned blood volume

measurements took place. Domain: Time Stamp.

Figure 4.6 also ilIustrates the mapping b~twe"n the high Icvel object modc1 and the

middle level table model of the Urine object class:

• Urine.PatielllJD: indicates the same value as Patielll.l'atielllJ/). Similar to the

other classes, this attribute establishes the relationship between the Urine class and

the Patient class as it is described in the database object model. Domain: Seriai

number, this attribute is not defined as uniqut! in this table i.n order to allow multiple

insertions ofrecords that pertain to the sarne patient.

• Urine. QualIIity: indicates the quantity of the patient's urine at a certain time and

date. Domain: Volume expressed as string.

• Urine.Cumulative: indicates the cumulative quantity of the patient's urine at the

particular time and datl:. Domain: Volume expressed as string.

• Urine.Sugar. indicates the quantity sugar found in the patient's urine at a certain

time and date. Domain: Volume expressed as string.

• Urine.S_G: indicates the quantity of S.G. that was found in the patient's urine at a

certain time and date. Domain: Volume expressed as string.

• Urine.Xetone: indicates the volume of a ketone if found in the patient's urine at a

certain time and date. Domain: Volume expressed as string.

• Urine.Date Time: indicates the time and date whcn ail the above mcasurements

were recorded. Domain: Time Starnp.

The Stool object class groups the data attributes of the paticnt's stool at a ccrlain

lime and date. The &Gastric object class groups the data attributes of the patient's

abdominal girth at a certain lime and date. Figure 4.7 ilIustrates the mapping oetWccn the

high Icvel data model and the middle Ievel data model ofthese classes:
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FiJ:Urc 4.7: Stoo) & E.xGastric Classes.

• SlooI.Paticnt_ID: indicates the same value as Patient.PatientJD. Similar to the

other classes this attribute establishes the relationship between the Stool c1ass and

the Patient class as described in the database object mode!. Domain: Seriai

number. this attribute is not described ta be unique in tbis table in arder to allow

multiple insertions of:.tool records that pertain ta the same patient.

• Stool.Amount: indicates the amount of stool recorded at a certain time and date.

Domain: Volume expressed as string.

• Stool.Date_Time: indicate:; the time and date Ge staal amount was recorded.

Domain: Time Stamp.

• ExGastric.Patient ID: indicates the same value as Patient.Patient_ID. This

attribute establishes the relationsbip between the Stool class and the Patient class as

as it is described in the database abject model. Domain: Seriai number. not unique

in this table in order ta a1Jow multiple insertions ofgastric abdominal girth records

that pertain to the same patient.

• ExGastric..Adb_Girth: indicates the measured abdominal girth recorded at a certain

time and date. Domain: length expressed as string.
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• ExGaslrie.Dale_rime: indicates the time and date the abdominal girth was

measured. Domain: Time Stamp.

The application modules accessing the Fluid Balance tables are designed to perform

only insert and retrieve record operations on the tables, based on their primary kcys. If a

f1uid measurement needs to be corrected, then a new record with the current time stamp is

inserted in the table. Therefore, measurements traceability is assured. Moreover, when

tirst started or re-initialised, the application modules are designed to retrieve the

measurements that occurred on the date specitied by the user and store them in local

application space variables.

Currently, the application user interfaces of the Fluid Balance module do not allow

queries on measurement~ traceability, this has to be performed through the query manager

of the database management system. However, the database stores ail the data required to

perform queries with various search criteria.

• 4.5.1 F1uid Balance Tables NF testing

This section tests the tables in the Fluid Balance module for Normal Form using the NF

te5ting algorithm described in Section 4.3.4. First, we will consider testing the IV relation,

(RIv), for Normal Forrns. RJv='(Patient_ID, IV_Nbr, Body]an, Comment, Level,

Aetual_Intk, Desired_Intk, Date_Time) with a primary key, X={Patient)D, IV_Nbr,

Date Time}.

Since the primary key, X. of RJv is composed of more than one attribute the algorithm

starts testing for 2NF at steps 2 and 3.

STEPS 2 and 3

Let Brv be the set of a1l nonprime keys of RJv. BIV = {BodLPart. Comment, Leve!,

Aetual_Intk, Desired_Intk} .

• Body]arl is fuJly functionally dependent on X

•
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ln some cases, up to live IVs may be simultaneously injected into the patient's

body. Hence, The Body_Part where the IV is injected depends not only on the

PatientJD but also on the date and time ofthat IV injectin and which IV number

is il. In other words, ifwe extract any attribute from X, Body_Part will no longer

functionally depend on X.

• Comment is fully funetionally dependent on X.

The comment made by the medical staff depends on the same funetional

parameters ofBody_Part, hence the full FD X-+{Comment}.

• Leve/ is fully funetionally dependent on X.

The level of IV measured by the medical staff depends on the same funetional

parameters ofBody]art, hence the full FD X-+{Level}.

• Actua/Jlllk is fully functionally dependent on X.

The level of aetual IV intake measured by the medical staff depends on the same

functional parameters as Body_Part or Levc/, hence the full FD

X->{Actual_Intk}.

• DesiredJntk is fully funetionally dependent on X.

The level of desired IV that should have becn ideally injeeted into the patient

depends on the same functional parameters a "Aetual_Intk", hence the full FD

X-+{DesirecUntk}.

STEP 2 was "successfully" completed for every attribute in Blv. Therefore, RJv is in

2NF. Next, steps 4 and 5 will test RJv for 3NF.

STEPS4 and 5

• GiBody]art) = '(Patient_ID, IV_Nbr, Date_Time_In)}.

There are no transitive dependencies in G(Body_Part), therefore we continue.

• G(Comment): {(Patient_ID, IV_Nbr, Date_Time_In)}.

There are no transitive dependencies in G(Comment), therefore we continue.
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• G(Levcl) = {(Patient_ID, IV_Nbr, DateJime_ln)}.

There are no transitive dependencies in G(Lcvel), thel'efore we continue.

• G(Actualjnlk) = {(Patient_ID,IV_Nbr, Date_Time_In)}.

There are no transitive dependcncies in G(ActuaUntk), therefore we continue.

• G(Desiredjlllk) = {(Patient_ID,IV_Nbr, Date_Time_ln)}.

There are no transitive dependencies in G(Desired_lntk), end.

We ean notice that there exists no transitive dependencies in RIV, therefore it is in 3NF.

Since RJv is in 3NF, in the following steps we will test for BCNF.

STEPS 6 and 7

• G(PatiellljD) = {Patient_ID}.

Every Xi E G(patienUD) is a candidate kcy, hence we continue.

• G(lV_Nbr) = {Patient_ID, (patient_ID, Date_Time)}.

Every Xi E G(IV_Nbr) is a candidate kcy, hence we continue.

• G(Date_Time) = {Patient_ID, (Patient_ID, IV_Nbr)}.

Every Xi E G(Date_Time) is a candidate kcy, hence we continue.

Considering that, cvery Xi E G(Body]art), cvery Xi E G(Comment), cvery Xi E

G(Lcvel), every Xi E G(AetuaUntk) and every Xi E G(Desired_lntk) in steps 4 and S,

are candidate kcys, then RJv is in BCNF.

Next, we will consider testing the Blood relation, (RJUood), for Normal Forms.

RBloocF(patient_ID, Total_Loss, Total_lntake, Total_Balance. Date_Time) with a primary

key, X={Patient_ID, Date_Time}.

Since the primary key. X, of RBlood is composed of more than one attribute the

a1gorithm starts testing for 2NF at steps 2 and 3.
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STEPS2aruU

Let BUlood be the set ail nonprime attributes of Rnlood, BDlood={Total Loss,

TotaUntake, Total_Balanaee}.

• To/alj.o.\:v is fully funetionally dependent on X.

The blood 1055 value depends on two attributes the Pa/ienl and Date_Time the value

was measured. Furthermore, if we extract any one attribute from the key X,

TolalJ.o.\:v will no longer be functionally dependent on X.

• To/aljn/ake is fully functionally dependent on X.

Similar to To/atLoss, the blood ir~ake value depends on two attributes the Pa/ienl

and Da/e_Time the value was measured. Hence, if we extract any one attribute from

the key X, To/alJn/ake will no longer be functionally dependent on X.

• To/al_Balance is also fully functionally dependent on X.

The blood 1055 value depends on both attributes of the key X, Pa/ien/ and

Da/e_Time. Hence, ifwe extract any one attribute from the key X, To/a'-Balance

will no longer be functionally dependent on X.

STEP 2 was "successfu!Iy" completed for every attribute in BBlood. Therefore, RBlood is

in 2NF. Next, steps 4 and 5 will test Rnlood for 3NF.

STEPS4 and 5

• G(ro/al_Loss) = {(patient_ID, Date_ Time)}.

There exists no transitive dependencies in G(To/al_Loss), therefore we continue.

• G(ro/alJniake) = {(patient_ID, Date_Time)}.

There exists no transitive dependencies in G(To/aljn/ake), therefore we continue.

• Grro/al_Balance) = {(patient_ID. Date_Time), (Total_Loss, TotaUntake)}.

In this case, there exists a transitive dependency. To/a/_Balance is functionally

dependent on the total blood loss and total blood intake since it represents their

difference.
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Therefore, wc have the following transitive dependency: X->(Total_Loss),

X~(Total_Loss) and (Total_Loss, TotaUntake)->(Total_Balance). Since STEP 4

failed for this specifie attribute ofBllI,>Od, the algorithm stops here and wc deduce that

RJllood is not in 3NF.

The fact of having the Bload relation in 2NF only, requires us to analyse the options

available for solving any consequent database design problem. We have two options to

amend this situation. The first one is to further decompose the B/ooci relation schema

until it meets the 3NF or the BCNF requirements. The second option is to ensure that the

modules acce.ssing or managing this table are aware of the aforementioned transitive

depl''!tlency and are programmed to resolve any database anomality.

Since the modules that access the B/oad table don't perform update and delete

operations, database update anomalies are less likely to occur. Analysing the database

design model, wc can also note that the Total_Balallcl! attribute is not required or used in

any other module of the PDMS than the Fillid Balallcl! module. Furthermore, the

• Total_Balallcl! attribute does not have any kind of interdepcndency with other PDMS

tables.

Decomposing the BloOO relation into two relations adds another table to the database

which affects the performance of the database manager. Therefore, wc opted to resolve

this potential database inconsistency or integrity problem at the application lcvel. Wc

ensured that the modules accessing the Blood table calculate the value of the

TotatBalance attribute from the difference of the other two attributes (TotalJ.oss and

TotalJlIlake ) rather than reading and inserting it into the database table.

Therefore, the Total_Balallcl! attribute wiil be dropped from the Blood relation schema

and will be managed at the application level when and where required. The modification

of the relation schema will be reflected in Chapter S, upon the physical creation of the

Bloadrelational table (Figure 5.7).

•
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Finally, If wc apply the Nf testing algorithm presentcd in Section 4.3 4 to the

remaining relation schemas of the Fluid Balance module, we will discovcr lhat thcy arc

also in BCNF.

4.6 Nursing Care Plan

The Nursing Care Plan module of the PDMS manages the care plan rcquired for a patient

based on the patient's age, diagnosis, mcdical procedures pcrformed. allergies and

possibly other individual circumstances [Roger 1:1 al., 1992]. Il also maintains and

schcdules the nursing actions and tasks associatcd with each plan.

The data in the NCP module is entercd manually. the module incorporatcs a schedulcr

that will automatically schedule and assign the actions and tasks of the care plan to the

nurses based on the input data of staff availability and level of expertise. Figure 4.8

illustrates the mapping between the high level mode1 and the rniddlc levcl modc1 of the

NCPclass.
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Fi~re4.8: NCP & Task Classes.
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• NCf'.f'ati/:nt ID: indicates the hospital ID number given to the patient and is meant

10 cstablish the inheritance between the NCP c1ass and the Patient c1ass as

described in the object mode!. Domain: Seriai number, this attribute is not defined

to be unique in order to allow multiple insertions ofNCP records that pertain to the

same patient.

• NCP.NCf'JD: is a sequentially-generated number which associates a unique object

identifier with an individual Nursing Care Plan, and it used to maintain the

aggregation relationship between the NCP c1ass and its subordinate object classes.

Domain: Seriai number, must be a u/lique value in this table.

• NCP.Diag/lo.~is: represents the diagnosis of the patient. Domain: String.

• NCP.lJiagMemo: holds a memo, ifavailable, that is associated with the diagnosis of

the patient. Domain: String.

• NCP.A lIergie,,~ indicates whether the patient has any allergies; the NCP uses this

attribute to check for any medications or solutions that should not be given to a

patient with the indicated allergies. Domain: String.

• NCP.Notes: stores the physician and nursing staff notes, if any, about the patient's

care plan. Domain: String.

• NCP.Operations: represents the medical procedures that the patient has undergone

or is about to undergo. Domain: String.

• NCP. Tota,-Points: represents the sum of ail the Task points found in this care

plan. This is the method used by the Montreal Children's Hospital to measure the

work load ofa care plan. Domain: Integer.

• NCP.Date_Time: indicates the time and date the Nursing Care Plan was created.

Domain: Time Stamp.

Figure 4.8 also iIlustr.ttes the mapping between the high level model and the middle

level model of the Task object c\ass:

• Task.NCPJD: should be the same as the NCP.NCPJD and it is duplicated in the

Task table in order to establish the aggregation relationship between the NCP c1ass
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and one of its constituent subordinate classes. namely the lC1Sk object c1ass.

Domain: SeriaI number. this number is not unique in this table.

• Task. TaskJD: uniquely identifies each of the tasks that are available in a Nursing

Care Plan; there are about 283 dilferenttasks defined as part of the Hospital's care

ICU eare system. A static codc/decode table must be ereated in the database. this

table translates each TaskJD into a name along with an explanation of the nature

ofthat ICU care task. Domain: Integer.

• Task.Poi11ls: a number of points associated with each task. used in order to evaluate

the effort required to execute a nursing care plan task, according to the PRN

system. Domain: Integer.

• Task.Fre'LType: indieates the type of the TaskM that is found in the Ne/'; the

yype of the task is always associated with its frequency. For instance. "1 HQT'

means that the task of type "QT' should be perforrned hourly. Again. a static

code/decode table that maps the task types to their meaning needs to be inserted in

the database. Domain: String.

• Task.Memo: holds any memo that has been associated with the Task. Domain:

String.

Figure 4.9 i1Iustrates the mapping between the high level model and the middle levcl

model ofthe Medication object c1ass:

• Medication.NCP ID: should be the same as the NC/'.NC/' ID, and it is duplicated- -
in the Medication table in order to e!'tablish the aggregation rclationship between

the NCP c1ass and the Medication object c1ass. Domain: Seriai number. this

attribute is not defined as unique in this table.

• Medication.Name: holds the name of the medication that should he administered as-
part ofthe NCP. Domain: String.

• Medication.Route: indicates the manner in which the medication should be

administered, orally, by injection, etc. Domain: String.
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Fij:lm: 4.9: Medication Class.

• Medication.Dosage: indicates the dosage of medication that should be given to the

patient. Domain: Volume expressed as string.

• Medication.Freqllency: indicates the frequency of administration of that

medication, hourly, every six hours, etc. Domain: String.

• Medication.PRNTag: indicates whether the Progressive Research Nursing system

has been adopted by the hospital to evaluate the workload points of the medication

section of the care plan [Roger et al., 1992], or not. Domain: String or flag.

• Medication.Points: indicates the number of points associated with administrating

this medication. Domain: Integer.

Figure 4.10 iIlustrates the mapping between the high level model and the middle level

model of the Sollltions object class:

• Sollltions.NCPJD: should be the same as the NCP.NCPJD. and it is duplicated in

the Sollltions table in order to establish the aggregation relationship between the

NCP class and the Solution object class. Domain: Integer, not IInique in this table.

• Sollltions.Nllmber: indicates the number of the solution that is being administered

to the patient. i.e. the first. the second or the third. Domain: Integer, Numeric.

• Solmions.Name: holds the name of the solution that should be adrninistered to the

patient as part ofthe Nep. Domain: String.
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Fi".rc -'.10: Solutions Class.

• Solutions.Route: indicates the manner by which the solution should be

administered, orally, by injection or through an IV injection. Domain: String.

• Solutions.Rate: indicates the rate of administration of this solution. For examplc.

two bags a day. Domain: String.

• Solutions. TypeTag: indicates which type of system has been used to evaluate the

workload points of the solutions section in the care plan. Domain: String.

• Solutions.Points: indicates the number of points associated with administrating this

solution. Domain: Integer.

Similar to the Fluid Balance application modules, the NCP application modules that

handle the Nep tables are designed to perform only insert and retrieve record operations

based on the table's primary keys. This ensures records correction traccability.

Furthermore, when tirst started or re-initialised, the application modules are dcsigned to

retrieve the plans that occurred on the date specitied by the user an1 store them in IOc:&i

application space variables.

4.6.1 Nursing Care Plan Table NF Testing

This section tests the relation schemas of the Nursing Care Plan module for Normal

Form using the NF testing a1gorithm described in Section 4.3.4. If we apply the NF
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tcsting algorithm prcscntcd in Section 4.3.4 to the relation schemas of the NCP module,

wc will discovcr that thcy arc in BCNF.

4.7 Data Link Controller

The Data Link ControUer (DLC) module acquires and st:'lres the vital sign data

transmilted by the network of bedside monitors in real-time mode. This information is

automaticaUy gathered without manual entry. The data .:c'!uir-;:d by the DLC is of two

major types:

1. Parameler Daia are monitored numerical data values which originate from the bedside

monitors, such as heart beat rate, blood pressure or respiration rate. Parameter data is

identified by a Medical Function Code (MFC), and its values are updated through the

bedside monitors every 1024 ms.

2. Wave Daia is digitised information, sampled representation of the wave form

generated by the bedside monitors.

Figure 4.11 describes the mapping between the high leveI information modeI and the

middle level information modeI of the Paramelers c1ass:

• Paramelers.Palient ID: indicates the same value as Patient.Patient ID. The

purpose of dupIicating this attribute between the Patient and the Parameters c1ass

is to establish the reIationship as described in the object data mode!. Domain: Serial

number, this attribute is not defined to be unique in this table.

• Parameters. Type: indicates the type of recorded the vital sign parameter. Domain:

List offorly types ofparameters; i.e., list of40 MFCs.

• Parameters. Value: indicates the vital sign parameter's value recorded at an instance

in time. Domain: Bit data type.

• Parameters.Time_Stamp: indicates the value of the lime instance when the

parameter was measured. This stamp is generated by the bedside monitor, and

designates the lime that value was recorded. Domain: Time Stamp.
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Fil:Urc ':.11: Parnrnctcrs Class.

The application modules using the DLC Paramete,.... tabie are dcsigned to pcrform only

insert and retrieve record operations on the table based on the primary keys. Howevcr. in

this module, insertions are done only by a transfer process. which is dcscribed in the

following section.

4.7.1 Data Link Controller Table NF Testing

Applying the NF testing aIgorithm to identify the Normal Form of the Patiel1t relation

seems excessive, three out of the four attributes that belong to that relation compose its

primary kt=)'. Thus, it is cIear that this relation is in BCNF or highcr.

However. one may argue as to why is the attribute Type part of the key. The bedside

monitors are capable of measuring a large number of vital signs. of which. only fortYare

required to be recorded in the PDMS database. Each of these parameters has a difTerent

type of measuring unit such as beat/second or flow/minute. Since the value of the

measured parameter is inserted in bit data format, we need to know its type in order to

determine its measuring unit. That is achieved through a codeldecode table which holds

the parameters types and their corresponding measurement unit.

This implies that the :-ecorded "value" cannot funetionaIly depend on the patient and

the time when it has been measured. it must aIse depend on its type.
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4.7.2 Levels of Paramcter Data Management

In order to address thc rcal-timc quick rcsponse in data management required in the DLC

module, a multilevel management of data storage has been adopted. In the current

implcmcntation of the DLC module, the acquired parameters data are stored in main

mcmory residcnt queues [Fumai el al.. 1991], Then, in order to avoid disk access every

two seconds, data is transferrc:d in blocks to disk in periodic intervals. Physical data block

transfer is an appealing technique because of its simplicity. However, it may have a few

inadcquacics-for instance, it does not support an object representatio(l change when

moved bctwccn levels. On disk, objects are represented by unique identifiers. whereas in

main memory they are referenced by pointers. Another shortcoming is that conventional

rclational DBMSs support a main memory cache of system catalogue objects (e.g. create

table, open table. seek position, etc.) and objects must change representation when

transÎerred from main memory to disk table format. Changing representation when

moving objects between levels constitutes a threat to data security and must be properly

managed using semaphores.

DbkStDrIl~

~- - - - - - - -1

~- - -

1

1

1

1

1

~- -- - -- - --
_ _ .Control Flow

- DataFlow

FiJ:UI'C 4.12: Multilc:vcl Storagc Scbcmc.

Assuming that storage systems consist of logical devices forming a rootOO tree, where

the unique root node is the main memory and the rest ofthe storage levels are descendants
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[Stonebraker, 1991 J, a logieal three-Ievcl storage management is eonsidered in lhis design

(Figure 4.11).

The storage of parameter data is managed at three levels, the first level being main

memory. The second level of storage is the hard disk level, which at the same lime could

be distributed aeross the computer network. The last Icvel is the massive tape slorage.

Therefore, an object may exist in any of the three Icvels of databases, ln anolhcr sense,

the three logical databases coexist. Furthermore, in the logical modcl of mullilevel dala

management the same format of disk data is maintained in both main memory and archive.

Ir. order to determine the criteria for object transfer between levels. we perceive a

background decision engine (Data Transfer Process) between each of the three levels. as

iIlustrated in Figure 4.12. The transfer engine can delermine how and when the transfer

should take p1:lce according to the programmed conditions. A pseudo-code example for

one such set of criteria for Rea1_Timc Parameters data could be:

• main memory representation: transfer Parameter data from RAM 10 disk every

Time seconds, where Time is a variable in seconds.

• disk representation: transfer Parameters data from disk to archive device where

Date in Time-Stamp is within a certain periodoftime.

• archive representation: arch:ve Parameters data where Date in 1ïme-Stamp ;;: a

certain date.

What the example above suggests is that when the Real-Time data is acquired, it is kept

resident in main memory for thirty minutes (1800 seconds) and that within a certain period

during the year the data can still be kept on disk. After a certain given date, howcver, the

data should be moved to massive storage. The mentioned conditions are a sample case

and can easily be changed without introducing any modifications to the database system.

Moreover, a conditional statement could be added to the transfer engine where data is

transferred to hard disk cvery five minutes for security and data recovery purposes in case

ofa system crash or any other unexpected malfunctioning event. The actual system keeps

the data on hard disk as long as the patient is still in the 1CU. then moves it to mass
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storage upon the patient's discharge. Afterwards data is traditionally archived on off·line

tape storage, for access only when needed.

The Main Memory level of data management of the DLC module has been

implemented in a previous work [Fumai el al., 1991]. The second and third levels of the

l'aramelers data management has been implemented as described in Figure 4.12. The

code iIIustrated in Figure 4.11 has been used to create the database Paramelers table on

disk and in massive tape storage.

The main memory level stores data only for those patients currently in the ICU. Main

memory resident data is stored in three circular queues in the computer's RAM: a second

data queue, a minule data queue and a half-hour data queue. For each active patient,

l'aramelers data is received from the CarePort interface simulator every two seconds and

stored in the second data queue. After sixty seconds, data items in the second queue are

averaged over the minute and stored in the minute data queue. Data items in the mimlle

queue are them averaged over thirty minutes and placed in the half-hour queue.

Even though we were only required to permanently store the half·hour DLC data and

archive it, it seemed necessary to create three such Paramelers tables in the database at

the middle data management level; i.e., in disk space. The Paramelers tables are exact

images of one another. One, Paramelers_second, stores the second data. Another,

Parameler~ minule, stores minute data, and finally the Paramelers table itself contains

halJ·hour data.

The Paramelers database table was replicated for the following reasons:

1. Keeping copies of the main memory resident data reduces the data lost due to an

application break or system shutdown.

2. Second and minute pararneter data can be displayed from either main memory or from

disk storage depending on the urgcncy at hand. This reduces main memory operations

and enhances system performance.
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3. The Trend Analysis module couId acccss data from the database rather than from main

memory, enhancing the system performance and allowing the Trend Analysis module

to analyse historical cases when required.

4. Second and minute parameter data is only kept for a finite period of time in disk space

and is not archived to massive storage; i.e., the second and minute database tables

require no extra space.

94



• ChapterS Implementation, Results and Future Extensions

•

•

This chapter describes the physical implementation of the PDMS database. It delineates

the derivation of the low Icvel (physical) information model from the middle level model

presented in Chapter 4. The physical 1!l0dc1 will then be translated into actual database

tables according to the specifications of the implementation platform.

5.1 Implementation Platform

The database tables were implemented using the Relational Database Management

Services of the OS/2 Extended Edition Databasc Manager®. The creation of the database

tables was carried out in a series of SQL statements grouped under a single script file.

The interaction with the database such as insertion. retrieval, sorting, viewing and

archiving of data instances was handled by a series of source modules, that access the

database, coded in the C programming language with embedded SQL statements.

The PDMS database prototype has been implemented in our CnvI laboratory on a

Local Arca Network (LAN) ofmM PS/2® computers. The computers were connected in

a Token-Ring mode and used the OS/2 LAN Manager® services for network control and

communication protocols. Figure 5.1 iIIustrates the network topology ofthese computers.

The Extended Edition of Database Manager offers a dat~ase distributed feature

which consists of providing a client application program access to da!abases located on

E.xtended Services database servers. In order for a client application to access and

manipulate data on a server database, the database client application enabler must be

installed and configured on the client's workstation.

In order to test the PDMS prototype and its database, a program that simuiates the HP

CarePort Network of the bedside monitors bas becn implemented. This simulator

transmits data similar to the data incoming from the CarePort and connects to the PDMS

LAN via a RS-232 seriallink to one ofits Personal Computers (PC), named PCI. This
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simulator has been implemented as part of an earlier work on the PDMS projecl [Fumai Cl

al.. 1991].

RI'Eb&tntlnn "
NcrTabl"

Fil:Urc 5.1: PDMS Nclwork.

The user interfaces of the PDMS application modules were devcloped using the C

programming language and the Application Interface CaUs ofOS/2 Presentation Manager.

5.2 Network Database Architecture

Using the distributed database capabilities of the Extended Edition of OS/2 Database

Manager and the services of OS/2 LAN Manager. the database has been distributed as

shown in Figure 5.1.

ID
The first computer of the LAN. PC1. is dedicated to coUecting c1eetronic data from the

network ofbedside monitors. The DLC application module and the DLC database tables

resident on tbis station are configured as a server database to the remaining computers on

the LAN. and reciprocally PC1 is configured as a client to the databases located on PC2

andPC3.

This configuration allows PCI to access the tables maintained on PC2 and PC3. It also

aIlows PC2 and PC3 to access the database tables resident on PC 1. PC 1 contains
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executable application images of the Fluid Balance module, the NCP module and the

Registration module. When executed as client applications from PC l, these applications

present the user with their own corresponding user interfaces, with embedded SQL

statements that allow access and manipulation ofdatabase tables stored on PC2 and PC3.

eQ

The second PC is dedieated to managing the Registration module data and the NCP

data; it also maintains the NCP and Registration application modules. The Registration

and the NCP database tables on this station are configured as a server database to PC 1

and PC3, and reciprocally PC2 is configured as a client of the database tables located on

PCI and PC2.

In the same manner as that ofPCI, PC2 contains executable application images of the

Fluid Balance module and the DLC module, so that when executed from PC2 these

images present the user with their own user interfaces accessing the remaining database

tables over the LAN.

PC3

The third PC is dedicated to managing FIuid Balance information; it maintains the FIuid

Balance application module together with its database tables. Like the other PCs, the

FIuid Balance tables that reside on this station are configured as a server database, while at

the same time the station is configured as a client of the database tables of the other Iwo

PCs.

As weil, this PC contains executable client applications of the NCP module, the DLC

display and query modules (only) and the Registration module which facilitate access and

display of data stored on PC1 and PC2.

S.3 Resllits

This section will examine and evaIuate the physical data mode! derived from the middle

level table data mode! using the OMT data mode!ling method.
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5.3.1 DLe

Only the DLe module source code and the Data Transfcr Engine (Process) contain the

required embcdded SQL statemcnts that inscrt and retricvc data from the /'aramctf.!rs

database tables.

AH the databasc tables are created onty once using a .\·cript file that contains ail the SQL

statements for creating the tables. The SQL statcmcnts are specifie to the OS/2 Databasc

Manager. Figure 5.2 illustrates how the Parameters table creation code has becn derivcd

from the middle level presentation of the Parame/ers c1ass. As describcd is Section 4.7.2.

similar code was used to create two other tables. namely the "Parameter~_sccond" and

"Parameters_minute" tables.

Candidate Krys: (Patic:nt-'D.Time_Stamp.Type)
Prima.,. Kt')': (padmt_ID.Tlmr_Slamp.Type)
Frtqumtly Accrsard: Ali Auribules

N id 20
N slring 10
N bit data dOt
N TimeSlamp dOt

Patient_ID
Type
Value
Time_Slamp

Pantmd~
:\J1ddlr 1.n'rl

1
1 J.IM' J_rl
1

1
1 CREATE TAUlJ~ ParouneleB
1 (Palienl)D VARCIlAR(20) NOT Nlll.l ..

•

.. Type cIIAR(10) NOT :"olUU••
. . Value VARCIIAR l'OR BIT DATA NOT NUI.I .•

1 1ime_Stamp TJl\.U:,..."TAl\.IP NOT NUU..
1

1 PRIMARY "I~Y (Palienl_II>, Time_Stamp.T)1IC»;
1

1

1

1

1

FiI::Un: 5.2: Pararnctcrs Class - Physical Creation Stalcmcnl.

5.3.2 Registration

Figures 5.3 and 5.4 illustrate how the SQL statements that create the Registration

database tables were derived from the middle level data mode! of the l'atien/ and

Admittance object classes. Only the Registration module is responsible for handling data

in these database tables.
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':Rf.ATE TABI.E Patient

1
~tldd'~ I_~I 1 lA" ;.n~1

1

1
1 (1'IIleinl)D VARCIIAR(20) NOT NUU. UNIQUE.

."

,

1 rinU~ame: VARCIIAR(30) NOT NULI..
Lut_Nune: VARCIIAR(30) NOT NUU..
nirth Dale: DATE.

: Se:x êIlAR(2),
Addrm VARCIIAR( 132),
l'honc I~'TEOER,

AUributo Namc , Null: Unique! " Domain ,,<' By1cf

"lIlÎcntJD N Y id 20
Finit Name N N ~tring 30
l.ut Nune N N tlting 30
UirthJ)ate y N Dale dOt
Sn y N Itring 2
AddrCIII Y N .tring 132
l'hone Y N inlcgcr 10

C.ndJd.tf' Kryw: (l'atientJD), (l'a1icntJD.I....t_Nunc)
(fil'llt_Namc.Lut_Name)
(l'lIlicnt_ID.First_Namc)
(Patient_ID,First_Namc:.Lut_Namc:)

PrimaI')' 11:1')': (P.tlmt_lD)
Jl~umd1Ac:l'rIIHd:(Paticnt_ID.Lut_Namc.Uirth_Date)

l'RIMARY KEY (palicnUD) );

FiJ:Un: 5.3: Patienl Class - Physical Cre:llion Statemcnl.

MlddlcLn~1

l'atienUD N N id 20
Oatc_TimeJn Y N TimeStamp <lnt
L'~d_Nbr N N intc:ger 4
Ooctor Y N .!ring 600
Datc_Time_Out Y N Timc:Stamp <lnt

"'AUribut.eNamc""NuIl: tJ~ )Dom&itt't B)1ClI CREATE TABLE Admittance:

. '

" (PatientJD VARCltAR(20) NOT~'ULL.
, ' Date Time: ln TIMESTAMP.

, ,,' Bcd Nbr ~~GER NOT~'ULL.

: DocÏor VARCflAR(64)
Dale_lime_Out TIMESTAMP.

Candidate lI:eyt: (Palic:ntJD. Dau:_Timc)n)
Prlmary Kr)': (p.timUD. Date_Tlmc_ln)
Fn-qucndy Ac:c:C'DCd: (l'atient_1D. Dodor)

Fi~n:5.4: Admittance Class - Physical Crcaùon St:ltcrnent.

5.3.3 Fluid Balance - Ingesta

Figures 5.5, 5.6. 5.7, 5.8. 5.9 and 5.10 ilIustrate how the SQL statements that create the

Fluid Balance database tables were derived from the middle level table mode! of the Fluid

Balance object classes. Only the Fluid Balance modules contain the embedded SQL

statements that manipulate the data instances orthe Fluid Balance database tables.

99



5, Implementation, Results and Future Extensions

CandldlltC' K~J: (ratient)D. DlIte_Time.IV)..'br)
PrimaI')' K~: (PlIllmt_lD. Dlltr_Tlmt.IV_Nbr)
F~urnllyAccnard: (Actual)nlk., Ocsircd)ntk,

Level. ralimtJD)

;~,;:;AttribuW.Namc:.::', NutF UnllJUl'" \.~ ..•. Bytn

ratient ID N N id 20
IV Nbr N S inleger 4
Body_l'art Y N atring ~

Comment Y N string 110
Level Y N \'Olume 15
AelUal lnlk. Y N \'olume 15
Ocsired_lntk. Y S volume \5
Date_Time S S limeSllImp dnt

IV

1

MlddlC' l''"tl 1 I.e"" I,,"C'I
1

1 CREATI~ TAIlI.E IV
1 (ralienlJO VARCIIAR(20) NOT NULL.
: IV_Nhr IlIo'TEGr.R NOT NU1.1..
1 Ikody_rllJ't VARCIIAR(~$) •

•

comment VARCIIAR(llO).
. ..... Level VARCIIAR( U).

1 A~111l1lJntk VARCIli\R(I$).
1 lk,iredJntk. VARCIIJ\R(\5).

Date_lime TI~ŒSTA.\11' NOT NlJl.l~

l'RI~IARY KEY (]'lIticnUI>. DIIle ~lïme. IV_Nbr»;

Fi~rc5.5: IV Class - Physical Creation Slalcrncnt.

InCa.tric Mlddlr !,,"C'I I.IM' ~tl

Patient_ID N N id 20
Type Y N atring 15
Level Y N volume 15-
Amount Y N volume 15-
Dale_lime: N N limcSllImp dnt

}:(AtlribIItct:N'nMi}i} ':Nuniilliil~ :H)omam},BylCIi' CREATI~ TAilI.E InGutric

1 (rlltient)O VARCIIAR(20) NOT NUU..
1 T)1'I: CIIAR(l5).

~Levcl VARClIAR(I:5).
~ Amount VARCIIAR(l5).

; DlIlc:_limc TIMFSTAMl' NOT NU1J..

rR1MARY KEY (l'lItim1JO. Ollle_Time. T)1'I:»;
Candidate Krys: (PlItirn1JO, Oate_Time, Type)
Prlmar:Y K~: (patJrnt_lD. DIItr_Tbnr, Type)
FrequmtJy Accnwrd: (PatimtJO. T)'JIC. Level. Amount)

Fi1'Jrt 5.6: InGastric Class - Physieal Creation St:l1crncnt.

5.3.4 Fluid Balance - Excreta

This section presents the Excreta database tables of the Fluid Balance module, Figures 5,7

t05.10.

8100d

Qmdlclate Np: (palicntJD. I>m]nnc)
PrllIIllII" Ker- (pat&mt_ID. Date_n.-)
Frrqamdy Accaxd: (Pa1icnUD. TotatBalanec)

:\UddlC' ~el 1 r- l.e\'rl
'--~~~~-r"~~~:--~-=-~~T:"~ 1
%fAuribGlc~:}F:;}tulh:UlÛqUli: YDoauiD.i.i,~ : CREATE TABLF.IJl00d

•

(PAtient_1D VARCIIAR(20) NOT NUIJ~

P..tienUD N N id 20 TotatLau VARCIIARm>.
TotaU.oss Y N volume 15- Total Intakc VARCIIAR(I:5).
TotaUntake Y N volume 15- 1 o.tc-lime: TIMESTAMP NOTSllU...
o.tc_Tunc S N limc:Stamp dnt t -

: PRIMARY KEY (Pazic:nt)D, Dm_Tnnc»;
1
1
1

Fi".re 5.7: BIood Class - Ph)'Sica1 Creation Stalcmcnt.
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l1r1nt
1

Mlddlr J.nrl )

AltribvlD NlIDIlI' NuU: UniqUD 'Domain': Dytca

1'.tienl)D S S id 20
Quanlily Y S volume l'Cumulative Y S volume l'
Sup' y S volume l'Kelnne Y N yolume "S_G Y N volume l'Date_lime N N TimeStlImp dnt

C.ndldatl' KtoyI: (P.tienlJO. Dale_Time)
Prima.,. KI)': (PalJl'nUU, Dall'_Tlml')
Jlrrqurnlly Ac:l"ftMd: (P.tient)0. Date_Tarne,

Cumulative. Quantity)

CREATF. TABI.E Urine
1 (P.tienIJO VARCIIAR(20) NOT SUt.!..

•

' Quanlity VARCIIAR(I ').
" , , ", Cumulative VARCIIAR(I ').
1 Suglll' VARCIIAR(I').

,",etone VARC IIARC l ').
S_G VARCIIAR(I').
Oate_Timc TIMEST;\MP :-':OTSUI.L,

PRIMARY KEY (Patient_ID. Oale_Time});

Fil:Urc 5.8: Urine Class - Physieal Creation 5tatemcnt.

Stool
MJddll'Lnrl 1._ Lntl

'.AUributc,Namc\" ,:NuU:' unique ::Domlsic':: ~

Patient-ID N N id 20
Amount N N volume l'
Date-1ime: N N TameStamp dfit

C.ndldatl' KC')'lI: (Patient)0. Oate_Time)
Prima.,. KI)': {patJmUD. D.tr_Tlml')
Yrrqumtly Arc:nlIC'd: (P.ticnt_ID. Date_Timc.Amount)

CREATE TAOLE Stool
(plUient)D VARClIAR(20) NOT ro.'Uu..
Amoun! VARCIJAR( l') NOT ro.'Uu..
DalC]imc TI~fESTA.\fP NOT ro.'Uu..

PRJMARY KEY (patientJO. Dale]ime»;

Fi".rc 5.9: 5tool Class - Physieal Creation 5tatcmcnt.

EsCutrle:
MlddlrLnd

Palient_1D
Adb_Oit1h
Date_Tune

CaDdldatr KC')'lI: (Patient_ID, Oatc:_Time)
Prim• .,. Kr,: (padnUD. Datr_Tlmr)
Frrquftldy Arc:r.wdt (Patien!)D,Datc_TIII\c, Abd_Git1h)

::"JUtributc N.mIc:':::O:' :Nult: l1mquc:':'JlcmmiIlr~, ~~::j~~~~~~NOTi'o'tJu..

id 20 .'\bctGirthVARCIIAR(I')NOT~'ULL,
string IS ' ' Oate_TunemfESTA.\IPNOT~'ULL,

TimeSIam9 cm! 1
1 PRIMARY KEY {paticnl_lD.lntc_Tunc) r.
1

1

1

1

r

Fis:un: 5.10: E,,,,Gastric CJass - Ph)'Sical Creation Statcmcnt

5.3.5 Nursing Care Plan

Figures 5.11, 5.12, 5.13 and 5.14 ilIustrate how the SQL statements that create the

Nun;ing Care Plan (NeP) database tables were derived from the middIe level data modeI

of the NCP object classes. Again. only the Nep modules contain the embedded SQL
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statemcnts that pcrform the insertion and retricvaJ functions on the Nursjng Cart' l'ian

database tables.

:\lIdlll(' IA'\'('!
~CP

,":AnribYlc·Namc'.:':. .Nun" UniqUl:'. ····D!lmain Byll:J

PlIlicnt_1D S S id 20
NCP ID N ... id 20
Diil~osis Y :Il slring 40
DiligMemo Y N 'Iring 120
Allergies Y N slring )0
Soles Y N slring 2~6

Open1l iot15 Y N string 120
TotAl]oinb N :Il inlegcr 4
Dilte_Time N N TimeSl4mp dnl

Candidate Ke".: (PlllicntJD. NCPJD) (SCPJD)
Prlmary Kt)': (patJmUD. NCP_ID)
F~umt!)'Ac~: (PlIlientJD. NCP_lD,Tol4l_Poinb)

: I.ow 1,"('1,,
: CRI~ATI~ TAnlJ~ :"CI'
: (rlllient JI) VARCIIAR(20) :"0'1' Sltl.I~
: scrJI) VARCIIAR(10) No'rNUl.I. Ul'\IQI tE,

•

' I)iagn(ltlis V,\RCIIAR(40),
. ..' Diilg~fem(l VARCII,\R( 1::0),
, Allergin VARCIlAR(JO).
: ~..tes V,\RCII,\R(2~(,).

: ÛJIerillions V,\RCIIAR(1211),
: T"lai l'ointsIS'mm:R so'rSlIl.I ..
: l)al.: ' 'rime 'n~IESTA~lr :"oT NI 11.1 .., -
1,
: rRI~IARY KI'.Y (l'IIlient,m.scl' JI)>>;,,

FiJ:Ure 5.11: NCP CI:JSS - PhysiC:J1 Crcnlion Sl:Jlcmcnt.

T••k
:\lIddl(' !_rI

PRIMhRY KEY (SCI'JD. T....k)D»;Candidate! Kr)'lI: O\CP)D. Tm_ID)
Primary Ker- (NCP_ID. Tuk_lD)
FMluC!fttly A«n!d: (PaticnUD,Task)O,Points)

';:':;AUributaName::;.'} Cl~1I11"(Unjqœit>omain Dytes 1 CRF.ATI. TABLP. Tol""
~~---""'+--+_":'--r--_"";"'~--1.I. ~Cr)D VARCIIAR(20) :'>lOT NUI.! ..

NCP)D N S id 20 . . Tull ID VARCIIAR(2{) SOT NUl.!..
Tuk ID N N id 20 . roin'; IN1r.GER NOT NUU ..
poirm N N integcr 4 1 Frcq Typ.:VARCllhR(l~)NOTNltU ..
FrctLType N N string 15 1 ~fcm~ VARCIIAROO),
Memo Y N Mring 30 1,

1

1

1

Fil:Ure 5.12: T:JSk CI:JSS - PhysiC:J1 CrC:Jtion Stltcmcnl.

:\fNlcatJon ~tiddle!Lnrl 1_I_rI

CREATE TAUtE Mediation
SCP_ID N N id 20 (NCI>JD VhRCUAR(20) NOT NUU..N_ S N string 30 • ~_ VARCIIAR(30. "1T~UIJ,
Rnw: Y N string 30 Roule VARCUAR(30).
Douge Y N volume IS Dosage VARCnAR(I~),

Frequency Y S string IS
1 FrcqllCllcy VARCUAR(I').

PR.''T.g y N string 2 pR......r..g CIIAR(2).
Points N N intc:get 4 Points l~ïEGER.

CandldalC!~ (NCP ID. Samc)
Prima.,. Ker- (NCP)D. :'t_)
FrtqIlmtlyA~:(SCP_1D.:IJUllc.Po~~)1

PRJMARY KEY (NCP)D. N_) ,.,

Fis:ure 5.13: Medication C1:Jss - PhysiCll Creation StllcmcnL
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Solutlnnll
Mlddlr~rl 1",", r~nl

Attribukl N_·· •. NIlIt· Unique .Doaurin··: D)'ICJ

NCI'JD N N id 20
Numher N N inleger 4
Samc y N Itring 32
RoUle Y N _tring 30
Iùte Y N volume IS
TypeTag Y N Itring 2
l'oints N N intcgcr 4

CREATE TADLE Solutions
(NCP)0 VARCIIAR(20) NOT SULl~

Sumhc:r l:-'ïEGER NOT NULL,
1 Name VARCUAR(J2)•

•.

. '. Route VARCUAR(JO),
.. Raie VARCUAR(lS).

1 TypeTag CIlAR(2).
Points I~GER NOT SUU..

PRIMARY KEY (NCPJO.Numbcr.Same) );

Candld.tr K.,.: (Nep)D.Numbcr,Name)
Prima.,. Kr)': (NeP_ID.."lI'umber.."lI'amr)
Jo'ffilllrntly Arcrllrd: (NepJO.Name,Numbcr.Points.ratc)

Fif,.'1U'C 5.14: Solutions Class - Physical Creation Statcmcnt.

5.3.6 The Application Level

The programs that access or handle the PDMS tables were coded in the C programming

language with embedded 4GL SQL statements. A sample program that inserts a tuple in

the InGastric PDMS database table is described in this section. The example reads. from

the input user interface, the patient's identification number, the gas type and level and the

date and time the measurements were recorded. It then inserts these values into the

corrcsponding database table. Such program is composed ofthree sections:

1. The first section decIares the host variables. Host variables are reserved by the

prograrn to access the table attributes as they have been defined in the database table.

These variables should match with their corresponding database table attributes in type

and size. For example,

EXEC SQL BEGIN DECLARE SECI10N;
char hst_PatientId[20];
char hst GasLevel[l5]:
char hst_GasType[l5];
char hst_GasAmount[15];
char hst DateTime[16]:
EXEC SQL END DECLARE SECTION:

2. The second section bandIes the logic of the program and c:m Ce executed before and

after the third section depending on the logical requirements of the program. For
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example. after having read the input variables from the user interface into the

application's local variables. this section of the application program inserts the values

of the patient's id.. the gas type, the gas levc1 the gas amount and the date/time

variables into their respective host variables:

strcpy(hst PateintId, PateintId):
strcpy(hst_GasType, GasType):
strcpy(hst GasLevel, GasLevel):
strcpy(hst GasAmount. GasAmount):
strcpy(hst DateTime, DateTime):

3. The third section executes the SQL statement which could be an insertion, delction or

retrieval of one or more tuples in the database table. For instance. this section

executes the insertion of the aforementioned tuple into the database table. The first

step in executing the search SQL command is to prepare il. This is indicated by the

PREPARE STATEMENT command iIlustrated below. The second step executes the

prepared SQL statements and also indicates the variable values that should be

respectively used in the SQL statement. The "1" sign in the SQL statement indicates

that the values should be respectively read from the variables declared in the USING

statement;

EXEC SQL:
PREPARE STATEMENT: "INSERT INTO InGastric Patient_ID,
Type, Level, Amount, Date Time VALUES ( ? ? ? ? ? ) :"

EXEC SQL:
EXECUTE STATEMENT USING: hst]atientld, :hst_GasType,
:hst_GasLevel, hst_GasAmount, :hst_DateTime:
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This section will discuss sorne of the data integrity issues that were addressed or

considered during the design and development of the PDMS database.

5.4.\ Data Types

Note that in the translation of the attribute domains from the middle level data model into

the low level code the VARCHAR data type was used to implement the object identifiers

such as the Pa/ientJD, the NCPJD and the Iike. ft was also used to implement the

volumes of fluids and solutions measured by the medical staff.

The VARCHAR FOR BIT DATA data type was used to implement the value

attribute of the Parame/ers object table which is stored in bit format in main memory.

The FOR BIT DATA data type allows the storing of data which may not have constant

length. When read from main memory the BIT DATA type is treated as a structure with

two fields: a data length indicator and a byte array which holds the values.

The TIMESTAMP, DATE, TIME and INTEGER data types are pre-defined by the

SQL ofthe OS/2 database manager.

The correct mapping of data types between the middle level data model and the low

level code as weil as between the application module source code and the database

guarantees the integrity of the data values. Once inserted in the database the OS/2

Database Manager is responsible for maintaining that integrity.

5.4.2 Data Constraints

In order to maintain the referential integrity that has been defined by the High Level data

model as relationships among object classes, the middle lever data model specifies which

attributes should never be inserted in the database with a NULL value and which should

contain a UNIQUE value in the database table as in the case of an object identifier type

(ID). This is translated in the low level model (code) as follows:
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1. First, by speeifying that a certain attribute is NOT NULL UNIQUE in the SQL

statement that creates the object table indicates to the database manager that when

inserting a new instance of this attribute in the database it should first veritY that the

value of the attribute is not null and unique in the table before allowing the insertion.

2. Second, indicating to the database manager that a referellliai C()lI.~trailll exists on an

attribute in a certain object table. will then require that the given value of that attribute

exist in sorne other table before insertion is allowed. For example. one of the

referentiaI constraints that has been inserted in the database requires that every

PatientJD in the NCP object table must first exist in the Patielll object table and in

the Admittance object table. Hence, the database manager will not allow the insertion

of new Nursing Care Plan for a Patient that does not exist in the database and has not

been admitted to the leu.

The referential constraints that has been introduced in the database are directly derived

from the High Level Inheritance Diagram. Any child c1ass cannot exist without the

• existence of its parent c1ass. In other words. if the instance of an object identifier of

parent object c1ass, referred to as ID in the middle level Model. does not exist in the

database an instance ofthe child object c1ass cannot be introduced in the database.

5.4.3 Other Data Integrily Issues

The database tables are fragmented in a manner that he1ps avoiding data access

concurrency. In any case, the OS/2 Database Manager is responsible for concurrency

control and record locking.

•

ln order to protect the database and the table definitions. the OS/2 Database Manager

was configured to grant data read-only access for ail the users that use the OS/2 query

manager, data write-access for certain users that use the PDMS Application Modules and

database administrator access to a single specific user. The database administrator has ail

the privileges granted by the OS/2 Database Manager such as aItering the configuration of

the Database Manager, changing the definitions of the database tables and the like.
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The design and implementation of the POMS identifies three types of failure that can

result in data 1055. This section presents these failure types and assesses the impact of data

1055 in each case as weil as the procedures in place to recover the data:

Transaction Failure

This type of failure usually ends with an ahort, and occurs when a transaction

terminates in a normal failure because inconsistencies in the database were detected, or the

POMS application modules surrounding the database were not able to correctly process

the embedded SQL statement.

In this case only a single record is most likely to be lost from the database since the

cach embedded SQL statement in the POMS Application Modules surrounding the

database completes its operation with a COMMIT to database command, rather than

performing a set of database transactions and then committing themall to the database.

This procedure ensures that every transaction commits its data to the database before

conc1uding. However, loss of a single record may only be true in the OLC module since

the data acquisition is computerized. According to the POMS requirements, the 1055 of a

single parameter value over a second is considered minor and no data recovery is required.

In the remaining POMS modules the user would be prompted to repeat the transaction.

System Failure

This type of failure could be caused by anything that destroys the computer's main

memory. The most common sources of such a failure are hardware failures in the CPU,

bugs in the Oatabase Manager code, bugs in the operating system and the like. This type

of failure could also be caused by a power failure if the system is not connected to an

Uninterrupted Power Supply.

There OS/2 Oatabase Manager offers !Wo features that can be used in this case,

res/ore and roll-forward. The restore mechanism involves malàng copies of the database

at scheduled times. The roll-forward recovery method allows us to rebuild the database

• to a specified point in time as weil as to the end ofthe database log files.
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However, the data resident in main memory is unrecoverable in a system failure.

Assuming a transfer period of five minutes for the storing of parameter data from RAM

queues, the worst case data Joss is five minutes worth of Parameters data. Also note that

during the down time of the system the OLC module cannot acquire data from the bedside

monitors and therefore data will not be stored in the POMS database during that period.

Media Failure

This type of failure occurs when a secondary storage medium encounters a

malfunction, such as a head crash on the hard disk or a bug in the operating system 1/0

routines.

ln order to prevent the media failure from destroying both the database and the log files

needed to rebuild il, the database 10gs should be kept on a media devicc: different from the

database itself. In this manner, ifthe device that holds the database fails, it can be restored

from the log files kept on the other medium, and vice-versa.

• 5.6 Performance and Sampie Results

This section presents sorne benchmark results obtained while operating the POMS in the

development lab at McGill using the sample data generated by the CarePort simulator

(Figure 5.1). The objective, in this ~e, was to evaluate the POMS database

implementation from a network perspective.

Table 5.1 illustrates the response times of various test conditions performed on the

database. These limes were measured, in our laboratory environment (Figure 5.1), on a

IWo PS/2s model80 computers with an 8038616 MHz CPU, 8 Mega Bytes (MB) RAM,

150 MB bard disk storage (20 ms access lime, 800 KB/sec transfer rate), PCI and PC2.

And on a PS/2 model 57 computer with an 8038616 MHz CPU, 8 MB RAM, 150 MB

bard disk (20 ms access time, 800 KB/sec transfer rate), PC3. The PC running the

Careport simulator software was a PS/2 model60 with an 80286 16MHz CPU, PC4. Ali

computers ran version 1.3 of OS/2 and the Extended Services of OS/2 Database Manager

• version 2.2.
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The response times were measured by inserting code statement;; in the application

modules that read the OS/2 system dock before and after each operation execution. And

the response time was calculated from the difference of these two time stamps.

The transaction respcnse times were measured for three ICU patients registercd with

the PDMS. Analyzing the response times under the test conditions described in Table 5.1

allows a determination of the load effect on the database performance. These conditions

were tested while PCI collected parameters data for three patients simultaneously, during

a one-hour time period. The various test conditions are described below:

Test Condition Client Server Response Time

Register new patient PC2 PCI 2010ms

Register new patient PCI PC2 2120ms

Update cxsiting Patient PC2 PC2 1000ms

Update cxisting patient PCI PC2 ISOOms

Retricve Patient Data (three Patients) PC2 PC2 210ms

Retricve Patient Data (three patients) PC3 PC2 4S0ms

Retricve Admittances (three patients) PC2 PC2 200ms

Retricve Admittances (three patients) PC3 PC2 460ms

1nsert pararneter_minute data, 1patient PCI PCI 200ms

Insert pararneter_minute data,3patients PCI PCI SOOms

Insert parameter(halfhour)data,1patient PCI PCI 200ms

Insert parameter(halfhour)data,3patients PCI PCI 480ms

Halfhour data rctrieval (3 patients) PCI PCI 20SSms

Halfhour data retricvaI (3 patients) PC2 PCI SOSOms

Table 5.1: Response Times

1. Regi.~ter new patient.

This test condition involves admitting a new patient into the ICU via the Registration

• module. This transaction requires adding an instance in the Patient object and another in
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the Admillance object table, as we!l as activating thc DLC module to start co!lecting data

from the patient's bed.

This transaction was carried out in two ways, the tirst locally in which data was

inserted into the Patic11I and Admillallce tables on the same station (PC2), and the second

remotely over the LAN in which data was entered on PC 1 and inserted in the

corresponding tables located on PC2. The response times measured in both cases were

acceptable.

2. Update existillgpatiC11I.

This test condition involves admitting a patient for the second time into the ICU. That

is, the patient's ID aIready exists in the system, via the Registration module. This

transaction requires updating the information in the Patie11l object such as the patient's

phone number or address as weil as a new instance in the Admittallce object table. Again

the DLC module is activated to stan collecting data from the patient's bed.

• This transaction was aIso carried out in two ways loca!ly and remotcly. The response

times measured in both cases were within favorable limits.

3. Retrieve Patient alld Admittance Data.

These test conditions were carried out by querying the Patient and Admittance

database tables via the OS/2 Database Query Manager. The queries were exceuted in two

manners, on the same station that holds the data and the other rcmotcly. In both cases the

response time recorded was acceptable.

The local query that was carried out on the Patient table requested the patient hospital

ID, last name, tirst name, birth date. sex and age of ail patients in the ICU. This was

accomplished by the following SQL statcment:

SELECT PatienUD, First_Name, Last_Name, Date_oCBirth, Sex, FROM

Patient;

•
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-1 Querv Mlln3qer for PDMS !~1'i·';;

8ctlons J2lsplay Ellil Holp

Repo" +
//PCZlPotl.nt lihtl.nt_ID ra.t_ft.... L...t_ft.... Dot._ot_Bath Se><-_ ........._---- --------_ ..----- ------------------------------ --_ .._-- ..__ ....... ---

lZ34567890 JO. Bloe 09-12-1990 Il
0987654321 Gteqory DeVUloqe 07-06-1991 Il
lZlZ345678 IIlchelle Dellontaane 01-06-1990 r

••• END •••

'i'
+1"·1 ,. :,r

Fi!:.,", 5.15: Samplc Patient data fClricval.

The remote query Ihat was perfonned on the Patient database table requested the same

infonnation. however the request was issued from a client station (PC3) to the

corresponding database server station (PC2). This was accomplished by the foIIowing

SQL statement:

SELECT PatienUO, First_Name, Last_Name, Oate_oCBirth, Sex, FROM

IIPC2IPatient;

A sample of the remote query result is shown in Figure 5.15. Note that at that time

only three patients were registered and active in the PDMS testing environment.

The queries that wer.:: perfonned on the Admittance table asked for aIl the infonnation

round in that table. and are presented below:

local qllery:

SELECT * FROM Admittance;

remote query:

SELECT * FROM IIPC2IAdmittance;

The asterisk "*-indicales that aIl the columns in that table are required. A sample of

Ihe local query result is shown in Figure 5.16.
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~I OUOIV Mana.or 'Dr POlIIS 1·'1'··
/lCllo.. I!lsplav Exit 1Ilolp

Roport
~Àdlll'ttanee

PIlt1ent_ID Date_In T1ae In Bec! Doctot Da.te_Out T1DlC_OUt ""---..-_...._-- ---------- -------_..- --- ---_..._-----_......---.. -.._..------ ...._.._-----
J.:34567890 0%-03-1993 1:::00 1 Dt. ROMld 03-04-1993 1:::00
09876543%1 03-04-1993 16:00 4 Dt:. Jerrv
1%1%345678 03-04-1993 16:34 :: Dt. Ronald

.... aD •••

..i., :~:::j •

Fi".re 5.16: Samplc Admittance data rctriC\':I1.

4. fnsert parameter data.

The insertion transactions of pararneters data were performed automatically by the data

transfer process of the OLC module. These data insertions can only be performed locally.

as currently intended by the design, in order to enhance the performance of the real-time

OLCmodule.

The response times recorded by the OLC module for a single patient active in the ICU

were acceptable. But for three or more active patients the results were somewhat slow

due to the limited eapability ofPCl, an 80386 16MHz computer. Howcver, with a 80486

66MHz CPU and a minimum of 16MB RAM computer the response time of the DLC

module can be improved by an estimated factor on.

5. Halfhour data retrÎeva/.

These test conditions were carried out by querying the Pararncters tables via the OS/2

Database Query Manager. The queries were executed in two ways, the first loeally on

PC 1 and the other remoteIy. In both cases the response time recorded was acceptable.

•
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The queries that were performed on the Parameters table asked for ail the information

stored in that table within a certain two-second period, and are presented below:

local query:

SELECT • FROM Parameters WHERE Time_Stamp <= "1993-03-04­

12:02:02" AND WHERE Time_Stamp <= "1993-03-04-12:02:04";

remo/e query:

SELECT· FROM IIPC1/Parameters WHERE Time_Stamp <= "1993-03-04­

12:02:02" AND WHERE Time_Stamp <= "1993-03-04-12:02:04";

The 5 seconds response time of the remote query, in this case, is found to be somewhat

slow since remote queries over large database tables are relatively slow. Moreover, the

network communication time, over the LAN, is aIso a considerable factor. On the other

hand, the 2 seconds response time ofthe local query is acceptable.

5.7 Future Extensions

The PDMS database currently operates on the 1.3 version of OS/2 under the Extended

Edition of the OS/2 Database Manager Services. Migrating the PDMS to the 32 bit OS/2

2.1 can enhance its performance. Moreover, upgrading the hardware platform of the

PDMS from 386 CPU computer to the 486 66MHz or IOOMHz series can enhance its

real-time capabilities by an estimated factor of3 to 5 limes.

Although we employed an Object-Criented method to design the database of the

PDMS. we had little choice over the implementation platform. Another research direction

for the PDMS could be investigating the advantages ofan Object-Oriented implementation

versus a re!ationai implementation.

Another interesting future extension to the design of the database is to encapsulate the

procedures that manipulate the PDMS database in the object mode!. For example,

displaying certain Parame/ers information or data insert and update operation. In fact,

113



•

•

•

5. Implementation. Results and Future Extensions

this is one of the main reasons why ÛMT was chosen over an EER database design

approaeh. This provides the database design with more llexibility. portability and

reusability.

These initial tests foeus on the performance of the database implementation. More

extensive tests should also address other issues of a distributed implementation namely

computing network traffie and anticipated workstation loading.
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• Chaptcr6 Conclusion

This thesis identificd the need of data management computerization in the ICU through a

survey oftypes ofdata required and managed in an ICU and discussed the advantages that

such a step could present. It 01150 described sorne of the difficulties encountered in

building a medical system software, namely, the high cost of software development and

database maintenance due to design inadequacy and requirements misunderstanding.

The manuscript suggested modelling the database in the design phase of the medical

software as a solution that reduces the cost of database maintenance and promotes

understanding ofthe design and its requirements. Modelling aIso promotes the portability

and reusability of the design across different hardware and software pIatforms as weil as

across similar intesive care organizations. It presented a Iiterature survey and evaluation of

data modelling techniques and appIied one ofthem in the implementation of the database.

il aIse evaluated the design produced by using this objeet-oriented database design

• technique, as weil as the aetuai test results obtained after impIementing this methodoIogy

on the Patient Data Management System for an Intensive Care Unit. Suggestions for

future work are aIse proposed.

The ruIe-based school of data modelling is rarely applied in the current software

industry. Moreover, there is scarce literature to be found on that subjeet. Therefore, in

order to ensure the extension and reusability ofthe PDMS database modeI we employed a

data modeling technique that belongs to the faet-based school ofdata modeling.

Both, an EER and objeet-oriented faet-based modeling methods serves us weil in the

design of the PDMS database, they both provide a coherent easy to communicate design

schema as weil as a "mechanized" mapping between a "c1ean" high level database design

and a physicai reaIizable data mode!. However, an object-oriented database model offers a

more flexible data model which is Jess expensive to extend in the future, in terms of data

processing (operations) and additional system funetionality.
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• Appendix A OMG Terminology

Term Specialisations

Value Object

Non-Object

Concept

Non-object Relationship

Concept Modelling concept

Object model concept

Modelling concept

Strategie modelling concept

Analysis modelling concept

• Implementation modelling concept

Deliverable

Activity type

Technique

Object mode! concept Rule concept

Objet behavioural concept

Group and view concept

Object structure concept

Rule concept Constraint

Assertion

•
Object behavioural concept Operation

Event
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• State

Transition

Message

OMG Technology

Message Request

Group and view concepts Diagram

Schema

Quality concept

Strategie model G&V concepts

Analysis moci~l G&V concepts

Design model G&V concepts

Implementation mode G&V

Concepts

• Object structure concept Attribute type

Object type

Re1ationship type

Object type Strategie model object type

Analysis model object type

Design model object type

Implementation model object type

Relationship type Association

Aggregation

Specialisation

Instantiation

Usage

•
128




